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V magistrskem delu predstavite strukturo Postove mreºe in osnovne algoritme za
delo z njo (iskanje inmuma in supremuma danih elementov, preverjanje relacije
inkluzije med dvema elementoma, iskanje zaprtja dane mnoºice resni£nostnih ve-
znikov v Postovi mreºi in ra£unanje predstavitve danega veznika z izbrano mnoºico
veznikov, kadar tak²na predstavitev obstaja). Vse te algoritme tudi implementirajte
v programu Mathematica in jih uporabite na zgledih (re²evanje nalog iz logike, raz-
iskovanje lastnosti Postove mreºe).
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Algoritmi na Postovi mreºi
Povzetek
V nalogi predstavimo strukturo Postove mreºe in nekatere algoritme na njej, imple-
mentirane v programu Mathematica. Z njihovo pomo£jo lahko izra£unamo zaprtje
dane mnoºice resni£nostnih veznikov na tej mreºi, izrazimo dani veznik s pomo£jo
izbranih veznikov, kadar je to mogo£e, preverimo razli£ne algebrajske lastnosti Po-
stove mreºe in opazujemo njeno strukturo. Pri tem uporabljamo zapis veznikov s
polinomi egalkina, kar olaj²a ra£unanje z njimi.
Algorithms on Post's Lattice
Abstract
In this master's thesis the structure of Post's lattice as well as some algorithms on
it are presented, together with their implementations in the program Mathematica.
These algorithms can be used to nd the closure of a given set of logical connectives,
to express a given connective in terms of a set of selected connectives whenever
possible, or to analyse dierent algebraic attributes and structure of Post's lattice.
The Zhegalkin polynomial form is used to facilitate computations.
Math. Subj. Class. (2010): 03B05, 03G10, 06E30
Klju£ne besede: Postova mreºa, polinomi egalkina, izjavni veznik




Emil Leon Post je leta 1941 prvi£ predstavil mreºo vseh zaprtih podmnoºic, ime-
novanih tudi razredov, mnoºice vseh resni£nostnih veznikov [4]. Z njeno pomo£jo
lahko odgovorimo na razli£na vpra²anja o mnoºicah veznikov. V tej nalogi bomo v
programu Mathematica implementirali nekaj algoritmov, s katerimi bomo lahko ana-
lizirali odnose med posameznimi razredi, veznike uvrstili v razrede mreºe, strukturo
mreºe pa izkoristili tudi za izraºanje resni£nostnih veznikov z drugimi vezniki.
V prvem delu naloge predstavimo Postovo mreºo in njeno strukturo, v drugem
delu pa si podrobneje ogledamo algoritme na njej ter njihovo implementacijo in z
njihovo pomo£jo re²imo nekaj nalog ter razi²£emo lastnosti Postove mreºe.
2 Denicije in oznake
2.1 Resni£nostni vezniki
Denicija 2.1. Naj bo n ∈ N = {1, 2, 3, ...}. Resni£nostna funkcija n spremen-
ljivk ali n-mestni resni£nostni veznik je preslikava iz {0, 1}n v {0, 1}. Mnoºico vseh
n-mestnih resni£nostnih veznikov ozna£imo s P (n)2 , mnoºico vseh resni£nostnih ve-





Denicija 2.2. Spremenljivka xi je bistvena spremenljivka veznika f(x1, . . . , xn),
£e obstajajo a1, . . . , ai−1, ai+1, . . . , an ∈ {0, 1}, tako da je
f(a1, . . . , ai−1, 0, ai+1, . . . , an) ̸= f(a1, . . . , ai−1, 1, ai+1, . . . , an).
Oglejmo si nekaj osnovnih resni£nostnih veznikov in oznake, ki jih bomo upo-
rabljali zanje. V tabeli 1 so z resni£nostnimi tabelami predstavljeni negacija (¬),
konjunkcija (∧), disjunkcija (∨), implikacija (⇒), ekvivalenca (⇔), stroga disjunk-
cija (+), Sheerjev veznik (↑) in Peirceov veznik (↓).
x y ¬x x ∧ y x ∨ y x ⇒ y x ⇔ y x+ y x ↑ y x ↓ y
0 0 1 0 0 1 1 0 1 1
0 1 1 0 1 1 0 1 1 0
1 0 0 0 1 0 0 1 1 0
1 1 0 1 1 1 1 0 0 0
Tabela 1: Resni£nostne tabele nekaterih osnovnih veznikov.
Zaradi asociativnosti dvomestnih veznikov ∧, ∨, + lahko deniramo n-mestne
veznike:
• ∧n := x1 ∧ x2 ∧ · · · ∧ xn,
• ∨n := x1 ∨ x2 ∨ · · · ∨ xn,
• +n := x1 + x2 + · · ·+ xn.
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Potrebovali bomo ²e konstantne veznike in projekcije na posamezne komponente:
• cna(x1, x2, . . . , xn) := a (n-mestni konstantni veznik z vrednostjo a ∈ {0, 1}),
• eni (x1, x2, . . . , xn) := xi (projekcija poljubne n-terice na i-to komponento).
Mnoºico vseh projekcij ozna£imo s P , torej:
P := {eni ;n ∈ N, i ∈ {1, 2, . . . , n}}.
Splo²en n-mestni veznik ozna£imo s fn = f(x1, x2, . . . , xn), n- terice (x1, x2, . . . , xn)
pa ve£krat zamenjamo z zapisom x.
2.2 Postova mreºa
Najprej denirajmo nekaj osnovnih pojmov, povezanih z resni£nostnimi vezniki in
Postovo mreºo.
Denicija 2.3. Naj bosta m,n ∈ N. Veznik h ∈ P (n)2 imenujemo kompozitum ali
sestava veznika f ∈ P (m)2 z vezniki g1, . . . , gm ∈ P
(n)
2 , £e za vse x ∈ {0, 1}n velja
h(x) = f(g1(x), . . . , gm(x)).
Denicija 2.4. Mnoºica resni£nostnih veznikov A ⊆ P2 je zaprta, £e je zaprta za
komponiranje in vsebuje vse projekcije.
Trditev 2.5. Presek poljubne neprazne druºine zaprtih mnoºic resni£nostnih vezni-
kov je zaprta mnoºica.
Dokaz: Naj bo I ̸= ∅, za vsak λ ∈ I naj bo Aλ ⊆ P2 zaprta mnoºica in
A :=
⋂︁
λ∈I Aλ. Ker so vse mnoºice Aλ zaprte, je mnoºica projekcij P ⊆ Aλ za vse
λ ∈ I, torej je tudi P ⊆ A.
Vzemimo poljubne n,m ∈ N, f ∈ A ∩ P (m)2 in g1, g2, . . . , gm ∈ A ∩ P
(n)
2 . Potem
za vsak λ ∈ I velja f ∈ Aλ ∩ P (m)2 in g1, g2, . . . , gm ∈ Aλ ∩ P
(n)
2 . Ker so vse mnoºice
Aλ zaprte za komponiranje, je tudi
h(x) := f(g1(x), . . . , gm(x)) ∈ Aλ
za vse λ ∈ I. Od tod sledi h ∈ A, kar dokazuje, da je presek A zaprt za komponiranje.
Denicija 2.6. Za vsako mnoºico A ⊆ P2 deniramo:
[A] :=
⋂︂
{B ⊆ P2;A ⊆ B,B zaprta}.
Mnoºico [A] imenujemo zaprtje mnoºice A. e A vsebuje le en element f ∈ P2,
namesto [{f}] kraj²e pi²emo [f ].
Denicija 2.7. Mnoºico A imenujemo poln nabor veznikov, £e je njeno zaprtje
mnoºica P2. Z vezniki iz take mnoºice lahko izrazimo vse ostale veznike.
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Oznaka 2.8. S P2 ozna£imo mnoºico vseh zaprtih podmnoºic mnoºice P2:
P2 = {A ⊆ P2;A zaprta}.
Trditev 2.9. Mnoºica P2, delno urejena z relacijo inkluzije ⊆, je mreºa.
Dokaz: Pokazati moramo, da za vsak par mnoºic A, B ∈ P2 obstajata inf(A,B)
in sup(A,B) v (P2,⊆).
1. Po trditvi 2.5 je A ∩ B zaprta mnoºica, torej element P2. Ker je A ∩ B =
inf(A,B) v mreºi (2P2 ,⊆), je inmum tudi v (P2,⊆).
2. Tudi [A ∪ B] je element P2. Naj bo C ∈ P2 in A,B ⊆ C. Potem je tudi
A ∪ B ⊆ C, po deniciji 2.6 pa je tudi [A ∪ B] ⊆ C. To pa ravno pomeni, da
je [A ∪B] = sup(A,B) v mreºi (P2,⊆).
Denicija 2.10. Mnoºico P2, delno urejeno z relacijo inkluzije ⊆, imenujemo Po-
stova mreºa.
Na²tejmo nekaj elementov (imenujemo jih tudi razredi) Postove mreºe:
• N := [¬] Elementi so bodisi projekcije bodisi negacije komponent npr.
f(x1, x2, . . . , xn) = ¬xi, i ∈ {1, . . . , n}.
• K := [∧] Razred vseh konjunkcij.
• D := [∨] Razred vseh disjunkcij.
• Ca:= {cna , n ∈ N} Razreda vseh konstantnih veznikov (a ∈ {0, 1}).
• C := [C1 ∪ C0] Razred vseh konstant.
• E := [{0, 1,¬}] = [{0,¬}] Razred vseh resni£nostnih veznikov z najve£ eno
bistveno spremenljivko.
Primer 2.11. Oglejmo si nekaj veznikov, ki pripadajo mnoºici K:
• x1 ∧ x2,
• x1 ∧ x2 ∧ · · · ∧ xn za vse n ∈ N,
• x2 ∧ x4 ∧ x6.
Oglejmo si ²e primer zaprtja mnoºice veznikov:
Trditev 2.12.
[{¬,∧,∨}] = P2.
Dokaz: Za veznik fn imamo kon£no (2n) moºnih argumentov x ∈ {0, 1}n. e
je fn ̸= cn0 , priredimo vsakemu argumentu, pri katerem je vrednost fn enaka 1,
konjunkcijo spremenljivk, ki imajo v tem argumentu vrednost 1, in negacij spre-
menljivk, ki imajo v tem argumentu vrednost 0. Disjunkcija dobljenih konjunkcij
je potem veznik, sestavljen le s pomo£jo negacije, konjunkcije in disjunkcije, ki ima
enako resni£nostno tabelo kot fn. e pa je fn = cn0 , ga izrazimo npr. kot x1∧¬x1.
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Primer 2.13. Naj bo resni£nostna tabela veznika f prikazana v tabeli 2.
Veznik ima vrednost 1 v prvi, tretji in sedmi vrstici, torej bo novi veznik sesta-
vljen iz treh konjunkcij. Iz prve vrstice dobimo konjunkcijo (¬x1 ∧ ¬x2 ∧ ¬x3), iz
tretje (¬x1 ∧ x2 ∧¬x3) in iz sedme (x1 ∧ x2 ∧¬x3). Veznik f lahko torej izrazimo v
obliki
(¬x1 ∧ ¬x2 ∧ ¬x3) ∨ (¬x1 ∧ x2 ∧ ¬x3) ∨ (x1 ∧ x2 ∧ ¬x3).
x1 x2 x3 f(x)
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 0
1 0 0 0
1 0 1 0
1 1 0 1
1 1 1 0
Tabela 2: Resni£nostna tabela veznika f .
Opomba: Oblika zapisa veznika, opisana v dokazu trditve 2.12 in v primeru 2.13,
se imenuje disjunktivna normalna oblika (DNO).
Oglejmo si ²e nekaj drugih polnih naborov.
Trditev 2.14. a) [{∧,¬}] = P2,
b) [↑] = P2,
c) [{1,+,∧}] = P2.
Dokaz:
a) Po trditvi 2.12 zado²£a izraziti disjunkcijo ∨ z {∧,¬}:
x ∨ y = ¬(¬x ∧ ¬y).
b) Po trditvi 2.14 a) je dovolj dokazati, da lahko s pomo£jo ↑ izrazimo negacijo
¬ in konjunkcijo ∧:
¬x = ¬(x ∧ x) = x ↑ x,
x ∧ y = ¬(¬(x ∧ y)) = ¬(x ↑ y) = (x ↑ y) ↑ (x ↑ y).
c) Po trditvi 2.14 a) je dovolj dokazati, da lahko negacijo ¬ izrazimo z {1,+,∧}:
¬x = 1 + x.
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2.3 Polinomi egalkina
Oglejmo si ²e en na£in izraºanja resni£nostnih veznikov, ki nam bo kasneje mo£no
olaj²al pisanje algoritmov.
Denicija 2.15. Polinomi egalkina so polinomi n spremenljivk nad poljem Z2, ki
so v vsaki spremenljivki stopnje najve£ 1.
Trditev 2.16. Vsakemu resni£nostnemu vezniku f ustreza natanko en polinom e-
galkina, ki predstavlja isto resni£nostno funkcijo kot veznik f .
Dokaz: Operacije ∧, + in 1 na mnoºici {0, 1} ustrezajo mnoºenju, se²tevanju in
enici polja Z2, zato lahko po trditvi 2.14 c) vsak resni£nostni veznik n spremenljivk
x1, x2, . . . , xn izrazimo kot polinom iz Z2[x1, x2, . . . , xn], pri £emer konjunkcijo pi-
²emo kot mnoºenje. Ker nas zanimajo le vrednosti tega polinoma na mnoºici {0, 1},
lahko xki zamenjamo z xi za vse k ≥ 1. Tako za vsak veznik dobimo ustrezen polinom
egalkina.
Pokazati moramo ²e, da je ta polinom enoli£en. Pre²tejmo, koliko polinomov
egalkina sploh imamo na voljo v n spremenljivkah. Najprej pre²tejmo vse moºne
monome. Na voljo imamo n spremenljivk, vsaka je stopnje najve£ 1, edini neni£elni
koecient pa je 1. Torej je moºnih monomov ravno toliko, kolikor je podmnoºic
mnoºice spremenljivk, torej 2n. Polinom egalkina je sestavljen iz poljubnega ²tevila
monomov, zato je vseh ravno toliko, kot je podmnoºic mnoºice monomov, torej 22
n
.
Koliko pa je po drugi strani veznikov v n spremenljivkah? Pri razmi²ljanju si
lahko pomagamo z resni£nostno tabelo. Ta bi imela 2n vrstic, v vsaki vrstici pa
imamo 2 moºnosti za vrednost veznika v njej, torej imamo skupaj 22
n
moºnosti, kar
pomeni, da je ²tevilo razli£nih izjavnih veznikov enako ²tevilu razli£nih polinomov
egalkina, torej je zapis veznika s polinomom egalkina enoli£en.




x ∧ y xy
x ∨ y x+ y + xy
x ⇒ y 1 + x+ xy
x ⇔ y x+ y + 1
x+ y x+ y
Tabela 3: Predstavitev osnovnih veznikov s polinomi egalkina.
3 Strukturni izrek na Postovi mreºi
V tem razdelku bomo pobliºe spoznali strukturo Postove mreºe in si ogledali nekaj
njenih elementov.
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3.1 Maksimalni elementi Postove mreºe
Najprej se spomnimo, kaj je maksimalni element delno urejene mnoºice.
Denicija 3.1. Maksimalni element delno urejene mnoºice A je element a ∈ A, za
katerega velja
∀x ∈ A : (a ≤ x ⇒ a = x).
V Postovi mreºi je maksimalni element en sam: to je mnoºica P2. Bolj zanimiva
pa je situacija v podmreºi P2 \ {P2}.
Denicija 3.2. Maksimalne elemente mreºe P2 \ {P2} imenujemo Postovi razredi.
Trditev 3.3. Postovi razredi so tisti razredi A ∈ P2, za katere velja: [A∪{f}] = P2
za vsak f ∈ P2 \ A.
Dokaz: Naj bo mnoºica A Postov razred. Predpostavimo, da obstaja tak veznik
f ∈ P2 \ A, da [A ∪ {f}] ⊂ P2. To pomeni, da velja A ⊂ [A ∪ {f}] ⊂ P2, torej A ni
maksimalni razred v P2 \ {P2}, torej tak veznik ne obstaja.
Naj bo sedaj A tak razred, da velja [A ∪ {f}] = P2 za vse veznike f ∈ P2 \ A.
Recimo, da velja A ⊆ C za neki razred C ∈ P2 \ {P2}. e velja stroga inkluzija,
gotovo obstaja neki veznik f ∈ C \ A. Velja torej A ⊂ [A ∪ {f}] ⊆ C ⊆ P2.
Zaradi izbire razreda A potem velja C = P2, kar pa je v protislovju s tem, da je
C ∈ P2 \ {P2}, torej stroga inkluzija ne more veljati. Velja torej A ⊆ C ⇒ A = C
za katerikoli razred C ∈ P2 \ {P2}, kar pa ravno pomeni, da je A Postov razred.
Post je v svojem £lanku [4] dolo£il celotno strukturo Postove mreºe. Odkril in
dokazal je, da obstaja natanko pet Postovih razredov.
Denicija 3.4. • Naj bo a ∈ {0, 1}. Veznik f ∈ P (n)2 ohranja vrednost a, £e
velja: f(a, a, . . . , a) = a. Mnoºico vseh veznikov, ki ohranjajo vrednost a,
ozna£imo s Ta.
• Veznik f ∈ P (n)2 je sebi dualen, £e velja:
¬f(¬x1,¬x2, . . . ,¬xn) = f(x1, x2, . . . , xn)
za vsak (x1, x2, . . . , xn) ∈ {0, 1}n. Mnoºico vseh sebi dualnih veznikov ozna-
£imo s S.
• Veznik f ∈ P (n)2 je monoton, £e velja: x ≤ y ⇒ f(x) ≤ f(y) za vsak x,y ∈
{0, 1}n. Pri tem je (x1, x2, . . . , xn) ≤ (y1, y2, . . . , yn) natanko tedaj, ko xi ≤ yi
za vsak i ∈ {1, 2, . . . , n}. Mnoºico vseh monotonih veznikov ozna£imo z M .
• Veznik je an, £e je skupna stopnja pripadajo£ega polinoma egalkina naj-
ve£ 1. Mnoºico vseh anih veznikov ozna£imo z L.
Izrek 3.5. M , T0, T1, S, L so edini Postovi razredi.
Izreka v tej nalogi ne bomo dokazovali, enega izmed dokazov najdemo v [7].
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razred ¬x x ∧ y x ∨ y x ⇒ y x ⇔ y x+ y x ↑ y x ↓ y
T0 DA DA DA
T1 DA DA DA DA
S DA
M DA DA
L DA DA DA
Tabela 4: Pripadnost osnovnih veznikov petim Postovim razredom.
Primer 3.6. Za osnovne veznike si oglejmo, katerim Postovim razredom pripadajo.
V tabeli 4 vidimo, da je le eden od teh veznikov sebi dualen. Celo med vsemi vezniki
z dvema bistvenima spremenljivkama tak²nega veznika ne bomo na²li (dvomestnih
veznikov je 16, zato jih lahko preverimo sami; vsi tisti vezniki, ki so na prvi pogled
videti sebi dualni, so v resnici bodisi konstante bodisi prva oz. druga spremenljivka
bodisi negacija prve oz. druge spremenljivke). Oglejmo pa si nekaj primerov sebi
dualnih veznikov treh spremenljivk:
• (x1 ∧ x2) ∨ (x2 ∧ x3) ∨ (x1 ∧ x3),
• ¬(x1 + x2 + x3).
Tudi monotoni vezniki v tabeli 4 nimajo ravno veliko predstavnikov, zato si
oglejmo ²e enega:
x1 + (x2 ∧ x3) + (x1 ∧ x2 ∧ x3).
Njegovo resni£nostno tabelo si lahko ogledamo v tabeli 5.
x1 x2 x3 f(x1, x2, x3)
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 1
1 0 1 1
1 1 0 1
1 1 1 1
Tabela 5: Resni£nostna tabela veznika x1 + (x2 ∧ x3) + (x1 ∧ x2 ∧ x3).
Opazimo, da so argumenti v tabeli leksikografsko urejeni z relacijo ≤lex od najmanj-
²ega do najve£jega. Ker iz x ≤ y sledi x ≤lex y, vrednosti v zadnjem stolpcu pa
monotono nara²£ajo, je tudi veznik monoton. Kadar je torej stolpec z vrednostmi
monoton, je veznik gotovo monoton, vendar pa obratno ne velja nujno. Za trojico
(0, 0, 1) bi lahko bila vrednost veznika 1, pa bi veznik vseeno bil monoton.
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3.2 Struktura Postove mreºe
Izkaºe se, da tudi s pomo£jo presekov in zaprtij unij ºe znanih elementov Postove
mreºe ²e vedno ne moremo izraziti vseh zaprtih mnoºic. Oglejmo si ²e preostale
manjkajo£e elemente.
Denicija 3.7. Naj bo k ∈ N. Mnoºica T0,k je mnoºica vseh veznikov f ∈ P2, pri
katerih za poljuben izbor k argumentov izmed tistih, za katere je vrednost f enaka
1, obstaja tak indeks i, da je i-ta komponenta v vseh izbranih argumentih enaka 1.
Za vse n ∈ N torej velja
fn ∈ T0,k ⇐⇒ ∀a1,a2, . . . ,ak ∈ {a ∈ {0, 1}n; fn(a) = 1}
(∃i ∈ {1, 2, . . . , n}∀j ∈ {1, 2, . . . , k} : aj,i = 1).
V deniciji nikjer ne zahtevamo, da so izbrani argumenti (a1,a2, . . . ,ak) med
seboj razli£ni, torej veznik, ki pripada mnoºici T0,k za neki k ∈ N, gotovo pripada
tudi vsem T0,ℓ za ℓ ≤ k, oziroma: iz k ≥ ℓ sledi T0,k ⊆ T0,ℓ.
Poleg tega opazimo, da za vse fn ∈ T0,1 velja:
∀a ∈ {0, 1}n : (fn(a) = 1 ⇒ ∃j ∈ {1, 2, . . . , n} : aj = 1),
kar je ekvivalentno trditvi
∀a ∈ {0, 1}n : (∀j ∈ {1, 2, . . . , n} : aj = 0 ⇒ fn(a) = 0),
torej je T0,1 = T0 (mnoºica veznikov, ki ohranjajo 0).





Trditev 3.9. Razred T0,∞ je mnoºica veznikov fn, za katere obstaja i ∈ {1, . . . , n},
tako da je xi = 1 za vse n-terice x, pri katerih ima fn vrednost 1.
T0,∞ = {fn ∈ P2; ∃i ∈ {1, . . . , n}∀x ∈ {0, 1}n : (fn(x) = 1 ⇒ xi = 1})
Dokaz: Naj bo fn veznik, za katerega velja zgornji pogoj, torej obstaja indeks i,
za katerega velja:
fn(x) = 1 ⇒ xi = 1.
Ker to velja za vse n-terice x, je fn ∈ T0,k za vse k ≥ 1, torej tudi fn ∈ T0,∞.
S tem smo pokazali inkluzijo v levo (⊇). Oglejmo si ²e inkluzijo v drugo smer.
Naj bo gn ∈ T0,∞. Izberimo vse n-terice x, za katere velja: gn(x) = 1. S k
ozna£imo ²tevilo tak²nih n-teric. Ker velja T0,∞ ⊆ T0,k, velja tudi gn ∈ T0,k, kar
pa po deniciji T0,k pomeni, da obstaja indeks i, za katerega je v vsaki n-terici i-ta
komponenta enaka 1, torej je izpolnjen tudi pogoj iz trditve.
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Analogno deniramo ²e mnoºice T1,k in T1,∞.
Denicija 3.10. Za vse k ∈ N naj bo
fn ∈ T1,k ⇐⇒ (∀a1,a2, . . . ,ak ∈ {a ∈ {0, 1}n; fn(a) = 0}






Za te mnoºice veljajo analogne trditve kot za T0,k in T0,∞.
Trditev 3.12.




T1,∞ = {fn ∈ P2;∃i ∈ {1, . . . , n}∀x ∈ {0, 1}n : (fn(x) = 0 ⇒ xi = 0)}.
Teh trditev ne bomo dokazovali, saj so dokazi podobni tistim, ki smo jih ºe
zapisali za T0,k oz. T0,∞.
Trditev 3.15. Mnoºice T0,k, T1,k so elementi Postove mreºe za vsak k ∈ N. Prav
tako sta elementa P2 tudi T0,∞ in T1,∞.
Dokaz: Izberimo fn, gmj ∈ T0,k, j ∈ {1, . . . , n}. Izberimo poljuben nabor m-teric
{a1, . . . ,ak}, za katerega velja
f(g1, . . . , gn)(a1) = · · · = f(g1, . . . , gn)(ak) = 1,
kjer je f(g1, . . . , gn)(x) = f(g1(x), . . . , gn(x)).
Ker je f ∈ T0,k, obstaja i ∈ {1, . . . , n}, tako da je gi(aℓ) = 1 za vsak ℓ ∈
{1, . . . , k}. Ker je gi ∈ T0,k, pa obstaja indeks b ∈ {1, 2, . . . ,m}, tako da velja
aℓ,b = 1 za vsak ℓ ∈ {1, . . . , k}, to pa pomeni, da veznik f(g1, . . . , gn) tudi pripada
mnoºici T0,k, ki je potemtakem zaprta za kompozitum.
Pokazati moramo ²e, da mnoºica T0,k vsebuje vse projekcije. Naj bo ei projekcija
na i-to komponento. Izberimo poljubno k-terico a1, . . . ,ak, tako da je
ei(a1) = · · · = ei(ak) = 1.
Po deniciji ei velja: a1,i = · · · = ak,i = 1, torej je iskani indeks i.
Analogno trditev lahko dokaºemo tudi za mnoºice T1,k. Mnoºici T0,∞ in T1,∞ pa
sta denirani kot preseka druºin zaprtih mnoºic, torej sta tudi sami zaprti mnoºici
po trditvi 2.5.
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Primer 3.16. Pokaºimo, da veznik x1 ⇒ x2 pripada razredu T1,∞.
Po trditvi 3.14 zado²£a poiskati tak indeks i ∈ {1, 2}, da za vsak x ∈ {0, 1}2
velja:
¬(x1 ⇒ x2) ⇒ xi = 0
Kot vemo (glej tabelo 1), je implikacija x1 ⇒ x2 neresni£na le za x = (1, 0). Vrednost
indeksa i = 2 torej zado²£a pogoju, ki po trditvi 3.14 dokazuje, da implikacija
pripada razredu T1,∞, s tem pa po deniciji T1,∞ tudi vsem razredom T1,k za k ≥ 1.
Veznikov iz razredov Ta,k za a ∈ {0, 1} ne poznamo veliko, zato si oglejmo t. i.
pragovne funkcije ϑnk , ki so denirane tako:
ϑnk(x1, x2, . . . , xn) =
{︃
1, |{i;xi = 1}| ≥ k
0, sicer .
Z njihovo pomo£jo lahko pokaºemo, da so razredi Ta,k vsi neprazni in paroma
razli£ni.
Trditev 3.17. Za vse k ≥ 1 je ϑk+1k ∈ T0,k \ T0,k+1.
Dokaz: Izberemo k-terico poljubnih aj ∈ {0, 1}k+1, tako da velja: ϑk+1k (aj) = 1
za vsak j ∈ {1, . . . , k}. Po deniciji pragovnih funkcij vemo, da je kve£jemu ena
komponenta vsake izmed (k+1)-teric aj enaka 0. To pa pomeni, da mora obstajati
indeks i ∈ {1, . . . , k + 1}, za katerega je aj,i = 1 za vsak j ∈ {1, . . . , k + 1}, torej
ϑk+1k res pripada razredu T0,k+1.
Pokaºimo ²e, da ϑk+1k ne pripada razredu T0,k+1.
Izberimo aj ∈ {0, 1}k+1, kjer je j ∈ {1, . . . , k+1}, tako da imajo na vseh mestih,
razen j-tem, vrednost 1, na j-tem pa 0 (npr. a2 = (1, 0, 1, . . . , 1)). e vedno velja,
da je ϑk+1k (aj) = 1 za vse j ∈ {1, . . . , k + 1}, vendar pa za vsak indeks j velja:
aj,j = 0, torej ni indeksa, na katerem bi imele vse (k + 1)-terice vrednost 1. To pa
pomeni, da ϑk+1k /∈ T0,k+1.
Trditev 3.18. Za vse k ≥ 1 je ϑk+12 ∈ T1,k \ T1,k+1.
Dokaz: Izberimo k-terico poljubnih aj ∈ {0, 1}k+1, tako da velja: ϑk+12 (aj) = 0.
Po deniciji pragovnih funkcij vemo, da ima lahko vsaka izmed k-teric aj kve£jemu
eno komponento enako 1, to pa pomeni, da mora obstajati indeks i ∈ {1, . . . , k+1},
za katerega velja: aj,i = 0 za vsak j ∈ {1, . . . , k + 1}. To pa ravno pomeni, da ϑk+12
pripada razredu T1,k.
Sedaj izberimo aj ∈ {0, 1}k+1, kjer je j ∈ {1, . . . , k + 1} tako, da imajo na vseh
mestih razen j-tem vrednost 0, na j-tem pa 1. e vedno velja, da je ϑk+1k (aj) = 0 za
vse j ∈ {1, . . . , k+1}, vendar pa za vsak indeks j velja: aj,j = 1, torej ni indeksa, na
katerem bi imele vse (k+ 1)-terice vrednost 0. To pa pomeni, da ϑk+12 /∈ T1,k+1.
Ko v mreºo dodamo ²e razrede Ta,k ter preseke in zaprtja unij teh razredov z
































































Slika 1: Hassejev diagram Postove mreºe.
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Primer 3.19. Podrobneje si oglejmo veznik ϑ32. V tabeli 6 je predstavljena njegova
resni£nostna tabela.
x1 0 0 0 0 1 1 1 1
x2 0 0 1 1 0 0 1 1
x3 0 1 0 1 0 1 0 1
ϑ32(x1, x2, x3) 0 0 0 1 0 1 1 1
Tabela 6: Resni£nostna tabela veznika ϑ32.
Mnoºica argumentov, pri katerih je vrednost veznika 1, je
{(0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1)},
s kombiniranjem teh elementov pa dobimo naslednje pare:
(0, 1,1), (1, 0,1),
(0,1, 1), (1,1, 0),
(0,1, 1), (1,1, 1),
(1, 0, 1), (1, 1, 0),
(1, 0, 1), (1, 1, 1),
(1, 1, 0), (1, 1, 1)
in pare, pri katerih sta oba elementa enaka. Kadar sta oba elementa enaka, moramo
le paziti, da imajo vsi argumenti vsaj eno komponento enako 1, kar drºi, sicer pa
v vsakem paru najdemo eno komponento, ki je pri obeh elementih para enaka 1 (v
vsakem paru je odebeljena).
Vidimo torej, da ϑ32 res pripada razredu T0,2. Da ϑ
3
2 ne pripada razredu T0,3,
pokaºe protiprimer:
(0, 1, 1), (1, 0, 1), (1, 1, 0).
Za vsakega izmed zgornjih argumentov je vrednost ϑ32 enaka 1, vendar pa trojica
nima skupne komponente, ki bi bila 1, torej ϑ32 /∈ T0,3.
3.3 Elementi Postove mreºe in njihove baze
Sedaj ko poznamo vse elemente Postove mreºe, si v tabeli 7 oglejmo ²e, kateri ve-
zniki pripadajo kateremu izmed elementov. Na²teli bomo baze vseh razredov, ostale
veznike iz razreda lahko dobimo s komponiranjem baznih veznikov. Baze niso eno-
li£no dolo£ene, kar vemo ºe iz tega, da obstaja ve£ razli£nih polnih naborov veznikov,
ki so baza P 2 (npr. {¬,∧}, {¬,∨}). S pomo£jo funkcije Baza, implementirane v
Mathematici (implementacija je v prilogi A.1 na strani 54) in opisane v nadaljeva-







T0T1 {∨, x ∧ (y ⇔ z)}
T0,k, k ≥ 2 {ϑk+1k , ¬(x ⇒ y)}
T0,∞ {¬(x ⇒ y)}
T1T0,k, k ≥ 2 {ϑk+1k , x ∧ (y ⇒ z)}
T1T0,∞ {x ∧ (y ⇒ z)}
T1,k, k ≥ 2 {ϑk+12 , ⇒}
T1,∞ {⇒}
T0T1,k, k ≥ 2 {ϑk+12 , x ∨ (y + z)}
T0T1,∞ {x ∨ (y + z)}
M {∧, ∨, 0, 1}
MT0 {∨, ∧, 0}
MT1 {∨, ∧, 1}
MT0T1 {∨, ∧}
MT0,k, k ≥ 2 {ϑk+1k , 0}
MT0,∞ {x ∧ (y ∨ z), 0}
MT1T0,2 {ϑ32, x ∧ (y ∨ z)}
MT1T0,k, k ≥ 3 {ϑk+1k }
MT1T0,∞ {x ∧ (y ∨ z})
MT1,k, k ≥ 2 {ϑk+12 , 1}
MT1,∞ {x ∨ (y ∧ z), 1}
MT0T1,2 {ϑ32, x ∨ (y ∧ z)}
MT0T1,k, k ≥ 3 {ϑk+12 }
MT : 0T1,∞ {x ∨ (y ∧ z)}
K {∧}
K + C0 {∧, 0}
K + C1 {∧, 1}
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Razred Baza
K + C {∧, 0, 1}
D {∨}
D + C0 {∨, 0}
D + C1 {∨, 1}
D + C {∨, 0, 1}
S {ϑ32, ¬}
ST0T1 {ϑ32, x+ y + z}
MS {ϑ32}
L {⇔, 0}
LS {¬, x+ y + z}
LT0 {+}
LT1 {⇔}







Tabela 7: Razredi v Postovi mreºi in njihove baze.
3.4 Zgledi
Za£nimo z iskanjem zaprtij najbolj znanih veznikov.
Primer 3.20. Zaprtje konjunkcije oziroma disjunkcije sta razreda K oziroma D,
ki smo ju denirali na tak na£in, implikacija, kot smo ºe povedali, pripada razredu
T1,∞, velja pa tudi, da je to njeno zaprtje. Tega ne bomo dokazovali, saj bomo v
nadaljevanju naloge spisali algoritem, ki to preveri za nas. Oglejmo si ²e preostala
zaprtja osnovnih veznikov v tabeli 8.
Kot lahko vidimo iz tabele, imata Sheerjev in Peirceov veznik za zaprtje kar
celotno P2, kar pomeni, da sta to polna nabora veznikov.
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¬x x ∧ y x ∨ y x ⇒ y x ⇔ y x+ y x ↑ y x ↓ y
N K D T1,∞ LT1 LT0 P2 P2
Tabela 8: Zaprtja osnovnih veznikov.
Oglejmo si ²e nekaj primerov veznikov iz drugih razredov:
Primer 3.21. • MS je razred monotonih sebi dualnih veznikov. Kot smo ome-
nili ºe v primeru 3.6, sebi dualnih veznikov ni ravno veliko, pa tudi monotonih
ne poznamo dosti, tako da bomo poiskali primer veznika, ki spada v oba ra-
zreda. Pravzaprav smo tak veznik ºe spoznali v primeru 3.19 na strani 12, gre
za veznik ϑ32. Prej smo ºe pokazali, da ta veznik pripada razredu T0,2, vendar
pa to ni njegovo zaprtje. Zaprtje tega veznika je v resnici MS. Preverimo
le, da mu res pripada. Resni£nostna tabela veznika je v tabeli 6. Dejstvo,
da je veznik sebi dualen, lahko vidimo iz tabele, £e primerjamo pare dualnih
argumentov  torej ravno obratnih:
(0, 0, 0), (1, 1, 1),
(0, 0, 1), (1, 1, 0),
(0, 1, 0), (1, 0, 1),
(0, 1, 1), (1, 0, 0).
V vsakem paru ima veznik za prvi element vrednost 0, za drugega pa vrednost
1, kar ravno pomeni, da je veznik sebi dualen. Veznik lahko zapi²emo kot




3, ki so vsi monotoni
vezniki, torej je tudi ϑ32 monoton veznik.
• LM je razred veznikov, ki so ani oz. linearni, £e jih zapi²emo v obliki polinoma
egalkina, hkrati pa so monotoni. Tak²nega veznika ni med osnovnimi vezniki,
zato na sliki 1 poglejmo po mreºi, kje sploh je inf(M,L). Opazimo, da je to
²ele razred C, torej razred konstantnih veznikov, primer veznika v tem razredu
bi torej bil recimo f(x1, x2) = 1.
• V razredu ST0T1 so vezniki, ki ohranjajo tako 0 kot 1, poleg tega pa so sebi
dualni. Vemo ºe, da sebi dualnih veznikov z dvema spremenljivkama ni, zato
i²£emo veznik s tremi spremenljivkami. Lep primer tak²nega veznika je x1 +
x2 + x3. Oglejmo si njegovo resni£nostno tabelo (tabela 9).
x1 0 0 0 0 1 1 1 1
x2 0 0 1 1 0 0 1 1
x3 0 1 0 1 0 1 0 1
x1 + x2 + x3 0 1 1 0 1 0 0 1
Tabela 9: Resni£nostna tabela veznika x1 + x2 + x3.
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Ali je veznik sebi dualen, lahko preverimo z ra£unom:
¬(¬x1 + ¬x2 + ¬x3) =
= 1 + (x1 + 1) + (x2 + 1) + (x3 + 1),
kar lahko s polinomom egalkina zapi²emo spet kot x1 + x2 + x3. Torej je
veznik sebi dualen.
Poleg tega ohranja 0 in 1 (vrednost pri argumentih (0, 0, 0) oz. (1, 1, 1) je 0 oz.
1  glej tabelo 9), torej res pripada vsem trem mnoºicam S, T0 in T1.
4 Algoritmi na Postovi mreºi
V tem delu naloge predstavimo program, ki za dani resni£nostni veznik f in dano
mnoºico resni£nostnih veznikov A pove, ali lahko veznik f predstavimo s kompozicijo
veznikov v mnoºici A. Kadar je to moºno, predstavitev tudi vrne.
Dalj²i algoritmi so zapisani najprej idejno, potem pa je okvirno predstavljena ²e
implementacija v Mathematici. Implementacije pomoºnih funkcij so predstavljene
v prilogi A.1 na strani 45, v tem poglavju so le omenjene.
4.1 Nekaj funkcij, uporabljenih v algoritmih
Oglejmo si najprej nekaj manj znanih vgrajenih funkcij in okraj²av.
• Funkcija Module omogo£a uporabo in inicializacijo lokalnih spremenljivk, £esar
v obi£ajnih funkcijah v Mathematici ne moremo dose£i, zato jo uporabimo,
kadar ºelimo denirati kompleksnej²e funkcije. Oglejmo si primer, ko bi ºeleli
denirati funkcijo z argumentoma n in k, potrebovali pa bomo ²e lokalni
spremenljivki x in y.
funkcija[n_, k_] := Module[{x, y = y0},
stavki
]
Prvi argument funkcije Module je seznam, v katerem na²tejemo vse lokalne
spremenljivke, ki jih bomo uporabljali znotraj funkcije, ki jo ºelimo denirati.
V zgornjem primeru smo spremenljivki y dolo£ili za£etno vrednost y0, spre-
menljivki x pa bomo vrednost dolo£ili v drugem argumentu. Drugi argument
so stavki, lo£eni s podpi£ji, s katerimi dobimo ºeleni rezultat. Med temi stavki
lahko uporabimo tudi funkcijo Return, s katero povemo, kaj bi radi dobili
kot rezultat funkcije. e funkcije Return ne uporabimo, bo funkcija vrnila
rezultat zadnjega izmed izrazov.
• Funkcijo Map, ki dano funkcijo uporabi na vsakem elementu seznama, obi£ajno
kli£emo okraj²ano z /@.
16
Map[NextPrime, {2, 3, 5}]
NextPrime /@ {2, 3, 5}
{3, 5, 7}
To funkcijo ve£krat uporabljamo v povezavi z neimenovanimi (lambda) funk-
cijami.
Map[1 + # &, {1, 2, 3}]
1 + # & /@ {1, 2, 3}
{2, 3, 4}
Tak²en zapis morda deluje nepregledno, vendar pa je v praksi obi£ajno bolj
pregleden, saj je kraj²i, poleg tega pa lahko opustimo nekaj oklepajev, kar
prav tako pomaga pri preglednosti kode.
• Funkcija Apply je podobna prej²nji in ima tudi podobno okraj²avo: @@. Raz-
lika je v tem, da ne uporabi funkcije na vsakem elementu posebej, ampak
uporabi funkcijo na celem seznamu hkrati (v resnici spremeni glavo seznama
v izbrano funkcijo).
Apply[Plus, {1, 2, 3, 4}]
Plus @@ {1, 2, 3, 4}
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Tudi Apply ve£krat uporabljamo v povezavi z neimenovanimi funkcijami.
• Funkcija Thread omogo£i klic funkcij z ve£ argumenti na seznamih. Oglejmo
si primer.
Thread[{1, 2, 3} + {2, 4, 6}]
{3, 6, 9}
Thread[{x, y, z} -> {1, 0, 1}]
{x -> 1, y -> 0, z -> 1}
Omogo£a nam predvsem veliko manj manipuliranja seznamov, saj uporabi
funkcije z ve£ argumenti na enakoleºnih parih elementov. e bi npr. ºeleli
namesto Thread uporabiti Map, bi morali dva dolga seznama najprej transpo-
nirati v dolg seznam parov, na katerih bi lahko uporabili Map.
• Funkcija StringJoin zdruºi nize, podane kot argumente. Tudi to funkcijo
obi£ajno uporabljamo z okraj²avo (<>).
StringJoin["a", "b", "c"]
"abc"
"a" <> "b" <> "c"
"abc"
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• Funkcija AllTrue preverja, ali vsi elementi seznama ustrezajo nekemu pogoju.
Prvi argument funkcije je seznam, drugi pa funkcija, ki jo bomo uporabili kot
pogoj. Rezultat funkcije je True, £e vsi elementi seznama ustrezajo pogoju,
sicer je rezultat False.
AllTrue[{1, 2, 4, 7}, # >= 0 &]
True
• Funkcija DeleteDuplicates sprejme seznam in vrne isti seznam z odstranje-
nimi podvojenimi elementi. Obdrºi prvo pojavitev elementa.
DeleteDuplicates[{1, 2, 3, 1, 3, 5, 5}]
{1, 2, 3, 5}
Kot drugi argument lahko podamo ²e pogoj, ki ga uporabimo na parih ele-
mentov seznama, da dolo£imo, kdaj ²tejemo elementa za enaka.
DeleteDuplicates[{{1, 2}, {3, 1}, {3, 5}}, #1[[1]] == #2[[2]] &]
{{1, 2}, {3, 5}}
• Funkcija DeleteDuplicatesBy deluje podobno: sprejme seznam in vrne isti
seznam z odstranjenimi podvojenimi elementi, le da tu kot drugi argument
podamo funkcijo f, ki jo uporabimo na vseh elementih, preden jih primerjamo.
Enak u£inek bi lahko dosegli tudi z drugim na£inom uporabe
DeleteDuplicates, vendar bi se zapis lahko precej podalj²al.
DeleteDuplicatesBy[{{1, 2}, {3, 1}, {3, 5}}, #[[1]] &]
{{1, 2}, {3, 1}}
DeleteDuplicates[{{1, 2}, {3, 1}, {3, 5}}, #1[[1]] == #2[[1]] &]
{{1, 2}, {3, 1}}
Funkcijo DeleteDuplicates z dodanim pogojem v drugem argumentu bi torej
uporabili, £e bi ºeleli na elementih v paru uporabiti razli£ni funkciji, sicer
uporabimo DeleteDuplicatesBy.
Oglejmo si ²e, kako delujejo nekatere na²e pomoºne funkcije, katerih implemen-
tacija je predstavljena v prilogi A.1 na strani 45.
• Funkcija poli poenostavi polinomski zapis veznika v polinom egalkina, torej
zniºa vse potence spremenljivk na 1, vse sode koeciente zamenja z 0, vse lihe
pa z 1.
poli[x x + x + x + x y + 3]
x + x y + 1
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• Funkcija nabori sprejme naravno ²tevilo n in vrne vse moºne n-terice s kom-
ponentami 0 in 1, torej vse moºne argumente n-mestnega veznika.
nabori[2]
{{0, 0}, {0, 1}, {1, 0}, {1, 1}}
• Funkcija spr sprejme veznik in vrne seznam vseh njegovih spremenljivk.
spr[x + y + y z + x y z]
{x, y, z}
• Funkcija narediPravila sprejme dva argumenta: seznam spremenljivk in se-
znam vrednosti, ki jih ºelimo pripisati tem spremenljivkam. Vrne seznam
predpisov, ki te vrednosti priredijo izbranim spremenljivkam:
narediPravila[{x1, x2, x3}, {{1, 0, 0}, {0, 1, 0}}]
{{x1 -> 1, x2 -> 0, x3 -> 0}, {x1 -> 0, x2 -> 1, x3 -> 0}}
4.2 Pripadnost razredom
Sedaj pa se lotimo implementacije algoritmov, s katerimi bomo raziskovali Postovo
mreºo. Za£eli bomo z implementacijo strukture Postove mreºe. Najprej za vsak
razred R Postove mreºe napi²emo funkcijo, ki preverja pripadnost danega veznika f
razredu R. Rezultat funkcije je True ali False.
4.2.1 Preverjanje pripadnosti Postovim razredom
• Ta: Za preverjanje pripadnosti razredoma T1 oziroma T0 vstavimo n-terico
enic oziroma ni£el in preverimo, ali se ta vrednost ohrani. Poglejmo le T1Q,
T0Q je analogna:
1) T1Q[veznik_] :=
2) poli[veznik /. Thread[spr[veznik] -> 1]] === 1
V funkciji Thread vsem spremenljivkam dolo£imo vrednost 1.
• L: Razred anih veznikov lahko preprosto opi²emo v zapisu s polinomom
egalkina: vsak £len polinoma ima skupno stopnjo najve£ 1. Torej lahko
preprosto preverimo, ali se kje v polinomu pojavi konjunkcija (mnoºenje).
1) LQ[veznik_] :=
2) FreeQ[poli[veznik], Times]
• S: Veznik je sebi dualen, £e je zanikani veznik z zanikanimi vsemi spremen-
ljivkami enak za£etnemu. Vse to lahko preprosto implementiramo s pomo£jo




3) (veznik /. Thread[spr[veznik] -> spr[veznik] + 1]) + 1]
4) === poli[veznik]
• M : Relacijo ≥ med izrazoma laºje kot s preverjanjem po komponentah preve-
rimo kar s pomo£jo implikacije. Kadar je implikacija x ⇒ y resni£na, namre£
velja ¬(x = 0 ∧ y = 1), kar pa je ekvivalentno pogoju x ≥ y. Pogoj za
monotonost torej zapi²emo v obliki
(x ⇒ y) ⇒ (f(x) ⇒ f(y)),
kjer je
x ⇒ y = (x1 ⇒ y1) ∧ · · · ∧ (xn ⇒ yn).
Kadar je veznik monoton, bo zapisan izraz tavtologija.
1 ) MQ[veznik_] :=
2 ) Module[{izraz = poli[veznik], spre = spr[veznik],
3 ) n, y, spre1},
4 ) n = Length[spre];
5 ) spre1 = y /@ Range[n];
6 ) poli[
7 ) sledi[
8 ) Times @@ Thread[sledi[spre, spre1]],
9 ) sledi[izraz, izraz /. Thread[spre -> spre1]]
10) ]
11) ] === 1
12) ];
4.2.2 e nekaj razredov
Napisati moramo ²e funkcije pripadnosti za ostale razrede Postove mreºe.
• Ta,k: Za mnoºice T1,k in T0,k je funkcija zopet analogna, zato si bomo ogledali
le funkcijo T1k.
Najprej poi²£emo vse nabore spremenljivk, za katere ima veznik vrednost 0
(vrstice 5 do 9 v zapisu algoritma), potem sestavimo vse podmnoºice tega
seznama velikosti k (vrstica 16) in preverimo, ali ima vsak izbor k razli£nih
n-teric skupno spremenljivko, ki je pri vseh enaka 0 (vrstice 1416).
1 ) T1kQ[veznik_, k_] :=
2 ) Module[{izraz = poli[veznik], spre = spr[veznik],
3 ) n, ustrezni},
4 ) n = Length[spre];




8 ) poli[izraz /. Thread[spre -> #]] === 0 &
9 ) ];
10) If[




15) (MemberQ[Thread[#], Table[0, {k}]] & /@
16) Subsets[ustrezni, {k}])
17) ]
V vrsticah 1013 ²e preverimo, ali je morda ustreznih n-teric manj od k, v tem
primeru mora namre£ za vse nabore veljati, da morajo imeti skupno spremen-
ljivko z vrednostjo 1, torej veznik sodi tudi v razred T1,∞, to pa raje preverimo
kar s funkcijo za preverjanje pripadnosti razredu T1,∞.
• T1,∞ in T0,∞: Oglejmo si funkcijo T1infQ, funkcija T0infQ je analogna. Izraz
f pripada razredu T1,∞, kadar velja:
∃i ∈ {1, . . . , n} : ∀x = (x1, x2, . . . , xn) ∈ {0, 1}n : (f(x) = 0 ⇒ xi = 0)
Obstaja torej taka spremenljivka, da iz neresni£nosti izraza sledi tudi neresni£-
nost te spremenljivke. Na tak²en na£in lahko sestavimo test pripadnosti, ki ne
zahteva pregleda vseh moºnih naborov. V vrstici 4 posebej preverimo ²e, ali
je veznik morda konstanta 1, saj v tem primeru ni nobene spremenljivke, zato
bi funkcija vrnila False, a je pogoj na prazno izpolnjen.
1) T1infQ[veznik_] :=
2) Module[{poiz = poli[veznik], spre = spr[veznik]},
3) MemberQ[Thread[sledi[1 + poiz, 1 + spre]], 1]
4) || poiz == 1
5) ];
• P : Pripadnost najmanj²emu razredu Postove mreºe preverimo tako, da pogle-




• Ca: Tudi tu zado²£a opis funkcije za pripadnost razredu C1, za C0 pa je funk-
cija analogna. Zaradi implementacije polinomov egalkina lahko le preverimo,
ali je polinom egalkina tega veznika enak konstanti 1. Po tem kriteriju pro-
jekcije ne bi sodile v razred C1, ker pa po deniciji zaprtih razredov sodijo
zraven, moramo na koncu preveriti ²e, ali je veznik morda projekcija.
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1 ) C1Q[veznik_] :=
2 ) (poli[veznik] === 1) || PQ[veznik]
• K: Zaradi implementacije veznikov s pomo£jo polinomov egalkina zado²£a
preveriti, ali ima pripadajo£i polinom egalkina obliko produkta.
1 ) KrQ[veznik_] :=
2 ) Head[poli[veznik]] === Times || PQ[veznik]
Zaradi konsistentnega poimenovanja funkcij za preverjanje pripadnosti razre-
dom ("imeRazredaQ"), je ime funkcije KrQ. Razreda konjunkcij namre£ ne
moremo poimenovati s K, ker je to vgrajen simbol v Mathematici, zato smo
dodali £rko "r"("razred"). Enaka teºava se pojavi ²e pri nekaterih razredih:
D, C, E in N .
• D: V razredu disjunkcij moramo preveriti, ali je vrednost veznika enaka 0 le
za n-terico samih 0, ²e prej pa izlo£imo veznik 0, pri katerem je pogoj sicer na
prazno izpolnjen, vseeno pa ne pripada razredu D.
1 ) DrQ[veznik_] :=
2 ) Module[{spre = spr[veznik], n, pravila, nterice},
3 ) If[poli[veznik] == 0, Return[False]];
4 ) n = Length[spre];
5 ) nterice = nabori[n];
6 ) pravila = Transpose[{narediPravila[spre, nterice],
7 ) nterice}];
8 ) #[[2]] & /@
9 ) Select[pravila, poli[veznik /. #[[1]]] === 0 &]
10) === {ConstantArray[0, n]}
11) ];
• N : V razred negacij sodijo vezniki, katerih vrednost je odvisna od vrednosti
ene same spremenljivke: bodisi je vrednost veznika vedno enaka vrednosti te
spremenljivke bodisi ji je vedno nasprotna. Preveriti moramo torej, ali veznik
ali pa njegova negacija pripada razredu P .
1 ) NrQ[veznik_] :=
2 ) PQ[veznik] || PQ[veznik + 1]
• P2: V ta razred sodijo vsi vezniki, tako da implementacija ni teºavna.




Ostale razrede dobimo kot preseke ali zaprtja unij prej²njih, zato je tudi preverjanje
pripadnosti le preverjanje pripadnosti naslednikoma ali predhodnikoma.
Primer: Pripadnost razredu MS preverimo tako, da ugotovimo, ali veznik pri-
pada razredoma M in S.
1) MSQ[veznik_] :=
2) MQ[veznik] && SQ[veznik]
4.3 Iskanje zaprtja
Preden se lotimo algoritma za iskanje zaprtja, si oglejmo ²e dva druga, ki ju bomo
potrebovali v implementaciji algoritma Zaprtje.
4.3.1 Generiranje podrazredov danega razreda
Oglejmo si najprej funkcijo, ki vrne vse podrazrede danega razreda. V Mathema-
tici podamo strukturo Postove mreºe tako, da vsak razred iz mreºe deniramo kot
mnoºico imen neposrednih predhodnikov v obliki seznama nizov in dodamo ²e ime
razreda samega. Uporaba nizov kot elementov teh seznamov ve£krat v implementa-
ciji algoritmov povzro£a nekaj teºav in dodatnih pretvorb v nize in nazaj v izraze
v Mathematici, vendar pa zaradi sprotnega ra£unanja v Mathematici druga£e ne
moremo shraniti neposrednih predhodnikov. Ve£krat se zato v algoritmih pojavita
funkciji ToExpression, ki pretvarja nize v izraze, in ToString, ki izraz spremeni v
niz ter tako omogo£i nadzor nad tem, kdaj se bo izraz zares izra£unal. Razred sebi
dualnih veznikov S na primer s pomo£jo slike 1 deniramo takole:
S = {"ST0T1", "LS", "S"}
Ideja algoritma za iskanje vseh podrazredov je potem preprosta: s pomo£jo de-
niranih neposrednih predhodnikov rekurzivno tvorimo mnoºico vseh predhodnikov
izbranega razreda (podanega kot niz). Ker bomo to funkcijo uporabljali pri iskanju
preseka dveh razredov, je pomembno, da v rezultatu funkcije dobimo tudi razred,
katerega podrazrede i²£emo, zato smo med neposredne predhodnike dodali tudi ime
razreda samega.
Algoritem 1 Iskanje podrazredov.
1 ) Podrazredi[razred]
2 ) prejšnji = {}
3 ) naslednji = razred
4 ) dokler prejšnji ni enak naslednji ponavljaj:
5 ) prejšnji = naslednji
6 ) za vsak razredp v prejšnji:
7 ) naslednji = Unija[razredp, naslednji]
8 ) vrni naslednji
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Oglejmo si osnovno idejo algoritma (glej algoritem 1).
Tudi implementacija v Mathematici ni bistveno druga£na, rezultat funkcije pa
je seznam imen podrazredov in razreda samega.
1 ) Podrazredi[razred_String] :=
2 ) Module[{prej²nji = {}, naslednji = ToExpression[razred]},
3 ) While[prej²nji != naslednji,
4 ) prej²nji = naslednji;
5 ) naslednji =
6 ) Join[prej²nji,
7 ) ToExpression[#] & /@ prej²nji // Flatten




Opomba: v neskon£nih verigah razredov Ta,k in njihovih presekih z razredi M ,
T0 oz. T1 deniramo prve tri £lene, potem pa se veriga neha prepletati s preostalim
delom mreºe, zato kot neposredne predhodnike deniramo kar Ta,∞. To seveda ni
res, zato moramo te primere vedno posebej preveriti, kadar funkcijo Podrazredi kje
uporabimo. Vseh podrazredov pa nikakor ne moremo na²teti, saj jih je neskon£no.
4.3.2 Iskanje preseka dveh razredov
Algoritem deluje za iskanje presekov vseh razredov, vendar pa kot argumente lahko
sprejme le razrede, denirane v Mathematici (iz neskon£nih verig torej le prve tri
in zadnji £len verige). Tudi kot rezultat funkcije vedno dobimo le kak²nega izmed
deniranih razredov, kar pa ni teºava, dokler podajamo le denirane elemente.
Algoritem najprej poi²£e vse skupne podrazrede dveh razredov, potem pa med
njimi poi²£e najve£jega (tistega, ki ni predhodnik nobenega izmed ostalih). Za
implementacijo je najpomembnej²a funkcija iskanja najve£jega elementa. Za pomo£
pri iskanju deniramo funkcijo ve£ji, ki za podani dve imeni razredov (v obliki niza)
poi²£e ve£jega med njima (vrne torej ime razreda v obliki niza), tako da pregleda
podrazrede vsakega izmed njiju. Ideja algoritma je predstavljena v algoritmu 2.
Algoritem 2 Primerjanje razredov.
1) večji[razred1, razred2]
2) če je razred1 podrazred razreda2:
3) vrni razred2
4) če je razred2 podrazred razreda1:
5) vrni razred1
6) sicer:
7) ne vrni nič
V primeru, da sta razreda neprimerljiva (vrstica 7 v algoritmu 2), smo morda
v dvomih, ali naj vrnemo oba razreda ali nobenega, ampak ker bomo to funkcijo
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uporabljali za iskanje inmuma, ki je najve£ja spodnja meja in mora zato biti ve£ji
od vseh ostalih spodnjih mej, vemo, da v primeru, ko sta elementa neprimerljiva,
gotovo noben izmed njiju ni inmum, zato ne vrnemo nobenega.
V Mathematici moramo poskrbeti, da bo funkcija ve£ji pravilno delovala tudi,
kadar bomo primerjali kak²en razred z Null.
1) ve£ji[x_String, Null] := x
2) ve£ji[Null, y_String] := y
3) ve£ji[x_String, y_String] :=
4) If[MemberQ[Podrazredi[x], y],
5) x,
6) If[MemberQ[Podrazredi[y], x], y]
7) ]
Implementacija je precej podobna osnovni ideji. Ker zadnji pogojni stavek v pri-
meru, da pogoj ni izpolnjen, nima nastavljene vrednosti, funkcija tedaj vrne Null.
Oglejmo si zdaj funkcijo, ki i²£e presek dveh razredov. Funkcija sprejme imeni
dveh razredov in vrne ime njunega preseka. Osnovna ideja je predstavljena v algor-
timu 3 in je precej preprosta.




4) vrni največjega v imenaSkupnih
Tudi implementacija ni veliko bolj zapletena.
1) Infimum[razred_String] := razred




Najve£ji element poi²£emo s pomo£jo funkcij Fold in ve£ji, ki smo jo ravno zaradi
tega na£ina implementacije morali denirati tako, da zna delati tudi z argumentom
Null.
4.3.3 Zaprtje mnoºice veznikov
Osnovna ideja algoritma je spust po mreºi in iskanje zadnjega razreda, ki mu ²e
pripadajo vsi vezniki v dani mnoºici (imenovana vezniki, glej algoritem 4). V
zapisu ideje algoritma znak < pomeni podmnoºico (⊆), zapis a <* b pa pomeni, da
je a neposredni predhodnik b.
Pri implementaciji funkcije Zaprtje pa ne gre ve£ tako gladko kot doslej. Oglejmo
si implementacijo v Mathematici:
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Algoritem 4 Zaprtje mnoºice veznikov.
1) Zaprtje[vezniki]
2) zaprtje = "P2"
3) dokler vezniki < zaprtje ponavljaj:
4) skupniPodrazredi = {x; vezniki < x <* zaprtje};
5) če skupniPodrazredi ni enak {}:
6) zaprtje = Infimum[skupniPodrazredi]
7) sicer:
8) vrni zaprtje
1 ) Zaprtje[{}] := {}
2 ) Zaprtje[vezniki_List] :=
3 ) Module[{zaprtje = "P2", k, izrazi = poli /@ vezniki,
4 ) skupniPodrazredi},
5 ) While[
6 ) (* Pogoj While *)
7 ) AllTrue[izrazi,
8 ) ToExpression[zaprtje <> "Q"][poli[#]] &],
9 ) (* Telo While *)
10) If[
11) (* Pogoj If *)
12) MemberQ[{"T03", "MT03", "MT0T13", "T0T13",
13) "T13", "MT13", "MT1T03", "T1T03"},
14) zaprtje]
15) ,
16) (* Pogoj If = True *)
17) If[MemberQ[{"T13", "MT13", "MT0T13", "T0T13"},
18) zaprtje],
19) k = Min[T1k /@ izrazi],
20) k = Min[T0k /@ izrazi]
21) ];
22) If[k == Infinity,
23) zaprtje =
24) StringTake[zaprtje, StringLength[zaprtje] - 1]
25) <> "inf",
26) Return[











37) Table[ToExpression[# <> "Q"][izraz],
38) {izraz, izrazi}]&
39) ];
40) If[skupniPodrazredi == {}, Return[zaprtje]];




Glavni del algoritma  iskanje naslednjega kandidata za zaprtje, ki se v osnovni
ideji izvede v vrsticah 4-9, v implementaciji najdemo od vrstice 33 naprej. Ta
del torej ni bistveno dalj²i in uporabi vgrajeno funkcijo And, ki preverja, ali so
vsi elementi seznama, v katerem preverjamo, ali vezniki pripadajo enemu izmed
predhodnikov trenutnega zaprtja, resni£ni. e torej vsi vezniki pripadajo temu
predhodniku, ga dodamo seznamu skupniPodrazredi, sicer ne. Poleg tega moramo
nekajkrat spremeniti kak²en niz v izraz, npr. ToExpression[# <> "Q"], kjer ime
razreda, podano z nizom, izkoristimo ²e za preverjanje pripadnosti temu razredu. V
ta namen smo morali tudi vse funkcije za preverjanje pripadnosti poimenovati na
enak na£in  imenu razreda dodati "Q". Paziti moramo ²e pri izbiranju podrazredov
v vrstici 35, kjer moramo iz skupnih podrazredov izlo£iti trenutno zaprtje, sicer bi se
ujeli v neskon£no zanko, saj mnoºica skupnih podrazredov nikoli ne bi bila prazna.
V prvem delu funkcije (vrstice 1031) pa moramo zaradi neskon£nih verig, ki jih
v iskanju preseka nismo mogli upo²tevati, v vsakem obhodu zanke preveriti ²e, ali je
zaprtje morda kateri izmed razredov {Ta,3,MTa,3,MTaTa+1,3, TaTa+1,3}, a ∈ {0, 1}.
V teh primerih moramo ugotoviti, kje v verigi je pravo zaprtje (sicer bomo s pomo£jo
funkcije Infimum kot rezultat vedno dobili k = ∞, kateremu pa morda ne pripadajo
ve£ vsi razredi).
V ta namen napi²emo funkciji T1k in T0k, ki za dani veznik poi²£eta najve£ji k,









8) Return[k - 1]
S pomo£jo teh funkcij preverimo, kateri je najve£ji skupni k vseh veznikov, in v
primeru, da je k neko celo ²tevilo, vrnemo ustrezni razred kot zaprtje mnoºice ve-
znikov. e je k = ∞, nadaljujemo s ponavljanjem zanke, naslednji kandidat pa je
ustrezni razred.
Morda se zdi nenavadno, da se teh neskon£nih verig ne upo²teva ºe v kak²ni
prej²nji funkciji (npr. Infimum), vendar pa to ne bi imelo smisla, saj bi se v vsakem
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primeru vedno ustavili ali pri enem izmed za£etnih £lenov, ki so denirani in se
upo²tevajo ºe sedaj, ali pa bi nadaljevali do zadnjega £lena. ele pri iskanju zaprtja,
kjer imamo opravka s konkretnimi vezniki, se lahko zgodi, da moramo spust po
verigi kon£ati pred njenim koncem.
4.4 Predstavitveni algoritem
Glavno vpra²anje, ki nas v nalogi zanima, je, ali lahko izrazimo dani veznik s pomo-
£jo mnoºice izbranih veznikov. Na to vpra²anje sedaj ºe lahko odgovorimo: £e dani
veznik pripada zaprtju mnoºice izbranih veznikov, ga lahko izrazimo z njimi, sicer
pa ne. Ostaja ²e najteºje vpra²anje: kako ga lahko izrazimo, kadar je to mogo£e.
Poleg ra£unske zahtevnosti je tu ²e teºava z implementacijo, ki nam mora vrniti
zapis v obliki niza, sicer se bodo izrazi izra£unali in ne bomo vedeli, kako smo jih
dobili. Delo z nizi v Mathematici ni najbolj obi£ajno, zato pri tem naletimo na kar
nekaj teºav.
4.4.1 Osnovni algoritem
Osnovna ideja algoritma zopet ni zapletena in je predstavljena v algoritmu 5.
Algoritem 5 Izrazi veznik z dano mnoºico veznikov.
1 ) PredstaviČeLahko[veznik, množica]
2 ) če veznik ni v Zaprtje[množica]:
3 ) vrni False
4 ) sicer:
5 ) novo = spremenljivke[izraz]
6 ) dokler veznik ni v novo ponavljaj:
7 ) za vsak veznik v množici:
8 ) prirastek = vse različne sestave veznika
9 ) z vsemi možnimi nabori iz novo
10) novo = unija[prirastek, novo]
11) vrni zapis veznika iz prirastka
V implementaciji zaradi preglednosti ta algoritem malce razdelimo. Funkcija
PredstavieLahko vsebuje le preverjanje, ali veznik sploh lahko izrazimo s podanimi
vezniki ali ne.
1) PredstavieLahko[veznik_, mnoºica_] :=




V vrstici 2 podobno kot pri iskanju zaprtja izkoristimo sistem poimenovanja funkcij
preverjanja pripadnosti, da hitro preverimo, ali je iskani veznik v zaprtju mnoºice ali
ne. Oglejmo si ²e preostali del algoritma, ki ga zapi²emo v funkciji IzraziZVezniki.
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1 ) IzraziZVezniki[veznik_, mnoºica_] :=
2 ) Module[{mnoºicaUrejena, mnoºicaZImeni, novo,
3 ) prirastek, k, ustavi = 100, n, oIzraz, oSpre,
4 ) nSpre, nIzraz},
5 ) oIzraz = poli[veznik];
6 ) oSpre = spr[oIzraz];
7 ) n = Length[oSpre];
8 ) nSpre = Symbol["x" <> ToString[#]] & /@ Range[n];









18) {vez, poli /@ mnoºica}
19) ];
20) mnoºicaZImeni =
21) Flatten[#, 1] & /@
22) Transpose[{
23) Table["f" <> ToString[j],
24) {j, 1, Length[mnoºica]}
25) ],




30) (* za£etne nastavitve *)




35) {sp, Transpose[{oSpre, nSpre}]}
36) ];
37) If[novo === {}, novo = {{"x1", x1}}];
38) prirastek = {{Null, Null, Null}}
39) ,
40) (* pogoj za izstop iz zanke *)
41) k < ustavi &&








49) (* telo zanke *)
50) prirastek = Prirastek[novo, mnoºicaZImeni];
51) (* funkcija Prirastek je definirana v razdelku 4.4.2 *)





57) If[k == ustavi,
58) Print["Dosegli smo maksimalno ²tevilo iteracij."],
59) Return[
60) Select[prirastek, #[[2]] == nIzraz &][[1]][[1]]]
61) ]
62) ]
Ena najve£jih teºav pri tem algoritmu in tudi razlog, da je funkcija tako dolga in
zapletena, je izpisovanje izraºanja z nizi. To naredimo s pomo£jo zlaganja nizov,
v katerih bomo veznike iz mnoºice zapisovali po vrsti kot f1, f2, f3, ... Ker ne
vemo to£no, v kak²ni obliki bomo dobili spremenljivke, pri primerjanju izrazov pa
jih je koristno poznati, si originalna imena spremenljivk shranimo v spremenljivko
oSpre, da bomo lahko vrnili zapis z za£etnimi spremenljivkami. V spremenljivki
nSpre si shranimo nove  poenotene spremenljivke, podobno uredimo tudi mnoºico
podanih veznikov, le da tu originalnih spremenljivk ne shranjujemo, saj jih ne bomo
potrebovali.
Zapis veznika s tistimi iz mnoºice moramo ves £as graditi, sicer takoj izgubimo
podatek o tem, kateri veznik smo uporabili, zato moramo mnoºico veznikov ²e malo
preurediti. V vrsticah 2028 vsakemu vezniku iz dane mnoºice dodamo ime, za se-
stavljanje novih veznikov pa dodamo ²e ²tevilo spremenljivk, ki v njem nastopajo,
in preverimo, v katerih spremenljivkah je veznik simetri£en, kar nam bo kasneje
omogo£ilo ve£jo u£inkovitost algoritma. Funkcijo simetrija si bomo ogledali ka-
sneje, je pa ta funkcija eden glavnih razlogov, zakaj izberemo imena spremenljivk
oblike xi, kjer morajo biti indeksi zaporedni. Za veznik x y + y z bi npr. v spre-
menljivki mnoºicaZImeni shranili {"f1", x1 x2 + x2 x3, 3, simetrija[x1 x2
+ x2 x3]}
Od vrstice 29 naprej imamo zanko For, ki v Mathematici zahteva ²tiri argu-
mente: prvi argument so stavki, ki se izvedejo pred za£etkom izvajanja zanke, drugi
argument je test, ki v vsakem obhodu odlo£i, ali naredimo naslednji obhod zanke ali
ne, tretji argument je pove£anje ²tevca (v na²em primeru pove£ujemo le spremen-
ljivko k, ki ²teje obhode; zanko prekinemo, £e doseºemo izbrano ²tevilo (ustavi)
obhodov). Zadnji argument zanke je telo, ki se izvede v vsakem obhodu. Zaradi
preglednosti v zapisu algoritma med vsakima dvema argumentoma pustimo vrstico
samo z vejico.
Znotraj zanke deniramo seznam novo, v katerega shranjujemo veznike, ki smo
jih doslej uspeli sestaviti s pomo£jo veznikov iz dane mnoºice. Veznike shranjujemo
kot pare (niz, zapis veznika s polinomom egalkina). Pred za£etkom izvaja-
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nja zanke v seznam vstavimo vse spremenljivke, ki nastopajo v iskanem vezniku,
pri £emer jih v nizu zapi²emo, kakor so bile podane, v polinom pa zapi²emo ustre-
zno novo spremenljivko. e bi npr. ºeleli izraziti veznik x y + y z, bi bil seznam
novo pred za£etkom izvajanja zanke videti tako: novo = {{"x", x1}, {"y", x2},
{"z", x3}}. Na koncu obhoda zanke seznamu novo dodamo vse novopridobljene
veznike v tem obhodu (spremenljivka prirastek) in odstranimo podvojene veznike
(pri tem upo²tevamo samo polinomski zapis veznika, ne pa tudi niza, ki bi se iz-
pisal kot rezultat celotnega algoritma). Pri tem ohranimo tisti element seznama,
ki ima preprostej²i, torej kraj²i, zapis. V ta namen veznike v zdruºenem seznamu
Union[novo, prirastek] uredimo glede na dolºino pripadajo£ega niza. Ko se-
znamu novo dodamo iskani veznik, se zanka zaklju£i, vrnemo pa niz, ki opi²e, kako
izraziti iskani veznik s tistimi iz dane mnoºice.
4.4.2 Prirastek
Funkcija Prirastek vrne vse veznike, ki jih lahko v enem koraku izrazimo s pomo-
£jo doslej izraºenih veznikov iz seznama novo. V osnovi je to preprosta funkcija,
predstavljena v algoritmu 6.
Algoritem 6 Kaj lahko izrazimo?
1) Prirastek[novo, množicaZImeni]
2) rezultat = {}
3) za vsak veznik v množicaZImeni:
4) rezultat = Unija[rezultat,
5) {kompozicija veznika s tistimi iz novo}]
6) vrni rezultat
asovna zahtevnost pa je velika, saj lahko iz seznama novo za vsak veznik v
mnoºici dobimo nr elementov, kjer je n dolºina seznama novo, r pa ²tevilo spre-
menljivk veznika iz mnoºice, vendar jo bomo zmanj²ali z upo²tevanjem simetrije
veznikov v mnoºici in z odstranjevanjem podvojenih izrazov.
Potrebovali bomo pomoºno funkcijo simetrija[izraz], ki vrne seznam vseh
substitucij spremenljivk oblike {x1 -> xi1, x2 -> xi2, ..., xn -> xin}, pri ka-
terih dobimo same razli£ne veznike. Na primer za veznik x1 + x2 + x3, v katerem
vse spremenljivke x1, x2 in x3 nastopajo simetri£no, dobimo seznam
simetrija[x1 + x2 + x3] =
{{1, 1, 1}, {1, 1, 2}, {1, 1, 3}, {1, 2, 3}},
ki predstavlja substitucije
{{x1 -> x1, x2 -> x1, x3 -> x1},
{x1 -> x1, x2 -> x1, x3 -> x2},
{x1 -> x1, x2 -> x1, x3 -> x3},
{x1 -> x1, x2 -> x2, x3 -> x3}},
pri katerih iz izraza x1 + x2 + x3 po vrsti dobimo vse moºne razli£ne veznike:
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x1 + x1 + x1 = x1
x1 + x1 + x2 = x2
x1 + x1 + x3 = x3
x1 + x2 + x3 = x1 + x2 + x3.
Kot vidimo, namesto 33 = 27 moºnosti dobimo le ²e ²tiri moºnosti. Ta veznik je
zelo simetri£en, zato je razlika tako velika, a pri zahtevnosti se mo£no pozna vsaka
moºnost, ki je ni treba preveriti v funkciji Prirastek. Implementacija funkcije
simetrija se nahaja v prilogi A.1 na strani 45.
Oglejmo si ²e implementacijo funkcije Prirastek:





6 ) kombinacija != {},
7 ) funkcija[[1]] <> "[" <>
8 ) Fold[#1 <> "," <> #2 &, #[[1]] & /@












21) kombo[[#]] & /@ funkcija[[4]],
22) {kombo,
23) If[




















43) ], {funkcija, mnoºicaZImeni}
44) ], 1
45) ]
Funkcija Prirastek je pravzaprav le gradnja seznama, kjer pa moramo gnez-
diti kar nekaj funkcij, zato postane precej nepregledna. To je tudi edini razlog,
da prirastka ne ra£unamo neposredno znotraj algoritma, ampak napi²emo posebno
funkcijo. Namesto zanke, ki smo jo uporabili v ideji algoritma, uporabimo tabelira-
nje z vgrajeno funkcijo Table. V zunanji funkciji (vrstice 3 do 44) se sprehodimo
skozi vse moºne veznike, ki jih poimenujemo s spremenljivko funkcija, v notranji
(vrstice 4 do 43) pa za vsak veznik poi²£emo vse veznike, ki jih lahko dobimo s
komponiranjem tega veznika s tistimi iz seznama novo. Kombinacije veznikov iz
seznama novo poimenujemo kombinacija. To pravzaprav pomeni, da je vse med
vrsticami 7 in 45 v osnovni ideji algoritma zapisano zgolj v vrsticah 4 in 5, vendar
pa je tudi v tem algoritmu kar nekaj prostora namenjenega ukvarjanju z izjemami.
Da si bomo stvari bolje predstavljali, si oglejmo potek algoritma na primeru, ko
je v spremenljivki funkcija veznik x1 ∧ x2:
funkcija = {"f1", x1 x2, 2, {{1, 1}, {1, 2}, {2, 2}}},
v kombinaciji pa imamo dva veznika (ker je x1 ∧ x2 dvomestni veznik), npr. x1 + x2
in 1. Ob tem zaradi kraj²ega niza predpostavimo, da sta oba iz dane mnoºice:
kombinacija = {
{"f2[x1, x2]", x1 + x2, 2, {{1, 1}, {1, 2}, {2, 2}}},
{"1", 1, 0, {}}
}
Oglejmo si najprej, kako je videti element, ki ga dodamo seznamu za izbrani
veznik iz mnoºice (funkcija) in izbrano kombinacijo veznikov iz seznama novo
(kombinacija). Element sestavimo v vrsticah 5 do 16. Prvi del elementa je niz,
ki opisuje, na kak²en na£in smo izrazili veznik. Niz v ve£ini primerov sestavimo v
vrsticah 7 do 9. S pomo£jo funkcije Fold sestavimo niz argumentov iz veznikov iz
kombinacije (v na²em primeru "f2[x1, x2]" in "1"), ki ga obdamo z oklepaji, na
za£etek niza pa dodamo ime veznika iz funkcije (v na²em primeru "f1"). Kadar
imamo opravka s konstantami (0-mestni vezniki), pri katerih je kombinacija prazen
seznam, bi funkcija Fold vrnila napako, zato s pogojnim stavkom v vrstici 5 te
primere izlo£imo in na prvo mesto rezultata, v vrstici 10, dodamo v niz spremenjeno
vrednost veznika (funkcije). V na²em primeru dobimo niz "f1[f2[x1, x2], 1]".
Na drugem mestu v dodanem elementu ºelimo dobiti vrednost tega novega ve-
znika. To naredimo tako, da s pomo£jo pomoºne funkcije narediPravilo zame-
njamo vrednosti spremenljivk v funkciji z vezniki iz kombinacije, na koncu pa
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dobljeni izraz ²e poenostavimo. V na²em primeru bi torej dobili naslednji dve vrstici
(prva je samo zapisano pravilo kot v implementaciji, druga pa rezultat po poeno-
stavitvi).
x1 x2 /. {x1 -> x1 + x2, x2 -> 1}
x1 + x2
V na²em primeru bi bil kon£ni element, dodan prirastku, enak
{"f1[f2[x1, x2], 1]", x1 + x2}.
V vrsticah 18 do 42 sestavimo seznam vseh kombinacij veznikov, za katere mo-
ramo v rezultat dodati elemente. S tabeliranjem v vrsticah 20 do 39 za vsako
kombinacijo veznikov iz seznama novo poi²£emo vse potrebne permutacije teh argu-
mentov. Da ne generiramo nepotrebnih permutacij, v 21. vrstici uporabimo simetrijo
veznika, shranjenega na £etrtem mestu funkcije. Stavek v tej vrstici preuredi ele-
mente seznama kombo v vrstni red, podan v funkcija[[4]]. Oglejmo si na primeru,
kjer sta
kombo = {{"x1", x1}, {"x2", x2}},
funkcija[[4]] = {{1, 1}, {1, 2}, {2, 2}}.
Ob klicu kombo[[#]] & /@ funkcija[[4]] dobimo rezultat
{{{"x1", x1}, {"x1", x1}},
{{"x1", x1}, {"x2", x2}},
{{"x2", x2}, {"x2", x2}}}.
Za vsako kombinacijo veznikov dodamo tak²en seznam, na koncu pa vse dobljene
kombinacije s funkcijo Flatten zdruºimo v en seznam kombinacij in odstranimo
morebitne podvojene elemente.
Ostane le ²e vpra²anje, kako dobiti vse moºne kombinacije elementov iz seznama
novo, kar doseºemo s funkcijo Subsets v vrstici 36, kjer tudi povemo, naj imajo te
kombinacije toliko elementov, kot funkcija sprejme argumentov. Kaj se torej dogaja
v vrsticah 23 do 35? V teh vrsticah obravnavamo primer, ko v seznamu novo ni
dovolj elementov. Takrat v seznam dodamo ²e toliko spremenljivk, da imamo v
seznamu novo potrebno ²tevilo elementov, in sestavimo edino moºno kombinacijo.
4.5 asovna zahtevnost predstavitvenega algoritma
Na²i algoritmi kot podatek dopu²£ajo resni£nostne veznike, sestavljene iz osnovnih
veznikov, podanih v tabeli 1 na strani 1. Pred nadaljnjo obdelavo jih pretvorijo v
ustrezne polinome egalkina, pri £emer lahko pride do eksponentnega podalj²anja.






xi z vsemi moºnimi 2n monomi, katerega
dolºina zapisa je reda velikosti 2n−1n log n. To pomeni, da je £asovna zahtevnost
na²ih algoritmov v najslab²em primeru eksponentna  kar pa ni presenetljivo. e
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zgolj s pomo£jo pomoºne funkcije poli[f], ki dani veznik f pretvori v ustrezni
polinom egalkina, lahko namre£ re²imo znani NP-polni problem izpolnljivosti, kjer
ºelimo ugotoviti, ali je veznik f razli£en od konstantne funkcije 0. Ker so polinomi
egalkina enoli£ni, je torej treba le preveriti, ali je poli[f] ̸= 0.
5 Zgledi
5.1 Naloge iz zbirke vaj [2]
Oglejmo si, kako si lahko s sestavljenim programom pomagamo pri re²evanju nalog.
V prvem delu bomo re²ili nekaj nalog iz 2. poglavja v zbirki nalog [2], ki so sicer
re²ljive tudi brez uporabe ra£unalnika.
5.1.1 Naloga 2.1.2
Pokaºi, da f ∈ [A]:
Glede na navodilo je dovolj potrditi, da veznik f pripada zaprtju mnoºice A,
vendar pa lahko s pomo£jo algoritma to tudi dokaºemo, tako da veznik izrazimo s
pomo£jo veznikov iz mnoºice A, torej uporabimo funkcijo PredstavieLahko:
• (7.) f = x1 ∨ x2, A = {¬x1 ∨ ¬x2}
PredstavieLahko[ali[x_1, x_2], {ali[x_1 + 1, x_2 + 1]}]
f1[f1[x_1, x_1], f1[x_2, x_2]]
Druga£e zapisana re²itev:
¬(¬x1 ∨ ¬x1) ∨ ¬(¬x2 ∨ ¬x2) =
= x1 ∨ x2.
Re²itev v u£beniku je druga£na od na²e:
¬(¬x1 ∨ ¬x1) ∨ ¬(¬x1 ∨ ¬x2),
£e jo poenostavimo, pa dobimo rezultat x1, torej je re²itev napa£na.
• (12.) f = x1 + x2 + x3, A = {(x1 ∧ x2) ∨ (x2 ∧ ¬x3) ∨ (x1 ∧ ¬x3)}
PredstavieLahko[x1 + x2 + x3,
{ali[x1 x2, x2 (x3 + 1), x1 (x3 + 1)]}]
f1[f1[x1, x2, x3], f1[x1, x3, x2], x1]
Re²itev, ki smo jo dobili kot rezultat algoritma, lahko poenostavimo v
(((x1 ∧ x2)∨ (x2 ∧¬x3)∨ (x1 ∧¬x3))∧ ((x1 ∧ x3)∨ (x3 ∧¬x2)∨ (x1 ∧¬x2)))∨
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∨(((x1 ∧ x3) ∨ (x3 ∧ ¬x2) ∨ (x1 ∧ ¬x2)) ∧ ¬x1)∨
∨(((x1 ∧ x2) ∨ (x2 ∧ ¬x3) ∨ (x1 ∧ ¬x3)) ∧ ¬x1) =
= ((x1 ∧ x2 ∧ x3) ∨ (x1 ∧ ¬x2 ∧ ¬x3)) ∨ (¬x1 ∧ ¬x2 ∧ x3) ∨ (¬x1 ∧ x2 ∧ ¬x3) =
= (x1 ∧ ¬(x2 + x3)) ∨ (¬x1 ∧ (x2 + x3)) =
= x1 + (x2 + x3) = x1 + x2 + x3.
Vidimo, da je pravilna. V re²itvah nalog re²itev ni zapisana z danim veznikom,
ampak z veznikom m(x1, x2, x3) = (x1 ∧ x2) ∨ (x2 ∧ x3) ∨ (x1 ∧ x3), torej brez
negacij zadnjega argumenta, zato je videti druga£na. e re²itev zapi²emo z
zahtevanim veznikom, dobimo
f1(f1(x1, x3, x2), f1(x2, x3, x1), x3).
Veznik f1 je simetri£en v prvih dveh spremenljivkah, zato lahko to simetrijo
upo²tevamo pri vsakem klicu tega veznika in tako dobimo izraz
f1(f1(x3, x2, x1), f1(x3, x1, x2), x3).
Vidimo, da sta v obeh re²itvah le zamenjani vlogi spremenljivk x1 in x3. Ker
je tudi iskani veznik f v teh dveh spremenljivkah simetri£en, sta obe re²itvi
pravilni.
5.1.2 Naloga 2.2.1
Preveri, ali je veznik f sebi dualen:
Nalogo re²imo s pomo£jo funkcije SQ za preverjanje pripadnosti razredu S:
• (12.) f = x1 ∧ x2 ∧ x3 + x1 ∧ x2 + x2 ∧ x3 + x3 ∧ x1
SQ[x1 x2 x3 + x1 x2 + x2 x3 + x3 x1]
False
Preverimo, ali je re²itev pravilna, tako da zanikamo vse spremenljivke in celo-
ten veznik.
(x1 + 1) ∧ (x2 + 1) ∧ (x3 + 1) + (x1 + 1) ∧ (x2 + 1)+
+ (x2 + 1) ∧ (x3 + 1) + (x3 + 1) ∧ (x1 + 1) + 1 =
= x1 ∧ x2 ∧ x3 + x1 ∧ x2 + x1 ∧ x3 + x2 ∧ x3 + x1 + x2 + x3 + 1 +
+ x1 ∧ x2 + x1 + x2 + 1 + x2 ∧ x3 + x2 + x3 + 1 + x3 ∧ x1 + x3 + x1 + 1 + 1 =
= x1 ∧ x2 ∧ x3 + x1 + x2 + x3 + 1
Kot vidimo, zanikani veznik ni enak prvotnemu, torej ni sebi dualen.
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5.1.3 Naloga 2.2.18
Dokaºi, da je zaprtje dane mnoºice mnoºica vseh sebi dualnih veznikov.
Nalogo re²imo s pomo£jo funkcije Zaprtje.
• (1.) A = {x1 + x2 + x3, (x1 ∧ x2) ∨ (x2 ∧ x3) ∨ (x3 ∧ x1), x1 + 1}
Zaprtje[{x1 + x2 + x3, ali[x1 x2, x2 x3, x3 x1], x1 + 1}]
"S"
Pravilnost re²itve preverimo v dveh korakih. Najprej s pomo£jo funkcije SQ
preverimo, da je vsak veznik v mnoºici sebi dualen, potem pa ²e pokaºemo,
da je S res najmanj²i razred, ki vsebuje vse tri veznike.
Neposredna predhodnika razreda S v Postovi mreºi sta LS in ST0T1. Veznik
x1 ∧ x2 ∨ x2 ∧ x3 ∨ x3 ∧ x1 ni an, saj v njem nastopa konjunkcija (pripadajo£i
polinom egalkina je x1x2 + x2x3 + x1x3), torej ostane le ²e moºnost ST0T1,
ki pa tudi ²e ne bo zaprtje, saj negacija (tretji veznik) ne ohranja nobene
konstante.
5.1.4 Naloga 2.3.4
Izrazi veznike x1 ∧ x2, x1 ∧ ¬x2 in ¬x1 ∧ ¬x2 z veznikom f , £e je mogo£e le z enim
klicem in le z argumenti x1, x2, 0, 1:
Nalogo re²imo s pomo£jo funkcije PredstavieLahko. e ne bi implementirali
sortiranja seznama po dolºini nizov, te naloge ne bi mogli re²iti, saj bi lahko namesto
zapisa "x2" dobili npr. "f1[x1, x2, x1]".
• (1.a) f = (x1 ∧ x2) ∨ (x2 ∧ ¬x3) ∨ (¬x3 ∧ x1)
PredstavieLahko[x1 x2,
{ali[x1 x2, x2 (x3 + 1), (x3 + 1) x1], 0, 1, x1, x2}]
f1[x1, x2, 1]
Preverimo re²itev
(x1 ∧ x2) ∨ (x2 ∧ 0) ∨ (0 ∧ x1) = x1 ∧ x2
in vidimo, da je pravilna.
• (11.c) f = (x1 ∨ x2 ∨ x3) ∧ (¬x1 ∨ ¬x2 ∨ ¬x3 ∨ x4)
S pomo£jo algoritma smo lepo izrazili veznik x1 ∧ x2, vendar pa poskusimo
izraziti ²e tretjega iz navodila, torej ¬x1 ∧ ¬x2:
PredstavieLahko[(x1 + 1) (x2 + 1),
{ali[x1, x2, x3] ali[x1 + 1, x2 + 1, x3 + 1, x4], 0, 1}]
f1[1, 1, f1[x1, x1, x2, x1], 0].
Vrnjeni rezultat ne ustreza navodilu naloge, saj veznik f1 v njem nastopi




Ali je mnoºica A poln nabor veznikov?
Nalogo re²imo s pomo£jo funkcije Zaprtje in pogledamo, ali je zaprtje mnoºice
A enako P2.
• (2.) A = {x1 ∧ x2, x1 ∨ x2, x1 + x2, x1 + x2 + x3 + 1}
Zaprtje[{x1 x2, ali[x1, x2], x1 + x2, x1 + x2 + x3 + 1}]
"P2"
Da je to res, lahko preverimo tako, da s pomo£jo danih veznikov izrazimo kak
znan poln nabor, npr. {∨,¬}. Ker je disjunkcija ºe v dani mnoºici, moramo
izraziti le ²e negacijo, ki jo dobimo tako, da v zadnji veznik za vse argumente
vstavimo tisto spremenljivko, ki jo ºelimo zanikati.
¬x = x+ 1 = x+ x+ x+ 1
Mnoºica A je torej res poln nabor.
5.1.6 Naloga 2.6.4
Preveri, ali je mnoºica A baza za P2.
Tokrat ni dovolj, da je zaprtje mnoºice A enako P2, ampak mora veljati tudi, da
nobena prava podmnoºica A ni poln nabor, da je torej A minimalen poln nabor.
Naloge se lahko lotimo na ve£ na£inov, re²ili jo bomo tako, da poi²£emo zaprtja
vseh podmnoºic mnoºice A in preverimo, ali je v mnoºici zaprtij natanko en P2. V
prilogi A.1 na strani 54 je na tak na£in implementirana tudi funkcija Baza, ki poi²£e
razred, kateremu je dana mnoºica veznikov baza, £e tak razred obstaja.
• (1.) A = {x1 ⇒ x2, x1 + x2, x1 ∨ x2}
Kadar dana mnoºica veznikov ni baza nobenega razreda, funkcija Baza vrne
False, zato si ta primer oglejmo brez uporabe te funkcije.
Count[Zaprtje /@ Subsets[{sledi[x1, x2], x1 + x2, ali[x1, x2]}],
"P2"]
2
Mnoºica A torej ni baza P2, preverimo ²e, kateri veznik lahko vzamemo stran.
Select[Table[{x, Zaprtje[x]}, {x,
Subsets[{sledi[x1, x2], x1 + x2, ali[x1, x2]}]}],
#[[2]] == "P2" &]
Dobimo rezultat
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{{{1 + x1 + x1 x2, x1 + x2}, "P2"},
{{1 + x1 + x1 x2, x1 + x2, x1 + x2 + x1 x2}, "P2"}}.
Druga vrstica je celotna mnoºica A, v prvi pa vidimo, da je odve£ni veznik
x1 ∨ x2.
Preverimo, kako ga lahko izrazimo z drugima dvema.
IzraziZVezniki[ali[x1, x2], {x1 + x2, sledi[x1, x2]}]
f2[f2[x2, x1], x1]
Preverimo
(x2 ⇒ x1) ⇒ x1 = ¬(¬x2 ∨ x1) ∨ x1 =
= (x2 ∧ ¬x1) ∨ x1 = x2 ∨ x1
in vidimo, da je disjunkcija res nepotreben veznik, torej mnoºica A ni baza P2.
• (2.) A = {x1 + x2 + x3, x1 ∨ x2, 0, 1}
V tem primeru si pomagajmo s funkcijo Baza:
Baza[{x1 + x2 + x3, ali[x1, x2], 0, 1}]
"P2"
Dana mnoºica A naj bi torej bila baza razreda P2. Najprej preverimo, ali je
mnoºica A sploh poln nabor (izrazimo negacijo, disjunkcijo pa ºe imamo):
IzraziZVezniki[x1 + 1, {x1 + x2 + x3, ali[x1, x2], 0, 1}]
f1[0, 1, x1]
Re²itev poenostavimo: 0 + 1 + x1 = ¬x1 in vidimo, da je rezultat pravilen,
torej z vezniki iz mnoºice A lahko izrazimo znani polni nabor {x1 ∨ x2,¬x1},
zato je tudi mnoºica A poln nabor veznikov.
S pomo£jo zaprtosti razredov Postove mreºe preverimo ²e, ali je mnoºica A
tudi baza.
 Prvi veznik x1 + x2 + x3 je sebi dualen, ostali trije pa ne, zato ga gotovo
ne moremo izraziti z drugimi.
 Disjunkcija x1 ∨ x2 ni ana, ostali trije vezniki pa so, zato ga ne moremo
izraziti z ostalimi.
 Konstanta 1 ne ohranja 0, ostali trije vezniki pa, zato je ne moremo
izraziti s preostalimi.
 Konstanta 0 ne ohranja 1, ostali trije vezniki pa, zato je ne moremo
izraziti s preostalimi.
Torej je mnoºica A res baza razreda P2.
V prilogi A.2 na strani 54 je navedenih ²e nekaj drugih re²enih primerov iz te
zbirke nalog (zanje re²itve niso utemeljene).
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5.2 Delo s Postovo mreºo
5.2.1 Podrazredi, nadrazredi
Za iskanje predstavitve veznika smo morali denirati iskanje vseh podrazredov ne-
kega razreda, priloga A.1 na strani 53 pa vsebuje tudi implementacijo funkcije
Nadrazredi, ki vrne seznam vseh razredov, ve£jih od danega razreda.
Oglejmo si nekaj primerov.
• Nadrazredi["Cr"]
{"Cr", "DC", "Er", "KC", "L", "M", "P2"}
Podrazredi["L"]
{"C0", "C1", "Cr", "Er", "L", "LS", "LT0", "LT0T1",
"LT1", "Nr", "P"}
Re²itve lahko preverimo s pomo£jo Hassejevega diagrama Postove mreºe na
sliki 1 na strani 11.
• S stali²£a veznikov je morda bolj zanimivo iskanje nadrazredov, saj vsi vezniki
pripadajo vsem nadrazredom svojega zaprtja. Oglejmo si na primer, katerim
razredom pripada veznik ekvivalence x1 + x2 + 1. V funkciji VsebovanV naj-
prej poi²£emo njegovo zaprtje, potem pa ²e vse nadrazrede njegovega zaprtja
(implementacija je v prilogi A.1 na strani 54).
VsebovanV[x1 + x2 + 1]
{"L", "LT1", "P2", "T1"}
Ekvivalenca torej pripada le tem ²tirim razredom. Namesto da bi pripadnost
razredom preverjali za vsak razred posebej, lahko sedaj uporabimo le eno
funkcijo.
• Denirajmo ²e preprosti funkciji NadrazredQ[A, B] in PodrazredQ[A, B], ki
preverjata, ali je razred A nadrazred oz. podrazred razreda B. To sta prav-
zaprav funkciji, ki implementirata relacijo inkluzije na Postovi mreºi (⊆, ⊇).
Seveda moramo biti pozorni, da prve ne deniramo kar kot negacijo druge, saj





• Podobno kot smo v razdelku 4.3.2 implementirali Infimum, lahko implementi-




Pravilnost spet lahko preverimo na sliki 1 na strani 11.
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5.2.2 Baze razredov
S pomo£jo ºe omenjene funkcije Baza (v razdelku 5.1.6) lahko preverimo, da
so baze posameznih razredov, navedene v tabeli 7, zares baze teh razredov.
V tabeli 7 je za razred T1 navedena baza {∧,⇒}. Preverimo, ali je res:
Baza[{x y,sledi[x, y]}]
"T1"
Seveda pa to ni edina baza tega razreda:
Baza[{ali[x, y], x + y + 1}]
"T1",
torej je tudi {∨,⇔} baza razreda T1.
5.2.3 Pragovne funkcije
Oglejmo si ²e pragovne funkcije ϑnk . Implementiramo jih s pomo£jo polinomov
egalkina (implementacija je v prilogi A.1 na strani 46).
S pomo£jo pragovnih funkcij lahko opazujemo £asovno zahtevnost algoritmov.
Najprej izra£unajmo zaprtja nekaterih pragovnih funkcij in izmerimo £as, ki
ga ra£unalnik potrebuje za izra£un.
Zaprtje[{theta[2, 3]}] // Timing
{0.0625, "MS"}
Zaprtje[{theta[2, 4]}] // Timing
{0.875, "MT0T13"}
Zaprtje[{theta[2, 5]}] // Timing
{6.78125, "MT0T14"}
Zaprtje[{theta[2, 6]}] // Timing
{64.1094, "MT0T15"}
Zaprtje[{theta[4, 5]} ] // Timing
{1.85938, "MT1T04"}
Pri prvih ²tirih klicih spremenimo le ²tevilo spremenljivk in opazimo, da se
z vsako dodano spremenljivko mo£no pove£a porabljen £as. Hkrati pa pri
zadnjem klicu vidimo, da ²tevilo spremenljivk ni edina stvar, ki vpliva na zah-
tevnost. Klju£nega pomena je seveda zapis s polinomom egalkina. Oglejmo






x1 x2 + x1 x3 + x2 x3 + x1 x4 + x2 x4 + x3 x4 +
x1 x2 x3 x4 + x1 x5 + x2 x5 + x3 x5 + x1 x2 x3 x5 +
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x4 x5 + x1 x2 x4 x5 + x1 x3 x4 x5 + x2 x3 x4 x5,
theta[2, 6]
x1 x2 + x1 x3 + x2 x3 + x1 x4 + x2 x4 + x3 x4 +
x1 x2 x3 x4 + x1 x5 + x2 x5 + x3 x5 + x1 x2 x3 x5 +
x4 x5 + x1 x2 x4 x5 + x1 x3 x4 x5 + x2 x3 x4 x5 + x1 x6 +
x2 x6 + x3 x6 + x1 x2 x3 x6 + x4 x6 + x1 x2 x4 x6 +
x1 x3 x4 x6 + x2 x3 x4 x6 + x5 x6 + x1 x2 x5 x6 +
x1 x3 x5 x6 + x2 x3 x5 x6 + x1 x4 x5 x6 + x2 x4 x5 x6 +
x3 x4 x5 x6 + x1 x2 x3 x4 x5 x6,
theta[4, 5]
x1 x2 x3 x4 + x1 x2 x3 x5 + x1 x2 x4 x5 + x1 x3 x4 x5 +
x2 x3 x4 x5.
Preverimo lahko tudi, ali posamezne pragovne funkcije pripadajo razredom
T0,k in T1,k. Ob pisanju in merjenju £asa za te zglede opazimo, da za izra£un
in izpis veznika ϑ82 ter za izra£un, ali ta veznik pripada razredu T1,8, ra£unalnik
porabi pribliºno enako £asa (66 sekund). Nasprotno je preverjanje na drugi
strani mreºe precej hitrej²e
T0kQ[theta[7, 8], 7] // Timing
{0.09375, True},
saj so polinomi teh veznikov preprostej²i.
S pomo£jo funkcije PredstavieLahko izrazimo ²e nekaj pragovnih funkcij s
konjunkcijo in negacijo.
PredstavieLahko[theta[2, 2], {x1 x2, x1 + 1} ] // Timing
PredstavieLahko[theta[2, 3], {x1 x2, x1 + 1} ] // Timing
PredstavieLahko[theta[3, 3], {x1 x2, x1 + 1} ] // Timing





{0.03125, "f1[x1, f1[x2, x3]]"}
{0.03125, "f1[f1[x1, x2], f1[x3, x4]]"}
Lahko poskusimo izraziti tudi katero izmed pragovnih funkcij z ve£ spremen-
ljivkami ali zapletenej²im polinomom,vendar ra£unalnik potrebuje toliko £asa,
da izra£un raje zaustavimo, saj je traja bistveno predolgo.
5.2.4 Lastnosti mreºe
V zadnjem sklopu zgledov pa si oglejmo ²e nekaj algebrajskih lastnosti Postove
mreºe.
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• e ima mreºa najmanj²i element 0 (v Postovi mreºi P ) in najve£ji element 1
(v Postovi mreºi P2), je komplement elementa x tak y, da velja sup(x, y) = 1
in inf(x, y) = 0. e ima vsak element vsaj en komplement, je mreºa komple-
mentirana.
V prilogi A.2 na strani 60 je s pomo£jo preverjanja vseh parov poiskan en
komplement vsakega razreda, razen tistih iz neskon£nih verig. Oglejmo si le





Za dokaz komplementiranosti Postove mreºe moramo poiskati ²e komplemente
elementov iz neskon£nih verig. Opazimo, da je LS komplement najve£jih ele-
mentov vseh osmih neskon£nih verig (T0,3, MT0,3, T1T0,3, MT1T0,3, T1,3, MT1,3,
T0T1,3, MT0T1,3) in tudi vseh natan£nih spodnjih mej le-teh (T0,∞, MT0,∞,
T1T0,∞, MT1T0,∞, T1,∞, MT1,∞, T0T1,∞, MT0T1,∞), kar pomeni, da je LS tudi
komplement vseh vmesnih £lenov.
• Mreºa M je polna, £e za poljubno podmnoºico N ⊂ M obstajata supN in
inf N .
Vse kon£ne mreºe so polne, zato je tudi pri Postovi mreºi potreben dokaz le za
neskon£ne podmnoºice. Pri tem si z algoritmom ne moremo pomagati, lahko
pa poi²£emo supremum in inmum poljubne kon£ne podmnoºice z elementi,
ki so denirani v implementaciji.
Oglejmo si inmum in supremum ene izmed kon£nih mnoºic:
Infimum[{"Dr", "C0", "T1T0inf", "T0T12"}]
"P"
Supremum[{"Dr", "C0", "T1T0inf", "T0T12"}]
"T0"
Vse neskon£ne podmnoºice Postove mreºe vsebujejo elemente vsaj ene izmed
osmih neskon£nih verig v mreºi. Vsaka izmed teh verig pa ima svoj najve£ji
element (npr. T0, MT0, T1T0, MT1T0 ...) in natan£no spodnjo mejo (npr.
T0,∞, MT0,∞, T1T0,∞, MT1T0,∞ ...). Kadar torej podmnoºica A vsebuje ne-
skon£no elementov neke verige, jih lahko pri iskanju supremuma nadomestimo
z najve£jim elementom te verige, ki je v A, in tako dobimo mnoºico A′, pri
iskanju inmuma pa z natan£no spodnjo mejo verige in dobimo novo mnoºico
A′′. Prvotna mnoºica A in spremenjena mnoºica A′ oziroma A′′ imata ²e ve-
dno enako mnoºico zgornjih oziroma spodnjih mej, nova mnoºica pa je kon£na,
zato obstajata njen inmum in supremum ter velja supA = supA′ oziroma
inf A = inf A′′.
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• Distributivna mreºa je mreºa, v kateri za poljubne x, y in z iz mreºe veljata
enakosti:
inf(x, sup(y, z)) = sup(inf(x, y), inf(x, z)),
sup(x, inf(y, z)) = inf(sup(x, y), sup(x, z)).
Postova mreºa ni distributivna, saj velja:
Infimum["L", Supremum["S", "Dr"]]
"L"
Supremum[Infimum["L", "S"], Infimum["L", "Dr"]]
"LS"
Vendar pa za nekatere elemente enakost vseeno velja:
Infimum["L", Supremum["MT0", "MT1"]]
"Cr"
Supremum[Infimum["L", "MT0"], Infimum["L", "MT1"]]
"Cr"
• Modulska mreºa je mreºa, pri kateri za vsak par x, z in poljuben y iz mreºe
velja:
x ≤ z ⇒ sup(x, inf(y, z)) = inf(sup(x, y), z)


















Funkcija spr vrne seznam spremenljivk veznika.
spr[p_] := If[Head[p] === Symbol, {p},
Union[Cases[p, _Symbol, Infinity]]];
Funkcija narediPravilo iz seznama spremenljivk in seznama vrednosti sestavi pra-
vilo, ki spremenljivkam priredi izbrane vrednosti. Funkcija narediPravila pa na-
redi podobno, le da na drugem mestu sprejme seznam seznamov vrednosti in vrne




Thread[spremenljivke -> #] & /@ vrednosti
Funkcija nabori vrne vse moºne argumente veznika z n spremenljivkami.
nabori[n_] := (* seznam vseh n-teric 0 in 1 *)
IntegerDigits[#, 2, n] & /@ Range[0, 2^n - 1];
Funkcija simetrija pomaga upo²tevati simetrijo veznika (natan£nej²a razlaga je v
nalogi v razdelku 4.4.2).
simetrija[izraz_] := Module[
{simetri£ni, spre = spr[izraz], n},
n = Length[spre];
simetri£ni = #[[2]] & /@
DeleteDuplicatesBy[
Table[{poli[izraz /. pravilo], pravilo}, {pravilo,
narediPravila[spre, Tuples[spre, n]]}], #[[1]] &] ;
Return[Table[




Implementacija veznikov s polinomi egalkina
Najprej si oglejmo funkcijo, ki zapis veznika spremeni v polinom egalkina.
poli[p_] :=
PolynomialMod[Expand[p] //. Power[x_, n_] -> x, 2];
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Osnovni vezniki se izraºajo s polinomi egalkina takole:
ne[p_] := 1 + p // poli;
in[p__] := Times[p ] // poli;
ali[p__] := ne[in @@ ne /@ {p}] // poli;
xali[p__] := Plus @@ {p} // poli;
ekvi[p__] := ne[xali @@ ne /@ {p}] // poli;
sledi[p_, q_] := ali[ne[p], q] // poli;
nesledi[p_, q_] := ne[sledi[p, q]] // poli;
sheffer[p_, q_] := ne[in[p, q]] // poli;
peirce[p_, q_] := ne[ali[p, q]] // poli;
Oglejmo si ²e implementacijo pragovnih funkcij ϑkn.
theta[k_, n_] :=
ali @@ (Function[a, Times @@ a] /@
(Function[b, Symbol["x" <> ToString[b]]] /@ # & /@
Subsets[Range[n], {k}]));
Gradnja mreºe
Strukturo Postove mreºe implementiramo tako, da vsak razred deniramo kot mno-
ºico njegovih neposrednih predhodnikov in razreda samega.
P2 = {"T0", "T1", "M", "S", "L", "P2"};
M = {"MT0", "MT1", "KC", "DC", "M"};
S = {"ST0T1", "LS", "S"};
L = {"LT0", "LT1", "LT0T1", "Cr", "Er", "LS", "L"} ;
T0 = {"T0", "T02", "MT0", "LT0", "T0T1"};
T1 = {"T1", "T12", "MT1", "LT1", "T0T1"};
MT0 = {"MT0", "MT0T1", "MT02", "DC0"};
MT1 = {"MT1", "MT0T1", "MT12", "KC1"};
KC = {"KC", "KC0", "KC1", "Cr"};
DC = {"DC", "DC0", "DC1", "Cr"};
LS = {"LS", "LT0T1", "Nr"};
LT0 = {"LT0", "C0", "LT0T1"};
LT1 = {"LT1", "C1", "LT0T1"};
T12 = {"T12", "T0T12", "MT12", "T13"};
T02 = {"T02", "T1T02", "MT02", "T03"};
T03 = {"T03", "MT03", "T1T03", "T0inf"};
T13 = {"T13", "MT13", "T0T13", "T1inf"};
T0inf = {"T0inf", "MT0inf"};
T1inf = {"T1inf", "MT1inf"};
T0T1 = {"T0T1", "T1T02", "T0T12", "MT0T1", "ST0T1"};
T1T02 = {"T1T02", "MT1T02", "T1T03"};
T0T12 = {"T0T12", "MT0T12", "T0T13"};
T0T13 = {"T0T13", "MT0T13", "T0T1inf"};
T1T03 = {"T1T03", "MT1T03", "T1T0inf"};
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T1T0inf = {"T1T0inf", "MT1T0inf"};
T0T1inf = {"T0T1inf", "MT0T1inf"};
MT02 = {"MT02", "MT03", "MT1T02"};
MT12 = {"MT12", "MT0T12", "MT13"};
MT13 = {"MT13", "MT1inf", "MT0T13"};
MT03 = {"MT03", "MT0inf", "MT1T03"};
MT1inf = {"MT1inf", "DC1", "MT0T1inf"};
MT0inf = {"MT0inf", "KC0", "MT1T0inf"};
MT0T1 = {"MT0T1", "MT1T02", "MT0T12"};
MT1T02 = {"MT1T02", "MT1T03", "MS"};
MT0T12 = {"MT0T12", "MT0T13", "MS"};
MT1T03 = {"MT1T03", "MT1T0inf"};
MT0T13 = {"MT0T13", "MT0T1inf"};
MT1T0inf = {"MT1T0inf", "Kr"};
MT0T1inf = {"MT0T1inf", "Dr"};
ST0T1 = {"ST0T1", "LT0T1", "MS"};
DC0 = {"DC0", "C0", "Dr"};
KC1 = {"KC1", "Kr", "C1"} ;
KC0 = {"KC0", "Kr", "C0"};
DC1 = {"DC1", "C1", "Dr"};
Nr = {"Nr", "P"};
C0 = {"C0", "P"};
C1 = {"C1", "P"};
Cr = {"Cr", "C1", "C0"};
Er = {"Er", "Nr", "Cr"};
Dr = {"Dr", "P"};
Kr = {"Kr", "P"};
MS = {"MS", "P"};
LT0T1 = {"LT0T1", "P"};
P = {"P"};
Preverjanje pripadnosti razredom
Za vsak razred R napi²emo funkcijo RQ, ki preveri pripadnost veznika tej funkciji.
P2Q[veznik_] := PolynomialQ[veznik, spr[veznik]];
T0Q[veznik_] :=
poli[veznik /. Thread[spr[veznik] -> 0]] === 0;
T1Q[veznik_] :=
poli[veznik /. Thread[spr[veznik] -> 1]] === 1;
LQ[veznik_] := FreeQ[poli[veznik], Times];
SQ[veznik_] :=
poli[(veznik /. Thread[spr[veznik] -> spr[veznik] + 1]) + 1]
=== poli[veznik]
MQ[veznik_] := Module[
{izraz = poli[veznik], spre = spr[veznik], n, y, spre1},
n = Length[spre];
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spre1 = y /@ Range[n];
poli[sledi[Times @@ Thread[sledi[spre, spre1]],
sledi[izraz, izraz /. Thread[spre -> spre1]]]] === 1];
T0kQ[veznik_, k_] := Module[




poli[izraz /. Thread[spre -> #]] === 1 &];
If[k >= Length[ustrezni],
Return[T0infQ[veznik]]];
And @@ (MemberQ[Thread[#], Table[1, {k}]] & /@
Subsets[ustrezni, {k}])];
T1kQ[veznik_, k_] := Module[
{izraz = poli[veznik], spre = spr[veznik], n, ustrezni},
n = Length[spre];
ustrezni = Select[nabori[n],
poli[izraz /. Thread[spre -> #]] === 0 &];
If[k >= Length[ustrezni], Return[T1infQ[veznik]]];
And @@ (MemberQ[Thread[#], Table[0, {k}]] & /@
Subsets[ustrezni, {k}])];
T0infQ[veznik_] := Module[
{poiz = poli[veznik], spre = spr[veznik]},
MemberQ[Thread[sledi[poiz, spre]], 1] || poiz == 0];
T1infQ[veznik_] := Module[
{poiz = poli[veznik], spre = spr[veznik]},
MemberQ[Thread[sledi[1 + poiz, 1 + spre]], 1] ||
poiz == 1];
PQ[veznik_] := MemberQ[spr[veznik], poli[veznik]]
C0Q[veznik_] := (poli[veznik] === 0) || PQ[veznik]
C1Q[veznik_] := (poli[veznik] === 1) || PQ[veznik]
KrQ[veznik_] := Head[poli[veznik]] === Times || PQ[veznik]
DrQ[veznik_] := Module[
{spre = spr[veznik], n, pravila, nterice},





#[[2]] & /@ Select[pravila, poli[veznik /. #[[1]]] === 0 &]
=== {ConstantArray[0, n]}];
NrQ[veznik_] := PQ[veznik] || PQ[veznik + 1]
ErQ[veznik_] := CrQ[veznik] || NrQ[veznik];
CrQ[veznik_] := C0Q[veznik] || C1Q[veznik];
MT0Q[veznik_] := MQ[veznik] && T0Q[veznik];
MT1Q[veznik_] := MQ[veznik] && T1Q[veznik];
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KCQ[veznik_] := KrQ[poli[veznik]] || CrQ[poli[veznik]];
DCQ[veznik_] := DrQ[poli[veznik]] || CrQ[poli[veznik]];
LSQ[veznik_] := LQ[veznik] && SQ[veznik];
LT0Q[veznik_] := LQ[veznik] && T0Q[veznik];
LT1Q[veznik_] := LQ[veznik] && T1Q[veznik];
T12Q[veznik_] := T1kQ[veznik, 2];
T02Q[veznik_] := T0kQ[veznik, 2];
T13Q[veznik_] := T1kQ[veznik, 3];
T03Q[veznik_] := T0kQ[veznik, 3];
T0T1Q[veznik_] := T0Q[veznik] && T1Q[veznik];
T1T02Q[veznik_] := T1Q[veznik] && T02Q[veznik];
T0T12Q[veznik_] := T0Q[veznik] && T12Q[veznik];
T1T03Q[veznik_] := T03Q[veznik] && T1Q[veznik];
T0T13Q[veznik_] := T0Q[veznik] && T13Q[veznik];
T0T1infQ[veznik_] := T0Q[veznik] && T1infQ[veznik];
T1T0infQ [veznik_] := T0infQ[veznik] && T1Q[veznik];
MT02Q[veznik_] := MQ[veznik] && T02Q[veznik];
MT12Q[veznik_] := MQ[veznik] && T12Q[veznik];
MT13Q[veznik_] := MQ[veznik] && T13Q[veznik];
MT03Q[veznik_] := MQ[veznik] && T03Q[veznik];
MT1infQ[veznik_] := MQ[veznik] && T1infQ[veznik];
MT0infQ[veznik_] := MQ[veznik] && T0infQ[veznik];
MT0T1Q[veznik_] := MQ[veznik] && T0T1Q[veznik];
MT1T02Q[veznik_] := MQ[veznik] && T1T02Q[veznik];
MT0T12Q[veznik_] := MQ[veznik] && T0T12Q[veznik];
MT1T03Q[veznik_] := MQ[veznik] && T1T03Q[veznik];
MT0T13Q[veznik_] := MQ[veznik] && T0T13Q[veznik];
MT1T0infQ[veznik_] := MQ[veznik] && T1T0infQ[veznik];
MT0T1infQ[veznik_] := MQ[veznik] && T0T1infQ[veznik];
ST0T1Q[veznik_] := SQ[veznik] && T0T1Q[veznik];
DC0Q[veznik_] := T0Q[veznik] && DCQ[veznik];
KC1Q[veznik_] := KCQ[veznik] && T1Q[veznik];
KC0Q[veznik_] := KCQ[veznik] && T0Q[veznik];
DC1Q[veznik_] := T1Q[veznik] && DCQ[veznik];
MSQ[veznik_] := MQ[veznik] && SQ[veznik];
LT0T1Q[veznik_] := LQ[veznik] && T0T1Q[veznik];
Inmum
Sledijo vse potrebne funkcije za iskanje inmuma. Funkcija Podrazredi poi²£e vse
podrazrede danega razreda.
Podrazredi[razred_String] :=






ToExpression[#] & /@ prej²nji // Flatten] // Union];
Return[naslednji];];
Funkcija ve£ji primerja dva razreda in vrne ve£jega, £e sta razreda primerljiva,
sicer ne vrne ni£esar.
ve£ji[x_String, Null] := x













Najprej implementiramo funkciji T0k in T1k, ki poi²£eta najve£ji k, da veznik ²e











While[T1kQ[veznik, k], k ++];
Return[k - 1]];








Return["Podan je bil argument, ki ni veznik."]];
While[
(* Pogoj While *)
AllTrue[izrazi,
ToExpression[zaprtje <> "Q"][poli[#]] &],
(* Telo While *)
If[
(* Pogoj If *)
MemberQ[{"T13", "MT13", "MT0T13", "T0T13", "T03",
"MT03", "MT1T03", "T1T03"}, zaprtje],
(* Pogoj If = True *)
If[MemberQ[{"T13", "MT13", "MT0T13", "T0T13"},
zaprtje],
k = Min[T1k /@ izrazi];,




StringTake[zaprtje, StringLength[zaprtje] - 1]
<> "inf",
Return[
StringTake[zaprtje, StringLength[zaprtje] - 1]
<> ToString[k]]
],






If[skupniPodrazredi == {}, Return[zaprtje]];





Najprej implementiramo funkcijo Prirastek, ki za dano mnoºico A ºe izraºenih
veznikov in mnoºico veznikov, s katerimi izraºamo, B vrne seznam veznikov, ki jih






funkcija[[1]] <> "[" <>




#[[2]] & /@ kombinacija] // poli},
{kombinacija, DeleteDuplicates[Flatten[Table[
kombo[[#]] & /@ funkcija[[4]],
{kombo, If[Length[novo] < funkcija[[3]],
{Join[novo, Table[novo[[1]],
{i, Range[funkcija[[3]] - Length[novo]]}]]},
Subsets[novo, {funkcija[[3]]}]]}], 1]]}],
{funkcija, mnoºicaZImeni}], 1]
Sledi implementacija funkcije IzraziZVezniki, ki s pomo£jo veznikov iz dane mno-
ºice izrazi dani veznik.
IzraziZVezniki[veznik_, mnoºica_] :=
Module[{mnoºicaUrejena, mnoºicaZImeni, novo, prirastek, k,




nSpre = Symbol["x" <> ToString[#]] & /@ Range[n];
nIzraz = oIzraz /. narediPravila[oSpre, {nSpre}][[1]];
mnoºicaUrejena =
Table[vez /. narediPravila[
spr[vez], {Symbol["x" <> ToString[#]] & /@
Range[Length[spr[vez]]]}][[1]],
{vez, poli /@ mnoºica}];
mnoºicaZImeni = Flatten[#, 1] & /@
Transpose[{Table["f" <> ToString[j],
{j, 1, Length[mnoºica]}],
{#, Length[spr[#]], simetrija[#]} &
/@ mnoºicaUrejena}];
For[
(* za£etne nastavitve *)
k = 0;
novo = Table[{ToString[sp[[1]]], sp[[2]]},
{sp, Transpose[{oSpre, nSpre}]}];
If[novo === {}, novo = {{"x1", x1}}];
prirastek = {{Null, Null, Null}},
(* pogoj za izstop iz zanke *)
k < ustavi && Not[
MemberQ[Table[funk[[2]], {funk, prirastek}], nIzraz]],
(* pove£anje ²tevca *)
k++,
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(* telo zanke *)







Print["Dosegli smo maksimalno ²tevilo iteracij."],
Return[Select[prirastek, #[[2]] == nIzraz &][[1]][[1]]]]
]
Vse skupaj poveºemo v eno funkcijo PredstavieLahko, ki preveri, ali veznik lahko






Sledijo vse potrebne funkcije za iskanje supremuma razredov. Funkcije so podobne
tistim za iskanje inmuma, ki so podrobneje predstavljene v nalogi v razdelku 4.3.2.
Funkcija Nadrazredi poi²£e vse naslednike razreda v mreºi, funkcija manj²i pri-
merja dva razreda in vrne manj²ega, kadar sta razreda primerljiva, sicer ne vrne
ni£esar, funkcija Supremum pa poi²£e supremum dveh razredov ali mnoºice razredov.
Nadrazredi[razred_String] :=
Module[{novi = P2, kandidati = {}, prej²nji = {}},
While[novi != {},
kandidati =




prej²nji = Join[prej²nji, novi] // Union;
];
Return[prej²nji];]
manj²i[x_String, Null] := x









Supremum[razredi_List] := Fold[Supremum, "P", razredi]
Inkluzija
Sledi implementacija funkcij, ki nam omogo£ajo primerjanje razredov in iskanje
mnoºice vseh razredov, v katerih je vsebovana dana mnoºica veznikov.
PodrazredQ[A_, B_] := (* Ali je razred A podrazred B? *)
MemberQ[Podrazredi[B], A]







Funkcija Baza dolo£i razred, katerega baza je dana mnoºica. V primeru, da tak
razred ne obstaja, funkcija vrne False.
Baza[vezniki_List] :=
Module[{zaprtje = Zaprtje[vezniki], ²tevilo},
²tevilo = Count[Zaprtje /@ Subsets[vezniki], zaprtje];
If[²tevilo == 1, Return[zaprtje], Return[False]];
]
A.2 Zgledi
Naloge iz zbirke [2]
Tu je predstavljenih ²e nekaj nalog iz zbirke [2], ki v nalogi niso predstavljene in ²e
nekaj dodatnih zgledov za naloge, ki so predstavljene.
• Naloga 2.1.2 Pokaºi, da veznik f pripada mnoºici veznikov A.
(*2*)PredstavieLahko[x1 + x2, {peirce[x1, x2]}]
"f1[f1[x1, x2], f1[f1[x1, x1], f1[x2, x2]]]"
(*3*)PredstavieLahko[x1, {x1 + x2}]
"f1[x1, f1[x1, x1]]"
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(*6*)PredstavieLahko[x1, {x1 (x2 + 1)}]
"f1[x1, f1[x1, x1]]"
(*9*)PredstavieLahko[x1 x2, {x1 x2 + 1}]
"f1[f1[x1, x2], f1[x1, x2]]"
(*14*)PredstavieLahko[ali[x1, x2], {sledi[x1, x2]}]
"f1[f1[x2, x1], x1]"
(*15*)PredstavieLahko[x1 x2, {ali[x1, x2], x1 + x2}]
"f2[f1[x1, x2], f2[x1, x2]]"
• Naloga 2.2.18 Pokaºi, da je zaprtje mnoºice veznikov razred S.
(*1*)
Zaprtje[{x1 + x2 + x3, ali[x1 x2, x2 x3, x3 x1], x1 + 1}]
"S"
(*2*)Zaprtje[{ali[x1 x2, x2 x3, x3 x1] + 1}]
"S"
(*3*)Zaprtje[{
ali[x1 (x2 + 1), (x2 + 1) (x3 + 1), (x3 + 1) x1]}]
"S"
• Naloga 2.3.1 Preveri, ali je veznik f an.
(*1*)LQ[sledi[x1, x2]]
False
(*2*)LQ[(sledi[x1, x2] + 1) + (x1 + 1) x2]
True
(*3*)LQ[x1 (x2 + 1) ekvi[x1, x2]]
True
(*4*)LQ[ali[x1 x2, (x1 + 1) (x2 + 1), x3]]
False
(*6*)LQ[ekvi[sledi[x1, x2] sledi[x2, x1], x3]]
True
(*7*)LQ[ali[x1 x2 (x3 + 1), x1 (x2 + 1)]]
False
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• Naloga 2.3.4 Izrazi veznike x1 ∧ x2, x1 ∧ ¬x2 in ¬x1 ∧ ¬x2 z veznikom f, £e je
mogo£e, le z enim klicem in le z argumenti x1, x2, 0, 1.
(*1b*)PredstavieLahko[
x1 (x2 + 1), {ali[x1 x2, x2 (x3 + 1), (x3 + 1) x1], 0,1}]
"f1[0, x1, x2]"
(*1c*)PredstavieLahko[(x1 + 1) (x2 + 1),
{ali[x1 x2, x2 (x3 + 1), (x3 + 1) x1], 0, 1}]
"f1[0, 1, f1[x1, x2, 0]]"
(*11a*)PredstavieLahko[x1 x2,
{ali[x1, x2, x3] ali[x1 + 1, x2 + 1, x3 + 1, x4], 0, 1}]
"f1[x1, x1, x1, x2]"
(*11b*)PredstavieLahko[x1 (x2 + 1),
{ali[x1, x2, x3] ali[x1 + 1, x2 + 1, x3 + 1], 0, 1}]
"f1[1, 1, f1[1, x1, f1[x1, x1, x2]]]"
(*11c*)PredstavieLahko[(x1 + 1) (x2 + 1),
{ali[x1, x2, x3] ali[x1 + 1, x2 + 1, x3 + 1, x4], 0, 1}]
"f1[1, 1, f1[x1, x1, x2, x1], 0]"
(*12a*)PredstavieLahko[x1 x2,
{ali[x1, x2 + 1, x3 + 1, x4 + 1]
ali[x1 + 1, x2 + 1, x3, x4] ali[x2 + 1, x3], 0, 1}]
"f1[x1, 1, x2, 1]"
(*12b*)PredstavieLahko[ x1 (x2 + 1),
{ali[x1, x2 + 1, x3 + 1, x4 + 1]
ali[x1 + 1, x2 + 1, x3, x4] ali[x2 + 1, x3], 0, 1}]
"f1[0, 1, x1, x2]"
• Naloga 2.4.6 Preveri, ali je dana mnoºica baza danega razreda.




(*3*)Baza[{x1 x2, ekvi[x1, x2], ali[x1, x2]}]
False
(*8*)Baza[{ali[x1, x2], x1 (x2 + 1)}]
"T0"
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• Naloga 2.5.2 Preveri, ali so dani vezniki monotoni.
(*1*) MQ[(x1 + x2) ekvi[x1, x2]]
True
(*2*) MQ[sledi[x1, sledi[x2, x1]]]
True
(*3*) MQ[sledi[x1, sledi[x1, x2]]]
False
(*4*)
MQ[ali[x1 (x2 + 1) (x3 + 1), x1 (x2 + 1) x3, x1 x2 (x3 + 1),
x1 x2 x3, (x1 + 1) x2 x3]]
True
• Naloga 2.6.1 Ali je dana mnoºica veznikov poln nabor?
(*1*)Zaprtje[{x1 x2, ali[x1, x2], x1 + x2,
ali[x1 x2, x2 x3, x1 x3]}]
"T0"
(*7*)Zaprtje[{x1 x2 (x1 + x2), x1 x2 + x1 + x2, 1,
x1 x2 + x2 x3 + x1 x3}]
"M"
(*8*)Zaprtje[{1, x1 x2 (x1 + x3)}]
"P2"
(*10*)Zaprtje[{sledi[x1, x2], x1 + x2}]
"P2"
• Naloga 2.6.4 Preveri, ali je mnoºica A baza zaP2.
(*3*)Baza[{x1 + x2 + x2 x3, x1 + x2 + 1}]
"T1"
(*4*)Baza[{ali[x1 x2, x3], x1 x2 + x3, sledi[x1 x2, x3]}]
False
(*5*)Baza[{x1 + x2 + x3, x1 + x2 + x3 + 1,
x1 x2 + x2 x3 + x3 x1, x1 + 1}]
False
(*6*)Baza[{x1 + x2 + x3, x1 x2 + x2 x3 + x3 x1, 1, 0}]
"P2"
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(*7*)Baza[{x1 + x2, sledi[x1, x2 x3]}]
"P2"
(*8*) Baza[{x1 x2 + x2 x3 + x3 x4, 0, 1, ali[x1, x2]}]
False
Pragovne funkcije
Najprej si oglejmo nekaj zaprtij pragovnih funkcij in katerim razredom so baze.
Zaprtje[{theta[2, 3]} ] // Timing
{0.046875, "MS"}
Zaprtje[{theta[2, 4]}] // Timing
{0.8125, "MT0T13"}
Zaprtje[{theta[2, 5]}] // Timing
{6.65625, "MT0T14"}
Zaprtje[{theta[2, 6]}] // Timing
{65.1094, "MT0T15"}
Zaprtje[{theta[3, 4]} ] // Timing
{0.5, "MT1T03"}
Zaprtje[{theta[4, 5]} ] // Timing
{1.73438, "MT1T04"}
Zaprtje[{theta[3, 5]} ] // Timing
{1.46875, "MS"}
Sedaj si oglejmo ²e nekaj zgledov, ki potrjujejo, da pragovne funkcije res pripa-























Izra£unajmo, katerim razredom pripadajo osnovni vezniki.
VsebovanV[ne[x]]
{"Er", "L", "LS", "Nr", "P2", "S"}
VsebovanV[in[x, y]]
{"KC", "KC0", "KC1", "Kr", "M", "MT0", "MT02", "MT03",
"MT0inf", "MT0T1", "MT1", "MT1T02", "MT1T03", "MT1T0inf",
"P2", "T0", "T02", "T03", "T0inf", "T0T1", "T1", "T1T02",
"T1T03", "T1T0inf"}
VsebovanV[ali[x, y]]
{"DC", "DC0", "DC1", "Dr", "M", "MT0", "MT0T1", "MT0T12",
"MT0T13", "MT0T1inf", "MT1", "MT12", "MT13", "MT1inf",
"P2", "T0", "T0T1", "T0T12", "T0T13", "T0T1inf", "T1", "T12",
"T13", "T1inf"}
VsebovanV[sledi[x, y]]
{"P2", "T1", "T12", "T13", "T1inf"}
VsebovanV[nesledi[x, y]]
{"P2", "T0", "T02", "T03", "T0inf"}
VsebovanV[ekvi[x, y]]
{"L", "LT1", "P2", "T1"}
59
VsebovanV[x + y]




Ali je Postova mreºa komplementirana?
Table[{razred,
Select[Podrazredi["P2"],
Supremum[razred, #] == "P2" &&
Infimum[razred, #] == "P" &,1][[1]]},
{razred, Podrazredi["P2"]}]
{{"C0", "S"}, {"C1", "S"}, {"Cr", "S"}, {"DC", "LS"},
{"DC0", "LS"}, {"DC1", "LS"}, {"Dr", "Er"}, {"Er", "Dr"},
{"KC", "LS"}, {"KC0", "LS"}, {"KC1", "LS"}, {"Kr", "Er"},
{"L", "Dr"}, {"LS", "DC"}, {"LT0", "DC1"}, {"LT0T1", "DC"},
{"LT1", "DC0"}, {"M", "LS"}, {"MS", "Er"}, {"MT0", "LS"},
{"MT02", "LS"}, {"MT03", "LS"}, {"MT0inf", "LS"},
{"MT0T1", "Er"}, {"MT0T12", "Er"}, {"MT0T13", "Er"},
{"MT0T1inf", "Er"}, {"MT1", "LS"}, {"MT12", "LS"},
{"MT13", "LS"}, {"MT1inf", "LS"}, {"MT1T02", "Er"},
{"MT1T03", "Er"}, {"MT1T0inf", "Er"}, {"Nr", "DC"},
{"P", "P2"}, {"P2", "P"}, {"S", "C0"}, {"ST0T1", "Cr"},
{"T0", "C1"}, {"T02", "C1"}, {"T03", "C1"}, {"T0inf", "C1"},
{"T0T1", "Cr"}, {"T0T12", "Cr"}, {"T0T13", "Cr"},
{"T0T1inf", "Cr"}, {"T1", "C0"}, {"T12", "C0"}, {"T13", "C0"},
{"T1inf", "C0"}, {"T1T02", "Cr"}, {"T1T03", "Cr"},
{"T1T0inf", "Cr"}}
Obstajajo torej komplementi vseh razredov, ki so implementirani v Mathematici.
Preverimo ²e, ali je razred LS komplement vseh najve£jih elementov in natan£nih
spodnjih mej neskon£nih verig.
Table[{Supremum[£len, "LS"], Infimum[£len, "LS"]},
{£len, {"T03", "MT03", "T1T03", "MT1T03", "T13", "MT13",
"T0T13", "MT0T13", "T0inf", "MT0inf", "T1T0inf",
"MT1T0inf", "T1inf", "MT1inf", "T0T1inf", "MT0T1inf"}}]
{{"P2", "P"}, {"P2", "P"}, {"P2", "P"}, {"P2", "P"},
{"P2", "P"}, {"P2", "P"}, {"P2", "P"}, {"P2", "P"},
{"P2", "P"}, {"P2", "P"}, {"P2", "P"}, {"P2", "P"},
{"P2", "P"}, {"P2", "P"}, {"P2", "P"}, {"P2", "P"}}
Vidimo, da trditev drºi, kar pomeni, da je razred LS hkrati tudi komplement vseh
vmesnih £lenov verige, torej je mreºa komplementirana.
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2 mnoºica vseh n-mestnih resni£nostnih veznikov 1
P2 mnoºica vseh resni£nostnih veznikov 1






+ stroga disjunkcija 1
↑ Sheerjev veznik 1
↓ Peirceov veznik 1
cna n-mestni konstantni veznik z vrednostjo a, kjer a ∈ {0, 1} 2
eni n-mestna projekcija na i-to komponento 2
P mnoºica vseh projekcij 2
[A] zaprtje mnoºice A 2
N zaprtje negacije - mnoºica vseh veznikov, ki jih lahko izrazimo s pomo£jo negacije
in projekcij 3
K razred vseh konjunkcij 3
D razred vseh disjunkcij 3
Ca razred vseh konstant z vrednostjo a, kjer a ∈ {0, 1} 3
C mnoºica vseh konstantnih veznikov 3
E razred vseh resni£nostnih veznikov z najve£ eno bistveno spremenljivko 3
DNO disjunktivna normalna oblika zapisa resni£nostnega veznika 4
Ta mnoºica vseh veznikov, ki ohranjajo vrednost a, kjer a ∈ {0, 1} 6
S mnoºica vseh sebi dualnih resni£nostnih veznikov 6
M mnoºica vseh monotonih veznikov 6




ϑnk pragovne funkcije 10
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