Abstract. The problem of finding good preconditioners for the numerical solution of indefinite linear systems is considered. Special emphasis is put on preconditioners that have a 2 × 2 block structure and that incorporate the (1, 2) and (2, 1) blocks of the original matrix. Results concerning the spectrum and form of the eigenvectors of the preconditioned matrix and its minimum polynomial are given. The consequences of these results are considered for a variety of Krylov subspace methods. Numerical experiments validate these conclusions.
Introduction.
In this paper, we are concerned with investigating a new class of preconditioners for indefinite systems of linear equations of a sort which arise in constrained optimization as well as in least-squares, saddle-point, and Stokes problems. We attempt to solve the indefinite linear system
where A ∈ R n×n is symmetric and B ∈ R m×n . Throughout the paper we shall assume that m ≤ n and that A is nonsingular, in which case B must be of full rank. Example 1.1 (quadratic programming problem). Consider the problem of minimizing a function of n variables subject to m linear equality constraints on the variables, i.e., For appropriate v and q (1.3) leads to systems of the form (1.1), where x 1 are the coefficients of the approximation of u and x 2 are the coefficients of the approximation of p with respect to chosen bases. See, for example, Quarteroni and Valli [23, Chapters 7, 9] . Krylov subspace methods, which are among the most important iterative methods currently available, apply techniques that involve orthogonal projections onto subspaces of the form
The most common schemes that use this idea are the method of conjugate gradients (CG) for symmetric positive definite matrices, the method of minimum residuals (MINRES) for symmetric and possibly indefinite matrices, and the generalized minimum residual method (GMRES) for unsymmetric matrices, although many other methods are available; see, for example, Greenbaum [13] . One common feature of the above-mentioned methods is that the solution of the linear system (1.1) is found within n+m iterations in exact arithmetic; see Joubert and Manteuffel [15, p. 152] . For very large (and possibly sparse) linear systems this upper limit on the number of iterations is often not practical. The idea of preconditioning attempts to improve on the spectral properties, i.e., the clustering of the eigenvalues, such that the total number of iterations required to solve the system to within some tolerance is decreased substantially.
In this paper, we are specifically concerned with nonsingular preconditioners of the form
where G ∈ R n×n approximates, but is not the same as, A. The inclusion of the exact representation of the (1, 2) and (2, 1) matrix blocks in the preconditioner, which are often associated with constraints (see Example 1.1), leads one to hope for a more favorable distribution of the eigenvalues of the (left-)preconditioned linear system
Since these blocks are unchanged from the original system, we shall call G a constraint preconditioner. A preconditioner of the form G has recently been used by Lukšan and Vlček [16] in the context of constrained nonlinear programming problems; see also Coleman [7] , Polyak [21] , and Gould, Hribar, and Nocedal [12] . Here, we derive arguments that confirm and extend some of the results in [16] and highlight the favorable features of a preconditioner of the form G. Note that Golub and Wathen [11] recently considered a symmetric preconditioner of the form (1.4) for problems of the form (1.1), where A is nonsymmetric.
We comment that for certain partial differential equation problems, which give rise to linear systems of the form (1.1), extremely effective positive definite preconditioners have been proposed. These make use of particular structures in the underlying problems but they are not necessarily of the form (1.4). For example, for Stokes problems describing slow viscous flow of an incompressible fluid see Silvester and Wathen [26] . The preconditioning discussed in this paper does not assume any underlying structure except for the algebraic block structure indicated in (1.1).
In section 2, we determine the eigensolution distribution of the preconditioned system and give lower and upper bounds for the eigenvalues of G −1 A in the case when the submatrix G is positive definite. Section 3 describes the convergence behavior of a Krylov subspace method such as GMRES, section 4 investigates possible implementation strategies, while in section 5 we give numerical results to support the theory developed in this paper.
Preconditioning A.
For symmetric (and in general normal) matrix systems, the convergence of an applicable iterative method is determined by the distribution of the eigenvalues of the coefficient matrix. In particular, it is desirable that the number of distinct eigenvalues, or at least the number of clusters, be small, because in this case convergence will be rapid. To be more precise, if there are only a few distinct eigenvalues, then optimal methods like CG, MINRES, or GMRES will terminate (in exact arithmetic) after a small and precisely defined number of steps. We prove a result of this type below. For nonnormal systems, convergence, as opposed to termination, is not so readily described; see Greenbaum [13, p. 5] .
Eigenvalue distribution.
The eigenvalues of the preconditioned coefficient matrix G −1 A may be derived by considering the generalized eigenvalue problem 
with x = Zx z +Y x y and where we made use of the equalities BZ = 0 and R = (BY )
T . Performing a simultaneous sequence of row and column interchanges on both matrices in (2.2) reveals two lower block-triangular matrices
and thus the preconditioned coefficient matrix G −1 A is similar to
Here, the precise forms of Θ, Υ, and Γ are irrelevant for the argument that follows; they are in general nonzero. We just proved the following theorem. 
T AZ is positive definite or we choose G so that Z T GZ is positive definite, then the indefinite constrained preconditioner applied to the indefinite linear system (1.1) yields the preconditioned matrix P which has real eigenvalues.
Remark 2.2. In the above argument, we assumed that B has full row rank and consequently applied an orthogonal factorization of B T , which resulted in an upper triangular matrix R ∈ R m×m . If B does not have full row rank, i.e., rank(B) = m − k for some integer k ≤ m, then k zero rows and columns can be deleted from both matrices in (2.2), thus giving a reduced system of dimension (n + m − k) × (n + m − k). This removal of the redundant information does not impose any restriction on the proposed preconditioner, since all mathematical arguments apply equivalently to the reduced system of equations.
Eigenvector distribution.
We mentioned above that the termination of a Krylov subspace method is related to the location of the eigenvalues and the number of corresponding linearly independent eigenvectors. In order to establish the association between eigenvectors and eigenvalues, we expand the general eigenvalue problem (2.2), yielding
From (2.6), it may be deduced that either λ = 1 or x y = 0. In the former case, (2.4) and (2.5) simplify to
which can consequently be written as 
The generalized eigenvalue problem (2.9) defines n − m eigenvalues, where j (1 ≤ j ≤ n − m) of these are not equal to 1 and for which two cases have to be distinguished. If x z = 0, y must satisfy Summarizing the above, it is evident that P has m + i + j eigenvectors. We now show that, under realistic assumptions, these eigenvectors are in fact linearly independent.
Theorem 2.3. Let A ∈ R (n+m)×(n+m) be a symmetric and indefinite matrix of the form
where A ∈ R n×n is symmetric and B ∈ R m×n is of full rank. Assume the preconditioner G is defined by a matrix of the form 
Subtracting (2.11) from (2.12) we obtain   
The assumption that Z T GZ is positive definite implies that x z
. . , j) in (2.13) are linearly independent and thus that a
. . , i), and thus (2.11) simplifies to
However, y To show that the eigenvector bounds of Theorem 2.3 can in fact be attained, consider the following two examples.
Example 2.5 (minimum bound). Consider the matrices
so that m = 1 and n = 2. The preconditioned matrix P has an eigenvalue at 1 with multiplicity 3, but only one eigenvector arising from case (1) in Theorem 2.3. This eigenvector may be taken to be 0 0 1 T .
Example 2.6 (maximum bound). Let A ∈ R 3×3 be defined as in Example 2.5, but assume G = A. The preconditioned matrix P has an eigenvalue at 1 with multiplicity 3 and clearly a complete set of eigenvectors. These may be taken to be the columns of the identity matrix.
Eigenvalue bounds.
It is apparent from the calculations in the previous section that the eigenvalue at 1 with multiplicity 2m is independent of the choice of G in the preconditioner. On the contrary, the n − m eigenvalues that are defined by (2.9) are highly sensitive to the choice of G. If G is a close approximation of A, we can expect a more favorable distribution of eigenvalues and consequently may expect faster convergence of an appropriate iterative method. In order to determine a good factorization of A, it will be helpful to find intervals in which the n − m eigenvalues are located. If G is a positive definite matrix, one possible approach is provided by Cauchy's interlace theorem.
Theorem 2.7 (Cauchy's interlace theorem). Suppose T ∈ R n×n is symmetric and
where H ∈ R m×m with m < n. Label the eigenpairs of T and H as
Proof. See Parlett [20, p. 203] . The applicability of Theorem 2.7 is verified by recalling the definitions of Q and Z given in the previous section and by considering the generalized eigenvalue problems
and
Since G is positive definite, so is Q T GQ, and we may therefore write
Rewriting (2.14) and (2.15) gives
We may therefore apply Theorem 2.7 directly. The result is that the n − m eigenvalues λ i of (2.9) satisfy α k ≤ λ k ≤ α k+m (k = 1, . . . , n − m). In particular, the λ i are bounded by the extreme eigenvalues of G −1 A so that the λ i will necessarily be clustered if G is a good approximation of A. Furthermore, a good preconditioner G for A implies that Z T GZ is at least as good a preconditioner for Z T AZ. To show that the preconditioner Z T GZ can in fact be much better, consider the following example, taken from the CUTE collection [5] .
Example 2.8. Consider the convex quadratic programming problem BLOWEYC, which may be formulated as It is readily seen from Example 2.8 that in this case the bounds provided by Theorem 2.7 are not descriptive in that there is significantly more clustering of the eigenvalues than implied by the theorem. 
Convergence.
In the context of this paper, the convergence of an iterative method under preconditioning is influenced not only by the spectral properties of the coefficient matrix, but also by the relationship between the dimensions n and m. In particular, it follows from Theorem 2.1 that in the special case when n = m the preconditioned linear system (1.5) has only one eigenvalue at 1 with multiplicity 2n. For m < n, matrix (2.3) gives an eigenvalue at 1 with multiplicity 2m and n − m (generally distinct) eigenvalues whose value may or may not be equal to 1. Before we examine how these results determine upper bounds on the number of iterations of an appropriate Krylov subspace method, we recall the definition of the minimum polynomial of a matrix. The importance of this definition becomes apparent when considering subsequent results and by recalling that similar matrices have the same minimum polynomial.
Krylov subspace theory states that iteration with any method with an optimality property such as GMRES will terminate when the degree of the minimum polynomial is attained; see Saad and Schultz [25, Proposition 2] and also Campbell et al. [6] in the case of GMRES. (To be precise, the number may be smaller in special cases where b is a combination of a few eigenvectors that affect the "grade" of A with respect to b.) In particular, the degree of the minimum polynomial is equal to the dimension of the corresponding Krylov subspace (for general b) (see Saad [24, Proposition 6.1]), and so the following theorems are relevant. 
where G ∈ R n×n , G = A, and B ∈ R m×n is as above, then the Krylov subspace K(P, b) is of dimension at most 2 for any b.
Proof. Writing the preconditioned system (2.3) in its explicit form, we observe that P is in fact given by
where Υ is nonzero if and only if A = G. To show that the dimension of the corresponding Krylov subspace is at most 2, we need to determine the minimum polynomial of the system. It is evident from (3.1) that the eigenvalues of P are all 1 and P − I = 0. However, (P − I) 2 = 0 and so the minimum polynomial is of order 2. Ax 1 ). This gives motivation for why the result of Theorem 3.2 is independent of G.
Remark 3.4. The important consequence of Theorem 3.2 is that termination of an iteration method such as GMRES will occur in at most two steps for any choice of b, even though the preconditioned matrix is not diagonalizable (unless A = G). Proof. From the eigenvalue derivation in section 2.1, it is evident that the characteristic polynomial of the preconditioned linear system (1.5) is
To prove the upper bound on the dimension of the Krylov subspace, we need to show that the order of the minimum polynomial is less than or equal to n − m + 2.
Expanding the polynomial (P − I)
where S = (Z T GZ) −1 Z T AZ and
Here, Ψ n−m is defined by the recursive formula
with base cases Ψ 1 = 0 and Ψ 2 = Θ(I − λ 2 I). Note that the (2, 1), (2, 2), and (3, 2) entries of matrix (3.2) are in fact zero, since the λ i (i = 1, . . . , n − m) are the eigenvalues of S, which is similar to a symmetric matrix and is thus diagonalizable. Thus, (3.2) may be written as 
and what remains is to distinguish two different cases for the value of Φ n−m , that is, Φ n−m = 0 and Φ n−m = 0. In the former case, the order of the minimum polynomial of P is less than or equal to n − m + 1, and thus the dimension of the Krylov subspace K(P, b) is of the same order. In the latter case, the dimension of K(P, b) is less than or equal to n − m + 2 since multiplication of (3.3) by another factor (P − I) gives the zero matrix.
The upper bound on the dimension of the Krylov subspace, as stated in Theorem 3.5, can be reduced in the special case when (Z T GZ) −1 (Z T AZ) has repeated eigenvalues. This result is stated in Theorem 3.7. The following (randomly generated) example shows that the bound in Theorem 3.5 is attainable.
Example 3.6. Let A ∈ R 6×6 and B T ∈ R 6×2 be given by It follows that the minimum polynomial is of order 6, and thus the bound given in Theorem 3.5 is sharp. Theorem 3.7. Let A ∈ R (n+m)×(n+m) be a symmetric and indefinite matrix of the form
where A ∈ R n×n is symmetric and B ∈ R m×n is of full rank. Assume m < n, A is nonsingular, and A is preconditioned by a matrix of the form
where G ∈ R n×n is symmetric, G = A, and B ∈ R m×n is as above. Furthermore, let Z be an n × (n − m) basis for the nullspace of B and assume (Z T GZ)
Proof. The proof is similar to the one for Theorem 3.5. In the case when (Z T GZ) −1 (Z T AZ) has k distinct eigenvalues of multiplicity µ i , we may, without loss of generality, write the characteristic polynomial of P as
Expanding ( †), we obtain the matrix 
where
Here, Ψ k is given by the recursive formula
with base cases Ψ 1 = 0 and Ψ 2 = Θ(I − λ 2 I). Note that the (2, 1), (2, 2), and (3, 2) blocks of matrix (3.4) are in fact zero. It follows that, for Φ k = 0, a further multiplication of (3.4) by (P − I) gives the zero matrix and thus the dimension of Krylov subspace K(P, b) is less then or equal to k + 2.
To verify that the bound in Theorem 3.7 is attainable, consider the following example.
Example 3.8. 
10
−3 . Then two of the n − m eigenvalues that are defined by the generalized eigenvalue problem (2.9) are distinct and given by [2, 4] . It follows that the (3, 1) entry of (3.4) is nonzero with
and so the minimum polynomial is of order 4.
Implementation.
There are various strategies that can be used to implement the proposed preconditioner, two of which are used in the numerical results in section 5. The first strategy applies the standard (preconditioned) GMRES algorithm [25] , where the preconditioner step is implemented by means of a symmetric indefinite factorization of (1.4). Such a factorization of the preconditioner may be much less demanding than the factorization of the initial coefficient matrix if G is a considerably simpler matrix than A. The second approach, discussed in the next section, is based on an algorithm that solves a reduced linear system [12] .
4.1. CG on a reduced linear system. In [12] , Gould, Hribar, and Nocedal propose a CG-like algorithm to solve equality constrained quadratic programming problems such as the one described in Example 1.1. The algorithm is based on the idea of computing an implicit basis Z which spans the nullspace of B. The nullspace basis is then used to remove the constraints from the system of equations, thus allowing the application of the CG method to the (positive definite) reduced system.
Assume that W zz = Z T GZ is a symmetric and positive definite preconditioner matrix of dimension (n − m) × (n − m) and Z is an n × (n − m) matrix. The algorithm can then be stated as follows.
Algorithm 4.1. Preconditioned CG for a reduced system.
(1) Choose an initial point 
The vectors y in (4.1) and (4.3) are arbitrary, but in practice they are chosen to try to make r and r + close to B T y. The computation of the preconditioned residual in (4.4) is often the most expensive computational factor in the algorithm. Gould, Hribar, and Nocedal [12] suggest avoiding the explicit use of the nullspace Z, but instead computing g + by applying a symmetric indefinite factorization of
This factorization also determines the vector y in (4.3), where y = v + . The vector y in (4.1) and the preconditioned residual (4.2) are determined in a similar manner.
In practice, (4.5) can often be factored efficiently by using the MA27 package of the Harwell Subroutine Library when G is a simple matrix block, whereas the direct application of MA27 to the original system (1.1) is limited by space requirements as well as time for large enough systems [8] . In this context, the factorization consists of three separate routines, the first two of which analyze and factorize the matrix in (4.5). They need to be executed only once in step (1) of Algorithm 4.1. Repeated calls to the third routine within MA27 apply forward-and backward-substitutions to find the initial point x 1 in step (1), solve for y in (4.1) and g in (4.2), and also find y in (4.3) and g + in (4.4). Remark 4.2. The computation of the projected residual g + is often accompanied by significant roundoff errors if this vector is much smaller than the residual r + .
Fixed precision iterative refinement is used in (4.3) to redefine r + so that its norm is closer to that of g + . In the same manner, (4.1) is used to refine the initial residual r. The result is a dramatic reduction of the roundoff errors in the projection operation; see Gould, Hribar, and Nocedal [12] .
Remark 4.3. The current implementations, which apply the proposed preconditioner, require an explicit factorization of the indefinite matrix G. For larger systems, the complexity of the two methods introduced in this section can grow substantially for increasing problem dimensions and may not be feasible in comparison to the complexity of methods such as (block-) diagonal and triangular preconditioners. The authors are currently investigating a new implementation approach which is mainly based on an adaptation of the direct solver MA27. Preliminary numerical results show the beneficial features of the proposed approach.
Numerical results.
We now present the results of numerical experiments that reinforce the analysis given in previous sections. The test problems employed are partly matrices that arise in linear and nonlinear optimization (see, for instance, Example 1.1) and partly randomized sparse matrices which arise in areas such as those described by Example 1.2. In particular, the problems in Table 5 .1 are of the form (1.3), with A representing a stiffness matrix, whereas the examples in Table 5 .2 are of the same form, but with A being a mass matrix or a discrete Laplacian. The four test examples of Table 5 .3 are taken from the constrained and unconstrained testing environment (CUTE) [5] , where the individual problems have the following characteristics.
BLOWEYC is the convex quadratic programming problem
which is a simplification of a problem given in [4] . It is part of a modeling exercise, and the actual value of the solution is not used in a genuine practical application. CVXQP 1 is a convex quadratic program whose constraints are linear and which has continuous first and second order derivatives. It is a purely academic problem and has been constructed specifically for test purposes.
MOSARQP 2 is also a convex quadratic problem which was first proposed by Morales-Pérez and Sargent [17] . Once again, it is a purely academic problem which has been constructed specifically for test purposes.
FIT2P is a dual version of a problem that originates from a model for fitting linear inequalities to data by minimization of a sum of piecewise linear penalties. As indicated throughout, all matrices are of the form
where A ∈ R n×n is symmetric, B ∈ R m×n has full rank, and m ≤ n. Four different approaches to finding solutions to (1.1) are compared: three iterative algorithms based on Krylov subspaces, and the direct solver MA27, which applies a sparse variant of Gaussian elimination; see Duff and Reid [8] . To investigate possible favorable aspects of preconditioning, it makes sense to compare unpreconditioned with preconditioned solution strategies. The indefinite nature of matrix (5.1) suggests the use of MINRES in the unpreconditioned case. Of course, positive definite preconditioning could be employed with MINRES; see, for example, Murphy, Golub, and Wathen [18] , or Silvester and Wathen [26] , and Wathen and Silvester [27] in case of the Stokes problem. However, this is not done here. We refer to Battermann and Heinkenschloss [3] for some numerical results of this type.
As outlined in section 4, we employ two slightly different strategies in order to implement the preconditioner G. The first method applies a standard (full) GMRES(A) code (PGMRES in Tables 5.1, 5.2, and 5.3), which is mathematically equivalent to MINRES(A) for symmetric matrices A, whereas the second approach implements Algorithm 4.1 (RCG in Tables 5.1, 5.2 and 5.3). The choice G = diag(A) in the preconditioner is made for both PGMRES and RCG.
All tests were performed on a SUN Ultra SPARCII-300MHz (ULTRA-30) workstation with 245 MB physical RAM and running SunOS release 5.5.1. Programs were written in standard Fortran 77 using the SUN WorkShop f 77 compiler (version 4.2) with the -0 optimization flag set. In order to deal with large sparse matrices, we implemented an index storage format that only stores nonzero matrix elements; see Press, Teukolsky, and Vetterling [22] . The termination criterion for all iterative methods was taken to be a residual vector of order less than 10 −6 in the 2-norm. As part of its analysis procedure, MA27 accepts the pattern of some coefficient matrix and chooses pivots for the factorization and solution phases of subsequent routines. The amount of pivoting is controlled by the special threshold parameter u (−1/2 ≤ u ≤ 1/2). Modifying u within its positive range influences the accuracy of the resulting solution, whereas a negative value prevents any pivoting; see Duff and Reid [8] . In this context, the early construction of some of the test examples with the default value u = 0.1 was accompanied by difficulties in the form of memory limitations. We met the trade-off between less use of memory and solutions of high enough accuracy by choosing the parameter value u = 0.01 for the results in Tables 5.1,  5 .2, and 5.3. However, this resulted in a floating point exception when using MA27 with one of the larger examples in Table 5 .2, which is indicated by a dash. The numerical results suggest that the inclusion of the (1, 2) and (2, 1) block of A into the preconditioner, together with G = diag(A), results in a considerable reduction of iterations, where the appropriate bounds of Theorems 3.2, 3.5, and 3.7 are attained in all cases. Specifically, Theorem 3.2 applies in the context of problem CVXQP1.
Test problems Stiff III to Stiff VI in Table 5 .1 emphasize the storage problems that are associated with the use of long recurrences in the PGMRES algorithm. The time required to find solutions to Stiff III to Stiff VI via the PGMRES algorithm is not comparable to any of the other methods, which is due to the increased storage requirements and the data trafficking involved. A solution to the memory problems is to restart PGMRES after a prescribed number of iterations, but the iteration counts for such restarts would not be comparable with those of full PGMRES.
The examples in Table 5 .2 indicate the beneficial strategy of preconditioning the mass matrix A with its diagonal (G = diag(A)); see Wathen [28] . As expected from the theory described in [28] , PGMRES, as well as RCG, converge in virtually all cases in only a few number of steps and also outperform the solutions found by the direct solver MA27 as far as the time measurements are concerned.
These measurements for MA27 suggest that the preconditioned CG algorithm, discussed in section 4.1, is a suitable alternative to the direct solver. Whereas both MINRES and especially PGMRES are in most cases considerably slower than MA27, the timings for RCG are in virtually all cases comparable. For problems of large enough dimension or bandwidth, the resources required by MA27 must become prohibitive, in which case RCG becomes even more competitive.
Conclusion.
In this paper, we investigated a new class of preconditioner for indefinite linear systems that incorporate the (1, 2) and (2, 1) blocks of the original matrix. These blocks are often associated with constraints. In our numerical results, we used a simple diagonal matrix G to approximate the (1, 1) block of A, even though other approximations, such as an incomplete factorization of A, are possible. We first showed that the inclusion of the constraints into the preconditioner clusters at least 2m eigenvalues at 1, regardless of the structure of G. However, unless G represents A exactly, P does not have a complete set of linearly independent eigenvectors and thus the standard convergence theory for Krylov subspace methods is not readily applicable.
To find an upper bound on the number of iterations required to solve linear systems of the form (1.1) by means of appropriate subspace methods, we used a minimum polynomial argument. Theorem 3.2 considers the special condition n = m, in which case termination is guaranteed in two iterations. For m < n, Theorem 3.5 gives a general (sharp) upper bound on the dimension of the Krylov subspace, whereas Theorem 3.7 defines a considerably stronger result if some of the n − m eigenvalues, defined by (Z T GZ) −1 (Z T AZ), are repeated. In the special case when G is a positive definite matrix block, we were able to apply Cauchy's interlacing theorem in order to give upper and lower bounds for the n − m eigenvalues that are defined by the (2, 2) block of matrix (2.3).
To confirm the analytical results in this paper, we used three different subspace methods, MINRES of Paige and Saunders [19] for the unpreconditioned matrix system and RCG of Gould, Hribar, and Nocedal [12] and PGMRES of Saad and Schultz [25] for the preconditioned case. Overall, the results show that the number of iterations is decreased substantially if preconditioning is applied. The Krylov subspaces, which are built during the execution of the two preconditioned implementations, are in theory of equal dimension for any one of the 16 test examples, and thus PGMRES and RCG can be expected to terminate in the same number of steps. However, convergence to any prescribed tolerance may occur for a different number of steps since PGMRES and RCG minimize different quantities. This can be seen in some of the examples. Nevertheless, we note that convergence for both methods is attained much earlier than suggested by the bounds in Theorems 3.2, 3.5, and 3.7.
We have not compared our results with positive definite preconditioning in connection with MINRES-this is known to be a very competitive approach in various applications.
