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El objetivo de este proyecto final de carrera es el de hacer un estudio de como se podrían integrar dos redes claramente distintas como son las redes OBS (Optical Burst Switching) y las redes GMPLS (Generalized Multiprotocol Label Switching). 

Las redes WDM (Wavelenght Division Multiplexing) actuales operan sobre los enlaces punto a punto, donde es requerida una conversión óptica-eléctrica-óptica (OEO) para cada salto entre nodos de red. Todos los futuros diseños WDM, sin embargo, están localizados en las redes completamente ópticas, donde los datos de usuario viajan completamente en el dominio óptico y la eliminación de la conversión OEO permite tasas de transmisión sin precedentes. Estas redes pueden ser a su vez categorizadas como redes ópticas de conmutación de paquetes (OPS), redes ópticas de conmutación de ráfagas (OBS) o redes ópticas de conmutación de circuitos (OCS).

La conmutación óptica de ráfagas (OBS) es una solución prometedora para todas las redes ópticas WDM. Combina los beneficios de la conmutación de paquetes ópticos y la longitud de onda de encaminamiento, mientras se tienen en cuenta las limitaciones de todas las tecnologías ópticas actuales. En OBS, los datos de usuario son recogidos al margen de la red, clasificados según una dirección de destino, y agrupados en ráfagas de tamaño variable. Previamente a la transmisión de una ráfaga, un paquete de control es creado y enviado inmediatamente hacia la dirección de destino para establecer una ruta óptica sin búfer para su correspondiente ráfaga. Después de un tiempo de retardo offset, la ráfaga de datos por si misma es transmitida sin esperar un reconocimiento positivo (ACK) del nodo de destino. El marco del OBS ha sido ampliamente investigado en los últimos años porque permite un alto caudal de tráfico y una alta eficiencia en la utilización de los recursos. 

Por otro lado, la premisa de la conmutación de etiqueta de multiprotocolo (MPLS), es acelerar la expedición del paquete y prever la ingeniería de tráfico en las redes basadas en el protocolo IP. Para lograr esto, la operación sin conexión de las redes basadas en IP se convierte en más bien una red orientada a conexión donde está calculada de antemano la trayectoria entre la fuente y la destino teniendo en cuenta las características del usuario. Para acelerar el esquema de la expedición, un dispositivo de MPLS utiliza las etiquetas para emparejar la dirección con el paquete y así determinar el salto siguiente para cada paquete recibido. Para proporcionar la ingeniería del tráfico, se utilizan las tablas que representan los niveles de calidad de servicio (QoS) que la red puede aportar. Las tablas y las etiquetas se utilizan juntas para establecer una trayectoria extremo a extremo (end-to-end) llamada una ruta conmutada de etiqueta (LSP, label switched path). Los protocolos tradicionales de encaminamiento del IP (por ejemplo el OSPF, Open Shortest Path First o el IS-IS, Intermediate System to Intermediate System) y las extensiones a los protocolos existentes (p.ej., el protocolo de la reserva de recursos (RSVP) y el protocolo de encaminamiento de etiqueta basado en restricción (CR-LDP) abarcan la serie de protocolos de MPLS.

El MPLS generalizado (GMPLS) amplía MPLS para proporcionar el plano del control (que señala y que encamina) para los dispositivos que conmutan en cualquier de estos dominios: paquete, tiempo, longitud de onda, y fibra. Los objetivos de este plano de control es simplificar la operación y la gestión de la red automatizando el aprovisionamiento extremo a extremo (end to end) de los recursos de la red, del manejo, y del abastecimiento del nivel de QoS.

El desarrollo de GMPLS ha necesitado modificaciones en los protocolos de señalización actuales y en los protocolos de encaminamiento, por lo que se ha disparado el desarrollo de nuevos protocolos tal como el protocolo de administración del enlace (LMP, Link Management Protocol). 

Lo razonable de la iniciativa para la integración de redes GMPLS sobre OBS es la tendencia actual de la migración inteligente hacia la capa IP justificada por el progreso logrado en la estandarización de la estructura de control GMPLS basada en IP. La GMPLS, siendo una tecnología independiente y conveniente para el control de redes de conmutación de paquetes y de circuitos, parece ser una candidata elegible para el control de las redes OBS. El principal reto de aplicar GMPLS en el plano de control OBS, es el hecho de que GMPLS nunca fue designada para soportar conmutación de ráfaga. Esto trae consigo algunos impedimentos de integración, los cuales necesitan discusión y consideración.











El enfoque que se persigue en OBS(1) es el siguiente: si lo costoso en un sistema es la conmutación, ya que se debe procesar la cabecera, previa conversión optoelectrónica, ¿por qué no hacer los paquetes más grandes? ¿Y si hay que esperar a que la lógica de control esté funcionando, ¿por qué no esperar antes de enviar un paquete?. Para ello se diseñó OBS que es una tecnología que integra la conmutación de paquetes y la transmisión WDM (Wavelength Division Multiplexing), de manera que así se intenta aumentar el aprovechamiento del ancho de banda de las fibras ópticas.

En una red OBS, la unidad básica de datos es la ráfaga, que se define como una agrupación de paquetes consecutivos, que se conmuta por medios puramente ópticos, sin conversión previa al dominio electrónico, y además sin posibilidad de espera, dada la inexistencia material de dispositivos ópticos de memoria (búferes).















2 - Conceptos básicos


La principal característica que diferencia a una red de conmutación de paquetes electrónica de una red OBS es la congestión por lo que, en una red OBS, la contienda puede llegar a ser tanto o más importante que la congestión en su contribución a la tasa de pérdida.

A grandes rasgos, una red OBS es una red de conmutación carente de búferes, a cuyos nodos van conectados routers electrónicos convencionales que se llamarán de ingreso, si introducen tráfico en la subred óptica, internos si únicamente conmutan ráfagas y de egreso si allí finaliza la conmutación en el dominio óptico.

3 - Nodos de ingreso (o generadores de ráfaga)

Los nodos de ingreso realizan la conversión electro-óptica de la señal de información, así como la agrupación de los paquetes en ráfagas.

Ver el Apartado 9.2 dedicado al proceso de ensamblado de ráfagas.

4 - Nodos internos

Estos nodos lo que hacen es conmutar ráfagas. Los nodos descartan ráfagas completas si están ocupados, de este modo, la ráfaga que se encontraba en el conmutador no se pierde, pues los recursos de conmutación estaban reservados de antemano.

De esta manera, la probabilidad de descarte de una ráfaga no depende de su tamaño, sino solamente del instante de llegada.

Ver el Apartado 6 dedicado al proceso de conmutación de ráfagas.

5 - Nodos  de salida o de egreso

Los nodos de salida desensamblan los paquetes de las ráfagas y los devuelven al dominio eléctrico.

Se dividen en dos partes:

a)	parte de conversión O-E (opto-electrónica). Desensamblado y demultiplexado de los paquetes de las ráfagas hacia los enlaces de salida.




5.1 - Paquetes de control (BHC)

Para cada ráfaga de datos, se genera un pequeño paquete de control (BHC) antes de cada ráfaga, para que así los elementos internos de conmutación de un nodo estén preparados en el instante en que llegue la ráfaga correspondiente. Cada paquete de control (BHC) contiene la información usual de las cabeceras, incluyendo la información de la longitud de la ráfaga, y se transmite por un canal dedicado de control. Puesto que el tamaño del paquete de control (BHC) es mucho más pequeño que el de una ráfaga, un único canal de control es suficiente para llevar los paquetes de control (BHCs)  asociados a varios canales de datos. El paquete de control (BHC) pasa a través de cada nodo intermedio por una conversión O/E/O (óptica-eléctrica-óptica) y se procesa para saber qué camino ha de tomar cada ráfaga. Hay un tiempo de espera (tiempo de offset) entre el envío de un paquete de control (BHC) y una ráfaga para compensar el tiempo de procesado del paquete de control (BHC). Si el tiempo de offset es suficientemente grande, la ráfaga de datos será encaminada sin retrasos en los nodos intermedios ya que aunque el flujo de paquetes de control (BHCs) se procesa electrónicamente, este tiempo se amortiza entre todos los paquetes de la ráfaga, por lo que la velocidad de conmutación se aproxima a la de transmisión.

Cuando un paquete BHC es recibido, toda su información es extraída y grabada en un fichero, y después el paquete es reensamblado con toda la nueva información necesaria y es enviado al nodo extremo de destino. Si, por otro lado, una ráfaga es recibida, se realiza una comprobación con el archivo para obtener la dirección de destino de la ráfaga. Después esta información es eliminada del archivo y la ráfaga es enviada hacia el nodo de destino con el retardo apropiado. Si hay un error en la ráfaga recibida, el nodo central pide una retransmisión enviando una celda de solicitud de retransmisión por el canal de control al nodo que ha enviado la ráfaga.

6 - Conmutación OBS

En OBS, los paquetes IP con un destino común llegan al mismo nodo de ingreso, son agrupados en grandes ráfagas, y cada una de estas son conmutadas y agrupadas como una unidad. La OBS puede reducir la conmutación (procesando y fabricando la reconfiguración) desde que solo una cabecera y posiblemente un remolque están asociados a cada ráfaga. En la OBS, la cabecera (también llamada paquete de control) precede al payload (campo de datos) y procura reservar los recursos de transmisión y conmutación requeridos en cada conmutador y puerto de enlace de salida a través de la ruta. La cabecera puede ser transmitida tanto en la longitud de onda de la carga (info), o en una o más longitudes de onda de control separadas. El payload (campo de datos) sigue a la cabecera sin esperar a ningún reconocimiento. En cada switch (o conmutador), si los recursos solicitados están disponibles, la ráfaga es conmutada transparentemente hacia su siguiente salto; por otro lado, la ráfaga es bloqueada y un fragmento o toda ella es perdida. OBS está motivada por la necesidad de explotar y utilizar mejor las capacidades de transmisión de la ruta de luz. Dado que la tasa de transmisión corriente en una sola fibra es del orden de Tbits/seg mientras que la capacidad de conmutación (electrónica u óptica) es del orden de 10 Gbps, la OBS nunca puede lograr Tb/seg en canales de comunicación extremo a extremo para paquetes IP. La principal razón es que solo una muy pequeña porción de cada ráfaga (cabecera y posiblemente el remolque) es sometida a conmutación mientras que su parte principal (payload) es transmitida en una ruta de luz extremo a extremo.

Hay que tener en cuenta que mientras los conmutadores ópticos micro-electro-mecánicos (MEMS) (3) pueden solo proveer un tiempo de reconfiguración del orden de unos milisegundos, los amplificadores ópticos semiconductores (SOAS) logran un tiempo de reconfiguración del orden de unos pocos nanosegundos. Técnicas más recientes incluso logran un tiempo de reconfiguración del orden de unos cientos de picosegundos. Las dos tecnologías más recientes permiten conmutadores OBS para operar a 10 Gbps. Es importante que aparatos con tiempo de reconfiguración del orden de unos pocos picosegundos, que están ya siendo usados en laboratorios de investigación, permitan a los conmutadores OBS operar a 40 Gbps. Aquí asumimos que todos los conmutadores soportan una completa conversión por longitud de onda, donde una ráfaga puede usar cualquier longitud de onda disponible en cada enlace a lo largo de su ruta.

7 - Líneas de retardo de fibra (FDLs) 

Uno de los principales objetivos de diseño para OBS es el de construir una red sin búferes, donde los datos viajan transparentemente como una señal óptica y pasa a través de los conmutadores en tasas muy elevadas. La transmisión sin búfer es importante para OBS porque los búferes electrónicos requieren una conversión (Óptica-Eléctrica-Óptica), lo cual hace más lenta la transmisión, y los búferes ópticos son todavía inimplementables. De hecho, hoy en día no hay manera de almacenar la luz, así que el único almacenamiento óptico posible es retardar la señal de luz a través de líneas de fibra muy largas. Algunos autores han investigado el uso de las líneas de retardo de fibra (FDLs) porque ellas pueden potencialmente mejorar el cabal (throughput) de tráfico de la red y reducir la probabilidad de pérdida de ráfaga. 

En la presencia de búferes FDL, deben ser revisados los esquemas de reserva y de liberación OBS. Además, para planificar las longitudes de onda en los puertos de salida, los nodos OBS también tienen que manejar la reserva de sus búferes FDL disponibles. Hay dos mecanismos de planificación diferentes: PreRes y PostRes. La mayoría de las arquitecturas FDL de OBS están basadas en el esquema PreRes, donde la solicitud para reservar un búfer para una ráfaga entrante es llevada a cabo tan pronto como el paquete de control es procesado, y está determinado que no hay una longitud de onda disponible en el puerto de salida requerido. Por lo tanto, en el esquema PreRes, el nuevo tiempo de offset entre el paquete de control y la ráfaga se ve incrementado, de manera que ahora será la suma del offset original más el retardo FDL asignado. En el esquema PostRes, el tiempo de offset se mantiene en su valor original retardando el paquete de control y su ráfaga asociada para un periodo de tiempo sin priorizar el conocimiento de si un recurso estaría disponible para la ráfaga antes de dejarla en el búfer FDL.

8 - Modelado de la capa física OBS (4)

En el diseño de la capa física de la red OBS, se asume que conseguir la tasa más baja de error de bit es el principal objetivo.

También se asume que para la transmisión a través de una red con un determinado número de nodos, la amplificación óptica y la compensación por dispersión serían empleadas en cada nodo para compensar las pérdidas y la dispersión en el enlace precedente y en el propio nodo. Así las señales existentes en cada nodo deberían ser similares a aquellas originalmente transmitidas excepto por la acumulación de ruido y efectos de distorsión no lineal, los cuales no son compensados.





Figura 1 – Representación de la capa física de una red OBS en software de sistemas VPI: un nodo óptico principal

En el nodo, la cabecera es convertida al dominio eléctrico mediante un fotodiodo PIN y una vez ha sido procesada, es eliminada. Se asume que las capas más altas introducen la nueva cabecera, representadas por un nuevo transmisor óptico. En cambio, la ráfaga de datos no experimentará ninguna conversión O-E ni E-O pero tendrá un retardo adicional. Este retardo se consigue introduciendo líneas de retardo donde cada línea de retardo tiene un tiempo de retardo distinto. Éstas, están conectadas en la ruta de datos entre el splitter (antes) y el combinador (después). Se asume que las capas más altas decidirán cual es la línea de retardo a utilizar.

Después de las líneas de retardo, los 4 canales son demultiplexados y cada canal puede ser convertido a una longitud de onda diferente antes de entrar en el conmutador. Se usan MEMS (3) (Micro – Electrónicos – Mecánicos – Sistemas) consistentes en matrices collimators alineadas con los espejos y usadas para la conmutación. El collimator transforma el nodo óptico de una fibra monomodo en un haz de luz de diámetro apropiado para los micro-espejos. Los micro-espejos redireccionan los haces entrantes de las fibras ópticas hacia el puerto de salida correspondiente.

9 - Funcionamiento de las redes OBS (2)

Recientemente, OBS fue propuesta como un nuevo paradigma de conmutación para las redes ópticas requiriendo una tecnología menos compleja que la conmutación de paquetes. OBS está basada en algunos conceptos desarrollados algunos años antes para las redes de conmutación electrónica de ráfagas. En ese momento, la conmutación de ráfagas esencialmente fue una extensión de la conmutación rápida de paquetes, con paquetes de longitud variable y arbitraria y empleando conmutadores con búferes repartidos de forma descentralizada. Las principales características de OBS son la aproximación híbrida de la señalización fuera de banda, el procesado electrónico de la información de la cabecera, además los datos permanecen en el dominio óptico todo el tiempo, también utiliza reserva de un paso (one-pass), las longitudes de las ráfagas son variables, y no hay una necesidad extrema de búferes.












9.1 - Establecimiento de la conexión

Los usuarios OBS son también responsables en el establecimiento de las conexiones para cada ráfaga. Este procedimiento se basa en 3 componentes principales: señalización, encaminamiento, y asignación de longitud de onda.


9.1.1 - Señalización para OBS 

La señalización es un aspecto importante de la arquitectura OBS. Es utilizada para establecer y liberar conexiones para las ráfagas. Especifica el protocolo por el cual los nodos OBS comunican las consultas de comunicación a la red, y además determina si los recursos son utilizados eficientemente.


9.1.1.1 - Señalización distribuida con reserva de un sentido (“One-Way Reservation”) 

La mayoría de las arquitecturas OBS propuestas utilizan un procedimiento de señalización de un solo sentido (one-way) para establecer una ruta de transmisión de ráfaga a través de la red. Antes de transmitir la ráfaga, un usuario transmite un paquete de control para su ingreso en el nodo OBS. El paquete de control es transmitido en un canal de control fuera de banda, el cual puede ser una longitud de onda dedicada a la señalización o a una red de control electrónica separada, tal como una red IP o una red ATM (Asynchronous Tranfer Mode). En ambos casos, la separación del plano de control y el plano de datos, tanto en tiempo como en espacio físico, es una de las principales ventajas de la red OBS. Eso facilita un control electrónico eficiente, al mismo tiempo que se permite una gran flexibilidad en el formato de los datos de usuario y la tasa, porque las ráfagas son transmitidas completamente a través de una señal óptica y además permanece el cabal de tráfico de la red OBS transparente. La ráfaga por si sola es transmitida después de un retardo, conocido como offset, sin esperar un reconocimiento positivo (ACK) que informe que la ruta entera ha sido establecida exitosamente. Intuitivamente, el esquema de reserva de un solo sentido (one-way) es apropiado porque la tecnología OBS sería más adecuada que fuera implementada en redes para transportar información a grandes distancias, y por ese motivo el tiempo necesario para el establecimiento de la conexión va a disminuir significativamente. Está demostrado que el protocolo de señalización para la reserva de un solo sentido llamado Just-In-Time (JIT) (ver Apartado 9.4.3) en OBS permite un tiempo de establecimiento mucho más corto y un mejor comportamiento del cabal de datos (throughput). 






9.1.1.2 - Señalización centralizada con reserva extremo a extremo (End-to-End)

En contra de los protocolos de señalización OBS de un solo sentido (one-way) más comunes, se propuso un método de señalización de conexión centralizado, denominado conmutación óptica de ráfaga encaminada por longitud de onda (WR-OBS), la cual utiliza un procedimiento de reserva de recursos extremo a extremo (end-to-end). En este diseño hay un servidor de consulta centralizada, responsable de la planificación de los recursos de la red OBS en su totalidad. Cuando un nodo de ingreso OBS recibe una consulta de estructura por parte de un usuario, envía un paquete de control al cuadro centralizado, donde es puesto en cola según su dirección de destino. Este servidor centralizado tiene un conocimiento global del estado de los conmutadores OBS y de la disponibilidad de las longitudes de onda a lo largo de todas las uniones de fibra. La responsabilidad de este servidor central incluye el procesado de los paquetes de control entrantes, la determinación de rutas a las destinaciones requeridas, y la asignación de longitudes de onda disponibles a lo largo de cada enlace. El servidor central procesa el paquete de control y envía un reconocimiento positivo ACK al usuario OBS, para la comprobación de cual es el nodo que transmite la ráfaga.


9.1.2 -  Encaminamiento para OBS 

El encaminamiento es usado para decidir la ruta de una ráfaga a través de la red OBS. Puede ser hecho salto-a-salto (hop-by-hop), como en una red IP, utilizando un algoritmo sencillo para determinar el próximo salto. Otra aproximación es utilizar la conmutación de etiqueta de multiprotocolo (MPLS, multiprotocol label switching). La idea del MPLS, es la de asignar paquetes de control a las clases equivalentes más avanzadas (FECs) de los usuarios de OBS para reducir el tiempo medio de encaminamiento, de manera que coincida con el tiempo que se toma en cambiar las etiquetas. Una tercera aproximación es la de utilizar explícitamente las conexiones de estructura precalculadas, las cuales pueden ser establecidas vía protocolo de distribución de etiqueta con ruta forzada (CR-LDP) o protocolo de reserva de recursos con ingeniería de tráfico (RSVP-TE). La ruta explícita es muy útil en una red OBS con ruta forzada, donde las rutas de tráfico tienen que hallar las magnitudes de CoS reales como el retardo, el número de saltos, la tasa de error de bit (BER), o el ancho de banda.

Además, para mejorar el nodo o los errores del enlace, el encaminamiento OBS debería también ser actualizado con esquemas de protección y de restauración rápida. Desafortunadamente, este es un punto débil para los esquemas de ruta explícita, porque a veces las tablas de rutas pueden caducar debido al alto tiempo de propagación hasta que un mensaje de error llega a todos los nodos OBS.


9.1.2.1 - Encaminamiento adaptativo y esquemas de prioridad

Un criterio de diseño principal en OBS radica en como reducir la probabilidad de pérdida de ráfaga. Sin almacenamiento o con almacenamiento muy limitado, la probabilidad de pérdida de ráfaga puede ser mejorada mediante la implementación de una ruta adaptativa y/o asignándola con una prioridad más alta.

Un protocolo OBS basado en JET (léase el Apartado 9.4.4 dedicado al protocolo JET)  también puede soportar un encaminamiento de multirutas desde una fuente dada hacia un destino tan largo como el (aproximado) número de saltos conocidos a través de cada ruta. Para soportar deflexión en el encaminamiento en un nodo intermedio, cuando no hay ancho de banda para reservar en el enlace saliente primario, el paquete de control escoge un enlace saliente alternativo, y configura el conmutador de manera que la ráfaga de datos también seguirá la ruta alternativa. Si es utilizado un tiempo de offset (léase el Apartado 11 dedicado al tiempo de offset) mínimo basado en la ruta primaria, y la ruta alternativa es más larga (en término de número de saltos), entonces la ráfaga de datos necesita ser retardada por más tiempo para compensar el incremento en el retardo de proceso total encontrado por el paquete de control a través de la ruta alternativa. Esto se puede cumplir permitiendo que la ráfaga de datos vaya a través de algunas FDLs en uno o más nodos antes de que el tiempo de offset llegue a cero, incluso si no hay bloqueo en estos nodos. 






En OBS, como en las redes encaminadas por longitud de onda, el multicast es conseguido a través de la división de la luz, la cual inherentemente causa pérdidas de señal. Por lo tanto, hay un límite en el número de veces en que la señal puede ser dividida y el número de saltos que puede hacer. Además, el multicast en todas las redes WDM está emparejado ajustadamente con la asignación de la longitud de onda y su gran dependencia con la disponibilidad de los convertidores de longitud de onda. Esto es importante para aclarar, sin embargo, que la naturaleza dinámica de OBS la hace apropiada para un multicasting óptico porque los recursos del árbol multicast están reservados para una base por ráfaga.

Destacamos tres esquemas para sesiones multicast: multicasting separado (S-MCAST), unicasting múltiple (M-UCAST), y el multicasting de árbol partido (TS-MCAST). En el primero, al margen de la red, el tráfico multicast y unicast es recogido en ráfagas separadas que viajan independientes una de la otra a través de la red OBS. En el esquema M-UCAST, los datos multicast son tratados como unicast. En otras palabras, una copia de los datos multicast son ensamblados en una ráfaga junto con los datos unicast para las mismas destinaciones OBS. Finalmente, TS-MCAST es el esquema más sofisticado porque reconoce si ahí hay un cierto grado de socios cubiertos entre sesiones multicast para repartir los recursos de los árboles multicast.

Se han propuesto tres formas diferentes de construir los árboles multicast: la de origen iniciado (source-initiated), la de hoja-iniciada (leaf- initiated), y el híbrido. La última es la más escogida porque permite una flexibilidad más alta. Una vez es construido un árbol multicast, todas sus subsiguientes ráfagas viajan por la misma ruta a través de la red OBS. Cabe resaltar, sin embargo, que ninguno de los recursos están asignados permanentemente, y cada nueva ráfaga multicast tiene que enviar su propio paquete de control antes de la transmisión.


9.1.3 -  Asignación de longitud de onda: Con o Sin conversión

La asignación de longitud de onda es utilizada para determinar en que longitud de onda se tiene que transmitir la ráfaga. En una red OBS que no tiene convertidores de longitud de onda, se utiliza una sola longitud de onda en la ruta completa desde el origen hasta el destino. La otra posibilidad es una red OBS con una capacidad de conversión de longitud de onda en cada nodo OBS. En este caso, si dos ráfagas pelean por la misma longitud de onda en el mismo puerto de salida, el nodo OBS puede convertir ópticamente una de las señales con una longitud de onda entrante a una longitud de onda saliente distinta. La conversión de longitud de onda es una característica deseable en una red OBS, tanto que hasta reduce la probabilidad de pérdida de ráfaga. Sin embargo, puede no ser necesariamente una propuesta práctica desde que todos los convertidores ópticos son todavía una tecnología cara.

Otra cuestión importante con respecto al esquema de asignación de longitud de onda OBS es la pureza conseguida entre la transmisión exitosa de ráfagas en rutas largas respecto a las cortas. La fuente de pureza es inherente en todas las redes ópticas, no solo en las redes OBS, y eso se debe al hecho de que es más fácil encontrar longitudes de onda libres a lo largo de todos los enlaces de una ruta corta que en una ruta larga. Por lo tanto, todas las arquitecturas ópticas propuestas considerarían lógico que se tratara de desarrollar la pureza entre las conexiones con diferentes números de saltos. Ogushi (6), por ejemplo propuso un esquema de reserva de longitud de onda paralelo como una solución para el problema de la pureza en una red OBS. Este esquema consigue mayor pureza repartiendo el uso de los recursos; las conexiones más largas utilizan todo el grupo de longitudes de onda, mientras que las conexiones cortas están limitadas a un subgrupo de longitudes de onda.

También cabe resaltar que la longitud de onda en un enlace usado por la ráfaga será liberada tan pronto como la ráfaga haya pasado a través del enlace. En este sentido, las ráfagas de diferentes fuentes hacia diferentes destinos pueden efectivamente utilizar el ancho de banda de la misma longitud de onda en un mismo enlace durante una fracción de tiempo, de forma multiplexada estadísticamente. Hay que tener en cuenta que, en caso de que el paquete de control falle en la reserva del ancho de banda en el nodo intermedio, la ráfaga (la cual se considera bloqueada en este momento) puede tener que ser descartada. En este caso, esta ráfaga perdida malgasta el ancho de banda en la ruta parcialmente establecida. Sin embargo, en este caso el ancho de banda sería malgastado incluso si uno no envía la ráfaga (como en la reserva de dos sentidos). Para eliminar tal posibilidad de malgastar el ancho de banda, una ráfaga bloqueada (o un paquete óptico) tendrá que ser almacenada en un búfer electrónico después de pasar a través de conversiones O/E, y más adelante (después de pasar a través de conversiones E/O), si se da el caso, retransmitirla hacia su destino.


9.2 - Ensamblaje de las ráfagas

Un paquete IP típico es demasiado pequeño para ser procesado eficientemente por un nodo óptico. La cabecera necesaria le permitiría utilizar poco ancho de banda. Por lo tanto, los paquetes entrantes tienen que ser agrupados en grandes packs-ráfagas. Este proceso se llama agrupación de ráfaga o “burstification”, y se lleva a cabo en los nodos extremos de una red OBS.

Una ráfaga no espera ser partida en el nodo central OBS, todos los paquetes IP dentro de una ráfaga tienen que ser destinados al mismo nodo extremo. Esto precisa, almenos, una cola separada para cada posible destino. La estructura de un simple agrupador de ráfaga está ilustrada en la Figura 3.

El algoritmo de agrupación de ráfaga determinará propiedades estadísticas del tráfico OBS resultante. También, es importante la elección de la fuente de tráfico IP. 


	Figura 3 – Estructura de un ensamblador de ráfaga (7)


9.3 - Proceso de ensamblado

El ensamblaje de las ráfagas es el procedimiento de agregar los paquetes provenientes de varias fuentes, en ráfagas en un nodo frontera de una red OBS. 

A continuación, la unidad de conmutación remite los paquetes entrantes a una unidad de ensamblaje de ráfagas. Además se tiene en cuenta que los paquetes cuyo destino es el mismo nodo frontera de una red OBS, son procesados en una misma unidad de ensamblaje. 

La agrupación (o ensamblado) de las ráfagas de datos implican decisiones en 2 parámetros importantes: primero en la longitud máxima de la ráfaga y segundo en el tiempo de espera (offset) antes de que una ráfaga sea enviada, incluso si no se ha conseguido la longitud máxima de ráfaga.

La elección de estos parámetros se basará básicamente en la relación o el compromiso entre el cabal y la variación del retardo.

Un interesante beneficio de la agrupación de ráfagas es el hecho que da forma al tráfico mediante la reducción del grado de similaridad propia, haciéndolo menos “a ráfagas” en comparación al flujo de los paquetes originales de las capas altas. El tráfico es considerado “a ráfagas”, si periodos cargados con un gran número de llegadas van seguidos por largos periodos inactivos. El término similaridad propia de tráfico está referido a un proceso de llegadas que exhibe una tipología de ráfaga (“burstiness”) cuando se observa a diferentes escalas de tiempos: milisegundos, segundos, minutos, horas, incluso días y semanas. El tráfico de similaridad propia está caracterizado por retardos en cola más grandes que en los casos de tráfico aleatorio (de Poisson) y de pérdidas de paquetes más grandes, y por lo tanto, produce una degradación en la ejecución de la red. Por lo tanto, reducir la similaridad propia es un objetivo deseable en el proceso de montaje de ráfagas. 


9.3.1 - Algoritmos de ensamblado/agrupación de ráfaga

El algoritmo exacto para crear las ráfagas puede impactar significativamente en todo el funcionamiento de la red, porque permite a los diseñadores de red controlar las características de la ráfaga, y por lo tanto dar forma al tráfico de llegada de ráfagas.

El algoritmo de montaje de ráfaga tiene que considerar los siguientes parámetros: un temporizador predeterminado y longitudes de ráfaga máxima y mínima. El temporizador es usado por el usuario para determinar cuando exactamente hay que montar una nueva ráfaga. Los parámetros de ráfaga máximo y mínimo dan forma al tamaño de las ráfagas, y esto es un factor importante dado que las ráfagas largas pueden poseer los recursos por largos momentos y provocar mayores pérdidas de ráfagas, mientras que las ráfagas cortas pueden dar lugar a muchos paquetes de control. El algoritmo de agregación de ráfagas puede usar el relleno de bits (bit-padding) si no hay suficientes datos para montar un tamaño de ráfaga mínimo. Otra posible funcionalidad del proceso de montaje de ráfagas es la diferenciación de clases de tráfico. El algoritmo de montaje de ráfagas puede crear calidad de servicio (CoS) mediante la variación de los temporizadores predeterminados y el tamaño máximo y mínimo de las ráfagas. 





	Figura 4 - Algoritmo para la agrupación de ráfaga (8)


Generalmente, los algoritmos de ensamblado se pueden clasificar según si están basados en umbral o están basados en umbral-adaptativos.

De algoritmos basados en umbral tenemos tres tipos: los que se basan en un contador de tiempo, en la longitud de las ráfagas o en una mezcla de ambos (híbrido).


9.3.1.2 -  Esquema basado en la longitud de las ráfagas

En el esquema basado en la longitud de las ráfagas, hay un umbral que marca la longitud mínima de una ráfaga. Cuando llega un paquete nuevo, el tamaño del búfer sobrepasa el umbral y eso hace que todos los paquetes almacenados en el búfer se agrupen en una ráfaga.

Contrariamente al algoritmo basado en contador de tiempo, con un umbral basado en tamaño, el tiempo entre llegadas variará, mientras que el tamaño permanecerá constante o casi constante (porque el tamaño rondará el del paquete IP más cercano).


9.3.1.3 - Esquemas híbridos

Mientras que los esquemas basados en contador de tiempo pueden dar tamaños no deseados de las ráfagas, los esquemas basados en longitud de ráfaga no proporcionan ninguna garantía del retardo que sufrirán las ráfagas. Para tratar de minimizar las deficiencias de estos esquemas, se propuso el uso de esquemas híbridos. En estos, una ráfaga se considerará completa cuando una de las dos condiciones se cumpla, que se exceda el timeout o que se haya alcanzado la longitud máxima de la ráfaga.

En la práctica, se utiliza una combinación de los dos métodos comentados. La ráfaga es generada cuando su tamaño se vuelve más grande que un valor pre-determinado, o cuando el máximo tiempo de agrupación es excedido.


9.3.1.4 - Algoritmos de ensamblaje basados en umbral-adaptativos

Los algoritmos adaptativos analizan las estadísticas del tráfico IP en un instante determinado y, a partir de ahí configuran los umbrales apropiadamente. Esto puede ayudar a lograr algunos objetivos como la reducción en el retardo de cola (tiempo de offset), ya que permite ajustar dinámicamente el umbral de tiempo, la longitud de las ráfagas o ambos, de acuerdo con la medida en tiempo real del tráfico. El algoritmo de agrupación de periodo adaptativo (AAP) es un ejemplo de esta clase de algoritmos.

El AAP es básicamente un algoritmo de umbral basado en tiempo. La diferencia importante es que el periodo de agrupación cambia para cada ráfaga, y depende de la longitud de las ráfagas previas que fueron enviadas. Esto hace que el algoritmo sea más flexible, pero al mismo tiempo incrementa su complejidad. Adicionalmente, su función es adaptar periodos de agrupación para, a la misma vez, adaptar los mecanismos TCP de control de congestión.

Esta clase de algoritmos ofrecen un funcionamiento óptimo, sin embargo requieren una mayor complejidad.


9.4 - Mecanismos de reserva de recursos (9)


En OBS necesitamos realizar la reserva de recursos antes de enviar la ráfaga, para que ésta pueda llegar del origen al destino sin los retardos provocados por el proceso. Existen distintos mecanismos para realizar esta reserva: Tell-and-Wait (TAW), Tell-and-Go (TAG), Just In Time (JIT) y Just Enough Time  (JET).


9.4.1 - Tell-and-Wait (TAW)

En este protocolo se envía una solicitud desde el origen hasta el destino. Cada nodo que reciba el mensaje reservará una salida específica. Una vez se ha hecho en todos los nodos de la ruta se envía un reconocimiento.


9.4.2 - Tell-and-Go (TAG)

En este protocolo se transmite la ráfaga sin reservar. Cada nodo retarda la ráfaga mientras se reserva un canal saliente. Si en algún nodo intermedio falla la reserva se envía un NAK y esta inicia la retransmisión

Nótese que, cuando se usan protocolos basados en TAG, son requeridos FDLs (o búferes ópticos) para retardar cada ráfaga óptica cuando el paquete de control (o la cabecera del paquete) es procesada, pero no ayudan a desarrollar la ejecución.


9.4.3 - Just In Time (JIT)

Este protocolo puede considerarse una variante de Tell-and-Wait (TAW), ya que requiere que cada petición de transmisión de una ráfaga sea enviada a un planificador central. Éste informa a cada nodo intermedio del instante en que llegará la ráfaga de manera que ya estarán los recursos reservados.

También hay una variación de este protocolo (JIT), donde el paquete de control para la reserva no conoce la longitud de la ráfaga y reserva el ancho de banda del enlace relevante (si está disponible) para la ráfaga entera, tan pronto como esta llegue al conmutador. La variación que consideramos es, sin reconocimiento, porque el máximo tamaño de ráfaga es típicamente más pequeño, comparado con la capacidad de transmisión del enlace.


9.4.3.1 - Algoritmo JIT para la reserva










	Figura 5 - Algoritmo JIT para la reserva (8)

En el diseño, cada nodo OBS tiene la capacidad de conversión de longitud de onda. Cuando una solicitud llega para hacer la reserva, informa de que una ráfaga está llegando al puerto de entrada (input) Pin y de la longitud de onda λy con la que llega, entonces esta misma longitud de onda es fijada como longitud de onda entrante en el siguiente puerto de salida. Sin embargo, si sobre un puerto de salida Pout, λy está ya reservada, entonces trata de asignar la siguiente longitud de onda disponible usando la conversión por longitud de onda. Si por ejemplo en el instante t1, llega el BHC y solicita reservar la longitud de onda para una ráfaga entrante en un puerto de entrada N, la longitud de onda entrante W y el primer bit de ráfaga llegará en el instante t2. 


9.4.4 - Just Enough Time  (JET) (9)


El protocolo JET realmente no reserva los recursos desde que el paquete de la cabecera llega al nodo hasta que pasa la ráfaga, sino que reserva los recursos de una forma óptima desde que llega la ráfaga hasta que es conmutada. Así el tiempo que permanece el nodo reservado para la transmisión de una ráfaga es óptimo, por eso es el protocolo más utilizado. El retardo que sufre una ráfaga que es enviada en OBS es menor que en OPS, pues en OPS es la suma de los tiempos que tardan en configurarse los nodos que atraviesa la ráfaga. En OBS, sólo en el mejor de los casos, se tiene que esperar a que se configure el primer nodo, además se tiene que indicar al resto de nodos que ese nodo tiene que configurarse.

Dado que el búfer óptico es un recurso escaso y caro, el JET hace efectivo el uso de un búfer en los dos sentidos. De hecho, en JET, cada ráfaga esperará a ser almacenada en el origen y en el dominio electrónico durante el tiempo de offset, y no será necesario almacenarla en cualquier nodo intermedio mientras su paquete de control no encuentre bloqueo a lo largo de la ruta.


9.4.4.1 - El mecanismo de reserva JET

Un esquema de duración de reserva fijada (RFD, reserve-a-fixed duration), reserva todos los recursos exactamente para el tiempo de transmisión de la ráfaga. Aquí, un instante inicial (start) y final (end) predeterminados de cada ráfaga son considerados para la reserva. Primero, esto permite usar recursos eficientemente, segundo, permite dar un servicio de diferenciación con un offset adicional (CoS) para clases de alta prioridad. Un offset más grande permite una clase de ráfagas con una prioridad más alta, para reservar recursos antes que una clase de prioridad más baja con un offset más pequeño. Sin embargo, como offsets más grandes provocan un retardo fijado adicional, este tiempo de offset tiene que ser escogido cuidadosamente. Si por ejemplo tenemos un escenario con 3 longitudes de onda, donde dos ráfagas de alta y baja prioridad llegan al mismo tiempo, puede ser visto como que la ráfaga de baja prioridad no puede ser servida debido a que todas las longitudes de onda están ya ocupadas durante su tiempo de transmisión, considerando que la ráfaga de alta prioridad puede encontrar una longitud de onda a causa de su mayor tiempo de offset.


9.4.4.2 - Parámetros de diseño clave de una red JET-OBS

OBS y el introducido protocolo de reserva JET ofrecen una variedad de parámetros. Algunos de ellos pueden ser escogidos casi arbitrariamente, considerando que otros dependen directamente en cuanto a tecnología. Entre los parámetros arbitrarios están los números de clases, la distribución de longitud de ráfaga (incluyendo un valor significativo) y un offset de CoS para separar las clases. Los parámetros principales tecnológicamente son los números de longitudes de onda y el offset básico para compensar tiempos de procesado y de conmutación. 


9.4.4.3 - El protocolo JET y los paquetes de control

La red OBS consiste en una serie de enlaces desde nodos periféricos hasta nodos centrales donde en cada enlace se multiplexan varios canales (a través de WDM), y donde un canal está asignado para los paquetes BHCs. Las tasas de transmisión para los canales de datos oscilan desde los 2,4 Gbps hasta los 100 Gbps.

El JET hace uso de un tiempo de offset entre el paquete BHC (o paquete de control) y la ráfaga de datos. El BHC contiene la información requerida para encaminar la ráfaga de datos a través del enlace óptico y es enviado inmediatamente después de que la ráfaga haya sido creada. Además es procesado eléctricamente (se hacen conversiones O-E y E-O) en cada uno de los nodos centrales de la red para tomar decisiones de encaminamiento. 


9.4.4.4 - El protocolo JET y sus variaciones

El protocolo propuesto Just-Enough-Time (o JET) para OBS tiene dos únicos rasgos: Uno es la reserva retardada (DR), que permite reservar el ancho de banda en cada enlace durante la duración de cada ráfaga de datos. El otro rasgo es proponer la llegada de la ráfaga de datos con el uso de multiplexadores de ráfaga almacenada basados en FDLs (BBMs). Si se introduce un retardo en la ráfaga de datos en el nodo local, el JET ayuda a incrementar el uso del ancho de banda y a reducir el número de retransmisiones. Estos rasgos hacen del JET y de las variaciones basadas en JET especialmente convenientes para OBS cuando son comparadas con los protocolos OBS basados en TAG y otros protocolos OBS basados en la reserva de un solo sentido que carecen de uno o de ambos rasgos.


	Figura 6 (10) - OBS usando el protocolo JET

La Figura 6 ilustra el concepto básico del JET. Como se muestra, un nodo de origen que tiene una ráfaga para transmitir, primero envía un paquete de control en un canal de señalización (el cual es una longitud de onda dedicada) hacia el nodo de destino. El paquete de control es procesado en cada subsiguiente nodo para establecer una ruta totalmente óptica para la siguiente ráfaga.

Más específicamente, basándose en la información transportada en el paquete de control, cada nodo escoge una longitud de onda apropiada para el correspondiente enlace, reserva el ancho de banda en él, y configura el conmutador óptico. Mientras tanto, la ráfaga espera en el origen (fuente) en el dominio eléctrico y, después de un tiempo de offset, T, la ráfaga es enviada a través de señales ópticas en la longitud de onda escogida (p.ej: 2,5 Gbps).

A continuación proponemos el protocolo de encolamiento de paquetes de control (CPQ) basados en el protocolo JET (Just-Enough-Time), el cual puede dar diferentes servicios para la red por conmutación óptica de ráfagas (OBS).  Este protocolo, a su vez, puede dar CoS en las redes ópticas WDM sin búfer. Específicamente, nosotros aplicamos OBS para soportar 2 tipos de tráfico: de tiempo real y de tiempo no real. De esta manera se colocan 2 colas prioritarias para paquetes de control en la capa eléctrica (capa física) de los nodos OBS. Todos los paquetes de control primero son puestos en cola y luego son utilizados usando el algoritmo de reserva de ancho de banda, donde obviamente los paquetes de control de tiempo real son considerados antes que los paquetes de control que no son de tiempo real en la reserva del ancho de banda. Los resultados de simulaciones muestran que el protocolo propuesto es, en media, un 52,72 % mejor que un protocolo FCFS (el primero que llega, primero que se sirve) garantizando una buena CoS en el tráfico de tiempo real.

10 - Control paquet queuing optical Burst switching protocol (CPQ) (11)

Se propone el almacenamiento de paquetes de control en colas mediante el protocolo CPQ. Como hemos mencionado antes, consideramos dos clases de servicios: los de tiempo real y los que no son en tiempo real. Las ráfagas de tiempo real tienen un tiempo de retardo estrictamente limitado, así que requieren una baja probabilidad de bloqueo. Por otro lado, las ráfagas que no son en tiempo real pueden tolerar más retardos pero requieren una entrega segura, la cual puede ser cumplida mediante retransmisiones y almacenamiento (buffering). El almacenamiento (buffering) no se usa en la capa óptica ya que no es deseable, sin embargo sí que es usado en la capa eléctrica (física) para los paquetes de control en los nodos OBS.

A cada ráfaga de datos de tiempo real (clase 1) se le asigna una prioridad más alta simplemente usando un tiempo de offset adicional entre la ráfaga y su correspondiente paquete de control. Se concluye que el tráfico de tiempo real puede lograr una significativamente reducida probabilidad de bloqueo usando una cantidad razonable de retardo adicional.

Los servicios de clase 0 corresponden al máximo esfuerzo (best effort) o servicios que no son de tiempo real para aplicaciones tales como datos de transporte, mientras que los de clase 1 corresponden a servicios de tiempo real para aplicaciones que envuelven comunicaciones de audio y de vídeo.

Como hemos mencionado antes, el tráfico de clase 1 viene marcado por un retardo muy limitado y además se le concede una prioridad más alta para la reserva del ancho de banda.

También habíamos dicho que no se pueden usar muchos mecanismos de cola en las redes ópticas debido a las limitaciones técnicas en el desarrollo de búferes en la capa óptica. Sin embargo, las redes OBS permiten la posibilidad de usar búferes para paquetes de control en la capa eléctrica. El paquete de control contiene la información sobre su correspondiente ráfaga y es electrónicamente procesado cuando ingresa en el primer nodo OBS y en los subsiguientes nodos durante la correspondiente ruta hacia el usuario de destino. Por lo tanto, los paquetes de control no pueden ser transportados transparentemente en una red OBS por lo que es factible almacenar los paquetes de control en la capa eléctrica de los nodos OBS.

Para ello se usa el protocolo CPQ. Se construyen 2 colas cuando se usa este protocolo, la q0 para los paquetes de control de la clase 0 y la q1 para los paquetes de control de la clase 1, y el tamaño de dichas colas está limitado por los recursos de memoria del nodo OBS. Además, una ventana temporal está asociada con estas 2 colas. Diremos que los paquetes de control que están en ese intervalo de tiempo son almacenados en sus correspondientes colas. Destacar también que hay un tiempo de offset entre el paquete de control y su correspondiente ráfaga, que se usa un algoritmo para asignar un ancho de banda para las ráfagas en las 2 colas y que el tratamiento de los paquetes de control se hace mediante FCFS (First Come First Served).


10.1 - Algoritmo de reserva de ancho de banda para CPQ

1 Almacena todos los paquetes de control en la ventana temporal (Δt) en las correspondientes colas.
1.1  para (for) cada paquete de control ci en la cola q1
1.2  Si hay recursos disponibles para ci
 	Reserva de ancho de banda para ci





2.1 para cada paquete de control ci en la cola de q0
2.2 Si hay recursos disponibles para ci
	Reserva de ancho de banda para ci





El algoritmo de reserva de ancho de banda muestra que la clase 1 tiene más prioridad que la clase 0 en la reserva de ancho de banda. De hecho el algoritmo está “ansioso” para que la clase 1 tenga tanto ancho de banda como haya disponible. Los de la clase 0 en cambio son transmitidos con el ancho de banda restante (best effort). Después de que los paquetes de control sean procesados, es decir aquellos cuya reserva de ancho de banda se haya llevado a cabo exitosamente serán puestos es una lista. Después el conmutador OXC decidirá si tira hacia delante o bloquea las correspondientes ráfagas de los paquetes de control que hay en la lista.


10.2 - Factores a tener en cuenta

Hay varios factores que pueden afectar al funcionamiento del protocolo y los más importantes son la ventana temporal, el tamaño de cola y el tiempo de offset.

Más paquetes de control pueden ser almacenados con una ventana temporal mayor. Por un lado, cuanto mayor sea la ventana temporal, más grandes tendrán que ser las colas requeridas. Por otro lado, el tamaño de cola también influye en la ventana temporal. El tamaño de cola está limitado por los recursos de memoria en el sistema. El tiempo de offset es un factor importante y puede afectar a la cadencia de datos y al tamaño de cola.


10.3 - Simulaciones y resultados con el uso de CPQ





Figura 7 – Comparación en la ejecución de distintos tipos de tráfico







Figura 8 – PB Total en CPQ y FCFS. 	Tamaño de ventana = 0.5 seg
	Tiempo de offset = 0.25 seg












Figura 10 – Tiempo de offset y PB.	 Tamaño de ventana = 0.5 seg
	Erlang = 100

Especialmente, cuando el tiempo de offset es mayor que 0,8 seg es cuando el sistema cae rápidamente. De esta manera, el tiempo de offset tiene más influencia en la probabilidad de bloqueo.

Los resultados de las simulaciones muestran que las aplicaciones en tiempo real, es decir, el tráfico de clase 1, funcionan mejor si se usa el protocolo CPQ que el FCFS. Además es más fácil desplegar el protocolo CPQ en las redes OBS.

11 - Tiempo de offset







11.1 - Offsets fijados

El esquema más popular proviene del Just-Enough-Time (JET) (tiempo justo y suficiente), donde el tiempo de offset es fijado y es igual a la suma de los tiempos de proceso totales en todos los saltos intermedios OBS, más el tiempo de configuración de la estructura de conmutación de la salida del nodo OBS. Por el contrario hay esquemas, como el TAG, que no usan ningún tiempo de offset. La estimación offset requiere del número preciso de saltos desde el origen hacia el destino y esta información suele ser producida por los nodos extremos OBS ya que participan en el protocolo de encaminamiento y, por lo tanto, pueden tener un conocimiento más preciso del número de saltos para cada destino.


11.2 - Offsets estadísticos 

Varios investigadores propusieron un esquema de generación de offset variable (estadístico) donde cada usuario OBS genera señales de transmisión, basadas en un proceso de Poisson con una tasa predeterminada de llegadas. En este esquema, tan pronto como una ráfaga es ensamblada, su correspondiente paquete de control es inmediatamente enviado a la red OBS, mientras la ráfaga por si sola es retardada hasta que sea posible obtener una señal de transmisión. La conclusión de los autores fue que el modelo de offset variable regula la tasa media cuyas ráfagas de datos son liberadas en la red OBS (OBSN), lo cual, consecuentemente, reduce la probabilidad de pérdida de ráfaga.


11.3 - Offsets WR-OBS 

En la arquitectura WR-OBS, el offset es calculado como la suma del tiempo que se toma un usuario para solicitar recursos desde la tabla centralizada, más el tiempo de computación del algoritmo de asignación de encaminamiento y de longitud de onda, más el tiempo de señalización de la ruta.

La mayoría de las técnicas de tiempo de offset están basadas en la suposición de que el paquete de control es enviado después de que la ráfaga entera es ensamblada. Una variación de estas técnicas es enviar el paquete de control antes de recoger la ráfaga entera de las capas superiores. La principal ventaja de esta variación es la reducción en el retardo de pre-transmisión de la ráfaga. Sin embargo, la longitud exacta de la ráfaga no esta incluida en el correspondiente paquete de control, lo cual puede dar lugar a un esquema de ocupación de longitud de onda ineficiente.

Es importante darse cuenta de que la ráfaga puede ser enviada sin tener que esperar a un reconocimiento desde su destino.

A modo de ejemplo planteamos lo siguiente. A 2,5 Gbps, una ráfaga de 500 Kbytes (o 4000 paquetes IP de tamaño medio) pueden ser transmitidos en unos 1,6 ms. Sin embargo, un reconocimiento tardaría 2,5 ms en propagarse sobre una distancia de unos 500 Km. Esto explica por que los protocolos de reserva de un solo sentido son generalmente mejores que sus homólogos en dos sentidos para un tráfico masivo y sobre una distancia relativamente larga. Una vez una ráfaga es enviada, pasa a través de nodos intermedios sin pasar a través de ningún búfer, así que la mínima latencia que encontramos sería la misma que si la ráfaga fuera enviada con el paquete de control como en la conmutación óptica de paquetes. Por supuesto, si una ráfaga es extremadamente pequeña, uno puede enviar los datos con la información de control usando conmutación de paquetes.

12 - Reserva retardada (DR)

En la arquitectura JET, se utiliza un esquema de montaje donde la ocupación de recursos se da exactamente desde la llegada de la ráfaga entrante hasta la transmisión de su último bit. A este esquema se le llama reserva retardada. Con este esquema se produce una mejora en la probabilidad de pérdida de ráfaga en una red OBS.

13 - Algoritmos de planificación

Se define el horizonte de planificación como el último instante en el cual la longitud de onda está planificada para ser usada. 


13.1 - LAUC (Latest Available Unscheduled Channel - Horizon)







La simplicidad en la operación e implementación es la ventaja principal de los algoritmos basados en Horizon. Sin embargo, se malgastan huecos entre dos reservas existentes ya que cuando se tiene un sistema FDL, se generan muchos vacíos, por lo que se precisan algoritmos capaces de rellenar estos vacíos (haciendo nuevas reservas dentro de huecos existentes). Esto lo soluciona el LAUC-VF (Void Filling) o relleno de vacíos.

El LAUC-VF difiere del Horizon en el hecho de que mantiene el rastro de los últimos recursos no utilizados en lugar de los últimos recursos no planificados, los cuales están disponibles justo antes del tiempo de llegada de una ráfaga entrante. En otras palabras, incluso si un recurso está planificado, este todavía está considerado como disponible porque puede ser posible adaptar una ráfaga corta en un hueco temporal antes de la llegada de una futura ráfaga planificada. Recientemente, también se propusieron algunos algoritmos, basados en técnicas de geometría computacional, para ráfagas de planificación en la arquitectura JET. 








	Tabla 2 - Comparación de distintos algoritmos de planificación

14 - Resolución de contenciones

14.1 - Variaciones en la caída de las ráfagas 

La mayoría de la literatura OBS especifica que si todos los recursos están ocupados en el momento de una ráfaga entrante, los datos de la ráfaga entera se pierden. Existe una interesante variación de OBS, diseñada para reducir la probabilidad de pérdida de ráfaga. Esta está construida en la arquitectura JET y combina la segmentación de la ráfaga con la desviación de la ruta. Específicamente, en este modelo OBS, cada ráfaga está dividida en múltiples segmentos y, en el caso de la contención de recursos, en lugar de caerse la ráfaga entera, el segmento de cabeza o el de cola es desviado a una ruta alternativa hacia el destino. Por eso se propusieron dos maneras para implementar esta idea: la de primer-segmento (segment-first) y la de primera-desviación (deflect-first). En la política de la primera desviación (deflect-first), la ráfaga contendiente es desviada si el puerto alternativo está libre. Sin embargo, si el puerto está ocupado, similar a la política del primer-segmento (segment-first), las longitudes de las ráfagas en ese momento planificadas y contendientes son comparadas y la cola de la más corta es eliminada.

14.2 - Transmisiones seguras y no seguras

La red OBS puede soportar tanto transmisiones de ráfaga seguras como de no seguras en la capa óptica. En el primer caso (ráfagas seguras), es enviado un reconocimiento negativo al nodo de origen, el cual retransmite el paquete de control y después la ráfaga.

Una retransmisión puede ser necesaria cuando se utiliza OBS para soportar algunos protocolos de aplicación directamente, pero no cuando se utiliza un protocolo de capa superior como TCP, el cual, eventualmente, retransmite datos perdidos.


14.3 - Formas de resolución

Usando protocolos de reserva unidireccionales, como el JET, el nodo de ingreso envía ráfagas sin tener reconocimientos de reserva o de coordinación global. Esto requiere, sin embargo un nodo intermedio OBS para resolver las posibles contenciones entre las ráfagas. En una red sin almacenamiento, como es OBS, la contención entre ráfagas se puede resolver de tres maneras: por desviación, desechando ráfagas o por segmentación (OCBS).


14.3.3 - Optical Composite Burst Switching (OCBS) (12)

Desde que la ráfaga OBS es una suma de muchos paquetes IP, uno puede reducir significativamente la probabilidad de pérdida de paquete en las redes OBS mediante la aplicación de una técnica llamada “Optical Composite Burst Switching (OCBS)”, también llamada “Segmentación de ráfaga” ya que descarta solo la parte inicial de una ráfaga hasta que una longitud de onda quede libre en la fibra saliente y entonces, a partir de ese instante, el conmutador transmitirá el resto de la ráfaga. Una ráfaga que pierde una porción mientras espera una longitud de onda libre y cuyo resto es transmitido con éxito de aquí en adelante es llamada ráfaga truncada.

La mejora significativa de OCBS está en el hecho de que, en media, la parte de la ráfaga que se pierde, es significativamente más pequeña que su parte transmitida de forma exitosa.

Se puede comprobar que OCBS soporta significativamente más tráfico que OBS para un nivel requerido de probabilidad de pérdida de paquete.





Conversión de la longitud de onda	Mucha menor pérdida de ráfagas	Tecnología cara e inmadura
Almacenamiento en FDL	Conceptualmente simple. Tecnología madura	Retardos extra. Genera más vacíos
Desvío de ruta	No requiere de hardware extra	Llegadas desordenadas. Posible inestabilidad

	Tabla 3 - Comparación de diversos métodos de resolución de contenciones

15 - Clases de tráfico

Es deseable para una arquitectura OBS soportar diferentes clases de tráfico en el plano de usuario. Una razón es que aplicaciones tales como voz y video no pueden tolerar largos retardos en cola y, por lo tanto, pueden necesitar una prioridad más alta que el tráfico regular de datos. Además, para asegurar una operación adecuada, el tráfico de protección y restauración OBS debe también ser dado con prioridad por encima de los datos regulares de usuario. Específicamente, en una OBSN, el filtrado de las capas superiores y la asignación de prioridades a ráfagas ocurrirá al margen de la red durante el proceso de ensamblado de la ráfaga. Por lo tanto, para minimizar el retardo de extremo a extremo del tráfico de alta prioridad, el algoritmo de ensamblado de ráfaga puede variar parámetros tal como los temporizadores predeterminados o los tamaños máximo y mínimo de las ráfagas. Sin embargo, seleccionar los valores para estos parámetros es una tarea difícil a causa del cabal (throughput) interdependiente entre las distintas clases de tráfico. Más abajo comentamos algunas de las soluciones propuestas.


15.1 - Clases basadas en Offsets extendidos

En la arquitectura JET, se propuso el esquema de offset extendido, donde al tráfico de prioridad más alta le es asignada un offset más largo entre la transmisión de su paquete de control y su correspondiente ráfaga de datos. También se vio que la probabilidad de bloqueo de ráfaga decrece cuando el tiempo de offset se incrementa. Sin embargo, queda claro que las aplicaciones de alta prioridad no pueden tolerar largos offsets de pretransmisión. Sin embargo, se entendió que el retardo de pre-transmisión más largo soportado por un tráfico de alta prioridad es equilibrado por una probabilidad de bloqueo más baja, lo cual, en cambio, reduce los retardos causados por retransmisiones propuestas por las capas superiores.


15.2 - Clases basadas en colas prioritarias

En la arquitectura WR-OBS, los usuarios OBS mantienen la CoS (calidad de servicio) clasificando el tráfico de la capa superior basándose en una dirección de destino y un retardo máximo aceptable. En esta arquitectura, cada usuario tiene C x (N-1) búferes, donde C es el número de clases y (N-1) es el número de posibles usuarios de destino, además el tamaño de ráfaga para cada prioridad está limitado por un temporizador predeterminado. Cuando el temporizador se dispara, se constituye una ráfaga nueva con una prioridad particular, y el usuario inmediatamente envía una solicitud hacia la tabla centralizada. A medida que van llegando las solicitudes, estas son colocadas en las colas de prioridad C en la tabla centralizada donde van a ser procesadas acorde con su prioridad.


15.3 - Clases basadas en propiedades y tanteos de señales ópticas

Se propuso un esquema de CoS para OBS que está basado en la calidad física de la señal óptica, así como de un ancho de banda máximo, tasas de error, relación señal a ruido, y espaciado entre diferentes longitudes de onda. Además, existe un  protocolo de señalización llamado Jumpstart donde estos parámetros de CoS están incluidos en los paquetes de control. En definitiva, una conexión será establecida solo si todos estos requisitos pueden ser reunidos, posiblemente usando un algoritmo de encaminamiento de base forzada. 

16 - Redes OBS en anillo













Las principales ventajas que ofrece MPLS son:

• Permite especificar mecanismos para la administración de flujos de tráfico de diferentes tipos (Por ejemplo flujos entre diferente hardware, diferentes máquinas, etc.).
• Independiza los protocolos de la capa de enlace y la capa de red.
• Dispone de medios para traducir las direcciones IP en etiquetas simples de longitud fija utilizadas en diferentes tecnologías de envío y conmutación de paquetes.
• Ofrece interfaces para diferentes protocolos de encaminamiento y señalización.
• Soporta los protocolos de la capa de enlace usados tradicionalmente para IP. Además opera perfectamente sobre ATM y Frame Relay, dado el parecido con el mecanismo de transporte y conmutación.

2 - Comparación entre el protocolo IP y MPLS

•	En el protocolo IP los routers siempre utilizan operaciones de búsqueda complejas y que consumen mucho tiempo de ruta y además tienen que determinar el salto siguiente para cada paquete recibido examinando la dirección de destino en la cabecera del paquete. La MPLS, en cambio, ha simplificado gratamente esta operación basando la decisión en la expedición de una etiqueta simple.
•	Las etiquetas con el mismo destino y tratamiento se agrupan en una misma etiqueta, de esta manera, los nodos trabajan con mucha menos información de estado del enlace que, por ejemplo, ATM. Las etiquetas se pueden apilar, de modo que el encaminamiento se puede realizar de manera jerárquica. 
•	Las redes basadas en MPLS, son capaces de proporcionar servicios avanzados tales como un servicio de ancho de banda mínimo garantizado, y una asignación de prioridad de ancho de banda para cada aplicación.
En definitiva, introduce una serie de mejoras respecto a IP:

	- Redes privadas virtuales.
	- Ingeniería de tráfico.




3 - Arquitectura MPLS







	LER (Label Edge Router): Elemento que inicia o termina el túnel (pone y quita cabeceras), es decir, es el elemento de entrada/salida a la red MPLS (hace de interfaz con otras redes). Un router de entrada se conoce como Ingress Router (router de ingreso) y uno de salida como Egress Router (router de egreso). Ambos se suelen denominar Edge Label Switch Router ya que se encuentran en los extremos de la red MPLS.

	LSR (Label Switching Router): Elemento que conmuta etiquetas. Funcionan a gran velocidad y participan en el establecimiento de LSPs (ver apartado 5).

	LSP (Label Switched Path): Son circuitos que van de extremo a extremo de la red, es decir, una LSP es un túnel MPLS establecido entre los extremos.  Esta ruta es creada por la concatenación de uno o más saltos conmutados de etiqueta, permitiendo a un paquete ser enviado mediante canjeo de etiqueta desde un nodo MPLS a otro nodo MPLS. Una LSP en MPLS es unidireccional.

	Túnel LSP (Label Switched Path Tunnel): Una LSP la cual es usada para tunelar bajo el encaminamiento normal IP y/o mecanismos de filtrado.

	LDP (Label Distribution Protocol): Es un protocolo de MPLS para la distribución de etiquetas MPLS.

	FEC (Forwarding Equivalence Class): Nombre que se le da al tráfico que se encamina bajo una etiqueta. De hecho, un FEC es un conjunto de paquetes que comparten unas mismas características para su transporte, así todos recibirán el mismo tratamiento en su camino hacia el destino.










•	Label (20 bits): Es la identificación de la etiqueta.

•	Exp (3 bits): También se puede llamar CoS o QoS. Afecta al encolado y al descarte de paquetes.

•	S (1 bit): Del inglés stack, sirve para el apilado jerárquico de etiquetas. Cuando S=0 indica que hay más etiquetas añadidas al paquete. Cuando S=1 estamos en el fondo de la jerarquía.

•	TTL (8 bits): Time-to-Live, misma funcionalidad que en IP, se decrementa en cada encaminador y, al llegar al valor de 0, el paquete es descartado.







4 - Funcionamiento del MPLS

Para cada servicio específico, se crea una tabla para una clase de equivalencia de la expedición (FEC) y para representar un grupo de flujos con los mismos requisitos de ingeniería de tráfico. De esta manera, una etiqueta específica está limitada a un FEC. Cada FEC puede representar unos requerimientos de servicio para un conjunto de paquetes o para una dirección fija, además la clase FEC a la cual se asigna el paquete, se codifica como un valor corto de longitud fija conocido como etiqueta. El funcionamiento es el siguiente: En el ingreso de una red MPLS, los paquetes IP entrantes se examinan y se les asigna una “etiqueta” a través de un router (LER). Los paquetes etiquetados entonces se remiten a lo largo de una LSP, donde cada router LSR toma una decisión para la conmutación basándose en el campo de la etiqueta (label) del paquete. Un LSR no necesita examinar las cabeceras IP de los paquetes para encontrar un puerto de salida (salto siguiente), lo que hace es quitar simplemente la etiqueta existente y aplicar una nueva etiqueta para el salto siguiente. La base de la información de la etiqueta (LIB) proporciona una etiqueta saliente (que será insertada en el paquete) y un interfaz saliente (basado en una etiqueta entrante y en un interfaz entrante).







	Figura 4 - Una red basada en MPLS

El marco de MPLS incluye extensiones a los protocolos existentes en el encaminamiento y en el estado de acoplamiento del protocolo IP. Estos protocolos proporcionan la coordinación en tiempo real de la topología actual de la red, incluyendo cualidades de cada acoplamiento. Las extensiones de MPLS al OSPF y al IS-IS permiten que los nodos no sólo intercambien información sobre la topología de la red, sino también la información del recurso, las direcciones IP, la anchura de banda disponible, y las políticas de carga que balancean. 

5 - Routers de MPLS: Label Switching Router (LSR)

La arquitectura MPLS fue definida para soportar el reenvío de los datos recibidos basados en una etiqueta. En esta arquitectura, los routers de conmutación de etiqueta (LSRs) son utilizados para tener un plano de envío que es capaz de

 (a)   Reconocer tanto los límites del paquete como de la celda
 
 (b)  Procesar tanto las cabeceras de los paquetes (para LSRs capaces de reconocer límites de paquete) o las cabeceras de las celdas (para LSRs capaces de reconocer límites de celda).

Además, los LSRs incluyen interfícies donde la decisión de conmutación está basada en timeslots, longitudes de onda, o puertos físicos.


5.1 - Interfaces de LSR

Así que, el nuevo grupo de LSRs, o más precisamente los interfaces de estos LSRs, pueden ser subdivididos en las siguientes clases:


5.1.1 - Interfaces capaces de conmutar paquetes (PSC, packet switch capable) 

Son interfaces que reconocen los límites del paquete y que pueden reenviar los datos teniendo en cuenta el contenido de la cabecera del paquete. Un ejemplo serían los interfaces en los routers que reenvían los datos teniendo en cuenta el contenido de la cabecera IP, y los interfaces en los routers que conmutan los datos teniendo en cuenta el contenido de la cabecera MPLS.


5.1.2 - Interfaces capaces de conmutar segundas capas (L2SC, layer-2 switch capable)

Son interfaces que reconocen los límites de la celda y que pueden conmutar los datos teniendo en cuenta el contenido de la cabecera de la celda. Un ejemplo serían los interfaces en los puentes Ethernet que conmutan los datos teniendo en cuenta el contenido de la cabecera MAC y los interfaces en los LSRs de ATM que reenvían los datos teniendo en cuenta la estructura VPI/VCI (virtual path interface/virtual circuit interface) de ATM.


5.1.3 - Interfaces capaces de multiplexar por división en tiempo (TDM, time division multiplexing)

Son Interfaces que conmutan los datos teniendo en cuenta los timeslots de datos en un ciclo repetitivo. Un ejemplo de tal interfaz sería un conmutador (cross-connect) SONET/SDH (XC), un multiplexador de Terminal TM, o un multiplexador add-drop (ADM). Otros ejemplos incluyen interfaces que producen capacidades TDM (time division multiplexing) como el G.709 (la envoltura digital) y los interfaces PDH.


5.1.4 - Interfaces capaces de conmutar lambda (LSC, layer  switch capable)

Son Interfaces que conmutan los datos teniendo en cuenta la longitud de onda en la cual los datos son recibidos. Un ejemplo de tal interfaz sería un conmutador (cross-connect) fotónico (PXC) o un conmutador (cross-connect) óptico (OXC) que puede operar al nivel de una longitud de onda individual. Otros ejemplos adicionales serían los interfaces PXC que pueden operar al nivel de un grupo de longitudes de onda, como por ejemplo una banda de longitudes de onda e interfaces G.709 que produzcan capacidades ópticas.

5.1.5 - Interfaces capaces de conmutar fibra (FSC, fiber switch capable)

Son interfaces que conmutan los datos teniendo en cuenta una posición de los datos físicos (mundo real). Un ejemplo de tal interfaz sería un PXC o un OXC (optical cross-connect) que puede operar al nivel de una simple fibra o de múltiples fibras.

6 -  Establecimiento de una LSP

Hay dos métodos para el establecimiento de una LSP:

• Encaminamiento salto a salto: cada LSR determina de forma independiente el próximo salto para un FEC concreto (similar a la metodología utilizada en las redes IP – best effort). 

• Encaminamiento explícito: El LER de ingreso determina la ruta a seguir desde el origen hacia el destino (equivalente al source routing de IP). 

7 - Base de datos del estado del enlace y Unión de enlaces

La base de datos del estado del enlace se basa en el almacenamiento de toda la información referente a todos los nodos y los enlaces en una red, además de los atributos de cada enlace.

Consideramos una red como un gráfico cuyos nodos son elementos de red (conmutadores MPLS, conexiones a través, etc.). Cada extremo en el gráfico tiene asociados atributos como direcciones IP, coste, y ancho de banda no reservado. Un protocolo de estado de enlace permite a todos los nodos coordinar dinámicamente una fotografía coherente actualizada de este gráfico, incluyendo los atributos de cada extremo. Esta fotografía del gráfico es nombrada como base de datos de estado del enlace (link state database). Después, la base de datos de estado del enlace es sincronizada entre todos los routers participantes y, una vez está completamente sincronizada, cada router usa la base de datos para construir su propia tabla de rutas. Cuando un paquete llega al router, la tabla de rutas es después consultada para determinar como tirar el paquete hacia delante. El estado de cada enlace debería ser modificado, incluyendo, añadiendo o borrando enlaces, después la base de datos del estado del enlace debe ser resincronizada, y todos los routers deben de recalcular sus tablas de rutas usando la información actualizada en la base de datos del estado del enlace.

Para mejorar la eficiencia, se agregan los atributos de enlace de algunos de los enlaces paralelos de características similares, y luego se asignan estos atributos agregados a un solo enlace “unido”. Haciendo esto, el tamaño de la base de datos del estado del enlace es reducido de forma importante, permitiendo una mejora considerable del protocolo del estado del enlace. 

Cabe decir que, en el proceso de unión de enlaces, se produce una pérdida de información. Además se da el caso de que, mientras el protocolo del estado del enlace transporta un único enlace unido, la señalización requiere que los enlaces de componente individual sean identificados. El protocolo LMP (link management protocol) ofrece un recurso para cumplir esto y evitar una pérdida de información.

8 - Jerarquía LSP

La jerarquía LSP (label switched path) es la noción de que las LSPs pueden ser colocadas dentro de otras LSPs, dando lugar a una jerarquía de LSPs. Esto se consigue considerando una LSP como un enlace dentro de la base de datos del estado del enlace. 

La idea es la siguiente, si existen dos o más LSPs que entran en un dominio de transporte óptico en el mismo nodo y dejan el dominio también en un nodo común, pueden ser unidos y tunelados en una sola LSP óptica. De esta manera se aprovechan mejor los recursos en cuanto a canales de longitudes de onda.

La jerarquía LSP también ayuda permitiendo un mejor aprovechamiento del ancho de banda. Cuando una LSP óptica es configurada, obtiene un ancho de banda discreto de 2488 Gbps, sin embargo, cuando esta LSP óptica es tratada como un enlace, ese ancho de banda del enlace no necesita ser discretamente más grande. Por ejemplo, una LSP de MPLS a 100 Mbps que atraviesa el dominio de transporte óptico, puede pasar a través de la LSP óptica, dejando 2388 Gbps para otras LSPs de MPLS. 

Existe una jerarquía natural que dicta el orden en el cual las LSPs pueden ser situadas. Esta jerarquía está basada en la capacidad de multiplexación de los tipos de LSP, además hay que tener en cuenta que las LSPs siempre empiezan y terminan en un equipamiento similar (por ejemplo una lambda de LSP se origina y se termina en un dispositivo que soporta lambdas). El orden de esta jerarquía es el siguiente (de más alta a más baja):

-	nodos que tienen interfaces con capacidad de conmutación de fibra (FSC, fiber switch capable)
-	nodos que tienen interfaces con capacidad de conmutación de lambda (LSC, layer switch capable)
-	nodos que tienen interfaces con capacidad TDM (time division multiplexing)
-	nodos que tienen interfaces con capacidad de conmutar segundas capas (L2SC, layer-2 switch capable)
-	nodos que tienen interfaces con capacidad de conmutación de paquetes (PSC, packet switch capable)

En una configuración típica (Figura 5), la nube principal de interfaces/nodos FSC (fiber switch capable) están conectados hacia una nube saliente de interfaces/nodos LSC (layer switch capable). Estos, a su vez, están conectados hacia una nube saliente de nodos con capacidad TDM (time division multiplexing), los cuales son finalmente conectados a los routers. La difusión de esta información es esencial de manera que las rutas dentro de las nubes pueden ser generadas automáticamente con una configuración manual mínima.





Figura 5 – Los círculos representan los interfaces en equipos de naturaleza similar. Por ejemplo, el círculo FSC (fiber switch capable) consiste en conmutadores fotónicos con conexión a través (cross-connect) capaces de conmutar fibras enteras. El círculo LSC (layer switch capable) consiste de equipos fotónicos o OXCs (optical cross-connect) capaces de conmutar longitudes de onda. El círculo TDM (time division multiplexing) consiste de ATM o conexiones a través (cross-connects) SONET. Finalmente, el círculo PSC (packet switch capable) consiste de routers. Las LSPs (label switched path) de orden bajo están formadas a través de la nube de interfaces de orden más alto y anunciados en el IGP. Esto permite a las LSPs (label switched path) de orden bajo ser agrupadas juntas y ser jerárquicamente “tuneladas” a través de otras LSPs (label switched path) de orden más alto. Múltiples LSPs (label switched path) de PSC (packet switch capable) son “tuneladas” dentro de una LSP de TDM (time division multiplexing), múltiples LSPs (label switched path) de TDM (time division multiplexing) son agrupadas y “tuneladas” dentro de una LSP de LSC (layer switch capable), y así. En el otro extremo de la nube estas son colocadas apropiadamente.


Un circuito puede ser establecido solo entre, o a través de, interfaces del mismo tipo. Dependiendo de la tecnología particular, y para cada interfaz, pueden ser usados diferentes nombres de circuitos, por ejemplo: circuito SDH, pista óptica, ruta de luz, etc.

En el contexto de GMPLS todos estos circuitos están referenciados por un nombre común: ruta conmutada de etiqueta (LSP).

El concepto de LSP (label switched path) “anidado” (LSP dentro LSP), ya disponible en la tradicional MPLS, facilita la construcción de una jerarquía, por ejemplo una jerarquía de LSPs (label switched path), y dicha jerarquía puede existir en el mismo interfaz o entre diferentes interfaces. 

El “anidamiento” también puede ocurrir entre diferentes tipos de interfaz. Como hemos comentado antes, en la cima de la jerarquía están los interfaces FSC (fiber switch capable), seguidos por los interfaces LSC (layer switch capable), seguida por los interfaces TDM (time division multiplexing), seguida por los interfaces L2SC (layer-2 switch capable), y seguida por los interfaces PSC (packet switch capable). De esta manera, una LSP que empieza y finaliza en un interfaz PSC (packet switch capable) puede ser anidada (junto con otras LSPs (label switched path)) en una LSP que empieza y finaliza en un interfaz L2SC (layer-2 switch capable).

9 - Enlaces innumerados

Todos los enlaces en una red MPLS son típicamente asignados a direcciones IP. Cuando una ruta es computada a través de la red, los enlaces que constituyen esta ruta están identificados por sus direcciones IP; luego esta información de identificación es enviada al protocolo de señalización, que después configura la ruta. Así, lo normal sería que cada enlace tenga asignada una dirección IP, aunque esta tarea es bastante difícil. 

Lo que se necesita es un único recurso de identificación de enlaces en una red. Para ello,  las tareas deben ser repartidas en dos caminos. Primeramente, es requerido un mecanismo para identificar únicamente cada nodo en la red, después cada enlace proveniente de ese nodo es identificado, y a su vez cada nodo en la red es identificado por un único router ID. Por lo tanto, lo que queda es el problema más tardío de identificar, la procedencia de los enlaces de un nodo particular.

10 - Encaminamiento de base forzada

El ámbito de trabajo MPLS incluye aplicaciones significativas tales como el encaminamiento de base forzada. El encaminamiento de base forzada es una combinación de extensiones para los existentes protocolos de estado del enlace de encaminamiento IP (Ej. OSPF y IS-IS) con RSVP o CR-LDP como el plano de control MPLS. Las extensiones hacia OSPF y IS-IS permiten a los nodos intercambiar información sobre la topología de la red, la disponibilidad de los recursos e incluso la información política. 


El encaminamiento de base forzada es usado hoy para 2 propósitos principales: ingeniería de tráfico y re-encaminamiento rápido. Con el diseño de red adecuado, el encaminamiento de base forzada de IP/MPLS puede reemplazar a ATM como el mecanismo para la ingeniería de tráfico. Asimismo, el re-encaminamiento rápido ofrece una alternativa al SONET como un mecanismo de protección/restauración. El tráfico de ingeniería y el re-encaminamiento rápido, son ejemplos de cómo las ampliaciones proporcionadas por el MPLS hacia el encaminamiento IP, hacen posible superar a la ATM y al SONET/SDH mediante la migración de funciones conseguidas por esas tecnologías hacia el plano de control IP/MPLS.

11 - Protocolos de MPLS


11.2 - Protocolo RSVP (Resource Reservation Protocol) (13)

Las Máquinas (hosts) y los routers que soportan el protocolo RSVP y la arquitectura MPLS, pueden asociar etiquetas con flujos RSVP. Cuando el MPLS y el RSVP son combinados, la definición de un flujo puede ser más flexible. Una vez una LSP es establecida, el tráfico a través de la ruta es definido por la etiqueta aplicada al nodo de ingreso de la LSP. El mapeo de la etiqueta al tráfico puede ser cumplido usando distintos criterios. El conjunto de paquetes a los cuales les son asignados el mismo valor de etiqueta por un nodo específico, pertenecen al mismo FEC (forwarding equivalence class), y efectivamente definen el “flujo RSVP”. Cuando un tráfico es mapeado en una LSP de esta manera, llamamos a la LSP un “túnel LSP”. Cuando las etiquetas son asociadas con flujos de tráfico, se hace posible para un router identificar el estado de reserva apropiado para un paquete basado en el valor de etiqueta del paquete.

El modelo de este protocolo de señalización usa distribución de etiqueta downstream on demand, de esta manera se puede realizar el establecimiento LSP. Una solicitud para ligar etiquetas a un túnel LSP específico es iniciada por un nodo de ingreso a través del mensaje de Path del RSVP. Para este propósito, el mensaje de Path RSVP incrementa el mensaje Resv con un objeto LABEL_REQUEST, capaz de transportar la nueva información requerida para este uso del protocolo. Las etiquetas son asignadas downstream y distribuidas upstream, es decir desde el destino hacia el origen, en sentido contrario al flujo de datos, por medio del mensaje Resv de RSVP.

El modelo de protocolo de señalización también soporta capacidad de encaminamiento explícito. Esto es cumplido incorporando un objeto de ruta explícita (EXPLICIT_ROUTE) simple en mensajes de Path de RSVP. El objeto de ruta explícita (EXPLICIT_ROUTE) encapsula la concatenación de saltos que deben seguir los datos, lo tomadas por los flujos RSVP-MPLS conmutados cual forma una ruta encaminada explícitamente. Usando este objeto, las rutas de etiqueta pueden ser pre-determinadas, independientemente del encaminamiento IP convencional. La ruta encaminada explícitamente puede ser especificada administrativamente, o computada automáticamente por una entidad conveniente basada en QoS y otros requerimientos, teniendo en consideración el estado predeterminado de la red. En general, la computación de la ruta puede ser dirigida al control o dirigida a los datos.

Una especificación útil del encaminamiento explícito es la ingeniería de tráfico (TE). Usando las LSPs encaminadas explícitamente, un nodo en el extremo de ingreso de un dominio MPLS puede controlar la ruta, cuyo tráfico pasa a través de ella, a través de la red MPLS, hacia el nodo de egreso. El encaminamiento explícito puede ser usado para optimizar la utilización de los recursos de red y realzar el tráfico orientado a las características de ejecución.

El concepto de las rutas conmutadas de etiqueta encaminada explícitamente, puede ser generalizado a través de la noción de los nodos abstractos. Un nodo abstracto es un grupo de nodos cuya topología interna es opaca para el nodo de ingreso de la LSP. Un nodo abstracto es creado para ser simple si solo contiene un solo nodo físico. Usando este concepto de abstracción, una LSP encaminada explícitamente puede ser especificada como una secuencia de prefijos IP o como una secuencia de Sistemas Autónomos.

Una ventaja de usar el RSVP para establecer túneles LSP, es que permite la asignación de los recursos a lo largo de la ruta. Por ejemplo, el ancho de banda puede ser asignado a un túnel LSP usando reservas RSVP estándar y clases de servicio de Servicios Integrados.

Cabe decir que las reservas de recursos son útiles, pero no son obligatorias. En realidad, una LSP puede ser instanciada independientemente de la reserva de los recursos. Tales LSPs sin reservas de recursos pueden ser usadas, por ejemplo, para llevar tráfico best effort. Estos pueden también ser usados en muchos otros contextos, incluyendo la implementación de retardos (fall-back) y las políticas de recuperación bajo condiciones de errores, etc.


11.3 - Protocolo CR-LDP (Constraint-Based Routing Label Distribution Protocol) (14)

Este protocolo, es una variante del protocolo de encaminamiento LDP que incluye restricciones (CR, Constraint-based routing). Su uso está sujeto a restricciones en la elección de la ruta a seguir, como pueden ser el ancho de banda máximo a utilizar, el retardo máximo, la QoS mínima, etc. 

El CR-LDP también proporciona mecanismos para establecer y mantener LSPs encaminadas explícitamente, de hecho, estos mecanismos son definidos como extensiones del protocolo LDP. Las capacidades opcionales adicionales incluidas tienen un impacto mínimo en la ejecución del sistema y en sus requerimientos, cuando no están en uso para una LSP encaminada explícitamente. Las capacidades proporcionan capacidad de negociación de servicios LSP y parámetros de administración del tráfico sobre y bajo deliberación de paquete best-effort, incluyendo asignación de ancho de banda, configuración y prioridades de mantenimiento. El CR-LDP, opcionalmente, permite que estos parámetros sean modificados dinámicamente sin interrupción de la LSP operacional.





	Los mensajes CR-LDP son deliberados de fuentes fidedignas por el subyacente TCP, y la información de estado asociada con las LSPs encaminadas explícitamente no requiere un refresco periódico.

	Los mensajes CR-LDP son controlados en cuanto a flujo (filtrados) a través del TCP.

También está designado para soportar adecuadamente los variantes tipos de medios de comunicación para los que MPLS fue designado para soportar (ATM, FR, Ethernet, PPP, etc.).

El CR-LDP es aplicable en aquellas partes de Internet donde números muy grandes de LSPs pueden necesitar ser conmutados en cada LSR. Un ejemplo de esto serían las redes de backbone grandes, que usan el MPLS exclusivamente para transportar números muy grandes de flujos de tráfico entre un número moderadamente grande de nodos extremos MPLS.

El CR-LDP puede también ser aplicable como un servicio mediador entre redes que proporcionan extensiones de servicio similares usando modelos de señalización que varían significativamente.

La implementación del CR-LDP y su desarrollo no requiere todas las funcionalidades definidas en la especificación del LDP, sin embargo, el CR-LDP requiere una combinación específica de los modos de distribución de etiqueta: distribución de etiqueta ordenada downstream on demand y modo de retención de etiqueta conservativo.

Aunque el CR-LDP es definido como una extensión para el LDP, el soporte para el anuncio de la etiqueta no solicitada downstream y los modos de control independientes no son requeridos para el soporte de rutas explícitas estrictas. Además, las implementaciones del CR-LDP pueden ser capaces de soportar rutas explícitas suaves a través del uso de nodos abstractos y/o rutas explícitas jerárquicas, sin usar el LDP para la configuración LSP salto-a-salto.






	La especificación CR-LDP solo soporta LSPs punto-a-punto. Las LSPs Multi-punto-a-punto y punto-a-multi-punto son para un estudio posterior.

	La especificación CR-LDP solo soporta una configuración LSP unidireccional. La configuración LSP bidireccional es FFS.

	La especificación CR-LDP solo soporta una única asignación de etiqueta por configuración de cada LSP. Las asignaciones de etiqueta múltiple por configuración LSP son FFS.








La DWDM (Dense Wavelength Division Multiplexing) es una técnica de multiplexación eficiente en cuanto a coste que ofrece unas ventajas técnicas considerables. La DWDM incrementa la capacidad del ancho de banda de transporte de una sola fibra óptica debido a la creación efectiva de múltiples fibras virtuales, cada una transportando multigigabits de tráfico por segundo, en una sola fibra. Esto provoca un incremento en el ancho de banda mientras se mejora la infraestructura de fibra existente. Asimismo, las conexiones a través de conmutadores ópticos (OXCs), son adecuadas para emerger como la opción favorita para la conmutación multigigabit o incluso para flujos de datos de Terabits, desde que es evitado el procesado electrónico del paquete. 

Se espera que el tráfico predominante que se transporte por las redes de datos futuras esté basado en IP, ya que la multiplexación estadística basada en IP es adecuada para ser la tecnología de multiplexación predominante para flujos de datos más pequeños que aquellos que son apropiados para DWDM.

2 - Diferencias entre GMPLS y MPLS

El MPLS generalizado (GMPLS) difiere del tradicional MPLS en que soporta múltiples tipos de conmutación, por ejemplo la adición de soporte para TDM (time division multiplexing), lambda, y conmutación de fibra (puerto). El soporte para los tipos adicionales de conmutación ha conducido a GMPLS a extender ciertas funciones base del MPLS tradicional y, en algunos casos, añadir funcionalidad. Estos cambios y adiciones impactan básicamente en las propiedades de las LSPs (label switched path) en cuanto a cómo las etiquetas son solicitadas y comunicadas, a la naturaleza unidireccional de las LSPs (label switched path), a cómo los errores son propagados, y a cómo la información es producida para sincronizar el LSR de ingreso y de egreso.

2.1 - Ampliaciones de MPLS para soporte de GMPLS

El destacamento de fuerzas de la ingeniería internacional (IETF) ha extendido el conjunto de los protocolos MPLS para incluir los dispositivos que conmutan en tiempo, en longitud de onda, (p.ej. DWDM) y en los dominios del espacio (p.ej. OXC (optical cross-connect)) vía GMPLS. Esto permite que las redes basadas en GMPLS encuentren a su disposición una trayectoria óptima basada en los requisitos de tráfico del usuario, para un flujo que potencialmente comience en una red IP, sea transportado por SONET, y después se cambie con una longitud de onda específica en una fibra física específica. 

La Tabla 1 ofrece un resumen del marco de GMPLS.


Dominio de la conmutación	Tipo del tráfico	Esquema de la expedición	Ejemplo del dispositivo	Nomenclatura
Paquete, célula	IP, Asynchronous Transfer Mode (ATM)	conexión virtual del canal (VCC)	router IP, Switch ATM	PSC (packet switch capable)
Tiempo	TDM/SONET	Ranura de tiempo en la repetición del ciclo	Sistema con conexión digital a través de él (DCS), ADM	TDM (time division multiplexing) 
Longitud de onda	Transparente	Lambda	DWDM	LSC (layer switch capable)
Espacio físico	Transparente	Fibra, línea	OXC (optical cross-connect)	FSC (fiber switch capable)





	Figura 2 - Redes que llevan tráfico del usuario final


2.2 - MPLS-TE. Ventajas de GMPLS para controlar las capas TDM, LSC y FSC

La MPLS-TE es una extensión de la MPLS, que ofrece mejoras respecto a esta, pero que difiere de la MPLS generalizada (GMPLS). A continuación mostramos algunas ventajas clave de GMPLS sobre MPLS-TE (extensión de MPLS o MPLS extendido) para controlar las capas TDM (time division multiplexing), LSC (layer switch capable) y FSC (fiber switch capable).

	En MPLS-TE, los enlaces atravesados por una LSP pueden incluir una mezcla de enlaces con codificación de etiqueta heterogénea (por ejemplo enlaces entre routers y ATM-LSRs (label switching router) y enlaces entre ATM-LSRs). La GMPLS extiende esto incluyendo enlaces donde la etiqueta es codificada como un timeslot, o una longitud de onda, o una posición en el espacio físico.

	   En MPLS-TE, una LSP que lleva IP tiene que empezar y finalizar en un router. La GMPLS extiende esto de manera que una LSP puede  empezar y finalizar en interfaces de tipo similar.

	El tipo de “payload” (campo de datos) que puede ser llevado en GMPLS por una LSP es extendido para permitir payloads (campos de datos) de estructura SONET/SDH, G.709, Ethernet de 1 Gb o 10 Gb, etc.

	El uso de adyacencias de reenvío (FA, Forwarding Adjacencies) o enlaces unidos proporciona un mecanismo que puede mejorar la utilización del ancho de banda. De este modo también se consigue que el número de etiquetas requeridas sea reducido.

	GMPLS permite sugerir una etiqueta para un nodo de flujo ascendente para así reducir la latencia de configuración. Esta sugerencia puede ser sobreseída por un nodo descendente pero, en algunos casos, supone un coste de un tiempo de configuración más alto para la LSP (label switched path).

	GMPLS extiende la noción de restringir el rango de etiquetas que puede ser seleccionado por un nodo de flujo descendente (downstream). En GMPLS, un nodo con flujo ascendente (upstream) puede restringir las etiquetas para una LSP a lo largo de un solo salto en toda la ruta LSP. Esta característica es útil en redes fotónicas donde la conversión por longitud de onda puede no estar disponible.

	Mientras las tradicionales LSPs (label switched path) basadas en TE (e incluso basadas en LDP) son unidireccionales, la GMPLS soporta el establecimiento de LSPs (label switched path) bidireccionales.

	GMPLS soporta la terminación de una LSP (label switched path) en un puerto de egreso específico, por ejemplo la selección del puerto en el lugar de destino.

	GMPLS utiliza el protocolo RSVP-TE (traffic engineering), que soporta un mecanismo específico RSVP para una rápida notificación del error.


Existen también algunas otras diferencias claves entre MPLS-TE y GMPLS:

	En GMPLS, para los interfaces TDM (time division multiplexing), LSC (layer switch capable) y FSC (fiber switch capable), la asignación de longitud de onda para una LSP (label switched path) puede ser ejecutada solo en unidades discretas.

	En GMPLS, se espera tener algunas etiquetas más en enlaces TDM (time division multiplexing), LSC (layer switch capable) o FSC (fiber switch capable) que en enlaces PSC (packet switch capable) o L2SC (layer-2 switch capable), porque las anteriores son etiquetas físicas en lugar de etiquetas lógicas.

3 - Señalización GMPLS

La señalización GMPLS extiende ciertas funciones base de la señalización RSVP-TE y CR-LDP y, en algunos casos, añade funcionalidad. Estos cambios y propiedades LSP son importantes debido a que las etiquetas son solicitadas y comunicadas, a la naturaleza unidireccional de las LSPs (label switched path), a que los errores son propagados, y a que hay información producida para sincronizar el ingreso y el egreso.

La especificación de señalización GMPLS principal está disponible en tres partes:

1 – Una descripción funcional de señalización.
2 – Extensiones RSVP-TE.
3 – Extensiones CR-LDP. 

Además, están disponibles estas partes independientes por tecnología

1 – Extensiones GMPLS para control SONET y SDH.
2 – Extensiones GMPLS para control G.709.

El siguiente perfil MPLS expresado en términos de características MPLS se aplica a GMPLS:

-	Asignación y distribución de etiqueta del flujo de bajada según demanda.
-	Control ordenado iniciado de ingreso.
-	Modo de retención de etiqueta liberal (típico), o conservativo (posible).
-	Solicitud, tráfico/datos, o estrategia de asignación de etiqueta con topología dirigida.
-	Encaminamiento explícito (típico), o encaminamiento salto a salto.

La señalización GMPLS define los siguientes bloques de nueva construcción sobre el MPLS-TE:

1 	–  Un nuevo formato de solicitud de etiqueta genérico.
2	– Etiquetas para interfaces TDM (time division multiplexing), LSC (layer switch capable) y FSC (fiber switch capable), genéricamente conocidas como etiquetas generalizadas.
3 	–  Soporte de conmutación de una banda de longitudes de onda (waveband).
4	– Sugerencia de etiqueta para el flujo ascendente para propósitos de optimización (p.ej. latencia).
5	– Restricción de etiqueta por el enlace ascendente para soportar algunas obligaciones ópticas.
6	– Establecimiento LSP (label switched path) bidireccional con resolución de contención.
7	–  Extensiones para la notificación rápida de errores.
8	–  Información de protección focalizada al instante en la protección del enlace, además de indicación LSP (label switched path) primaria y secundaria.
9	–  Encaminamiento explícito, con control de etiqueta explícito, para un grado de control óptimo.
10	–  Parámetros de tráfico específico para tecnología.
11	–  Manipulación del estado administrativo LSP (label switched path).
12	–  Separación del canal de control.

Estos bloques de construcción serán descritos con más detalle más adelante. 

4 - Modelos de red GMPLS


4.1 - Modelos de red bicapa (15)

Como las capacidades de los routers y de los conmutadores ópticos OXCs (optical cross-connect) crecen rápidamente, las tasas altas de datos de transporte óptico sugieren la posibilidad de eliminar las capas SONET/SDH y ATM. Para derivar estas capas, sus funciones necesarias deben centrarse directamente en los routers, OXCs (optical cross-connect), y DWDMs. Al final, esto conlleva a una red más simple y más eficiente económicamente que transportará un amplio rango de flujos de datos y volúmenes de tráfico muy grandes. 





Figura 3 – a) Abstracción del nivel de red. El modelo de superposición oculta el interior de la red óptica, formando esencialmente una nube óptica, y proporciona servicios de longitud de onda a los clientes (por ejemplo routers, ADMs, y conmutadores ATM) que están situados en los extremos de la red; b) Abstracción del nivel de enlace. El modelo de pares/homólogos abre el interior de la nube óptica, permitiendo a los equipos extremos participar en decisiones de encaminamiento y eliminar las barreras artificiales entre los dominios de encaminamiento y de transporte.

Los modelos de superposición y de pares/homólogos se aplican tanto en el encaminamiento como en la señalización. El modelo de superposición mantiene capas de red separadas para cada tipo de tráfico y dominios administrativos diferentes. En cambio, las redes basadas en un modelo de pares/homólogos se construyen con dispositivos que tienen información completa sobre los otros dispositivos en todas las capas de red. Por lo tanto, el modelo de superposición es adecuado para realizar funciones de red entre operadores, ya que permite que la información de encaminamiento de cada operador de red se mantenga dentro de su propio dominio administrativo. Por otro lado, el modelo de pares/homólogos resulta mucho más adecuado para las funciones de red dentro del dominio de un proveedor de servicios o entre proveedores de servicios con protocolos compatibles, dado que permite mayor flexibilidad en la optimización de las labores de encaminamiento.


4.2 - Modelo Híbrido

Otra aproximación es un modelo híbrido que combina ambos, el modelo de pares/homólogos y el modelo de superposición. Algunos dispositivos del margen sirven como de pares/homólogos hacia la red principal y comparten la misma instancia de un plano de control común con dicha red. Otros dispositivos del margen podrían tener su propio plano de control (o una instancia separada del plano de control usada por la red principal), y hacen de interfaz con la red principal a través de la UNI (User-to-Network Interface). Esto representa una solución altamente deseable ofreciendo transportes y flexibilidad sustancial a los proveedores de servicios para desplegar el modelo más eficiente en cuanto a coste para sus necesidades,  puede ser de pares/homólogos (peer), superposición, o algún híbrido de estos modelos.

Funcionalmente, el modelo de pares/homólogos forma un súper grupo del modelo de superposición, es decir, el grupo de funciones requeridas para soportar el modelo de superposición es un subgrupo del grupo de funciones requeridas para soportar el modelo de pares/homólogos. Un modelo de superposición puede ser derivado a partir de un modelo de pares/homólogos partiendo de la topología de deshabilitación administrativa mientras se preservan las funciones de señalización de conexión. Esta observación sugiere que antes que tener un grupo de protocolos para soportar el modelo de superposición y otro grupo para soportar el modelo de pares/homólogos, un conjunto de protocolos del plano de control con suficiente flexibilidad para soportar ambos modelos sería la aproximación más eficiente.


4.3 - User-to-Network Interface (UNI) y Network-to-Network Interface (NNI)

El interfaz entre un nodo extremo GMPLS y un LSR (label switching router) de GMPLS en el sitio de red puede ser nombrado como un usuario a un interfaz de red (UNI), mientras el interfaz entre dos sitios de red LSRs (label switching router) pueden ser referidos como un interfaz red con red (NNI, Network to Network Interface).

La GMPLS no especifica separadamente un UNI y un NNI. Los nodos extremos están conectados a LSRs (label switching router) en el sitio de red, y estos LSRs (label switching router) están, en cambio, conectados entre ellos. Por supuesto, la conducta de un nodo extremo no es exactamente la misma que la de un LSR (label switching router). Hay que tener en cuenta también, que un nodo extremo puede utilizar un protocolo de encaminamiento, sin embargo se espera que en la mayoría de casos no lo hará.

Conceptualmente, una diferencia entre el UNI y el NNI tiene sentido tanto si el interfaz usa diferentes protocolos, o si usan los mismos protocolos pero con algunas diferencias notables. 

La aproximación GMPLS consistía en construir un modelo consistente a partir del primer día, considerando los interfaces UNI y NNI al mismo tiempo (GMPLS-superposición). Para ese propósito, algunas particularidades UNI específicas han sido ignoradas en un primer momento, sin embargo GMPLS ha sido modificada para soportar tales particularidades en el UNI por otros cuerpos de estandarización. 


4.4 - Modelos de encaminamiento soportados por la UNI

Esta sección discute la selección de un router explícito por un nodo extremo. La selección del primer LSR (label switching router) por un nodo extremo conectado a múltiples LSRs (label switching router) es parte de este problema.

Un nodo extremo (“host” o LSR (label switching router)) puede participar más o menos profundamente en el encaminamiento GMPLS. Cuatro diferentes modelos de encaminamiento pueden ser soportados en la UNI: configuración de base, fijación (peering) parcial, escucha silenciosa y fijación (peering) completa.

-	Configuración de base: este modelo de ruta requiere la configuración automática o manual de un nodo extremo con una lista de LSRs (label switching router) vecinos ordenados por orden de preferencia. La configuración automática puede ser lograda usando el protocolo DHCP por ejemplo. Ninguna información de encaminamiento es intercambiada en la UNI, excepto la lista ordenada de LSRs (label switching router), de hecho, la única información de ruta usada por el nodo extremo es esa lista. El nodo extremo envía por defecto una solicitud LSP al LSR (label switching router) preferido.

Las redirecciones ICMP podrían ser enviadas por este LSR (label switching router) para redireccionar algunas solicitudes LSPs (label switched path) hacia otro LSR (label switching router) conectado a un nodo extremo. La GMPLS acepta este modelo.

-	Fijación (peering) parcial: La información de encaminamiento (principalmente el alcance) puede ser intercambiada a través de la UNI usando algunas extensiones en el plano de señalización. La información de alcance intercambiada en la UNI puede ser usada para iniciar la decisión de encaminamiento del nodo extremo específico sobre la red. Sin embargo, la GMPLS no tiene ninguna capacidad para soportar este modelo hoy en día.


-	Escucha silenciosa: El nodo extremo puede “escuchar” silenciosamente a los protocolos de ruta y tomar decisiones de ruta teniendo en cuenta la información obtenida. Un nodo extremo recibe la información completa de la ruta, incluyendo las extensiones de ingeniería de tráfico. Un LSR (label switching router) reenviaría transparentemente todos los PDUs de ruta al nodo extremo, por lo que un nodo extremo ahora puede computar una ruta explícita completa teniendo en consideración toda la información de ruta extremo a extremo. La GMPLS no impide este modelo.

5 - Direccionamiento y encaminamiento GMPLS 


5.1 - Modelos de direccionamiento y encaminamiento

La GMPLS está basada en modelos de encaminamiento IP y de direccionamiento. Esto asume que las direcciones de IPv4 y/o IPv6, son usadas para identificar interfaces, pero también que los tradicionales protocolos (distribuidos) de encaminamiento IP son reutilizados. Realmente, el descubrimiento de la topología y del estado del recurso de todos los enlaces en un dominio de encaminamiento, es logrado mediante los protocolos de encaminamiento. Desde que los planos de control y de datos son desacoplados en GMPLS, los planos de control vecinos pueden no ser planos de datos vecinos. Por lo tanto, mecanismos como el LMP (link management protocol) son necesarios para asociar enlaces TE (de ingeniería de tráfico) con nodos vecinos.

Las direcciones IP no son usadas solo para identificar interfaces de “hosts” IP y de routers, sino más generalmente para identificar cualquier interfaz PSC (packet switch capable) y no-PSC (no-packet switch capable). Similarmente, los protocolos de encaminamiento IP son usados para encontrar rutas para datagramas IP con un algoritmo SPF (shortest-path first) y estos también son usados para encontrar rutas para circuitos que sean PSC (packet switch capable) usando un algoritmo CSPF.

Sin embargo, son necesarios algunos mecanismos adicionales para incrementar la escalabilidad de estos modelos y distribuirlos con requerimientos específicos de ingeniería de tráfico de capas que no sean PSC (packet switch capable). Estos mecanismos serán introducidos a continuación reutilizando los protocolos de ruta IP existentes permitidos para capas que no sean PSC (packet switch capable) y así tomar ventaja de todos los valiosos desarrollos que tuvieron lugar desde hace años para el encaminamiento IP, en particular, en el contexto de un encaminamiento intra-dominio (encaminamiento del estado del enlace (link-state routing)) y encaminamiento inter-dominio (política de encaminamiento)).

En un modelo de superposición, cada capa no-PSC (no-packet switch capable) particular puede ser vista como un grupo de sistemas autónomos (ASs) interconectados de un modo arbitrario. Similarmente al tradicional encaminamiento IP, cada AS es administrado por una simple autoridad administrativa. Por ejemplo, un AS puede ser una red SONET/SDH operada por un portador dado y un grupo de ASs interconectados, puede ser visto como un empleo de Internet SONET/SDH. Para llevar a cabo el intercambio de información de encaminamiento entre ASs, puede ser dado mediante un protocolo de encaminamiento inter-dominio como BGP-4.

Cada ASs puede ser subdividido en diferentes dominios de ruta, y cada uno puede funcionar en un protocolo de encaminamiento intra-dominio distinto. En cambio, cada dominio de ruta puede ser dividido en áreas.

Un dominio de ruta está hecho de nodos habilitados GMPLS (por ejemplo una interfície de red, incluyendo a una entidad GMPLS). Estos nodos pueden ser tanto nodos extremos (p.ej. hosts, LSRs (label switching router) de ingreso o LSRs de egreso), o LSRs internos. Un ejemplo de un host no-PSC (packet switch capable) es un multiplexador Terminal SONET/SDH(TM). Otro ejemplo es un interfaz SONET/SDH dentro de un router IP o un conmutador ATM.

Hay que tener en cuenta que la ingeniería de tráfico en el intra-dominio requiere el uso de protocolos de encaminamiento del estado del enlace como OSPF o IS-IS, y para ello la GMPLS define extensiones a estos protocolos. Estas extensiones son necesarias para diseminar características estáticas TDM (time division multiplexing), LSC (layer switch capable) y FSC (fiber switch capable), y también características dinámicas relacionadas con nodos y enlaces. 

5.2 - Protocolos de encaminamiento de GMPLS

Algunas modificaciones y extensiones son requeridas para los protocolos de encaminamiento y señalización MPLS para adaptarlos a las peculiaridades de los conmutadores fotónicos. Estos están siendo estandarizados por la Internet Engeenering Task Force (IETF) bajo el paraguas del MPLS generalizado, el cual puede ser resumido como sigue:

	Un nuevo Protocolo de Gestión del Enlace (“Link Management Protocol”, LMP) está diseñado para direccionar fuentes emparentadas y para maniobrar en las redes ópticas usando conmutadores fotónicos.

	La ampliación del OSPF y el IS-IS (Open Shortest Path First/Intermediate System to Intermediate System: OSPF/IS-IS) para anunciar la disponibilidad de los recursos ópticos en la red (por ejemplo la representación generalizada de varios tipos de enlace, el ancho de banda en longitudes de onda, el tipo de protección del enlace y los identificadores de fibra). 

	La ampliación del Protocolo de Reserva de Recursos (RSVP) y del Protocolo distribuido de etiquetado y encaminamiento por base forzada (CR-LDP). Los protocolos de señalización para ingeniería de tráfico, proponen que se permita una ruta por conmutación de etiqueta (LSP) para que sea especificada explícitamente a través del nodo óptico principal.

	La separación de la información de retransmisión de los contenidos del paquete IP permite que pueda ser utilizado en los OXCs, ya que estos dispositivos no reconocen cabeceras IP. 

	La facilidad de GMPLS para el reencaminamiento rápido ofrece una alternativa a los mecanismos de protección típicos de SONET/SDH.

	El concepto de jerarquía de reenvío por medio del apilamiento (stacking) de etiquetas posibilita la interacción con dispositivos que sólo pueden soportar un tamaño pequeño de etiqueta. Esta propiedad es fundamental en los OXCs dado que el número de longitudes de onda disponibles no es muy amplio.

	La ampliación por escalabilidad, así como la formación jerárquica LSP, el envoltorio de enlace, y los enlaces innumerados.


5.3 - Modelos de ruta en GMPLS y obligaciones impuestas por el direccionamiento IP

Las capas TDM (time division multiplexing), LSC (layer switch capable) y FSC (fiber switch capable) introducen nuevas obligaciones en el direccionamiento IP y en los modelos de ruta, desde que pueden ser conectados dos nodos en algunos cientos de enlaces paralelos (p.ej. longitudes de onda). La mayoría de los portadores ya tienen hoy en día algunas decenas de longitudes de onda por fibra entre dos nodos, aunque la nueva generación de sistemas DWDM, permitirán algunos cientos de longitudes de onda por fibra.

Pasa a ser poco práctico asociar una dirección IP con cada fin de cada enlace físico, para representar cada enlace como una adyacencia separada de ruta, y para advertir y mantener estados de enlace para cada uno de estos enlaces. Para ese propósito, GMPLS realza el encaminamiento MPLS y los modelos de direccionamiento para incrementar su escalabilidad. Dos mecanismos opcionales pueden ser usados para incrementar la escalabilidad del direccionamiento y del encaminamiento: los enlaces innumerados y las uniones de enlace. Estos dos mecanismos pueden también ser combinados y requieren extensiones para señalizar (RSVP-TE y CR-LDP) y encaminar protocolos (OSPF-TE y IS-IS-TE).

5.4 - Encaminamiento explícito y control de etiqueta explícito

Usando una ruta explícita, la ruta tomada por una LSP puede ser controlada más o menos de forma precisa. Típicamente, el nodo en la cabecera/cola de una LSP, encuentra una ruta explícita y construye un objeto de Ruta Explícita (ERO)/TLV (Tipo, Longitud, Valor) que contiene esa ruta.

Posiblemente, el nodo extremo no construye cualquier ruta explícita, y justamente transmite una solicitud de señalización a un LSR vecino por defecto. Por ejemplo, una ruta explícita podría ser añadida a un mensaje de señalización por el primer nodo de conmutación, en nombre del nodo extremo. Hay que tener en cuenta también que una ruta explícita es alterada por LSRs (label switching router) intermedios durante su progresión hacia el destino.

La ruta explícita está definida originalmente por la MPLS-TE, con una lista de nodos abstractos (p.ej. grupos de nodos) a través de la ruta explícita. Cada nodo abstracto puede ser una dirección prefijo IPv4 o una dirección prefijo IPv6. Esta capacidad permite al generador de la ruta explícita tener información incompleta sobre los detalles de la ruta, de hecho, en el caso más simple, un nodo abstracto puede ser una dirección IP completa (32 bits) que identifica a un nodo específico (llamado un nodo simple abstracto).

Esta ruta explícita fue extendida para incluir números de interfaz como nodos abstractos para soportar interfaces innumerados y más extendido por GMPLS para incluir etiquetas como si fueran nodos abstractos. Además, tener etiquetas en una ruta explícita, es una característica importante que permite controlar la colocación de una LSP con una granularidad muy buena. Esto es más probable que sea usado para enlaces TDM (time division multiplexing), LSC (layer switch capable) y FSC (fiber switch capable).

En particular, el control de etiqueta explícito en la ruta explícita, permite terminar una LSP en un puerto saliente particular de un nodo de egreso. 

Cuando el control de etiqueta explícito es usado junto con un algoritmo de optimización, puede producir rutas explícitas muy detalladas, incluyendo la etiqueta (timeslot) para usar en un enlace, para así poder minimizar la fragmentación de la multiplexación SONET/SDH en el interfaz correspondiente.

5.5 - Modificación LSP y Re-encaminamiento LSP 

La modificación LSP (label switched path) y el re-encaminamiento son dos características ya disponibles en la MPLS-TE. La GMPLS no añade nada nuevo. Solo que el re-encaminamiento es posible con el concepto de “hacer-antes-de-romper”, con lo cual una antigua ruta es todavía usada mientras una nueva ruta es configurada evitando una doble reserva de recursos. Después, el re-encaminamiento puede “abrir” la nueva ruta y “cerrar” la ruta antigua. Esta característica es soportada con el RSVP-TE (usando filtros explícitos distribuidos) y el CR-LDP (usando el flag de indicador de acción).

La modificación LSP consiste en cambiar algunos parámetros LSP, pero normalmente sin cambiar la ruta. Esto es realizado usando el mismo mecanismo que en el caso del re-encaminamiento, sin embargo, la semántica de la modificación LSP diferirá de una tecnología a otra.

5.6 - Protocolo RSVP-TE. Grabación de ruta (13)

Para mejorar la fiabilidad y la manejabilidad de la LSP establecida, el concepto de la grabación de la ruta fue introducido en RSVP-TE para funcionar bajo las siguientes directrices:

	Primero, un mecanismo de grabación de ruta recoge información de la ruta detallada “up-to-date” en una base salto-a-salto durante el proceso de configuración LSP. Este mecanismo proporciona información importante a los nodos de origen y de destino, por lo que cualquier cambio de ruta intermedia en el tiempo de configuración, en caso de liberar la ruta explícita, será informado.

	Segundo, una ruta grabada puede ser usada como entrada (input) para una ruta explícita. Esto es útil si un nodo origen recibe la ruta grabada a partir de un nodo destino y lo aplica como una ruta explícita para “fijar la ruta”.


5.7 - Notificación expedida de determinados eventos en los nodos 

El mensaje de Notificación, es un mecanismo de notificación generalizado que difiere de los mensajes de error definidos en ese instante y que puede ser mandado a otro nodo que no sea el inmediato vecino de flujo ascendente o descendente. Además, el mensaje de Notificación no reemplaza los mensajes de error existentes y puede ser enviado:

a.	Normalmente, cuando los nodos no-objetivo reenvíen el mensaje de notificación al nodo objetivo.

b.	Encapsulado en una nueva cabecera IP cuyo destino es igual a la dirección IP objetivo.


5.8 - Administración del enlace. El protocolo LMP (16) (17)

En el contexto de GMPLS, un par de nodos (p.ej. un conmutador fotónico) pueden ser conectados por decenas de fibras, y cada fibra puede ser usada para transmitir cientos de longitudes de onda si es usada la DWDM, además múltiples fibras y/o múltiples longitudes de onda pueden también ser combinadas en uno o más enlaces para propósitos de encaminamiento. También hay que mencionar que para habilitar la comunicación entre nodos para encaminamiento, señalización, y gestión del enlace, los canales de control deben ser establecidos entre un par de nodos. En resumen, la gestión del enlace, es una colección de procedimientos útiles entre nodos adyacentes que producen servicios locales tales como la gestión del canal de control, la verificación de la conectividad del enlace, la correlación de la propiedad del enlace, y la gestión de los errores. Para rellenar estas operaciones ha sido definido el protocolo de gestión del enlace (LMP (link management protocol)). El LMP (link management protocol) ha sido creado para el contexto de GMPLS, pero es una caja de herramientas genérica que puede ser también usada en otros contextos.

En GMPLS, los canales de control entre dos nodos adyacentes no necesitan ser más largos para usar el mismo medio físico que los enlaces de datos entre esos nodos. Además, los canales de control que son usados para intercambiar la información del plano de control GMPLS, son independientes de los enlaces de datos. Por lo tanto, el LMP (link management protocol) fue designado para manejar los enlaces de datos, independientemente de las capacidades de esos enlaces de datos.

La administración del canal de control y los procedimientos de la propiedad de correlación del enlace son obligatorios para el LMP (link management protocol). La verificación de la conectividad del enlace y los procedimientos de administración de los errores, en cambio, son opcionales.


5.9 - Link Management Protocol (LMP) (16) (17)

Específicamente, el LMP (link management protocol) proporciona:

	mecanismos para mantener la conectividad del canal de control (mantenimiento del canal de control IP). La administración del canal de control es usada para establecer y mantener la conectividad entre nodos adyacentes, y consiste en un delicado mantenimiento realizado mediante el protocolo “Hello”, que es transmitido sobre el canal de control.

	mecanismos para verificar la conectividad física de los enlaces orientados a los datos (verificación de enlace). El procedimiento de verificación del enlace, es usado para verificar la conectividad física de los enlaces de componente, la cual tiene una importancia máxima debido a los errores humanos en el proceso de cableado.

	mecanismos para correlar o cambiar la información de los parámetros del enlace (correlación de los parámetros del enlace). El mensaje del sumario del enlace (LinkSummary) de LMP (link management protocol) facilita la función de correlación de los parámetros del enlace (IDs de enlace, mecanismos de protección, y prioridades) entre nodos adyacentes. Esto se hace cuando un enlace es primero actualizado y puede ser repetido una vez el enlace esté activo pero no con el proceso de verificación.

	mecanismos para tratar errores en el enlace (localización y notificación de falta). Una única característica del LMP (link management protocol) es que es capaz de localizar faltas en redes opacas y transparentes (independientemente del esquema de codificación y la tasa de bit usada para los datos).

El LMP (link management protocol) está definido en el contexto de GMPLS pero está especificado independientemente de la especificación de señalización GMPLS ya que, como hemos dicho anteriormente, es un protocolo local que funciona entre los planos de datos de los nodos adyacentes.

Consecuentemente, el LMP (link management protocol) puede ser usado en otros contextos, con protocolos de señalización que no son de GMPLS.

La señalización MPLS y los protocolos de ruta requieren almenos un canal de control bidireccional para comunicarse incluso si dos nodos adyacentes están conectados por enlaces unidireccionales. El LMP (link management protocol) puede ser usado para establecer, mantener y manejar estos canales de control.

La GMPLS no especifica como estos canales de control deben ser implementados, en cambio GMPLS requiere IP para transportar protocolos de señalización y encaminamiento sobre ellos. Los canales de control pueden ser “en banda” o “fuera de banda”, y algunas soluciones pueden ser usadas para transportar IP.

5.10 - Verificación de la conectividad del enlace 

La verificación de la conectividad del enlace es un procedimiento que puede ser usado para verificar la conectividad física de los enlaces de conducción de datos, así como el intercambio de identificadores de enlace que son usados en la señalización GMPLS.

Este procedimiento sería ejecutado inicialmente cuando un enlace de conducción de datos sea primero establecido, y después se ejecutaría periódicamente para todos los enlaces de conducción de datos que no estén asignados, es decir, que estén libres.

El procedimiento de verificación consiste en enviar mensajes de Test “in-band” (en banda) sobre los enlaces de conducción de datos. Esto requiere que los enlaces no asignados deban ser opacos, sin embargo, son especificados diferentes mecanismos para transportar los mensajes Test. Hay que tener en cuenta que, el mensaje de Test, es el único mensaje LMP (link management protocol) que es transmitido sobre el enlace de conducción de datos, y esos mensajes “Hello” continúan para ser intercambiados sobre el canal de control durante el proceso de verificación del enlace. También son testeados los enlaces de conducción de datos en la dirección de transmisión ya que son unidireccionales, por lo tanto, es posible que para los nodos vecinos en el contexto del LMP (link management protocol) se intercambien los mensajes de Test simultáneamente en ambas direcciones.

Para iniciar el procedimiento de verificación del enlace, un nodo debe primero notificar al nodo adyacente que empezará a enviar mensajes de Test sobre un enlace particular de conducción de datos, o sobre los enlaces componentes de un enlace unido particular. El nodo debe también indicar el número de enlaces de conducción que tienen que ser verificados, el intervalo en el cual los mensajes Test serán enviados, el esquema de codificación, los mecanismos de transporte que son soportados, la tasa de datos para los mensajes Test y, en el caso donde los enlaces de conducción corresponden a fibras, la longitud de onda sobre la cual los mensajes Test serán transmitidos. Además, los identificadores de enlace unido remoto y local serán transmitidos en ese instante para ejecutar la asociación de los enlaces componentes con los identificadores del enlace unido.


5.11 - Correlación de los parámetros del enlace 

Como parte del LMP (link management protocol), se ha definido un intercambio de la correlación de los parámetros del enlace. Este intercambio es usado para agregar múltiples enlaces de conducción de datos (p.ej. enlaces componentes) a un enlace unido. También hay que tener en cuenta que dicho intercambio puede ser dado en cualquier momento en que un enlace esté funcionando pero no mientras esté en proceso de verificación (ver la siguiente sección).

Esto permite, por ejemplo, la agrupación de enlaces componentes a un único enlace unido, un cambio en el ancho de banda del enlace reservable máximo y mínimo, un cambio de los identificadores de puerto, o un cambio de los identificadores de los enlaces componente en un enlace unido.

5.12 - El protocolo LMP como solución a los errores de administración del enlace 

El error de administración o de manejo, es un requerimiento importante desde el punto de vista operacional. El error de administración incluye normalmente: detección del error, localización del error y notificación del error. Cuando un error ocurre y es detectado (detección de error), un operador necesita conocer exactamente donde ocurrió (localización de error) y se debe notificar al nodo origen para tomar algunas medidas (notificación del error).

Hay que tener en cuenta que, aprovechando la localización de un error, se pueden utilizar también una serie de mecanismos específicos de restauración de la red.

En las nuevas tecnologías tales como la conmutación fotónica transparente, ningún método es definido para localizar un error y, por lo tanto, la información de error que es propagada debe ser enviada “fuera de banda” (a través del plano de control).

El LMP (link management protocol) proporciona un procedimiento de localización de errores que puede ser usado para localizar rápidamente errores en el enlace, notificando un error al nodo siguiente (upstream) (a través de un procedimiento de notificación de error). Un nodo vecino que detecta errores en el enlace de datos, enviará un mensaje LMP (link management protocol) a su vecino notificándole el error. Cuando un nodo recibe un fallo de notificación, puede correlar el fallo con los correspondientes puertos entrantes para determinar si el fallo está entre los dos nodos y, una vez el fallo ha sido localizado, pueden ser usados los protocolos de señalización para iniciar los procedimientos de restauración de enlace o de ruta.

6 - Etiquetas en GMPLS

6.1 - Etiqueta generalizada 


Para poder soportar dispositivos que conmutan en diversos dominios, GMPLS introduce nuevas modificaciones al formato de las etiquetas. El nuevo formato de la etiqueta se basa en una “etiqueta generalizada” que contenga la información para permitir que el dispositivo de recepción programe su conmutador y sus parámetros importantes sin importar su construcción (paquete, TDM (time division multiplexing), lambda, etc.). Una etiqueta generalizada puede representar un valor entero, una sola longitud de onda, una sola fibra, un solo timeslot o incluso puede ser más elaborada como una SONET/SDH o una etiqueta G.709. Las tradicionales etiquetas MPLS (p.ej. ATM, VCC, o IP) también se incluyen. La información que se encaja en una etiqueta generalizada incluye lo siguiente:

   1. Tipo de codificación LSP que indica qué tipo de etiqueta se está llevando (p.ej., paquete, lambda, SONET, etc.).

   2. Tipo de conmutación que indica si un nodo es un conmutador de paquetes, de timeslot, de longitud de onda, o de fibra.

   3. Un identificador general de la carga útil para indicar qué carga útil está siendo llevada por la LSP (p.ej., tributario virtual (VT), DS3, ATM, Ethernet, etc.).

La SDH y el SONET definen cada uno una estructura de multiplexación. Estas estructuras de multiplexación serán usadas como árboles nombrados para crear etiquetas únicas. Una etiqueta identificará la posición exacta (timeslot(s)) de una señal en una estructura de multiplexación. Desde el punto de vista de la estructura de multiplexación, SONET puede ser visto como un subgrupo de la estructura de multiplexación SDH, de hecho, el mismo formato de etiqueta es usado para SDH y SONET. 

Por otro lado, los nodos esperan conocer a partir del contexto que tipo de etiqueta esperar. Una etiqueta generalizada solo transporta un único nivel de etiqueta, es decir, no es jerárquica. Cuando son requeridos múltiples niveles de etiquetas (LSPs dentro de LSPs), cada LSP debe ser establecida separadamente.

6.2 - Solicitud de etiqueta generalizada 

La solicitud de etiqueta generalizada es un nuevo objeto/TLV (Tipo, Longitud, Valor) que será añadido a un mensaje de ruta RSVP-TE (en lugar de la solicitud de etiqueta regular) o a un mensaje de solicitud CR-LDP además de los ya existentes TLVs (Tipo, Longitud, Valor). Solo puede ser usada una solicitud de etiqueta por mensaje, así que una sola LSP puede ser solicitada por mensaje de señalización.

La solicitud de etiqueta generalizada proporciona tres parámetros característicos requeridos para soportar la solicitud de una LSP: el tipo de codificación LSP, el tipo de conmutación que debe ser usado y el tipo de campo de datos LSP llamado PID Generalizado (G-PID).

El tipo de codificación LSP indica el tipo de codificación que será usada con los datos asociados con la LSP, por ejemplo, el tipo de tecnología que es considerada, que en este caso puede ser SDH, SONET, Ethernet, ANSI, PDH, etc. 


6.3 - Etiqueta sugerida 

Un nodo upstream (anterior) puede sugerir opcionalmente una etiqueta a su nodo downstream (siguiente). El nodo downstream (siguiente) tiene el derecho de la denegación, y puede proponer sus propios derechos. Sin embargo, esta operación es crucial para los sistemas que requieren procesos donde se desperdicia tiempo y así pueden configurar su conmutador. Cabe recordar que una etiqueta en este caso, será utilizada para encontrar rápidamente la ruta interna entre un puerto de entrada y un puerto de salida. Las etiquetas sugeridas son también importantes en apresurar la disposición de las trayectorias de reserva (LSPs) para una LSP errónea. Sin embargo, si el dispositivo downstream (siguiente) rechaza la etiqueta sugerida y ofrece la suya propia, el dispositivo upstream (anterior) debe configurarse de nuevo con la nueva etiqueta.


6.4 - Grupo de etiqueta aceptable para notificar un error de etiqueta 

Hay casos en la MPLS tradicional y en la GMPLS que resultan en un mensaje de error y que contienen una indicación de “valor de etiqueta inaceptable”. Cuando estos casos ocurren, puede ser útil para el nodo que genera el mensaje de error, indicar que etiquetas serían aceptables. Para cubrir este caso, la GMPLS introduce la habilidad de transmitir tal información a través del “grupo de etiqueta aceptable”. Un grupo de etiqueta aceptable es llevado en mensajes de error a través de protocolos específicos apropiados. El formato de un grupo de etiqueta aceptable es idéntico al de un grupo de etiqueta genérico.


7 - Enlaces en GMPLS

7.1 - El enlace TE 

Por definición, un enlace TE (traffic engineering) es una representación en los “anuncios” del estado del enlace IS-IS/OSPF, y en la base de datos del estado del enlace de ciertos recursos físicos, y de sus propiedades, entre dos nodos GMPLS. 

Los enlaces TE son usados por el plano de control GMPLS (encaminamiento y señalización) para el establecimiento de las LSPs (label switched path).

Por lo tanto, un enlace TE es un enlace lógico que tiene una serie de propiedades de ingeniería de tráfico. Algunas de estas propiedades pueden ser configuradas en la anunciada LSR (label switching router), otras pueden ser obtenidas a partir de otros LSRs (label switching router) por medio de algunos protocolos, y todavía otros pueden ser deducidos a partir de los componentes del enlace TE.


7.2 - Enlaces innumerados (18)

Los enlaces innumerados son enlaces (o interfaces) que no tienen direcciones IP. Si se utilizan tales enlaces se tienen dos capacidades: la habilidad de especificar enlaces innumerados en la señalización TE de MPLS, y la habilidad de transportar información (TE) sobre enlaces innumerados en las extensiones IGP TE de IS-IS-TE y OSPF-TE.

En vez de asignar una dirección IP distinta a cada TDM (time division multiplexing) o enlace óptico, el concepto de “enlaces innumerados” se utiliza para no perder de vista estos tipos de enlaces. Esto es necesario debido a lo siguiente:

   1. 	El número de canales, de longitudes de onda, y de fibras de TDM (time division multiplexing) puede alcanzar fácilmente un punto donde su gestión o tratamiento, por dirección IP, la hará muy lenta en cuanto a tiempo.

   2. 	Las direcciones IP se consideran recursos escasos.

Como los enlaces innumerados no están identificados por una dirección IP, cada extremo necesita algún otro identificador local hacia el LSR al cual pertenece el enlace. Los LSRs en los dos puntos extremos de un enlace innumerado se intercambian el uno con el otro los identificadores que ellos asignan al enlace. Se puede conseguir intercambiar los identificadores por configuración, por medio de un protocolo como el LMP (link management protocol), por medio de los protocolos RSVP-TE/CR-LDP, o por medio de extensiones IS-IS (IS-IS-TE) o OSPF (OSPF-TE).


7.3 - Protección del enlace 

La información de protección es llevada en el nuevo Objeto/TLV (Tipo, Longitud, Valor) de información opcional de protección. Esto indica la protección del enlace deseada en ese instante para cada enlace de una LSP. Hay que tener en cuenta que GMPLS anuncia las capacidades de protección de un enlace mediante los protocolos de encaminamiento. Los algoritmos de computación de ruta pueden considerar esta información cuando se computan las rutas para configurar las LSPs (label switched path).

La información de protección también indica si la LSP es una ruta primaria o una secundaria. Una LSP secundaria es una copia (back up) de una LSP primaria. Los recursos de una LSP secundaria no son usados normalmente hasta que la LSP primaria falte, pero estos pueden ser usados por otras LSPs hasta que la LSP primaria derive sobre la LSP secundaria. En este punto, cualquier LSP que esté usando los recursos para la LSP secundaria debe ser privada de los mismos.

Seis tipos de protección de enlace están actualmente definidos como “flags” individuales y pueden ser combinados: realzados, dedicados 1+1, dedicados 1:1, distribuidos, desprotegidos y con extra de tráfico. 


7.4 - Unión de enlaces (19)

Se espera que una red óptica despliegue centenares de fibras paralelas, y cada centenar de fibras lleven millares de lambdas entre dos nodos. Para evitar una base de datos del estado de enlace de gran tamaño, y para proporcionar un mejor escalado de la red, GMPLS ha introducido el concepto de unión de enlaces.

La unión de enlaces permite juntar varios enlaces en uno, y para informar de ello se utilizan los protocolos OSPF e IS-IS. Aunque, con el nivel creciente de abstracción, se pierde cierta información, este método reduce enormemente el tamaño de la base de datos del estado del enlace y del número de uniones que necesitan ser anunciadas. El enlace lógico resultante es llamado como un enlace unido o adyacencia de reenvío (FA-LSP) debido a que sus enlaces físicos son llamados enlaces de componente y son identificados por índices de interfaz. Un enlace unido necesita solamente un canal del control para así reducir el número de mensajes de señalización y de encaminamiento. Hay que tener en cuenta que un enlace unido es justamente otro tipo de enlace TE. La actividad del enlace unido está determinada por la actividad de cada uno de sus enlaces componentes y un enlace unido se puede decir que está activo cuando almenos uno de sus enlaces componentes está activo.

La GMPLS permite flexiblemente unir los enlaces de LSPs (label switched path) que fueron anunciadas como uniones mediante el protocolo OSPF. (Ver el apartado de Jerarquía de LSP).

Hay restricciones en la unión de enlaces para limitar la suma de pérdidas producidas por la extracción de información. Éstas son las siguientes:

   1. Todos los enlaces que abarcan un enlace unido deben comenzar y terminar en el mismo par de LSRs.

   2. Todos los enlaces que abarcan un enlace unido deben de ser del mismo tipo de enlace (p.ej., PTP o multicast).

   3. Todos los enlaces que abarcan un enlace unido deben tener el mismo tráfico métrico (p.ej., tipo o ancho de banda de protección).

   4. Todos los enlaces que abarcan un enlace unido deben tener la misma capacidad-PSC (packet switch capable) de la conmutación, TDMC, LSC (layer switch capable), o FSC (fiber switch capable).

Los enlaces unidos dan lugar a la pérdida de granularidad en los recursos de la red. Sin embargo, si se reducen las entradas de la base de datos del estado del enlace (se reduce la suma de información que tiene que ser manipulada por OSPF y/o IS-IS) y se aumenta la velocidad en las operaciones de búsqueda de la tabla, se compensa de largo toda la información perdida.

Ejemplo de enlace unido o adyacencia de reenvío (FA- LSP)





	Figura 4 - Adyacencia de la expedición


7.5 - Enlace unido innumerado o FA-LSP innumerada (19) 

Un enlace unido puede por si mismo ser numerado o no numerado independientemente de si los enlaces componentes son numerados o no. Esto afecta a cómo el enlace unido es anunciado en IS-IS/OSPF y el formato de los objetos de ruta explícita (EROs) de la LSP que atraviesa el enlace unido. Además, los identificadores innumerados del interfaz para todos los enlaces innumerados salientes de un LSR (label switching router) dado (ya sean enlaces componente, adyacencias próximas o enlaces unidos) deben ser únicos en el contexto de ese LSR (label switching router).

8 - Rutas de Conmutación de etiqueta (LSPs) en GMPLS

8.1 - Creación de LSPs (label switched path) en redes basadas en GMPLS (20) 





Figura 5 – Establecimiento de una LSP a través de redes heterogéneas con GMPLS


Para establecer la LSPpc entre el LSR1 y el LSR4, las otras LSPs (label switched path) en las otras redes se deben establecer para hacer un túnel de LSPs (label switched path) en la jerarquía más baja. Por ejemplo, en la Figura 5, LSP1T1 llevará LSP1, LSP2, y LSP3 si todas las LSPs (label switched path) se pueden establecer en la red.

Esto es conseguido enviando un mensaje de petición de etiqueta de ruta downstream a la destino que lleve la jerarquía más baja LSP. Por ejemplo, el DSCi envía este mensaje a OXC1 (optical cross-connect), destinado para DSCe. Cuando es recibido por el OXC1 (optical cross-connect), entonces creará una LSP entre él y el OXC2 (optical cross-connect). Solamente cuando se establezca esta LSP (LSPl), se podrá establecer una LSP entre DSCi a DSCe (LSPtdi).
 
El mensaje de petición de etiqueta de ruta contiene una petición generalizada de la etiqueta con el tipo de LSP, y su tipo de carga útil (p.ej., DS3, VT, etc.). Los parámetros específicos tal como el tipo de señal, la protección local, la LSP bidireccional, y las etiquetas sugeridas están todos especificados en este mensaje. El nodo downstream (en sentido descendente) enviará detrás una etiqueta Resv tras el mensaje incluyendo una etiqueta generalizada que pueda contener varias etiquetas generalizadas.

Cuando la etiqueta generalizada es recibida por el router LSR, se puede entonces establecer una LSP con su par vía protocolo RSVP por dominio de la red. En la Figura 5, se da la siguiente secuencia:

   1. La LSP se establece entre el OXC1 y el OXC2 (LSPl) y es capaz de entregar la longitud de onda OC-192 al túnel en LSPs de TDM.
   2. La LSP se establece entre el DSCi y el DSCe (LSPtdi).
   3. La LSP se establece entre el DS1 y el DS-2 (LSPs, label switched path) interno dentro de las dos redes de TDM (time division multiplexing).
   4. La LSP se establece entre el LSR2 y el LSR3 (LSPpi).
   5. La LSPpc se establece entre el LSR1 y el LSR4.


8.2 - Como solicitar una LSP 

Una LSP es establecida enviando una solicitud de mensaje de etiqueta/ruta downstream (en flujo descendente) hacia el destino. Este mensaje contiene una solicitud de Etiqueta Generalizada con el tipo de LSP y su tipo de datos. Un objeto de Ruta Explícito (ERO) es también añadido normalmente al mensaje, pero esto puede ser añadido y/o completado por el primer router LSR por defecto.

El ancho de banda solicitado es codificado con el protocolo RSVP-TE, o en los parámetros de tráfico marcados por el protocolo CR-LDP. Los parámetros específicos para una tecnología dada son dados en estos parámetros de tráfico, tal como el tipo de señal, la concatenación y/o la transparencia para una LSP de SONET/SDH. 

La protección local solicitada por el enlace puede ser solicitada usando el objeto/TLV (Tipo, Longitud, Valor) de protección de información. 

Si la LSP es bidireccional, una etiqueta upstream (de flujo ascendente) es también especificada en el mensaje de solicitud de ruta/etiqueta. 

Adicionalmente, una etiqueta sugerida, un grupo de etiqueta y una etiqueta de banda de longitudes de onda, pueden también ser incluidas en el mensaje.


8.3 - Jerarquía LSP 





		Figura 6 - Jerarquía de la red






		Figura 7 - LSPs (label switched path) jerárquico

Cuando una LSP se está estableciendo a partir de la red de acceso, puede requerir el establecimiento de otras LSPs a lo largo de su trayectoria extremo a extremo (end-to-end). Estas LSPs intermedias se pueden establecer en los dispositivos basados en TDM (time division multiplexing) y/o LSC (layer switch capable). Estos dispositivos tienen diversas características internas, y, por lo tanto, GMPLS debe acomodar estas diferencias a fin de apresurar el establecimiento de las LSPs extremo a extremo (end-to-end).


8.4 - LSPs (label switched path) bidireccionales 

La red de protección (p.ej, contra cortes de fibra) en redes ópticas se basa en una fibras de reserva, tales como BLSR de cuatro cables o arquitecturas de dos hilos de BLSR. Semejantemente, es importante que las LSPs sean protegidas para así proteger a la red. Esto es logrado estableciendo dos LSPs, donde cada una de ellas es unidireccional y así cada una protege a la otra.

La GMPLS apoya la disposición de LSPs bidireccionales vía un sistema de mensajes de gestión de protocolo (p.ej., protocolos RSVP y RESV). Esto ayuda a evitar un intercambio erróneo de los mensajes de control, de las condiciones de la ruta, de las operaciones de búsqueda de rutas adicionales, y de la configuración de las trayectorias internas de entrada-salida en un conmutador óptico.

Una LSP simétrica bidireccional tiene los mismos requerimientos de ingeniería de tráfico, incluyendo distribución de destino, la protección y la restauración, los LSRs (label switching router), y los requerimientos de recursos (p.ej. cadencia y jitter) en cada dirección.

Normalmente para establecer una LSP bidireccional cuando se usa RSVP-TE (traffic engineering) o CR-LDP, dos rutas unidireccionales deben ser establecidas independientemente. Esta aproximación tiene las siguientes desventajas:

1 – La cabecera de control es dos veces la de una LSP unidireccional. Esto es porque los mensajes de control separados (p.ej. Ruta y Resv) deben ser generados para ambos segmentos de la LSP bidireccional.

2 – La selección de la ruta es complicada porque los recursos están establecidos en segmentos separados. 

Para LSPs bidireccionales, deben ser asignadas dos etiquetas y la configuración LSP bidireccional es indicada por la presencia de una etiqueta de flujo ascendente en el mensaje de señalización apropiado.


8.5 - Resolución de contenciones en la LSP bidireccional

La contención para etiquetas puede ocurrir entre dos solicitudes de configuración LSP bidireccional viajando en direcciones opuestas. Esta contención ocurre cuando ambos lados asignan los mismos recursos (puertos) en el mismo instante. La señalización GMPLS define un procedimiento para resolver esa contención, básicamente hace que el nodo con el ID de nodo más alto gane la contención. Para reducir la probabilidad de contención, también existen otros mecanismos.

9 - Canales de control en GMPLS

9.1 - Los canales de control 

El protocolo LMP es usado para establecer y mantener canales de control entre los nodos. Los canales de control funcionan independientemente de los enlaces TE, y pueden ser usados para intercambiar información del plano de control MPLS tal como la señalización, el encaminamiento, y la información de administración del enlace.

Un canal de control puede ser configurado explícitamente o seleccionado automáticamente.

Una consecuencia de permitir canales de control entre dos nodos es que la vida de un canal de control no está necesariamente correlada con la vida de los enlaces de conducción de datos, y viceversa. Por lo tanto, han sido desarrollados nuevos mecanismos en el LMP para manejar los enlaces, en términos de aprovisionamiento del enlace y de falta de aislamiento.

El LMP no especifica el mecanismo de señalización de transporte usado en el canal de control, sin embargo afirma que los mensajes transportados sobre un canal de control deben ser “codificados” con IP. También es asignado un identificador de canal de control entero de 32 bits y no nulo (CCId) a cada dirección de un canal de control.

Si un grupo de canales de control tienen un nodo par común y soportan las mismas capacidades LMP, entonces los mensajes del canal de control LMP (excepto los mensajes de configuración, y de Hello) pueden ser transmitidos sobre cualquiera de los canales de control activos sin coordinación entre los nodos locales y los remotos. Para el LMP, es esencial que almenos un canal de control esté siempre disponible y que, en caso de error en el canal de control, pueda ser posible usar un canal alternativo de control activo sin coordinación.


9.2 - Separación del canal de control en GMPLS 

En GMPLS, los canales de control están separados de los canales de datos. Realmente, un canal de control puede ser implementado completamente fuera de banda por varias razones, por ejemplo cuando el canal de datos no puede llevar información de control en banda.

Es necesario transportar información adicional en la señalización para identificar el canal de datos particular que está siendo controlado. GMPLS soporta identificación explícita del canal de datos proporcionando un interfaz de información de identificación. GMPLS permite el uso de un número de esquemas de identificación de interfaz incluyendo direcciones IPv4 o IPv6, índices de interfaz (para interfaces no numerados) e interfaces componente (para interfaces unidos). Los interfaces unidos no numerados también son soportados.

La elección del interfaz de datos siempre es realizada por el emisor del mensaje de solicitud de etiqueta.

Por contra, para las LSPs (label switched path) bidireccionales, el emisor escoge el interfaz de datos en cada dirección.


9.3 - El protocolo Hello 

Cada canal de control negocia individualmente sus parámetros de canal de control y mantiene la conectividad usando un protocolo de rápido funcionamiento llamado “Hello”. Este es requerido si los mecanismos de nivel más bajo no están disponibles para detectar fallos en el enlace.

El protocolo “Hello” de LMP reaccionará rápidamente para controlar fallos en el canal.

Este protocolo consiste de dos fases: una fase de negociación y una fase de mantenimiento. La fase de negociación permite la negociación de algunos parámetros básicos del protocolo “Hello”, como la frecuencia “Hello”, y la fase de mantenimiento consiste de un rápido intercambio de mensajes “Hello” de peso ligero bidireccionales.

9.4 - Plano de control común para GMPLS 

El encaminamiento IP ha evolucionado para incluir una nueva funcionalidad por debajo del paraguas del multiprotocolo por conmutación de etiqueta (MPLS), y ha sido realizado un trabajo decente sobre el MPLS, como un plano de control que puede ser usado no solamente con routers, sino también con equipamientos heredados de otras tecnologías (por ejemplo SONET, etc.) y equipos más nuevos como OXCs (optical cross-connect). Estos esfuerzos ofrecen al plano de control común estandarizado, un componente esencial en la evolución de las redes ópticas. 

Un plano de control común proporciona las siguientes ventajas:

	simplifica operaciones y gestiona, lo cual reduce el coste de la red.
	Abastece un amplio rango de escenarios de despliegue, desde el modelo de superposición al de pares/homólogos (estos modelos serán explicados al detalle más adelante).

9.5 - Funciones del plano de control GMPLS 

El plano de control GMPLS permite un control total de los dispositivos de red. Dicho plano proporciona las siguientes funciones:


-	Descubrimiento de vecinos (Neighbor Discovery)

-	Distribución del estado de los enlaces (Dissemination of Link Status)

-	Gestión del estado de la tipología (Typology State Management): Los protocolos OSPF e IS-IS, pueden ser usados para controlar y gestionar la tipología del estado del enlace.

-	Gestión de trayecto (Path Management): Para establecer los trayectos extremo a extremo se puede usar LDP, CR-LDP o RSVP.

-	Gestión del Enlace (Link Management)

-	Protección y Recuperación (Protection and Recovery): En GMPLS, en lugar de tener un anillo de respaldo (backup) para el anillo primario como mecanismo de protección, la red crea una red en malla que permite tener diferentes caminos alternativos.

9.6 - Errores en el plano de control

A continuación mencionamos los dos mayores tipos de errores que pueden impactar en un plano de control GMPLS. El primero, referido a un error del canal de control, relata el caso en que la comunicación de control es perdida entre dos nodos vecinos. Si el canal de control es utilizado junto con el canal de datos, el procedimiento de recubrimiento del canal de datos solventaría el problema. Si el canal de control es independiente del canal de datos, se requieren procedimientos adicionales para solucionar ese problema. El segundo, referido a errores del nodo, se da cuando el nodo pierde su estado de control (por ejemplo después de un reinicio) pero no descarta el estado de reenvío de los datos.

En redes de transporte, diferentes tipos de errores de planos de control no tendrían impacto de servicio en las conexiones existentes. Bajo tales circunstancias, debe existir un mecanismo para detectar un error en el control de la comunicación, y un procedimiento de recubrimiento debe garantizar la integridad de la conexión en ambos extremos del canal de control.

Para un error del canal de control, una vez la comunicación es reestablecida, los protocolos de encaminamiento son naturalmente capaces de recubrirlo, pero los protocolos de señalización correspondientes deben indicar que los nodos han mantenido su estado a través del error. El protocolo de señalización debe también asegurar que cualquier cambio de estado que fue instanciado durante el error, es sincronizado entre los nodos.






10 - Resumen de los protocolos de GMPLS 


La evolución de MPLS a GMPLS ha ampliado la señalización (RSVP-TE, CR-LDP) y los protocolos de encaminamiento (OSPF-TE, IS-IS-TE). Dichas extensiones acomodan las características de la TDM/SONET y de las redes ópticas.

Un nuevo protocolo, el protocolo de gestión del enlace (LMP), se ha introducido para manejar y para “mantener la salud” de los planos de control y de los datos entre dos nodos vecinos. El LMP (link management protocol) es un protocolo basado en IP que incluye extensiones a RSVP-TE y a CR-LDP.

La Tabla 1 resume estos protocolos y las extensiones para GMPLS.

Protocolos	Descripción
Encaminamiento	OSPF-TE, IS-IS-TE 	Las características principales son como sigue: tipo de acoplamiento-protecciónacoplamientos en ejecución derivados (adyacencia de la expedición) para la escalabilidad (scalability) mejoradaAceptar y anunciar acoplamientos sin la identificación del acoplamiento del IPIdentificación entrante y saliente de interfazDescubrimiento de la ruta para el apoyo que es diferente de la ruta primaria (grupo de acoplamiento de riesgo)
Señalización	RSVP-TE (13), CR-LDP (14)	Protocolos de señalización para el establecimiento de LSPs (label switched path) y el tráfico dirigido. Los pasos de funcionamiento principales son como sigue: Intercambio de etiqueta para incluir las redes non-packet (etiquetas generalizadas).Establecimiento de LSPs (label switched path) bidireccionales.Señalización para el establecimiento de una ruta de reserva (información de la protección).Apresurar la asignación de la etiqueta vía etiqueta sugerida.La conmutación de una banda de longitudes de onda fija las longitudes de onda siguientes a conmutar.
Gestión del acoplamiento	LMP (link management protocol)	Gestión del Canal de Control: Establecer los parámetros de acoplamiento (p.ej., frecuencia en enviar mensajes) y asegurar la seguridad de un acoplamiento (protocolo Hello).Verificación del Acoplamiento-Conectividad: Asegura la conectividad física del acoplamiento entre los nodos vecinos. Correlación de la Característica de Acoplamiento: Identificación de las características del acoplamiento de los nodos adyacentes (p.ej, mecanismo de protección).Aislamiento de fallos: Aísla averías solas o múltiples en el dominio óptico.

	Tabla 1 - Protocolos de GMPLS





	Figura 8 - La arquitectura de protocolos de GMPLS

Observar que el protocolo de encaminamiento IS-IS-TE es similar a OSPF-TE con excepción del hecho de que, en vez del IP, el protocolo de red no orientado a conexión (CLNP) es utilizado para llevar la información de IS-IS-TE.

11 - Conmutación Fotónica

11.1 - Conmutación de longitud de onda: La conmutación de banda de longitudes de onda 

Un caso especial de conmutación de longitud de onda es la conmutación de banda de longitudes de onda. Una banda de longitudes de onda representa un grupo de longitudes de onda contiguas, las cuales pueden ser conmutadas juntas dando lugar a una nueva banda de longitudes de onda. Por razones de optimización, puede ser deseable para una conmutación (cross-connect) fotónica, conmutar ópticamente múltiples longitudes de onda como una unidad ya que puede reducir la distorsión en las longitudes de onda individuales y puede permitir una separación más ajustada de las mismas. Para soportar este caso especial se define una etiqueta de una banda de longitudes de onda por lo que se define otro nivel de jerarquía de etiqueta y, como toda la banda de longitudes de onda es tratada de la misma manera, todas las otras etiquetas de las capas superiores son tratadas de la misma forma.


En este contexto, es utilizada una etiqueta generalizada para una banda de longitudes de onda y contiene tres campos, un ID de banda de longitudes de onda, una etiqueta de Inicio y una de Fin. A las etiquetas de Inicio y Fin se les asignan identificadores de longitud de onda de valor más bajo, y el valor de longitud de onda más alto caracterizará a la banda de longitudes de onda.

11.2 - Conmutador fotónico y senda óptica 






Figura 9 - Jerarquía de interfaces conmutados de GMPLS


12 - Administración de la red GMPLS

Los proveedores de servicios (SPs) usan la administración de red extensivamente para configurar, monitorizar o aprovisionar varias interfícies en su red. Es importante notar que un equipamiento de SP puede ser distribuido a través de sitios separados geográficamente haciendo incluso más importante la administración distribuida. El proveedor de servicio utilizaría un sistema NMS y protocolos de administración estándar tales como el SNMP y los módulos relevantes MIB como los interfaces estándar para configurar, monitorizar y aprovisionar equipos en varias localizaciones. El proveedor de servicio puede también desear usar el interfaz de comando de línea (“command line interface”) (CLI), sin embargo, no es una solución estándar o recomendada porque no hay un lenguaje CLI o interfaz estándar. Desde que GMPLS comprende muchas capas diferentes del plano de control y tecnología del plano de datos, es importante para los interfaces de administración en esta área, que sean lo suficientemente flexibles para permitir al administrador (manager) manejar GMPLS fácilmente y de una forma estándar.

12.1 - Sistema de Gestión de la Red GMPLS 

El parámetro más importante de manejar en una red IP tradicional, es la dirección IP. En cambio, el sistema de gestión de red de GMPLS necesita no perder de vista varios millares (incluso millones) de LSPs (label switched path) para su estado operacional, para encaminar las rutas, la ingeniería del tráfico, etc. Esto hace al sistema de gestión de red GMPLS más complejo en cuanto a la gestión de la red IP tradicional.


12.2 - Sistemas de administración de red (NMS, Network Management Systems) 

El sistema NMS lo que hace es mantener la información colectiva sobre cada interfície dentro del sistema. Hay que tener en cuenta que, el sistema NMS, puede realmente estar comprendido de algunas aplicaciones distribuidas (por ejemplo agregadores de alarma, consolas de configuración, aplicaciones de “polling” (votos (dar y recibir) etc.) que colectivamente comprendan los NMS de los SP (proveedores de servicio). De este modo, esto puede hacer que las decisiones de aprovisionamiento y mantenimiento tengan un completo conocimiento de la red completa de los SP. La información de configuración o aprovisionamiento (por ejemplo solicitudes para nuevos servicios) podrían ser introducidas en la NMS, y subsecuentemente distribuidas vía SNMP hacia los equipos remotos. Así, se consigue que la tarea de los proveedores de servicios de administración de la red sea mucho más compacta y trabajada, mejor que tener que administrar cada interfície o equipo individualmente (por ejemplo vía CLI).

12.3 - Herramientas de administración de la red GMPLS 

Como en las redes tradicionales, las herramientas estándar como la ruta trazada y el “ping” son necesarios para debugar y ejecutar la monitorización de redes GMPLS. Los protocolos de control GMPLS necesitarán exponer ciertas piezas de información para que estas herramientas puedan funcionar correctamente y puedan producir una información adecuada a GMPLS. Estas herramientas estarían disponibles a través del CLI y deberían también estar disponibles para una invocación remota a través del interfaz SNMP.


12.4 - Error de correlación entre múltiples capas de GMPLS 

Debido a la naturaleza de GMPLS, y que esas capas potenciales pueden estar envueltas entre el control y la transmisión de datos GMPLS, y la información de control, se requiere que un error en una capa sea pasado a las capas adyacentes más altas y más bajas para notificarles el error.

Sin embargo, debido a la naturaleza de estas capas, es posible e incluso probable, que cientos o incluso miles de notificaciones puedan necesitar transpirarse (o transpirar) entre capas. Esto es indeseable por diferentes razones. Primero, estas notificaciones saturarán el equipo (o la interfície). Segundo, si las interfícies son programadas para emitir notificaciones SNMP entonces el gran número de notificaciones que el equipo tiene que hacer para emitir puede saturar la red con una tormenta de notificaciones. Además, incluso si el equipo emite las notificaciones, el NMS (Network Management System) debe procesar estas notificaciones tanto si se trata de saturación de información o de información de proceso redundante. 

Los equipos que soportan GMPLS proporcionarían mecanismos para agregar, resumir, habilitar y deshabilitar notificaciones entre capas por las razones descritas más arriba. Los sistemas NMS (Network Management System) y las herramientas estándar, las cuales procesan notificaciones o mantienen el trazo de las muchas capas en cualquier equipo dado, deben ser capaces de procesar la inmensa suma de información que a su vez puede ser potencialmente emitida por interfícies de red haciendo funcionar GMPLS en cualquier instante en el tiempo.

13 - Protección y Restauración de LSPs para GMPLS 

Esta sección se discuten principios de protección y restauración (P&R) para LSPs de GMPLS. En un futuro, cuantos más mecanismos de P&R para GMPLS sean definidos, la cosa mejorará sustancialmente. 

-	Estos métodos solo son aplicables cuando un error que perjudica las LSP(s) ocurre en el plano de datos/transporte. 

-	Los mecanismos P&R son en general designados para tratar errores simples.

13.1 - Fases diferenciadas en Protección y Restauración de LSPs para GMPLS 

El recubrimiento de un fallo de la red o deterioro tiene lugar en distintas fases, incluyendo detección de error, error de localización, notificación, recubrimiento y reversión del tráfico (retornar el tráfico a la LSP original de trabajo o a uno nuevo).

	La detección de error es de tecnología o implementación dependiente. En general, los errores son detectados por mecanismos de capas más bajas (por ejemplo SONET/SDH). Cuando un nodo detecta un error, una alarma puede ser pasada a una entidad GMPLS, la cual tomará acciones apropiadas.

	La localización del error puede ser dada con la ayuda de GMPLS, por ejemplo usando LMP (link management protocol). 

	La notificación del error puede también ser lograda a través de GMPLS, por ejemplo usando notificación GMPLS RSVP-TE/CR-LDP.

13.2 - Dominios y Capas de un esquema de Protección y Restauración 

Para describir la arquitectura P&R, uno debe considerar dos dimensiones de jerarquía:

	Una jerarquía horizontal consistente de múltiples dominios P&R, la cual es importante en un esquema de protección de LSPs.

Un dominio administrativo puede consistir también de un dominio P&R simple o una concatenación de algunos dominios P&R más pequeños. El operador puede configurar dominios P&R, basándose en requerimientos de clientes, y en topologías de red y restricciones de ingeniería de tráfico.

	Una jerarquía vertical consistente de múltiples capas de P&R con variación de granularidades (flujos de paquete, colas STS, rutas de luz, fibras,…). En ausencia de una coordinación P&R adecuada, un fallo puede propagarse desde un nivel al siguiente dentro de una jerarquía P&R. Esto puede dar lugar a “colisiones”, y acciones de recubrimiento simultáneas pueden conducir a una reducida utilización de los recursos, o inestabilidades. Así, es necesaria una estrategia de escalado consistente para coordinar recubrimientos a través de dominios y capas. El hecho de que GMPLS puede ser usado en diferentes capas podría simplificar esta coordinación.

Hay dos tipos de estrategias de escalado: “bottom-up”(de abajo a arriba) y “top-down” (de arriba abajo). La aproximación “bottom-up” asume que los esquemas de recubrimiento de “lower-level” (bajo-nivel) son más convenientes. Por lo tanto podemos inhibir o mantener alejado un nivel más alto de P&R. La aproximación “top-down” intenta un servicio P&R en los niveles más altos antes de invocar un “nivel más bajo” P&R. La capa más alta de P&R es un servicio selectivo, y permite un reencaminamiento por CoS o por LSP.

Son necesarios estudios de nivel de servicio (SLAs) entre operadores de red y sus clientes para determinar las escalas de tiempo necesarias para la P&R en cada capa y en cada dominio.

13.3 - Ventajas de mapear para recursos de Protección y Restauración 

Una ventaja de mapear es que una LSP puede usar diferentes esquemas P&R en diferentes segmentos de una red (por ejemplo algunos enlaces pueden ser protegidos en toda su extensión, mientras otros segmentos de la LSP pueden utilizar protección de anillo).

Una alternativa al uso de niveles de servicio es, para una aplicación, especificar el grupo de mecanismos específicos P&R que van a ser usados cuando se está estableciendo la LSP. Esto permite una mayor flexibilidad en el uso de diferentes mecanismos para conocer los requerimientos de aplicación. Una diferenciación entre estos niveles de servicio es el tiempo de interrupción de servicio en el caso de fallos en la red, el cual es definido como la longitud de tiempo que transcurre cuando ocurre un fallo y cuando la conectividad es reestablecida. La elección del nivel de servicio (o esquema P&R) sería dictada por los requerimientos de servicio de diferentes aplicaciones.

13.4 - Clasificación de las características de mecanismos de P&R 








13.5 - Técnicas de protección

En cuanto a protección, los recursos entre dos puntos finales son establecidos antes del error, y la conectividad después del error es lograda simplemente por la conmutación ejecutada en los puntos finales de protección.

La protección asesta unos tiempos de reacción extremadamente rápidos y puede contar con el uso de campos de cabecera de control para conseguir una buena coordinación. Los mecanismos de protección pueden ser clasificados según el nivel de redundancia y de distribución.

13.6 - Técnicas de restauración 

En contraste, la restauración usa señalización después del error para seleccionar recursos a través de la ruta de recubrimiento.

Los mecanismos de restauración cuentan con protocolos de señalización para coordinar acciones de conmutación durante el reestablecimiento.

Usando estas estrategias, los siguientes mecanismos de reestablecimiento pueden ser definidos.

Mecanismos de reestablecimiento: esquemas de protección

Hay que tener en cuenta que los esquemas de protección están usualmente definidos en formas tecnológicas específicas, pero esto no impide otras soluciones.

	Protección de enlace 1+1: Dos recursos pre-aprovisionados son usados en paralelo. Por ejemplo, los datos son transmitidos simultáneamente en dos enlaces paralelos y un selector es usado en el nodo de recepción para escoger la mejor fuente.

	Protección de enlace 1:N: Los recursos de trabajo (trabajo N, 1 backup) son pre-aprovisionados. Si un recurso de trabajo falla, los datos son conmutados hacia los recursos de protección, usando un mecanismo de coordinación (por ejemplo en bytes de cabecera). Más generalmente, N recursos de trabajo y M recursos de protección pueden ser asignados para la protección del enlace M:N.

	Protección realzada: Varios mecanismos tales como anillos de protección pueden ser usados para realzar el nivel de protección más allá de simples fallos del enlace y para incluir la habilidad de conmutar sorteando un fallo de nodo o múltiples fallos de enlace dentro de una extensión, basada en una topología pre-establecida de recursos de protección.

	Protección LSP 1+1: Transmisión de datos simultánea en LSPs de trabajo y protección y además, la selección “tail-end” puede ser aplicada.


Mecanismos de reestablecimiento: esquemas de restauración

Gracias al uso de un plano de control distribuido como GMPLS, la restauración es posible en múltiples decenas de milisegundos. Esto es mucho más difícil de lograr cuando solo es usado un NMS.

	Restauración LSP extremo a extremo con reaprovisionamiento: una ruta de restauración extremo a extremo es establecida después de un fallo. La ruta de restauración puede ser calculada dinámicamente después de un error, o pre-calculada antes del error (a menudo durante el establecimiento LSP). De forma más importante, ninguna señalización es usada a través de la ruta de restauración antes del error, y ningún ancho de banda de restauración es reservado.

	Consecuentemente, no hay garantía de que una ruta de restauración dada esté disponible cuando un error ocurra. Así, uno puede tener que movilizarse para buscar una ruta disponible.

	Restauración LSP extremo a extremo con reserva de ancho de banda con reestablecimiento pre-señalizado y sin etiqueta de pre-selección: una ruta de restauración extremo a extremo es pre-calculada antes del error y un mensaje de señalización es enviado a través de esta ruta pre-seleccionada para reservar ancho de banda, pero las etiquetas no están seleccionadas.

	Los recursos reservados en cada enlace de una ruta de restauración pueden ser distribuidos a través de diferentes LSPs (label switched path) de trabajo que no se espera que fallen simultáneamente. Las políticas de nodo local pueden ser aplicadas para definir su capacidad de distribución a través de fallos independientes. Sobre la detección de error, la señalización LSP es iniciada a lo largo de la ruta de restauración para seleccionar etiquetas, y para iniciar las conmutaciones apropiadas.

	La restauración LSP extremo a extremo con reserva de ancho de banda, con restablecimiento pre-señalizado y una etiqueta de pre-selección: una ruta de restauración extremo a extremo es pre-calculada antes del error y un procedimiento de señalización es iniciado a lo largo de esta ruta pre-seleccionada en la cual el ancho de banda es reservado y las etiquetas son seleccionadas.

	Los recursos reservados en cada enlace pueden ser distribuidos a través de diferentes LSPs de trabajo que no se espera que fallen simultáneamente. En las redes basadas en la tecnología TDM (time division multiplexing), LSC (layer switch capable) y FSC (fiber switch capable), la señalización LSP es usada después de una detección de error para establecer “conexiones a través” en los conmutadores intermedios en la ruta de restauración usando las etiquetas pre-seleccionadas.

	Restauración Local LSP: Las aproximaciones de más arriba pueden ser aplicadas en una base local, mejor que en una extremo a extremo para reducir el tiempo de reestablecimiento.

13.7 - Criterios de selección de mecanismos P&R 

Aquí discutimos criterios que podrían ser usados por el operador para hacer una elección entre varios mecanismos P&R.

	Solidez: En general, cuanto menos planificación de la ruta de restauración, más robusto es el esquema para una variedad de fallos, debido a que los recursos adecuados están disponibles.

Los esquemas de restauración con rutas pre-planeadas no serán capaces de recuperarse de errores de red que afectan simultáneamente a las rutas de trabajo y a las de restauración.

La pre-selección de una etiqueta da menos flexibilidad para múltiples escenarios de error que cuando no hay pre-selección de etiqueta. Si los errores ocurren de manera que afectan a dos LSPs que están distribuyendo una etiqueta en un nodo común a través de sus rutas de restauración, entonces solo una de estas LSPs puede ser recuperada, a menos que la asignación de etiqueta sea cambiada.

La solidez de un esquema de restauración viene también determinada por la suma del ancho de banda de restauración reservado. Como la suma de la distribución del ancho de banda de restauración se incrementa (el ancho de banda reservado decrece), el esquema de restauración pasa a ser menos robusto a los errores. Los esquemas de restauración con reserva de ancho de banda pre-señalizada (con o sin pre-selección de etiqueta) pueden reservar un ancho de banda adecuado para asegurar una recuperación de cualquier grupo específico de eventos de error, tal como cualquier error SRLG simple, dos errores SRLG, etc. Claramente, se asigna más capacidad de restauración si un mayor grado de recuperación de error es requerido. Así, el grado en el cual la red está protegida está determinado por la política que define la suma del ancho de banda de restauración reservado.

	Tiempo de recuperación: En general, cuanto más planeada está la ruta de restauración, más rápido es el esquema P&R. Los esquemas de protección generalmente se recuperan más rápidamente que los esquemas de restauración. La restauración con reserva de ancho de banda pre-señalizada es fácil que sea (significativamente) más rápida que la ruta de restauración con reaprovisionamiento. La restauración local será generalmente más rápida que los esquemas extremo a extremo (end-to-end).

Los tiempos de recuperación objetivo para la conmutación de protección SONET/SDH (sin incluir el tiempo para detectar el error) son especificados en la ITU​-T y están sobre los 50 ms, teniendo en cuenta las restricciones en la distancia, el número de conexiones involucradas, y en el caso de la protección realzada en anillo, el número de nodos en el anillo.





14 - Uso eficiente de los recursos 

La inclusión y la gestión de los recursos en TDM (time division multiplexing) y en los dispositivos ópticos, vía un plano de control basado en IP, requiere nuevos niveles de optimización. La unión de enlaces fue discutida anteriormente como un método para reducir el tamaño de la base de datos del estado del enlace para TDM (time division multiplexing) y las redes ópticas. Otra característica importante en TDM (time division multiplexing) y en las redes ópticas, es el uso potencial de las direcciones IP. 

15 - Fiabilidad en GMPLS 

Una cualidad dominante de la serie de protocolos de GMPLS es la capacidad de permitir la gestión de avería automatizada en la operación de la red. Una avería en un tipo de red se debe aislar y resolver por separado de otras redes. Esto es una característica muy importante para las LSPs (label switched path) extremo a extremo (end-to-end) que son tuneladas hacia otras LSPs (label switched path) que requieren grados más altos de fiabilidad a lo largo de la jerarquía. Un plano de control común que atraviesa distintas redes, debe poder tratar los grados de variación en los requisitos de fiabilidad dentro de cada palmo de la red.





	Figura 13 - Proceso de la Avería - Gestión en GMPLS

La GMPLS proporciona protección contra los canales erróneos (o los enlaces) entre dos nodos adyacentes y la protección extremo a extremo (end-to-end) (protección de la ruta). Las extensiones de OSPF y de IS-IS para GMPLS anuncian el tipo de protección de enlace, parámetro para incluir la protección entre dos nodos adyacentes mientras se está computando la ruta. Después de que la ruta se compute, se realiza una señalización para establecer las trayectorias de reserva vía RSVP-TE o CR-LDP. Para la protección, 1+1 o M entre dos nodos adyacentes: Los esquemas de la protección de N son proporcionados estableciendo las rutas secundarias a través de la red, y usando mensajes de señalización para cambiar de la ruta primaria errónea a la ruta secundaria. El cuadro 9 representa protecciones entre nodos adyacentes y de la ruta.

Para las protecciones extremo a extremo (end-to-end) de la ruta, las rutas primarias y secundarias se computan y se señalan para indicar que las dos trayectorias comparten reservas. El grupo de enlaces de riesgo compartido es un mecanismo opcional que permite establecer LSPs de reserva que no tienen ningún enlace en común con la LSP primaria. Esto se consigue en la extensión del encaminamiento de OSPF/IS-IS.





	Figura 14 - Esquemas de la protección apoyados en GMPLS

16 - Fases de implementación de GMPLS 

La implantación de GMPLS en una determinada arquitectura de red no es necesario que se realice toda de una vez. No es una cuestión de todo o nada, sino más bien de dónde primero y en qué orden. Para empezar, GMPLS y PSS pueden desplegarse solamente en una capa del modelo tradicional de red de superposición, para posteriormente extenderse en sucesivas fases según se requiera, y mejorar de este modo la eficiencia de la red. El proceso de implantación de GMPLS y PSS se puede resumir en las siguientes fases:

17 - Problemas de GMPLS y sus resoluciones 

Para que un plano del control sea utilizado para todos estos tipos de redes, las cuestiones siguientes deben ser consideradas:

   1. La expedición de los datos ahora no se limita simplemente a la expedición de paquete. La solución general debe poder conservar la simplicidad de la expedición usando una etiqueta para una variedad de dispositivos por conmutación de tiempo, de longitud de onda o de espacio (puertos físicos).

   2. No todo tipo de red es capaz de mirar en el contenido de los datos recibidos y de extraer una etiqueta. Por ejemplo, las redes de paquete pueden analizar las cabeceras de los paquetes, comprobar la etiqueta, y tomar las decisiones. Éste no es el caso para la TDM (time division multiplexing) o para las redes ópticas. Los equipos en estos tipos de redes no se diseñan para tener la capacidad de examinar el contenido de los datos que se alimentan en ellos.

   3. En los interfaces de TDM (time division multiplexing), de LSC (layer switch capable) y de FSC (fiber switch capable), la asignación de la anchura de banda para una LSP se puede realizar solamente en unidades discretas. Por ejemplo, una red basada en paquetes puede tener flujos de 1 Mbps a 10 o a 100 Mbps.

   4. La Scalability (escalabilidad) es una característica importante a la hora de diseñar grandes redes y para acomodar cambios más dinámicos en la red. Se espera que los recursos que se deben manejar en una TDM o en una red óptica sean mucho más grandes en alcance que en una red basada en paquetes. Para las redes ópticas, se espera que los centenares o los millares de longitudes de onda (lambdas), sean datos que el usuario quiera mandar sobre centenares de fibras.

   5. La configuración de la conmutación en conmutadores electrónicos u ópticos puede ser un proceso con un coste temporal elevado. 

   6. Las redes SONET tienen la capacidad inherente de realizar un intercambio rápido de una ruta errónea en unos 50 milisegundos. El plano de control de GMPLS debe poder acomodarse y también puede haber otros niveles de granularidad en la protección. También necesita proporcionar la restauración de rutas erróneas vía estática (reservando) o dinámica (reencaminamiento), dependiendo de la clase de servicio requerida.





Diversidad en la conmutación	Etiqueta Generalizada	Los de señalización: RSVP-TE, CR-LDP	LSPs que empiezan y terminan en el mismo tipo de dispositivo
Diversidad en la expedición	Separación lógica o física del control y de los datos	Todos	Señalización y Encaminamiento fuera de banda
Configuración	• Etiqueta sugerida
• LSPs bidireccionales	Los de señalización: RSVP-TE, CR-LDP	Interesa apresurar la disposición del LSP
Escalabilidad	• Adyacencia de la expedición
• Unión de enlace
• Jerarquía de LSPs	Los de encaminamiento: OSPF-TE, IS-IS-TE	• Reducir el tamaño de la base de datos del estado del enlace
• Aumentar la escalabilidad del ancho de banda
Confiabilidad/ Fiabilidad	• Protección y Restauración
• (M:N, 1+1)
• Grupo de enlace de riesgo compartido para la diversidad de la trayectoria	• LMP
• Los de encaminamiento: OSPF-TE, IS-IS-TE	Uso de rutas primarias y secundarias
Uso eficiente de los recursos de red	• Jerarquía LSP
• Enlaces innumerados	• Los de señalización: RSVP-TE, CR-LDP
• Los de encaminamiento: OSPF-TE, IS-IS-TE	Reducción del uso de las direcciones IP dada su escasez

	Tabla 2 – Resumen de características del plano de control común

18 - Beneficios del uso de GMPLS 

Sin lugar a dudas, uno de los beneficios clave de GMPLS es que deja libertad a los operadores para diseñar sus redes de acuerdo a sus necesidades específicas y objetivos empresariales. La GMPLS puede utilizarse tanto con redes de superposición como de pares/homólogos, o bien con una configuración híbrida que consolide algunos, pero no necesariamente todos los tipos de tráfico. Luego, GMPLS permite cumplir con el requisito de los proveedores de servicio que desean iniciar, y completar de forma progresiva, una transición hacia un plano de control consolidado para los tipos de servicio y de transporte de su elección. 


Capítulo 4: Integración de GMPLS sobre OBS
1 - Introducción

Primero explicaremos las principales razones para la integración GMPLS en el plano de control OBS. Segundo, trataremos de identificar algunos de los retos más importantes del proceso de integración GMPLS/OBS y discutiremos diferentes aproximaciones para rivalizar con ellas. Más adelante, proporcionaremos una comprensiva descripción de la aplicación de la serie GMPLS en las redes OBS proporcionando una arquitectura OBS basada en GMPLS y dos escenarios diferentes para usar los protocolos GMPLS en el plano de control OBS.

2 - Consideraciones de integración GMPLS/OBS 


2.1 - MPLS o GMPLS para controlar OBS

La MPLS es generalizada para habilitar muchos interfaces de conmutación (tal como los Interfaces con capacidad de conmutación con multiplexación por división de tiempo, los Interfaces con capacidad de conmutación de Lambda, los Interfaces con capacidad de conmutación de fibra, etc.), y su versión generalizada (GMPLS) tiene que ser vista dentro de la serie de protocolos de plano de control como la más popular.

Una interesante cuestión puede ser expuesta aquí como el porqué usar GMPLS y no la simple MPLS para el control OBS. La GMPLS, normalmente es utilizada en el plano de control para las redes de conmutación de circuitos, y la MPLS normalmente es utilizada en el plano de control para las redes de conmutación de paquetes. Una primera impresión sugiere que la posición intermedia de OBS entre estas dos tecnologías de conmutación, hace que cualquiera de las dos pueda ser utilizada. Sin embargo, dos aspectos principales difieren a GMPLS sobre MPLS. Primero, la MPLS no soporta datos desacoplados y planos de control como por ejemplo la señalización fuera de banda, la cual es una característica esencial de OBS. Segundo, la MPLS no soporta la necesaria opción de búsqueda del recurso óptico, ni otras funcionalidades de diseminación y descripción, como por ejemplo los enlaces innumerados. El plano de datos de la red OBS es una red óptica transparente, la cual necesita el protocolo LMP para su buen funcionamiento y el LMP forma parte de la serie de protocolos de GMPLS. Finalmente, la GMPLS está destinada para soportar tecnologías de conmutación de paquetes y canales, las cuales la hacen la mejor estructura para utilizar en el plano de control OBS.


2.2 - Motivación por la Integración GMPLS/OBS

En primer lugar hay dos principales motivos detrás de esta convergencia tecnológica. El primero está basado en el hecho de que las redes OBS todavía no tienen un plano de control bien definido, y el segundo está basado en las similaridades existentes entre ambas tecnologías.

Este camino de operación específico resulta en derivar el existente cuello de botella en los routers electrónicos, y posee más requerimientos moderados para el almacenamiento óptico. La OBS es altamente dinámica y consigue un alto grado de multiplexación estadística. Adicionalmente, la tecnología proporciona una completa transparencia del nodo de conmutación respecto al código, el formato y la velocidad del tráfico de cliente, y los protocolos usados de capa superior proporcionando un transporte completamente óptico de los datos del cliente. Entre los paradigmas de conmutación óptica, OBS es de los más prometedores, el cual es capaz de explotar el ancho de banda de Terabit en redes ópticas mientras se soluciona efectivamente el problema del almacenamiento óptico y el procesado lógico, óptico y complejo. 

Como ya vimos en el primer capítulo, en una red OBS cada nodo extremo agregaba y agrupaba los paquetes clientes en grandes unidades de ráfaga. Un paquete de control de ráfaga asociado (BCP), transportaba la información necesaria para hacer la reserva de recursos en cada nodo intermedio y esta era transmitida fuera de banda. Este paquete se enviaba con algún tiempo de offset anterior a los datos y, de esta manera, aquellos nodos intermedios tenían suficiente tiempo para preocuparse en procesarlas y reconfigurar dinámicamente la matriz de conmutación. Cuando la transferencia de la ráfaga de datos era finalizada, la ruta óptica era liberada para otras conexiones. Un uso temporal de longitudes de onda permitía una utilización de recursos más alta, así como una mejor adaptación al altamente variable tráfico de datos en comparación con las redes WCS. La premisa fundamental de OBS basada en la separación del plano de control (CP) y del plano de datos (DP), trae un alto nivel de independencia para los resultados de ambos planos en una buena red con manejabilidad y flexibilidad. Por ejemplo, pueden ser tomadas diferentes aproximaciones y decisiones para explotar las mejores potencialidades de ambos planos. Actualmente, las ráfagas de datos pueden ser mantenidas en el dominio óptico extremo a extremo, evitando la conversión OEO y el almacenamiento cuando ellas transitan la red principal. Por lo tanto, la lograda transparencia permite el uso de un formato diferente, y la tasa de transmisión de los datos de usuario. En el plano de control (CP), como el paquete de control de ráfaga asociado (BCP) puede solo ser procesado electrónicamente, es posible operar a una tasa de datos más baja, donde los procesadores de red económicos y factibles están disponibles.

Para que dicha red pueda operar eficientemente, es esencial emplear un plano de control (CP) capaz de responder a la red OBS. Como ya mencionamos anteriormente, la red OBS, siendo una tecnología nueva, carece de un plano de control bien definido. En cambio la red GMPLS, como es una tecnología independiente y conveniente para el control de las redes de conmutación de paquetes y de circuitos, parece ser una candidata factible para el control de las redes OBS. Algunos puntos de convergencia observados entre las dos tecnologías, como la adaptación, hará más veloz el proceso de desarrollo y la estandarización de la tecnología OBS, ya que permite una migración más fácil desde las redes WCS hasta las redes OBS. También, puede ser lograda una coexistencia normal entre las redes WCS y OBS. El principal reto de aplicar GMPLS en el plano de control OBS, es el hecho de que GMPLS nunca fue designado para soportar conmutaciones de ráfagas. Esto trae consigo algunos impedimentos de integración, los cuales necesitan discusión y consideración. En los siguientes apartados se proporciona una aproximación más específica a este problema de integración y se exponen soluciones potenciales para adaptar GMPLS a la red OBS.

2.3 - Similaridades arquitectónicas y funcionales entre OBS y GMPLS

Una de las características OBS es la clara separación de los planos de datos y los planos de control. Esta separación también yace en la base de la arquitectura GMPLS. Esta similaridad claramente ayudará a la integración de la estructura de control GMPLS en el plano de control OBS, sin ninguna necesidad de modificar la arquitectura del plano de datos y sus funcionalidades. Por ejemplo, el principio de definir la dirección y los esquemas de resolución de la dirección para redes OBS es un obstáculo, desde que el bien conocido y ampliamente desplegado direccionamiento IP es aplicado directamente a los nodos OBS e interfaces. Además, los conceptos de “enlaces innumerados” y de “unión de enlaces” pueden también ser aplicados directamente sobre las redes OBS y ser beneficiosos para el propósito de la ingeniería de tráfico.





	Figura 1 (23) – Similaridad arquitectónica y conceptual entre OBS y GMPLS

Otra similaridad la encontramos en la funcionalidad del encaminamiento. Los nodos extremos de OBS usan “source-routing” porque necesitan conocer la ruta con antelación para una próspera computación del tiempo de offset. Como ya vimos en el Capítulo 4, en las redes basadas en GMPLS, cuando la creación de una LSP era iniciada, el mensaje de solicitud de etiqueta era “source-routed”.

Las similaridades expuestas entre ambas tecnologías irán más allá de la cuestión facilitando su integración. El problema es que hay algunas diferencias, las cuales se recogen de las particularidades de la tecnología OBS, y de su posición intermedia entre OCS y OPS. 

2.4 - Modelo para integrar GMPLS en OBS (22)





Figura 2 (22) – a) Revisión de la integración GMPLS/OBS: punto de inicio, b) Dos planos de control separados, c) Distribución del canal de control 

El uso del canal de control óptico para el intercambio de mensajes de control OBS y GMPLS elimina el último inconveniente, pero al mismo tiempo transforma todas las ventajas de la solución previa en inconvenientes.

Es probable que los paquetes de control GMPLS puedan ser adaptados para dicho paquete de control OBS. Intentar usar los paquetes de señalización GMPLS como BCP está fuera de cuestión, ya que estos trabajan en una escala temporal distinta.


2.5 - Escenarios de Integración GMPLS/OBS






(a) Escenario 1: Excluyendo señalización LSP (b) Escenario 2: Incluyendo señalización LSP

	Figura 3 (23) – Aplicación de protocolos GMPLS en redes OBS

El primer escenario es claramente fácil de implementar, ya que la red de control será una red simple basada en IP. Este esquema no necesita cambios mayores en la capa de control OBS o en la serie del protocolo GMPLS y no maneja el uso y el mantenimiento de la tabla de rutas y de la LIB (base de información de la etiqueta). Las ventajas de la tecnología OBS son preservadas y algunas de las funcionalidades TE de la estructura de control GMPLS pueden ser utilizadas (por ejemplo la “unión de enlaces”, el “source routing”, la divulgación completa sobre la disponibilidad de los recursos, etc.). Posibles inconvenientes de este esquema son un retardo mayor debido al tiempo de proceso BHP en los nodos principales y una difícil manipulación del tráfico. En el segundo escenario, las consideraciones con respecto a la implementación de los diferentes canales de control, deben ser tenidas en cuenta. Si el CCG y el GCC son integrados (como se hizo en la Figura 3b), esto transformará la red de control básicamente en una red IP/MPLS. La otra opción, ya discutida, necesitará el mantenimiento de dos redes de control separadas. En ambos casos, cada nodo OBS necesitará mantener la tabla de rutas y la LIB, así como un bloque de procesado de etiqueta, lo cual implica un incremento del nivel de inteligencia de la red y de la complejidad tecnológica. Configurar las LSPs en una red OBS realmente ayuda en la ingeniería de tráfico y facilita el aprovisionamiento de la CoS, porque los nodos principales a lo largo de la ruta pueden tomar una decisión más inteligente sobre el acoplamiento del puerto de entrada y el de salida, mediante el intercambio de información detallada sobre las características de tráfico y el estado actual de los nodos durante el procedimiento de señalización LSP. Sin embargo, esto no garantiza estrictos niveles de CoS, porque configurar una LSP no es equivalente a una reserva de recursos. Para lograr un alto nivel de ejecución de red, los mecanismos basados en OBS para la CoS deben ser implementados. Si las ventajas logradas no son importantes, este incremento de la complejidad tecnológica no será razonable para aplicar esta funcionalidad de GMPLS. Actualmente, no se ha profundizado suficientemente en la investigación de esta área que pueda demostrar o no el beneficio de utilizar LSPs en redes OBS.

2.6 - Aplicación de técnicas GMPLS sobre OBS

Hay una tendencia activa para desarrollar y estandarizar un plano de control contando con protocolos basados en IP para redes ópticas. El multi-protocolo por conmutación de etiqueta generalizado (GMPLS) es una de las aproximaciones más cercanas a este principio. El objetivo es extender el concepto de conmutación de etiqueta a redes heterogéneas, heredando y extendiendo la ingeniería de tráfico y los procesos de señalización presentes en las redes MPLS.

3 - Plano de Control y Señalización GMPLS/OBS 

3.1 - Consideraciones de integración GMPLS/OBS. Plano de control y señalización




















































(a) Modificación del mensaje de ruta para soporte de OBS 	 (b) Piggy-backing del mensaje de ruta para soporte de OBS	    (c) Definición del nuevo tipo de mensaje OBS para RSVP-TE

Figura 5 (23) – Extensiones posibles del protocolo RSVP-TE para soporte de OBS

1.	Modificar algunos de los objetos originales en el mensaje de ruta.

2.	“Piggy-back” el mensaje de ruta, por ejemplo, definir nuevos objetos opcionales sin modificar los objetos originales.

3.	Definir un nuevo tipo de mensaje RSVP-TE.

Estas opciones están representadas en la Figura 5. Debe notarse que, los mensajes modificados de RSVP-TE, no son determinantes para la distribución de etiqueta en este caso. Hay un par de razones, las cuales abogan por la definición de un nuevo tipo de mensaje RSVP-TE. Primeramente, la modificación del mensaje de ruta original conducirá a unos principios de compatibilidad con el procedimiento de dar una definición del mensaje, especialmente si el nodo de proceso no soporta OBS, que no tiene esta opción. La segunda opción consiste en el “piggy-backing” del mensaje de ruta, la cual evita algunas extensiones de este problema, pero hay algunos objetos que no son necesarios para el soporte de OBS, cosa que implica un incremento de la cabecera de señalización. En cambio, proponemos definir un nuevo tipo de mensaje RSVP-TE que identificará explícitamente la reserva de los recursos OBS. Esto hará más fácil reconocer si un mensaje está referido a OBS o es un mensaje de ruta, necesario para el establecimiento actual de la LSP, y facilitará la existencia simultánea de redes OBS no orientadas a conexión (conection-less) y orientadas a conexión (connection-oriented) en la misma infraestructura. Hay que tener en cuenta que esto también facilitará el aprovisionamiento de la CoS y la interoperabilidad multiusuario.
 
3.2 - Arquitectura de plano de control OBS basada en GMPLS

Las características de la tecnología OBS implican que la arquitectura de red OBS puede ser presentada como una composición de dos redes superpuestas: una red transparente completamente óptica para el transporte de ráfagas de datos (DB) y una red de control híbrida para controlar el intercambio de información. Integrar la base de trabajo GMPLS en el plano de control OBS, dividirá la red de control en dos partes: la parte de control GMPLS y la parte de control OBS (Figura 4a). Esta arquitectura sugiere la existencia de tres grupos de canales (Figura 4b): Grupo de canal de datos (DCG) para DBs, Grupo de canal de control (CCG) para BHPs y otros paquetes relativos a OBS, y canal de control GMPLS (GCC) para paquetes relativos a GMPLS. La separación presentada también implica que cada una de las dos partes del plano de control será responsable de ejecutar sus propias funciones de plano de control de tecnología específica, la cual puede ser vista en la Figura 4c.

3.3 - Desarrollo del plano de control GMPLS para adaptarlo a OBS

Actualmente, hay una tendencia hacia el desarrollo del plano de control centrado en IP para la infraestructura de transporte óptica. De hecho, hay “un consenso (entre los investigadores) de que el encaminamiento IP y los protocolos de señalización pueden ser adaptados para el control de la red óptica”. Esto se da como resultado al avanzado despliegue y estandarización de la base de trabajo de control. La MPLS ha probado de ofrecer provisiones automatizadas de conexiones que facilitan la operación de red y el manejo, y que incrementan la funcionalidad de la Ingeniería de Tráfico (TE) en la red proporcionando un rango de técnicas de soporte de CoS (encaminamiento de base-obligada, clasificación del tráfico y aislamiento de clase, funciones de protección y restauración y tráfico dirigido de forma eficiente).

Si generalizamos los principales conceptos sobre los cuales MPLS está construido, obtenemos el desarrollo de la base de trabajo de control GMPLS, que es interesante ya que soporta varios tipos de conmutaciones y es independiente de la tecnología de transmisión que nos sirve de base. Esto hace que el plano de control de GMPLS sea el plano tecnológico de control preferido para la siguiente generación de Internet, incluyendo las redes basadas en OBS. Para ello es necesario llevar a cabo un proceso de estandarización de los protocolos GMPLS, de manera que se reduzca su complejidad y su eficiencia se vea incrementada. Adaptando la serie de protocolos de (G)MPLS aliviaremos el proceso de desarrollo y estandarizaremos la tecnología OBS proporcionándola con algunas funcionalidades perdidas en el plano de control (por ejemplo: direccionamiento, encaminamiento y manejo del enlace). Esto también aumentará la velocidad en el desarrollo de las redes OBS, debido al nivel más alto de compatibilidad con las redes existentes, controladas por el paradigma GMPLS.

3.4 - Plano de control GMPLS/OBS

Una exitosa integración del plano de control GMPLS/OBS depende de una interpretación inteligente de las tareas OBS. La Tabla 2 muestra la interpretación de las tareas del plano de control OBS. Como GMPLS, primeramente separamos los bloques de encaminamiento y señalización, y por lo tanto clasificamos las tareas OBS en dos grupos llamados Tareas específicas OBS y Tareas de fondo OBS. Tal clasificación está basada en demandas de escala de tiempos.

Las tareas específicas OBS están relacionadas con la reserva de recursos, y la información actual de disponibilidad de recursos de red. Esas tareas requieren un tiempo de proceso del orden de microsegundos/milisegundos, siendo ejecutados en el plano de control OBS. Las tareas de fondo OBS están relacionadas con el manejo de la topología virtual y la información de la topología de red. Esas tareas tienen variaciones en el orden de minuto/horas/días siendo ejecutadas en el plano de control GMPLS.

 	Bloque de Señalización OBS	Bloque de Encaminamiento OBS
Tarea de fondo OBS	Manejo/Administración de Topología virtual	Topología de red
Tareas específicas OBS	Reserva de recursos	Disponibilidad de recursos de red

	Tabla 1 – Distribución de tareas del plano de control OBS

La división de tarea descrita nos permite escoger a dos redes separadas para intercambiar la información de control. El plano de control OBS propuesto será un plano de control híbrido (no solo lógicamente sino también físicamente): un plano de control OBS para tareas OBS específicas en la red óptica (por ejemplo una longitud de onda dedicada en los enlaces) y un plano de control GMPLS para tareas de fondo OBS en una red separada (por ejemplo una red Ethernet). Con esto reducimos la suma de información transmitida a nivel óptico, así como el tamaño BCP (formato de encapsulación) y reducimos el tiempo de proceso en cada nodo central OBS (unidad de control). Además, el mantenimiento de dos redes no es un problema importante.


3.5 - Bloque de señalización OBS  





3.6 - Señalización en redes OBS basadas en GMPLS (24) 

La señalización se divide en dos categorías: señalización de un solo sentido y señalización de dos sentidos. Sus características son las siguientes:

(1) Señalización de un solo sentido: Los datos ópticos son enviados sin reconocimiento del éxito de la configuración del conmutador óptico. El tiempo de retardo entre la señal de control y los datos ópticos es corto, pero es posible que los datos fallen y no lleguen al nodo de destino a causa de una colisión. La señalización Tell and Go (TAG) de OBS yace en esta categoría.

(2) Señalización de dos sentidos: Los datos ópticos serán enviados después de un reconocimiento del éxito de la configuración del conmutador óptico. La alta fiabilidad está asegurada desde que los datos de ráfaga óptica no se pierden en los nodos intermedios, sin embargo, el tiempo de retardo entre la señal de control y los datos ópticos puede ser largo. La señalización de dos sentidos es preferida cuando las ráfagas son largas y, en estos casos en que es usada la señalización de dos sentidos, las señales de control pueden colisionar en los nodos intermedios. Este no es un problema serio ya que la señal de control es pequeña, así que puede ser reenviada rápidamente, en cambio, reenviar los datos de ráfaga óptica es ineficiente a causa de su gran tamaño. 

Los pasados estudios OBS examinan el cabal (throughput) del plano de datos en redes OBS, pero no consideran las limitaciones que pueden ser impuestas por el plano de control electrónico. Se ha demostrado que si no se tiene cuidado cuando se dimensiona la red, la limitación de proceso del plano de control electrónico tiene el potencial para llegar a ser el último cuello de botella del cabal de la red OBS, especialmente para sistemas con una ráfaga relativamente corta o con un número grande de canales de datos. También la máxima velocidad de procesado de la cabecera del canal de control coloca un duro límite en el tamaño medio mínimo de ráfaga que puede ser soportado por la red, por lo que seleccionando una duración significativa de la ráfaga para que sea W veces más grande que la duración media de procesado de cabecera Δh, uno puede garantizar la estabilidad en el procesado de la cabecera y una correcta operación de la red OBS.

Como ya vimos en el Capítulo 4, GMPLS básicamente usa señalización de dos sentidos (CR-LDP, RSVP-TE). Así, la red de ráfaga óptica basada en GMPLS es eficiente cuando el tamaño de la ráfaga es grande. A continuación describimos el procedimiento de configuración de una ruta óptica usando señalización GMPLS. En el procedimiento de configuración de una ruta óptica con señalización CR-LDP, al principio, el nodo de ingreso envía un mensaje de solicitud de etiqueta hacia el nodo de destino, luego el nodo de ingreso y el nodo principal calculan el encaminamiento y se produce el envío del mensaje de solicitud de etiqueta hacia el siguiente nodo. Después, el nodo de egreso recibe un mensaje de solicitud de etiqueta, este configura el hardware, y replica al nodo de ingreso enviando un mensaje de mapeo de etiqueta. Hay que tener en cuenta que el hardware está formado por conmutadores ópticos que algunas veces actúan como transmisores, otras como regeneradores, y también como convertidores de longitud de onda. Luego el nodo principal recibe el mensaje de mapeo de etiqueta y lo envía, y después de que los conmutadores ópticos hayan sido configurados en todos los nodos, se lanza la señal óptica. Sin embargo, los datos pueden no ser enviados inmediatamente, porque tenemos que considerar la inicialización de los amplificadores ópticos y el restablecimiento del reloj en el generador OEO.

Cuando GMPLS es usada en una red de ráfaga óptica, el tiempo de retardo (τd) corresponde a un tiempo de configuración de la OLSP (21) (Ruta conmutada de etiqueta óptica) (τsetup), y el tiempo de guarda (τg) corresponde a la suma del tiempo de establecimiento y el tiempo de configuración de la OLSP. En este procedimiento, es esencial notar que la señal de control es enviada solo después que el hardware haya sido configurado. Esto significa que los tiempos de configuración y de establecimiento OLSP pueden ser largos, sin embargo, los datos de ráfaga óptica pueden ser enviados con alta fiabilidad porque la configuración OLSP está asegurada.

El siguiente principio principal es incluir la señalización GMPLS para el establecimiento LSP previo a la transferencia de los datos. El origen de este problema es la diferencia fundamental entre los paradigmas de reserva de recursos en ambas tecnologías. GMPLS confía en una conexión extremo a extremo antes de la transferencia de datos para garantizar un rendimiento y diferentes niveles de CoS. Por otro lado, la principal ventaja de la tecnología OBS es su procedimiento de reserva de un solo sentido, el cual minimiza los retardos extremo a extremo y mejora la eficiencia del ancho de banda, introduciendo una multiplexación estadística de los canales de longitud de onda. La existencia de redes OBS orientadas a conexión, sugiere que la señalización GMPLS puede ser usada antes que la transferencia de la ráfaga de datos (DB), y cada DB estará precedida por un procedimiento de configuración LSP. Cada escenario podría ser apropiado bajo algunas circunstancias, pero no es aceptable para redes de largo recorrido. El escenario más reciente ofrece configurar la LSP por un flujo BHP, entonces los BHPs pertenecientes a un flujo de cliente específico serán etiquetados y enviados de acuerdo a los principios básicos de GMPLS. Esta idea sugiere que, sobre el papel, la gran fuerza del paradigma GMPLS ha sido integrada exitosamente en la red OBS, pero de hecho, las características de la tecnología OBS no permiten que esta ventaja sea utilizada completamente. El principal problema es que configurar LSPs en redes OBS no garantiza la reserva de recursos para el tráfico del cliente. De hecho, la reserva de recursos es todavía llevada a través de la señalización OBS en un modo salto-a-salto. Otro principio es que dicha característica no puede ser utilizada porque, aunque el BHP es etiquetado y el puerto de salida puede fácilmente ser determinado por un simple vistazo en la base de información de etiqueta (LIB), el BHP todavía necesita esperar hasta que el planificador del nodo ejecute la reserva de los recursos. La información específica, relativa al proceso de reserva de recursos, necesita ser leída desde un BHP y ser modificada eventualmente (tiempo de offset, longitud de onda, si es aplicada una conversión de longitud de onda,…). Hay también una tercera característica la cual es ofrecida por la estructura de control GMPLS y no puede ser utilizada. Desde el punto de vista de supervivencia, si hay un fallo en el plano de control de una red GMPLS controlada, el plano de datos no se vería afectado, es decir todas las conexiones existentes continuarán siendo operacionales. En las redes OBS este no es el caso, ya que el CCG es también una parte del plano de control. Si un fallo ocurre ahí, por ejemplo un fallo de láser, y los BHPs no pueden ser procesados, las ráfagas de datos correspondientes también serán perdidas.

Algunos otros inconvenientes deben también ser mencionados. El primero es el incrementado retardo extremo a extremo debido al proceso de reserva de dos sentidos. Para redes de rango corto, está claro que la reserva de dos sentidos será aceptable solo si las ráfagas son considerablemente largas (almenos un orden de magnitud más largas que el retardo round-trip esperado para el establecimiento LSP). En una red de largo recorrido, con espacios de longitudes típicamente de algunos cientos de kilómetros, el procedimiento de configuración LSP por ráfaga puede tardar algunas decenas de milisegundos. Si la LSP es creada por flujo, el router IP del cliente necesita enviar una solicitud de conexión al nodo extremo OBS antes de que cualquier tráfico de cliente esté siendo enviado a la red OBS, por ejemplo en el caso en que el establecimiento LSP debe ser realizado en cuanto a control y no en cuanto a datos. Así los nodos extremos OBS no tendrán que almacenar una alta suma de datos de cliente hasta que la LSP sea establecida. El establecimiento LSP debe también tener en cuenta los requerimientos de tráfico de cliente y los requerimientos de flujo BHP. El segundo problema puede ser encontrado en la aplicación de una de las más comunes estrategias de resolución de contención en las redes OBS, la ruta de deflexión. Está claro que si hay configuraciones LSPs en la red, esto previene el uso de desviaciones porque las ráfagas desviadas no atravesarán la ruta preestablecida. El siguiente salto después de la deflexión no podrá reconocer la etiqueta en el paquete BHP y forzará descartar la cabecera y también la ráfaga de datos.

A pesar de las ventajas perdidas, está claro que configurar LSPs antes de la transferencia de datos tiene un punto muy fuerte: la manipulación de tráfico simplificada. Para caracterizar flujos de redes, es posible hacer un stacking (amontonamiento) de etiquetas (fusión de LSP) debido a la multiplexación estadística lograda en la red. Otro punto fuerte es la compatibilidad con otras redes controladas de MPLS/GMPLS. Esto indudablemente facilitará la interoperabilidad multi-usuario e inter-dominio, y ayudará a conseguir un reconocimiento más efímero de la tecnología OBS como una solución viable para las futuras redes que tengan el protocolo IP como columna vertebral (de “backbone”).


3.7 - Extensiones de señalización GMPLS para OBS 

La señalización GMPLS extiende algunas funciones y módulos de la señalización RSVP-TE y CR-LDP. La especificación de señalización principal de GMPLS está disponible en cuatro partes: 






Para soportar OBS, la señalización GMPLS necesita algunos bloques de nueva construcción:

1.	Algunos parámetros nuevos de tráfico TLVs para mensajes de solicitud genéricos.
2.	Soporte de conmutación OBS.
3.	Nueva aproximación para la configuración de la ruta.
4.	Extensiones de señalización para rutas explícitas en redes OBS.
5.	Extensiones de protección y de restauración.

Estos bloques de diseño serán descritos con más detalle a continuación.

Como ya vimos en el Capítulo 1, en las redes OBS, la ráfaga de datos (DB) y su cabecera de control (BHP) son transportadas en un canal de control y en un canal de datos separadamente. La cabecera de control es enviada antes que su paquete de tráfico, con reserva de ancho de banda a lo largo de la siguiente ruta para lograr la transmisión completamente óptica de su DB. En contraste con la conmutación de paquetes general, la diferencia primaria es la transmisión separada de la DB y el BHP, por lo que se necesitan algunas extensiones y modificaciones respecto a la señalización genérica de GMPLS. La señalización GMPLS debe de configurar la ruta conmutada de etiqueta o soportar el canjeo de etiqueta para el BHP, y esto proporcionaría la ruta virtual obligada (ruta no detallada, puede ser un rango de canal) para la DB si es necesario.

Para soportar OBS, los mensajes de señalización definidos en los protocolos de señalización GMPLS deben de ser ampliados añadiendo algunos TLVs (tipo, longitud, valor) a los mensajes de señalización. En relación a las aproximaciones de transmisión particulares de OBS, los requerimientos de tráfico del BHP y de la DB deben ser considerados durante la computación de la ruta y el establecimiento de la ruta. Así que se necesitan algunos TLVs nuevos para tomar la información de los requerimientos de tráfico sobre BHP y DB en los mensajes de señalización GMPLS. Por ejemplo, se necesita un TLV para tomar los parámetros de tráfico de la DB en mensajes de solicitud de etiqueta para informar a los nodos sobre los requerimientos de la DB. 


3.8 - Modo de manejo de topología virtual

Este modo es responsable de configurar, mantener y eliminar las LSPs entre nodos extremos. Sin embargo, ninguna reserva de recursos es realizada en contraste con el paradigma de señalización GMPLS, donde una longitud de onda es asignada en la escala de tiempos LSP. Esta característica consiste en transferir a nivel óptico y en la escala de tiempos BCP. Tal versión reducida de GMPLS (sin reserva), establece las LSPs en un nodo de dos sentidos para distribuir la etiqueta entre los nodos de la ruta, y además no son necesarias modificaciones.

Más allá de que se permita el uso de otras características GMPLS como protección, restauración, CoS, manejo del enlace, porque todas esas características están basadas en LSP, el objetivo es mejorar la manipulación del tráfico de manera que se minimice la congestión en los enlaces y que se reduzca la probabilidad de bloqueo de la ráfaga, la cual es crucial en una red OBS con ninguna o limitadas líneas de retardo de fibra (FDL).

Con el establecimiento de una LSP sin reserva de recursos, se están construyendo rutas basadas en: la ruta más corta, planes de distribución de tráfico, políticas de operadores de red, y tipos de recursos disponibles. Al tiempo de transferir el BCP, el emisor solo tiene que decidir que LSP es el mejor acceso para los requerimientos de tráfico entrante, evitando los otros tipos de procesos. Tal decisión está basada en la información actual de la disponibilidad de los recursos de la red sobre los nodos y los enlaces pertenecientes a aquellas LSPs, sobre la ruta explícita de cada LSP y sobre como fluir y recoger la información del estado actual. Todo ello es un principio del bloque de encaminamiento.
3.9 - Modo de reserva de recursos





	Figura 6 (23) –  a) formato de mensaje RSVP-TE
                 	       b) formato de mensaje BCP

4 - Direccionamiento y Encaminamiento GMPLS/OBS 

4.1 - Bloque de encaminamiento OBS

El bloque de encaminamiento es una característica crucial para una ejecución óptima de la red, de hecho es el responsable de la topología de distribución y de la información de los recursos disponibles, ya que da el estado actual de tales recursos (si están libres o no) a través de la red. El bloque de encaminamiento puede dividirse en dos modos llamados información de topología de red e información de disponibilidad de recursos de red.

4.2 - Modelo de direccionamiento y encaminamiento GMPLS/OBS
 
La realzada arquitectura GMPLS está todavía basada en modelos de direccionamiento y encaminamiento IP. El modelo de encaminamiento y direccionamiento IP está basado en el canal de control OBS, mientras que el canal de control GMPLS y el canal de datos pertenecen los dos al plano de datos. En la red eléctrica tradicional, cada interfaz PSC o router es identificado por una dirección IP únicamente de forma local o toda a través de Internet.

Como ya sabemos, en una red OBS, solo un canal de control OBS necesita encaminamiento y direccionamiento. Así, cada interfaz del canal de control es identificado únicamente por la dirección IP en una red local o en la extensa Internet. El interfaz de datos puede ser identificado con <ID de nodo, ID de puerto de enlace local, ID de longitud de onda local>. El “ID de nodo” puede ser una dirección IP o puede ser innumerado, mientras el “ID de puerto de enlace local” y el “ID de longitud de onda local” son índices hacia el nodo local, y deben ser conocidos por el nodo de destino de este enlace. 

La red OBS puede ser vista como dos redes superpuestas acopladas: una red óptica pura transfiriendo ráfagas de datos, y una red de control híbrida transfiriendo paquetes de cabecera de ráfaga (BHPs). Cabe decir que toda la información de encaminamiento y direccionamiento viaja sobre la red de control.

4.3 - Principios de encaminamiento para las redes GMPLS/OBS

La responsabilidad para la divulgación de la disponibilidad de los recursos y el mantenimiento del estado de la topología, recae en el bloque de funcionalidad de encaminamiento (ver Figura 4c). El conocimiento de la disponibilidad del recurso propio y oportuno es crucial para una ejecución óptica de la red bajo la base de trabajo GMPLS, en concreto el protocolo OSPF-TE es el responsable de esta función, aunque hay que tener en cuenta que divulgar “anuncios” sobre el estado del enlace (LSAs, Link State Advertisements) en la red OBS plantea algunos retos. Una de las características de la tecnología OBS es que ofrece multiplexación estadística de los recursos de la red, además, el almacenamiento óptico a través de las líneas de retardo de fibra (FDL) es muy limitado y, en la mayoría de casos, incluso es excluido como una posibilidad para una resolución de contención. Esto nos lleva a la cuestión de qué es lo que exactamente será “anunciado” en las LSAs. Desde que la reserva de recursos se da en la granularidad de una longitud de onda, y los recursos son reservados para una duración limitada, no sería apropiado “anunciar” por ejemplo el “número de longitudes de onda (disponibles) no usadas”. Una posible solución sería “anunciar” el porcentaje de recursos ocupados para un periodo de tiempo dado, de esta manera un nodo extremo sabrá en qué cantidad un enlace dado y un nodo estarán cargados, y será capaz de calcular una ruta menos congestionada para las ráfagas de datos. Adicionalmente, la disponibilidad de FDLs y los convertidores de longitud de onda también deben ser “anunciadas”. Sin embargo, “anunciar” la disponibilidad de cada canal de longitud de onda no es razonable a causa del alto número de canales de longitud de onda que pueden ser soportados por fibra. El concepto de unión de enlace, visto en GMPLS, puede ayudar para una mejora de la escalabilidad. Cabe decir que el proceso de unión de enlace está basado en un criterio de clasificación, el cual debe ser considerado muy cuidadosamente. Los canales de datos entre dos nodos vecinos pueden ser agrupados en un enlace lógico, y anunciados como un enlace TE con características específicas. Por ejemplo, si hay N fibras ópticas entre los nodos A y B, todos los canales de longitud de onda pueden ser agrupados en enlaces TE de acuerdo a su color, y si por ejemplo todas las N longitudes de onda son rojas, estas serán indicadas y así un nodo extremo sabrá de la disponibilidad de longitudes de ondas rojas entre los nodos A y B. 

Desafortunadamente, esto no da ninguna garantía de que una DB vaya a ser aceptada incluso si el nivel de carga del enlace TE es bajo, a causa de la naturaleza asíncrona del mecanismo de transporte de las DBs.

A diferencia de las redes MPλS, en las redes GMPLS/OBS es posible ejecutar un amontonamiento (stacking) y una fusión de etiqueta. Un requerimiento aquí es que las etiquetas de diferentes LSPs deben indicar el mismo flujo de parámetros con los mismos valores (por ejemplo, puerto de salida, prioridad, grupo de longitud de onda,…). Esta limitación viene del hecho de que los BHPs son etiquetados, y si ellos están para ser tratados con equidad, necesitan representar flujos con requerimientos idénticos. Si las etiquetas solo indican la unión del puerto de entrada y el de salida, entonces la fusión y el amontonamiento LSP no causará ninguna discrepancia. Estas opciones reducirán la suma de información almacenada en los nodos GMPLS/OBS (en términos de estados LSP) y facilitarán la manipulación de tráfico para el soporte de la CoS.

4.4 - Establecimiento de una LSP en OBS basada en GMPLS 

Establecer una LSP es complicado debido a la incompatibilidad de señalización entre GMPLS y OBS (reserva de dos sentidos vs un sentido). Para ello se envía un paquete BCP que es encaminado mediante el protocolo OSPF-TE, bajo la base de trabajo GMPLS, de hecho, el tamaño de cada BCP es más grande desde que tiene que transportar más información relacionada con la señalización. Hay varias razones por las cuales se mantiene el establecimiento de una LSP en una red GMPLS/OBS. Primero hay que tener en cuenta que la destitución de una LSP tiene consecuencias importantes, las cuales impactan en la eficiencia de red. Segundo, muchas características GMPLS no pueden ser ejecutadas porque están basadas en la LSP. Además, una ruta dinámica tiene que ser ejecutada, por lo tanto el nodo extremo de envío puede definir una ruta explícita, lo cual significa que la ruta tiene que estar basada en la disponibilidad de los recursos de la red en ese instante. Tal cosa no es escalable porque el tiempo para tratar tales datos y hacer funcionar un algoritmo de encaminamiento para definir la ruta óptima es demasiado grande comparándolo con el estado dinámico de la red OBS. También hay que decir que en el momento de transferir el BCP, el estado de la red ya ha cambiado. Consecuentemente, usar una LSP permite una implementación escalable y realística. En el siguiente apartado introducimos una completa descripción del escenario y añadimos más motivaciones y ventajas del uso de LSPs en las redes OBS.

4.5 - Adaptaciones para soportar las LSPs en OBS y los LSRs en GMPLS

La arquitectura GMPLS no solo soporta los LSRs cuya información va a enviarse por paquete o celda, pero si aquellas celdas cuya información de envío es decidida por ranura temporal (timeslot), longitud de onda, o puertos físicos los cuales son llamados, más precisamente los interfaces de los LSRs, concretamente los interfaces PSC (capacidad de conmutación de paquete), los interfaces L2SC (capacidad de conmutación de segundas capas), los interfaces TDM (capacidad de multiplexación por división temporal), los interfaces LSC (capacidad de conmutación de lambda) y los interfaces FSC (capacidad de conmutación de fibra).

Un nuevo tipo de interfaz sería definido para soportar la LSP de OBS, porque toda la información de conmutación es llevada por el BHP en el canal de control. Los interfaces que pueden transmitir el BHP de una señal óptica a una eléctrica y después distribuirla serán llamados interfaces BSC (capacidad de conmutación de ráfagas).

Los interfaces BSC, leen contenidos de la cabecera y transmiten el paquete hacia la unidad de control, finalmente envían el BHP hacia el canal de control saliente. Un ejemplo de dicho interfaz sería un conmutador óptico rápido (fast optical cross-connect) con unidad de control OBS, que es usado para distribuir los BHP. Si el canal de control (CC) de OBS está basado en longitud de onda, entonces los interfaces BSC transmitirán el BHP de eléctrico a óptico o viceversa, y el BHP será enviado a la unidad de control OBS para reservar recursos de longitud de onda para su correspondiente ráfaga de datos DB (y para desplegar la unidad de conmutación (cross-connect), si el canal de datos es planificado exitosamente). Después de leer el mensaje de la DB, el BHP será modificado en una unidad de control: el tiempo de offset será recalculado y la longitud de onda de la DB será cambiada por la planificada. Al final, el BHP será enviado en un canal de control a través del BSC. En el nodo de egreso de la red OBS, el BHP será descartado por el BSC y el tiempo reconocido, ya que toda la ráfaga de datos (DB) será desensamblada.

4.6 - LSPs en redes OBS 

Como hemos visto anteriormente, en las redes GMPLS con señalización fuera de banda, los canales son clasificados en dos clases: canal de control GMPLS y canal de datos GMPLS. Los paquetes de información de control GMPLS que incluyen encaminamiento, señalización y paquetes de administración del enlace, son transportados en el canal de control GMPLS. Estos envíos de información en paquetes están basados en IP, además los paquetes de tráfico (DB y BHP) son transportados en el canal de datos GMPLS, y a estos paquetes típicamente se les cambia la etiqueta. Pero hay algo distinto, la red GMPLS genérica agradece algunas características particulares de las redes OBS.

Como también hemos visto, hay dos tipos de paquetes en las redes OBS: La ráfaga de datos (DB) y el paquete de cabecera de ráfaga (BHP). La ruta del BHP es una ruta conmutada de etiqueta (LSP) típica, el procedimiento de establecimiento de la LSP es tan semejante como el que se realiza en las redes MPLS o GMPLS. La ruta detallada de la DB no es designada por adelantado, sino que es determinada por los nodos en su ruta de acuerdo con el estado de “en línea” de los recursos de red, y la ruta de la DB puede ser configurada como una ruta virtual y restringida si es necesario.
4.7 - LSP de ruta explícita

Cuando computamos y configuramos una ruta explícita, todos los nodos en la ruta computada deben satisfacer los requerimientos tanto de los BHPs como de las DBs. La LSP del BHP puede ser configurada solo en esta condición, de lo contrario la solicitud de esta LSP para el BHP será rechazada. Durante el proceso de señalización, los mensajes de señalización deben informar a cada nodo de estos requerimientos de forma completa y en intervalos de tiempo. 

4.8 - Direccionamiento de BSC en una red de control OBS/GMPLS

Las direcciones Ipv4 o Ipv6 son todavía usadas para identificar a los interfaces BSC de una red OBS. Sin embargo, no se necesitan para compartir espacio de direccionamiento con el espacio de direccionamiento de Internet, aunque eso depende de la relación entre la red de control e Internet. En el modelo de superposición, el router OBS y la red de control son identificados con la dirección IP privada, en cambio, en el modelo integrado (de pares), el espacio de direccionamiento IP es el mismo que el de Internet. Finalmente, los interfaces de red puramente ópticos que transfieren ráfagas de datos, pueden ser “innumerados” y “localmente identificados” en caso de no tener dirección IP distribuida. 

4.9 - Extensiones del protocolo LMP de GMPLS para OBS (23)

Las redes OBS contienen un OXC, y un enlace por división de longitud de onda denso (Dense Wavelength Division Link). El OXC tiene una unidad de control, la cual tiene un plano de control y una característica dada del BHP. El plano de control hace funcionar el MPLS generalizado (GMPLS) para administrar dinámicamente los enlaces de datos OBS y distribuir los mensajes de encaminamiento y señalización. La característica dada del BHP trata de reservar con el BHP el ancho de banda para su correspondiente DB y modifica los contenidos del BHP, tal como el tiempo de offset, la longitud de onda saliente, el tiempo de vida (Time To Live), etc. Los enlaces de datos entre dos OXCs son agrupados en dos tipos de canales: el canal de control OBS y el canal de datos OBS.

El canal de control OBS y el canal de datos OBS entre dos nodos adyacentes no son requeridos para usar el mismo medio físico. Por ejemplo, un canal de control OBS puede transportar el BHP de forma eléctrica en lugar de óptica mientras los correspondientes datos de ráfaga funcionan transparentemente en un enlace óptico. Para propósitos controlables, el LMP podría ser extendido para soportar un canal de control OBS y un canal de datos OBS.

Desde que el enlace de datos es dividido en dos tipos, la mayoría de funciones en LMP deben ser desarrolladas, ambas en términos de aprovisionamiento del enlace y administración del error. Los enlaces TE en una red OBS tienen canal de control OBS, y estos enlaces TE también tienen los correspondientes canales de datos OBS. Todas las relaciones entre ellos y las propiedades de esos dos tipos de enlaces son administradas por el LMP.

4.10 - Función extendida del LMP: Grupo y administración de canal. Tipos de canales en redes OBS basadas en GMPLS

La primera función extendida del LMP es el manejo del canal local. Hay tres tipos de canales en redes OBS basadas en GMPLS, el canal del plano de control, el canal de control de la red (o canal de red de control, control network channel), y el canal de datos puramente ópticos. Además, una LSP en OBS está formada por un canal de control y un canal de datos. El canal de datos es mapeado al canal de control y está relacionado con un grupo de canales de datos, los cuales coinciden en el siguiente salto.

Deben haber cientos o miles de canales entre un par de LSRs, y un canal de plano de control puede estar completamente apartado del canal del plano de datos y, considerando la escalabilidad y las características en general de las redes OBS basadas en GMPLS, los canales en el plano de datos que son de la red OBS, son agrupados en un grupo de canales de control y un grupo de canales de datos. Todos los canales que transportan BHPs pertenecen al canal de control generalizado (CCG), y es también partido con el canal de datos generalizado (DCG), el cual transporta ráfagas de datos transparentemente.

En el estado de inicialización del LMP, el canal de control bidireccional activo es usado para realizar los cambios en la negociación de los parámetros y en la información del plano de control, incluyendo los mensajes LMP para alcanzar un descubrimiento de los recursos y un descubrimiento vecino.

4.11 - Unión de canales de datos generalizados (DCGs) de OBS 

Todos los canales de datos en uso son divididos en muchos grupos de canales de datos de acuerdo con el mapeo de la LSP del BHP. Los interfaces de un canal de datos generalizado (DCG) empiezan y finalizan en el mismo par de LSRs, y ellos componen algunas características comunes, como el algoritmo de planificación del canal de datos. Así que los canales de datos generalizados (DCG) pueden ser unidos en una unión para mejorar la escalabilidad del tráfico TE.

La propiedad de correlación del enlace es también extendida en el LMP para correlar las LSPs del BHP con una unión dinámica de DCGs. La relación entre ellos puede ser añadida, borrada o cambiada por los mensajes del sumario del enlace. 

Por ejemplo, si entre un LSR A y un LSR B existen algunas LSPs del BHP mapeando un “canal de datos generalizado unido con D1”. D1 tiene M canales de datos componentes. Cuando una nueva LSP de un BHP es solicitada para pasar de A a B, y esta LSP puede compartir la misma propiedad con esas LSPs en esa extensión, el canal de datos de esta LSP del BHP puede ser unido con mensajes de tipo “LinkSummary”. Similarmente, cuando una LSP de un BHP es llamada para ser eliminada, la unión del mapeo de datos es modificada para eliminar un canal de datos con mensajes “LinkSummary”. Y finalmente la unión será eliminada cuando la última LSP del BHP, la cual está mapeando esta unión, es llamada para ser cancelada.

Para administrar la unión dinámicamente, se puede hacer la señalización y el encaminamiento de la red OBS más escalable, incrementar el uso del enlace, y conocer el carácter del canal de control aislado del canal de datos en la red OBS.

4.12 - Función de Verificación de la conectividad del enlace del protocolo LMP de GMPLS para OBS

Esta función extendida es principalmente usada para descubrir un intercambio vecino de recursos de enlace después de la inicialización de la red OBS. Esta función permitirá la verificación de la conectividad del enlace y el intercambio del identificador del interfaz del canal de control, del canal de datos, y de la unión. Es muy importante para la red OBS. 

El canal de datos es transparente para la ráfaga de datos (DB), así que cada fibra debe tener almenos un canal de control OBS para que el ‘id’ de interfaz de fibra pueda ser intercambiado, lo cual significa que almenos un interfaz de longitud de onda podrá ejecutar la conversión O/E/O. Para verificar el mecanismo de transporte solo se hace con el canal de control OBS.

Desde que el BHP define la longitud de onda de su DB y el LSR puede solo desplegar el OXC con la información, debe haber un criterio de codificación que indique cada longitud de onda en una fibra.

4.13 - Función de localización de error y notificación del protocolo LMP de GMPLS para OBS

La localización de error y notificación es todavía un procedimiento opcional y extendido a partir de la parte del LMP que describe como es encontrado el error del canal de datos en OBS.

En la detección de un error en la red OBS, por ejemplo en el canal de control puede ser detectado en la capa 3, pero la detección de error en el canal de datos puede solo ser manejada en la capa óptica con algunas técnicas para monitorizar señales ópticas. 

En el procedimiento de localización del error, no hay cambio en la localización del canal de control con respecto a la forma tradicional, mientras en la localización del canal de datos, el mensaje de test no puede ser enviado en flujo descendente (downstream). El LSR, si encuentra pérdida de luz o algún problema en el canal de datos, enviará una notificación al LSR anterior (upstream), y este tendrá que detectar su señal óptica.

5 - Etiquetas en GMPLS/OBS 

5.1 - Etiquetas generalizadas en redes OBS

Una cuestión importante es “¿que va a ser la etiqueta?” y “¿qué significará?”. Las etiquetas son usadas en cada nodo capaz de conmutar etiquetas para identificar la relación entre el puerto de entrada y el de salida mediante una búsqueda en la LIB (base de información de etiqueta), es decir, la etiqueta muestra la unión entre el puerto en el cual los datos entrarán y el puerto en el cual los datos deben dejar el nodo. El hecho de que en una red OBS los BHPs son etiquetados, por ejemplo si la etiqueta no está asociada con las ráfagas de datos, implica que la red de señalización puede realmente ser una red IP/MPLS regular (nótese que esto no implica que se utilice un plano de control de MPLS para la red OBS!!). La única diferencia será que los paquetes IP (BHPs) serán procesados adicionalmente en lugar del reenvío simple de etiqueta. En este caso la etiqueta puede significar la unión del <puerto de entrada, puerto de salida>. Aquí, se propone como otra opción también codificar el nivel de prioridad del flujo en la etiqueta o incluso el rango de longitudes de onda que pueden ser usadas, en caso de que la asignación de longitud de onda priorizada sea aplicada en la red. De hecho, con una complejidad computacional incrementada linealmente, uno puede codificar casi toda la información de reserva de recursos necesitada en la etiqueta. Esto reducirá significativamente el tiempo de proceso del BHP y la cabecera de señalización, e incrementará el cabal (throughput) de la red. La función de caracterización del tiempo de offset también será mitigada. Un posible inconveniente será una decrementada flexibilidad en la red OBS debido a parámetros fijados, como por ejemplo la longitud de la ráfaga.

6 - Enlaces en GMPLS/OBS

6.1 - Enlaces innumerados de GMPLS adaptados a OBS

Los enlaces innumerados (o interfaces) son extendidos para soportar canales de control OBS y canales de datos en dos capacidades 

A.	Los enlaces (o interfaces) son divididos en dos tipos: canal de control y canal de datos, así que los identificadores que especifican enlaces innumerados son extendidos para identificar el canal que es para control y el que es para datos.

B.	Cuando transportas información (TE) sobre enlaces innumerados de OBS, los nuevos sub_TLVs que se definieron para el alcance IS TLV en IS-IS-TE o para el TE LSA en OSPF-TE, son también extendidos para indicar si son para canal de control o para canal de datos.

6.2 - Unión de enlace de GMPLS adaptada a OBS

Como ya sabemos, el concepto de unión de enlace es empleado en ciertas redes que tienen el plano de control GMPLS. En la red OBS tradicional sin unión de enlace, el protocolo de manejo de enlace (LMP) y los protocolos de encaminamiento del estado del enlace, tienen que “anunciar” cada longitud de onda con canal de control o identificador de canal de datos para el descubrimiento de los recursos y de la computación de la ruta dinámica.

En esta red, las LSPs entre dos LSRs pueden ser unidas en una unión, sin embargo esta unión se hace de diferente manera que las uniones tradicionales. Debido a que el flujo de un BHP tiene muy poco tráfico, generalmente hay muchos flujos de BHPs que dividen canales físicos con otros. Sin embargo, cada flujo de una DB solicita tal extensión de ancho de banda como un canal de datos, y muchas DBs harán tablas de canales de datos. 

De esta manera, la conmutación de datos de ráfaga óptica que utiliza routers fotónicos MPLS controlados por GMPLS (ver apartado 9.1), es mostrada por primera vez. Los datos de ráfaga óptica son transmitidos a una tasa de bit de 10 Gbps sin pérdidas de ráfagas de datos, logrando así un alto cabal de red.

7 - OPS basada en GMPLS

7.1 - Modelo de nodo de conmutación OPS para GMPLS

Si consideramos el modelo del nodo de conmutación OPS (Optical Packet Switching)  para GMPLS, en el lado de ingreso, el tráfico IP está separado en un grupo de diferentes colas, atendiendo a (almenos) su clase asociada de equivalencia avanzada (FEC, Forwarding Equivalente Class) en el nodo de egreso (salida). Estas colas son las responsables de agregar paquetes IP, y de agrupar paquetes ópticos, de esta manera los paquetes ópticos agrupados son inyectados a la red a través de los puertos de ingreso de la arquitectura de conmutación. Dicha etiqueta óptica asociada a cada paquete, es transmitida atendiendo a un diseñado esquema de codificación óptica de etiqueta. La cabecera óptica de los paquetes se presenta en las fibras entrantes del nodo, que es recubierto por el hardware apropiado, sin embargo, la arquitectura de conmutación está basada en la carga de conmutación y en el almacenamiento de los paquetes ópticos. Finalmente, el tráfico enviado al nodo es dirigido a los puertos de salida (egreso), donde es convertido a electrónico y desagrupado.

7.2 - Técnicas de codificación de etiqueta óptica en OPS para GMPLS

Dos principales aproximaciones a la codificación de etiqueta óptica son consideradas: la etiqueta de serie y la etiqueta multiplexada de subportador óptico. La codificación de serie transmite una etiqueta de tamaño fijo al principio del paquete óptico, introduciendo una banda de guarda óptica (OGB) entre el paquete óptico y la etiqueta óptica. Esta OGB es usada para facilitar la supresión y la reinserción de la etiqueta óptica. En las etiquetas multiplexadas de subportador óptico, una etiqueta de banda base es modulada sobre una subportadora, y luego es multiplexada con el campo de datos (payload) del paquete óptico en la misma longitud de onda. 

7.3 - Técnicas de restablecimiento de etiqueta en OPS para GMPLS

Las técnicas consideradas de detección de etiqueta son la detección óptica, y la conversión electrónica de la etiqueta óptica. La detección de etiqueta óptica está basada en el procesado de etiqueta de código óptico (OC) y es ejecutada mediante la inyección de la señal óptica en un grupo de correladores ópticos (dispositivos pasivos). Por lo tanto, se pueden conseguir velocidades de procesado de subnanosegundos, teniendo en cuenta que la complejidad de circuito, por encima de todo, está gratamente influenciada por el tamaño del espacio de etiqueta. Para detectar la etiqueta se propuso el activo SOA-MZI (Amplificador óptico semiconductor-Interferómetro Mach-Zehnder) basado en circuitos de correlación. Sin embargo, estos dispositivos realmente sufren fuertes limitaciones debido a la degradación en la ejecución causada por el ruido de emisiones espontáneas amplificadas (ASE, Amplified Spontaneous Emissions). La detección de etiqueta electrónica es la segunda alternativa investigada. Para ello es necesaria una precisa alineación de la señal óptica de la cabecera, y así lograr la recuperación de la información. Algunos formatos de paquete requieren sincronización de bit, recalculada paquete a paquete. 

7.4 - Procesado Electrónico en OPS para GMPLS

Almacenamiento de tráfico de ingreso: En un nodo OPS, el tráfico IP entrante sería distribuido en un grupo de colas separadas (memorias electrónicas). En general, esto significa una cola por cada posible destino y FEC. De hecho, el número de FECs es típicamente inferior a 5 y el número de posibles destinaciones depende del tamaño de la red (una red de 100 nodos es usualmente empleada como una referencia). Los tamaños de memoria requeridos y los tiempos de acceso de memoria no son previstos como un problema. Los tiempos de acceso para memorias SRAM (las cuales pueden poseer 8 MB en un circuito integrado) son del orden de 1 ns, y 50 ns para DRAMs (128 MB en un circuito integrado).

Agrupación de paquete: Los paquetes IP de ingreso son agrupados en paquetes ópticos. Se propuso un grupo de algoritmos de agrupación de paquete simple basado en la combinación de un umbral para el número de bytes por paquete, y un umbral para el tiempo de espera con el objetivo de rellenar un paquete óptico completo. La simplicidad de los algoritmos propuestos, sugieren que este proceso no va a convertirse en un cuello de botella tecnológico.

Planificación de la arquitectura de conmutación: Las decisiones de planificación deberían ser ejecutadas para cada timeslot, en el orden de 1 µs, lo cual no es un reto si lo comparamos con el tiempo de planificación de los conmutadores de ejecución de paquetes altamente comerciales basados en arquitecturas de encolado de salida virtual (VOQ, Virtual Output Queueing) (decenas de nanosegundos).

Proceso de recogida de tabla enviada: La información entrante para cada paquete (etiqueta y fibra de entrada) sería empleada como un índice para obtener la información enviada. En la MPLS, la búsqueda de la información enviada de paquete es implementada en dos tablas: el mapa de etiqueta entrante (ILM), y el Stream-to-NHLFE (STN). El proceso de búsqueda de tabla rápido es usualmente ejecutado por unas memorias específicas de índice direccionable (CAM, content Addressable Memories) en el orden de 2 ns. Esto es añadido a los 1-2 ns requeridos para leer la información entrante con envío de etiqueta al siguiente salto (NHLFE, Next Hop Label Forwarding Entry) desde las memorias SRAM. 
7.5 - Arquitecturas de red GMPLS/OPS

El estándar MPLS describe el canjeo de etiqueta basado en la unión de etiqueta y el stacking de etiquetas, que permiten una alta agrupación del tráfico. Esta sección mide dos nuevas propuestas de extensiones GMPLS para redes OPS.

7.6 - Amontonamiento de etiqueta de dos niveles

Hay otra posibilidad para la representación de la pila de etiquetado GMPLS. El autor sugiere un procedimiento para sustituir una pila de etiquetas de una profundidad arbitraria, por un par de etiquetas compuestas por la etiqueta de más alto nivel, al igual que una etiqueta estándar, y un identificador, dando lugar a una pseudo-etiqueta llamada Identificador de pila de etiquetas codificada (ELSI). La ELSI reemplaza todas las etiquetas apiladas. En relación con esto, la longitud de etiqueta se mantiene constante en cada salto (dos veces la longitud de etiqueta simple).

7.7 - Etiquetado para redes OPS usando MPLS

Se propuso un plano de control escalable para redes OPS que cuentan con un esquema de etiquetado externo alternativo sin canjeo de etiqueta y sin amontonamiento de etiqueta. El esquema de etiquetado consiste en:

(1) Las etiquetas son determinadas por el interfaz de red de usuario de ingreso (UNI, User Network Interface)

(2) Se mantiene fija la etiqueta través de la red OPS. Específicamente, se propone una etiqueta óptica que identifica almenos el Interfaz de usuario de egreso/salida (UNI, Egress User Network Interface) del paquete y el FEC al que pertenece. Esta etiqueta de red externa es llamada etiqueta de identificador UNI FEC (UFIL). El tamaño de UFIL es de 20 bits.

Se puede calificar como “no-crítico” el principio de procesado electrónico en las redes OPS, por lo que es seguida la aproximación GMPLS. También se enfatizan las pequeñas entradas relativas a la detección de etiqueta óptica por medio de correladores pasivos o activos, cuando son aplicados en un nodo OPS de tamaño normal, a causa de la suma no-práctica de los dispositivos requeridos. Remarcamos la técnica de detección electrónica convencional como la primera que desacopla a una extensión más alta el principio del tamaño de la etiqueta (estrategia dependiente de GMPLS), desde el coste del circuito de detección.

El principio del plano de control es un tópico cada vez más importante, ya que una red moderna como OBS necesita ser capaz de reconfigurarse rápidamente, no solo por la demanda de un operador, sino también por una solicitud de cliente con el ánimo de lograr un uso eficiente del ancho de banda, una baja cadencia y un alto grado de transparencia. El plano de control (CP) de OBS es una red de paquete conmutada, la cual controla el encaminamiento de la ráfaga de datos en la red óptica, y está basada en la información transportada en sus BCPs. Tales operaciones requieren una alta complejidad de control. 

8 - LOBS basada en GMPLS (25) (26)

La red LOBS (labeled optical burst switching) basada en GMPLS (generalized multiprotocol label switching) está  diseñada para soportar IP sobre DWDM y proporciona un rápido y eficiente envío de ráfagas de paquetes IP, ya que usa el canjeo de etiqueta como un simple algoritmo de envío, aportando así una baja latencia, cosa que permite escalar hasta las tasas de Terabit. La LOBS basada en GMPLS, también ofrece requerimientos menos estrictos en el procesado de la etiqueta y en su sincronización, evitando un almacenamiento óptico y servicios diferenciados (vía esquemas de prioridad). 











	Figura 7 (26) – Arquitectura de capas

En la LOBS basada en GMPLS, las ráfagas de datos pueden formarse mediante la agrupación de algunos paquetes IP (en el nodo de ingreso LOBS). Esto puede contener algunos megabytes de datos. Sin embargo, todavía es posible tener un pequeño tamaño de ráfagas de datos para la eficiencia del cabal de la red, aunque es preferida la LOBS basada en GMPLS con los datos de ráfaga segmentados.

8.1 - Conceptos básicos

	El concepto básico de transportar paquetes de ráfaga IP directamente mediante DWDM por la LOBS basada en GMPLS, es ilustrado en la Figura 8.

Los paquetes IP, a partir del acceso de red, son administrados en un nodo LOBS de ingreso. Para el primer envío de una ráfaga de datos, una etiqueta codificada con el formato FSK o DPSK es enviada al siguiente nodo LOBS. Después, una ráfaga de datos perteneciente a la primera etiqueta, es transportada en el formato ASK, y a su vez, una etiqueta para la siguiente ráfaga de datos (codificada en el formato FSK o DPSK), es impuesta ortogonalmente a estas ráfagas de datos IP que son enviadas. 







Figura 8 (27) – Ráfaga de paquetes IP sobre una red DWDM soportada por LOBS basada en GMPLS























Figura 9 (27) – Esquema del router de ingreso para el formato de modulación combinada

En la Figura 9 tenemos un esquema del nodo de ingreso LOBS. Los paquetes IP de la red de acceso o de la red metro son administrados en un nodo de ingreso LOBS. La agregación, el almacenamiento, la creación del FEC y la agrupación de ráfaga de los datos IP, son algunos de los procesos ejecutados en un nodo de ingreso LOBS. Hay que recordar que, como ya vimos en el capítulo de MPLS, el FEC es un grupo de paquetes IP que son enviados sobre la misma ruta y tratados de la misma manera. 

Después de estos procesos, un láser sintonizable seguido por un modulador de amplitud externo, son usados para llevar ráfagas de paquetes IP a una tasa de datos de 10 Gbps. También se utiliza una etiqueta codificada en el formato FSK por modulación directa de un rápido láser sintonizable o en el formato DPSK, usando una modulación de fase externa que es impuesta ortogonalmente a la ráfaga de datos IP. Después, la ráfaga etiquetada de datos IP es directamente transportada en una longitud de onda dada y en un puerto de fibra óptica.

En la Figura 10 es ilustrada una ráfaga etiquetada de paquete IP, que es generada usando un formato de modulación combinada ortogonal. Con esta configuración, la elección de una tasa de bit de información de etiqueta tiene algunas consecuencias. La tasa de datos de etiqueta tiene un impacto en la longitud mínima de la ráfaga de datos IP (ver Figura 10) y en la latencia de encaminamiento IP. La mínima longitud de la ráfaga de datos IP puede ser calculada por Lmin =  ; donde Lmin representa la longitud mínima y B la tasa de bit de la ráfaga de datos IP. 1 y b representan el tamaño de etiqueta y la tasa de datos de etiqueta, respectivamente.


Figura 10 (27) – Una ráfaga etiquetada de paquetes IP generada mediante el uso de un formato de modulación combinada

Si asumimos que el tamaño de etiqueta es ≤ 32 bits, entonces la longitud mínima de la ráfaga de datos IP es mostrada en la Tabla 2 (la tasa de bit de la ráfaga de paquetes IP es fijada a 10 Gbps).

	






	Tabla 2 – Mínima longitud de ráfaga de datos IP

La etiqueta es impuesta ortogonalmente a la ráfaga de datos IP (ver Figura 10) y la lectura de etiquetas entrantes tiene lugar cuando una ráfaga de datos IP es recibida completamente. La Tabla 3 muestra la lectura de la duración de etiqueta entrante (suponer un tamaño de etiqueta ≤ 32 bits).








	Tabla 3 – Lectura de etiqueta entrante








8.3 - Nodo LOBS principal





Figura 11 (27) – Arquitectura del nodo central LOBS. La línea de retardo variable está designada para mantener los datos de la ráfaga IP en el dominio óptico durante el procesado de la etiqueta, así como para obtener una mejor ejecución


Los nodos LOBS centrales ejecutan operaciones de encaminamiento y envío dentro de la red central LOBS mediante el canjeo de etiqueta, con la conversión de longitud de onda basada en su tabla de envío. La tabla de envío consiste de una secuencia de entradas, donde cada entrada consiste de una etiqueta entrante, y una o más subentradas, donde cada subentrada consiste de una etiqueta saliente, un interfaz saliente (un canal DWDM y un puerto de fibra), y la dirección del siguiente salto. El nodo LOBS central extrae la etiqueta de la ráfaga de paquetes IP y la usa como un índice en su tabla de rutas de envío. Una vez es encontrada la entrada indexada por la etiqueta (esta entrada tiene su componente de etiqueta entrante igual a la etiqueta extraída de la ráfaga de paquetes IP), para cada subentrada de la entrada encontrada, el nodo LOBS resitúa la etiqueta en los paquetes IP de la ráfaga, con la etiqueta saliente a partir de la subentrada, y envía los paquetes IP sobre el interfaz saliente especificado por la subentrada y hacia el siguiente salto especificado por la subentrada.

El nodo central LOBS también proporciona el medio para el “multicasting” de paquetes ópticamente. Asignando la longitud de onda apropiada, los paquetes IP emergen en una salida de “multicast” del AWGR, desde donde son alimentados a través de un alimentador de “splitter” hacia un número de canjeadores de etiqueta en las entradas del AWGR, por donde los paquetes IP de la ráfaga son enviados a todos los usuarios de “multicast” por las apropiadas fibras de salida. El esquema de multiplexación Add-drop es mostrado en la Figura 11.

La red LOBS basada en GMPLS, introduce la “etiqueta de tamaño grande”, ya que esta etiqueta tiene que contener información sobre la longitud de onda en la cual llegarán sus correspondientes datos de ráfaga, el tiempo de offset entre los datos de ráfaga y su etiqueta correspondiente, y la longitud de los datos de ráfaga para hacer la reserva del ancho de banda (y posiblemente el retardo), al lado de alguna información, como en una etiqueta para GMPLS.

8.4 - Paquete de control

Como ya sabemos, en las redes OBS tradicionales, el paquete de control (BHP) es tratado como un paquete IP, y su procesado y envío está basado en IP. Pero en una red basada en GMPLS, el procesado de paquetes y el envío están basados en etiquetas en condiciones generales. Por lo tanto, para soportar OBS, necesitamos algunas ampliaciones de GMPLS:

1)	El paquete de control OBS (BHP) es tratado como un paquete genérico y como un paquete conmutado (conmutación de paquetes) según los procesos.

2)	El paquete de tráfico (DB) es definido como un tipo especial de paquete, el cual es conmutado y reenviado como en las redes OBS clásicas: la ruta de la ráfaga de datos (DB) y los recursos, son controlados por su BHP, y su reenvío es completamente óptico.

La dirección de destino de los paquetes de control OBS (BHPs) es substituida por una etiqueta. Este tipo de etiqueta es una etiqueta generalizada GMPLS, y está distribuida por el protocolo de señalización específico (CR-LDP o RSVP-TE). El procesado y el reenvío del BHP son logrados mediante varias operaciones con esta etiqueta.

8.5 - Nodo OBS etiquetado o LOBS (28)

La actual investigación muestra una arquitectura integrada de red IP sobre WDM utilizando un nuevo nodo de estructura llamado OBS etiquetado o LOBS, y usando MPLS con extensiones específicas LOBS como plataforma de control y OBS como el mecanismo de transporte de datos.












En la Figura 12 tenemos una red backbone que incluye nodos extremos LOBS (ambos, de ingreso y de egreso) y nodos centrales LOBS. Por su parte, la Figura 13 representa el interfaz de punto de acceso (Access Point) entre los componentes de unidades de datos de protocolo (PDU, protocol data unit) (por ejemplo, un LSR electrónico) y los nodos LOBS.

 Referente a la Figura 12 tenemos:

(1) el interfaz de punto de acceso (AP)
(2) las unidades de ensamblado/desensamblado de ráfaga
(3) funciones para añadir/descartar datos LOBS

Estos tres elementos son necesarios solo para los nodos extremos LOBS. En cambio, son opcionales para los nodos principales OBS. Sin embargo, las FDLs y la capacidad de conversión de longitud de onda son opcionales pero son recomendables para los nodos LOBS. Los nodos LOBS están interconectados con enlaces WDM, cada uno de los cuales contiene una o más longitudes de onda de control, y una o más longitudes de onda de datos.

En el access point (AP), las unidades de datos (PDU) son agregadas a un nodo extremo LOBS. Las PDUs de estos equipos son agrupadas en ráfagas en un nodo de ingreso LOBS, y después son entregadas, en un modo conmutado de ráfaga óptica, a un nodo LOBS de egreso, sin pasar a través de una conversión Óptica/Eléctrica/Óptica (O/E/O) en los nodos LOBS intermedios (por ejemplo, los nodos principales). El nodo de egreso LOBS, después, desensambla cada ráfaga y envía PDUs hacia unos equipos PDU apropiados.

Volviendo al interfaz AP entre las unidades PDU y los nodos LOBS: El tráfico saliente de las unidades PDU es probable que sean flujos de paquetes (probablemente paquetes IP) que transporten varias etiquetas, donde cada etiqueta está asociada con una clase de servicio específico, y una LSP específica destinada a un LSR de egreso específico, agregado a un nodo LOBS de egreso.

La unidad de interfaz (ver Figura 13) contiene un ensamblador de ráfaga múltiple (BA, burst assembly) y búferes de desensamblado de ráfagas (BD, burst disassembly), (1) y (2) respectivamente, uno por cada nodo LOBS de egreso. Cada búfer BA es dividido, almenos lógicamente, en múltiples colas (3), una por cada clase de servicio, con un retardo específico, una probabilidad de pérdida específica, y otros parámetros de calidad de servicio (CoS). Una importante función de la unidad de interfaz es mapear PDUs hacia un búfer BA correspondiente, donde las PDUs están para ser agrupadas en ráfagas que serán enviadas en una o más rutas LOBS. También múltiples LSPs pueden ser mapeadas en la misma ruta LOBS, produciendo que estas LSPs estén todas destinadas al mismo nodo de egreso LOBS, y la ruta LOBS proporcione servicios compatibles (o mejores) con los requeridos por estas LSPs.

Las PDUs que se encuentran en un búfer BA son ensambladas en una ráfaga, y además se añaden bandas de guarda en cada extremo de la ráfaga. Cada PDU retiene su etiqueta MPLS si tiene alguna. Una propuesta de PDU de retardo máximo es definida como el máximo tiempo permitido para una PDU, para que viaje desde un nodo LOBS de ingreso hacia un nodo LOBS de egreso, de hecho las PDUs pertenecientes a diferentes clases de servicios pueden tener diferentes propuestas de retardo máximo. Una PDU será ensamblada ya sea en la ráfaga que haya en ese instante o en la siguiente ráfaga, así que esa PDU no será fragmentada. El ensamblado de una ráfaga es considerado que será completo si su longitud (en bits o bytes) excede de un determinado umbral, o si la propuesta de retardo restante de una PDU, en la ráfaga, llega a cero. Hay que tener en cuenta que el valor del umbral o temporizador está sujeto a una futura investigación, y que también es posible utilizar otros algoritmos de ensamblado de ráfaga.

Otra función de la unidad de interfaz es la de desensamblar y distribuir las ráfagas entrantes en diferentes rutas LOBS. El desensamblado de ráfaga es ejecutado por la eliminación de las bandas de guarda. Después del desensamblado de ráfaga, los paquetes PDUs (con sus etiquetas MPLS) son almacenados en búferes BD apropiados, (los cuales están estructurados de forma similar a los búferes BA), y después son enviados a las unidades PDU de egreso, así como a los LSRs electrónicos.

Después de que una ráfaga sea ensamblada, un nodo de ingreso LOBS construye un paquete de control que contiene una cabecera MPLS (por ejemplo, 32 bits incluyendo una etiqueta de 20 bits), un tiempo de offset básico, un tiempo de offset extra para el soporte de la CoS, y la longitud de la ráfaga. La etiqueta en la cabecera MPLS corresponde a una ruta LOBS. (Más abajo se describe con más detalle como es determinada la ruta). El paquete de control será entonces transmitido sobre una longitud de onda de control a lo largo de la misma ruta física que será tomada por la ráfaga a lo largo de la ruta LOBS. La correspondiente ráfaga será transmitida a través de la unidad add/drop de LOBS, después del tiempo de offset especificado por el paquete de control. Cada longitud de onda de control finaliza en cada nodo LOBS, donde el paquete de control es procesado electrónicamente.

En un nodo LOBS intermedio, el ancho de banda en una longitud de onda de datos saliente es reservado (opcionalmente, una FDL y/o un convertidor de longitud de onda también será reservado) para la correspondiente ráfaga, y la característica de conmutación de ráfaga óptica dentro del nodo LOBS es levemente configurada antes del tiempo de offset especificado por el paquete de control.

El paquete de control puede transportar una nueva etiqueta como resultado de ejecutar la función de distribución de etiqueta, tal como se definió en MPLS. Además, el valor del tiempo de offset es ajustado para tener en cuenta el retardo de proceso del paquete de control utilizado en este nodo. Si la configuración para la reserva de ancho de banda es exitosa, el paquete de control será transmitido hacia el siguiente nodo LOBS. Cuando un paquete de control llega a un nodo de egreso LOBS, es procesado para configurar la unidad add/drop de LOBS (entre otras tareas), y después es descartado. La correspondiente ráfaga es recibida a través de la unidad add/drop por el búfer BD. Si, sin embargo, la configuración para la reserva de ancho de banda en un nodo LOBS intermedio no es exitosa, el paquete de control será descartado, y un paquete de reconocimiento negativo (NAK) será enviado hacia el nodo de ingreso LOBS. Una copia de las PDUs pertenecientes a diferentes clases de servicios (CoS) será mantenida en el nodo de ingreso LOBS, el cual, además de recibir el NAK para la ráfaga que contiene uno o más de estas PDUs “perdidas”, se reensamblarán las PDUs perdidas en una o más ráfagas y se retransmitirán las ráfagas. La copia de una PDU puede ser descartada después del máximo “round trip time” (tiempo de ida y vuelta) de un paquete de control de ráfaga dentro de la red LOBS.

Ahora volvemos a la discusión de como es ejecutada la determinación de la ruta. Los nodos LOBS tendrán direcciones IP, y un “Interior Gateway Protocol” (IGP) tal como el OSPF (Open Shortest Path First), será utilizado para diseminar la información de la topología. Por ejemplo, serán usados nuevos paquetes que anuncian el estado del enlace (LSA, Link State Advertisements) para transportar información específica al nodo LOBS, tal como los perfiles de ráfaga y la suma de FDLs asignadas y disponibles en cada nodo. El perfil de ráfaga incluye el número medio y la longitud de ráfagas que han reservado exitosamente el ancho de banda y las FDLs, el tiempo de offset medio usado, la tasa media de descarte, etc. Basándose en la información obtenida por el IGP, un algoritmo de encaminamiento basado en restricción (CBR, constraint based routing) o de encaminamiento explícito (ER), será usado para determinar los caminos para las rutas LOBS.

El criterio (o parámetros de CoS) para ser usado por el algoritmo CBR/ER, incluye la esperada probabilidad de descarte de ráfaga, y la latencia extremo-a-extremo. El primero es dependiente principalmente de los perfiles de ráfaga existentes, y el segundo principalmente es el retardo de propagación total entre el nodo par. Un ejemplo del algoritmo es distribuir la carga tan eventualmente como sea posible entre los enlaces, mientras se trata de reducir el número de saltos para cada ruta LOBS.

Una vez es determinado el camino para una ruta LOBS por el algoritmo CBR/ER, el protocolo CR-LDP (constraint routing based label distribution protocol) o el protocolo RSVP aumentado, es usado para establecer la ruta LOBS. Básicamente, en un nodo de ingreso LOBS, el protocolo asigna una o más etiquetas (localmente únicas) a cada clase de ráfagas que van a un nodo de egreso LOBS, y especifica el enlace saliente (y posiblemente la longitud de onda, también cuando no haya conversión de longitud de onda en el siguiente nodo LOBS, a lo largo de la ruta predeterminada). Para una clase específica de ráfagas entre un nodo par, es determinado un tiempo de offset base (almenos su rango), de hecho es un tiempo de offset extra (el cual puede ser incrementado o decrementado en una amplia base de la red).

En cada nodo intermedio LOBS, el CR-LDP configura un mapeo entre una etiqueta entrante en un enlace entrante, hacia una (asignada) etiqueta saliente y un enlace saliente. En ese instante, los canales de longitud de onda pueden o no ser especificados. Cuando se especifican canales de longitud de onda, si el nodo no tiene la capacidad de conversión de longitud de onda, la misma longitud de onda que es usada por la ráfaga entrante será usada en el enlace saliente aunque, de cualquier modo, una longitud de onda distinta puede ser usada en su lugar. Si los canales de longitud de onda no están especificados por el protocolo CR-LDP, el paquete de control debe contener la información del canal de longitud de onda y, en cada nodo intermedio, el canal de salida seleccionado debe ser el mismo que el canal de entrada si el nodo no tiene capacidad de conversión de longitud de onda, en cambio si tiene puede ser diferente. En un nodo de egreso LOBS, una etiqueta entrante es mapeada en un búfer BD correspondiente a la clase de servicios de etiqueta. Además, cuando más de una LSP electrónica, con clases de servicios salientes de LSRs electrónicos que van hacia el mismo nodo de egreso LOBS, son agregados a una ruta LOBS perteneciente a esa clase de servicio en un nodo de ingreso LOBS, la ruta LOBS será desagregada en el nodo LOBS de egreso común.

8.6 - Similitudes entre LOBS y MPLS

Los principios de supervivencia de la red LOBS, son encaminados basándose en extensiones hacia algunos esquemas existentes para el encaminamiento primario y la reserva de LSPs. Como en MPLS, las rutas LOBS primarias y de reserva son establecidas. En OBS, en cambio, se permite una multiplexación estadística entre las ráfagas. Este nivel de distribución es el esperado para disponer de incluso una mejor eficiencia en las redes LOBS que en redes encaminadas de longitud de onda con aproximaciones similares. Por ejemplo, nuevos esquemas de protección tal como el 1+n y el n:1 pueden convertirse en posibles, donde una ruta primaria LOBS es protegida por n rutas de reserva OBS, cada una para llevar una fracción del tráfico de datos.

Más específicamente, uno puede establecer una ruta primaria LOBS enviando algunas ráfagas a lo largo de la misma ruta de reserva, en diferentes longitudes de onda o incluso a lo largo de diferentes rutas de reserva. En tales casos, la complejidad asociada con el reordenamiento de ráfagas en el nodo LOBS de egreso, se puede incrementar (notar que reordenar las ráfagas puede ser necesario incluso cuando es usada una protección 1:1 desde que una ruta de reserva LOBS puede ser más corta que su correspondiente ruta LOBS primaria). Adicionalmente, los recursos inactivos para rutas de reserva pueden también ser usados para transportar tráfico de prioridad más baja (por ejemplo ráfagas), mejorando el nivel de utilización de la red. Comparado con las redes MPλS o redes encaminadas de longitud de onda, restaurar las redes LOBS puede ser más rápido porque la ráfaga re-encaminada puede ser enviada sin tener que esperar el reconocimiento de los conmutadores de longitud de onda a lo largo de la reserva LSP predeterminada, que ha sido configurada propiamente.

Como una solución al problema de falta de detección y localización, algunas formas de monitorización electrónica pueden ser usadas en canales de control LOBS (longitudes de onda), desde que estos son finalizados electrónicamente en cada nodo. También, la monitorización puede realizarse en cada nodo LOBS (por ejemplo, en una base salto a salto) sin protocolos complejos de nivel de red, ya que los nodos LOBS simplemente detectarán y localizarán eventos de error mientras que la señalización MPLS restaurará el servicio. Los nodos LOBS pueden también adoptar técnicas emergentes tal como monitorización de niveles de potencia óptica transmitida por canal, relaciones señal-a-ruido ópticas para detectar y localizar errores, eliminando de esta manera la necesidad de cualquier monitorización de estructura electrónica al completo. 

En la comparación de LOBS con métodos prioritarios, podemos ver que LOBS difiere de MPλS, en que en MPλS una etiqueta es una longitud de onda, eso es, solo una etiqueta es mapeada hacia una longitud de onda, y este mapeo emplea la duración de la ruta conmutada de etiqueta (LSP). También, los datos de dos o más LSPs (cada una usando una longitud de onda) no pueden ser agregados en una sola LSP (usando una longitud de onda), debido a la actual carencia de técnicas combinadas de longitud de onda. Finalmente, la señalada característica de conmutación óptica en cada nodo es un conmutador (cross-connect) o router de longitud de onda. Sin embargo, en LOBS, pueden ser mapeadas múltiples etiquetas en una única longitud de onda, para así lograr una distribución estadística del ancho de banda de una longitud de onda entre ráfagas pertenecientes a diferentes rutas LOBS. De hecho, en cada nodo de ingreso LOBS, una ruta LOBS puede ser mapeada a diferentes longitudes de onda considerando cualquier capacidad de conversión de longitud de onda. Y también, en un nodo intermedio con conversión de longitud de onda, una etiqueta (o una ruta LOBS) puede ser mapeada a diferentes longitudes de onda, así como a diferentes tiempos.

Finalmente, en LOBS, el procesado del paquete de control puede ser realizado por medios ópticos o eléctricos, tal como sucede en OPS, en donde las cabeceras de paquete en cada canal de señalización son leídas y procesadas electrónicamente, ópticamente o mediante una combinación de ambas.

8.7 - Modelo de red

Se propuso una arquitectura OBS etiquetada (LOBS) basada en MPLS donde cada LSP consiste de una serie de etiquetas y cada etiqueta es mapeada en una longitud de onda. Aquí proponemos un nuevo modelo LOBS basado en GMPLS.

El modelo de red LOBS basado en GMPLS así como su plan de control, consiste de routers extremos electrónicos y routers principales ópticos conectados por enlaces de fibra WDM. Los routers más extremos proporcionan funciones de ensamblado/desensamblado de ráfaga y herencia de interfaces. Los paquetes con el mismo destino y algunos atributos comunes (por ejemplo CoS), son agrupados/ensamblados en una ráfaga en el router extremo de ingreso, los cuales son encaminados a través de la red LOBS y desagrupados en paquetes en el router extremo de egreso. El router principal consiste de una matriz de conmutación óptica, un convertidor de longitud de onda sintonizable (TWC), una FDL, etc. Una vez el router principal recibe el BCP, implementa las siguientes funciones: 

	Obtiene la información de la correspondiente ráfaga de datos (por ejemplo, la longitud de onda usada en la llegada de la ráfaga de datos, la longitud de la ráfaga de datos, el tiempo de offset y la información de etiqueta).

	Consulta su tabla de envío de etiqueta local (LFT) para encontrar el puerto de salida para la ráfaga de datos entrante.

	Computa y reserva la longitud de onda de acuerdo con el recurso de longitud de onda del puerto.

	Cambia algunos campos del BCP y los envía en el canal de control correspondiente de su puerto de salida correcto.

	Se configura la matriz de conmutación, TWC, FDL, y se envía la ráfaga de datos en el instante apropiado.


Cada nodo mantiene la información de ruta de las LSPs, y cada LSP consiste de una serie de etiquetas de enlace sin ligarlas a ninguna longitud de onda. Estas rutas son pre-computadas tomando la topología de red y la distribución de carga de la red a tener en cuenta, después son establecidas entre diferentes pares de routers extremos con protocolos bien conocidos tal como el RSVP o el CR-LDP. Después cada nodo crea la etiqueta local (LFT). La etiqueta solo especifica el mapa de la fibra de entrada hacia la fibra saliente, y la selección de la longitud de onda es dada cuando los nodos intermedios reciben el BCP. Es decir, dentro del modelo de red LOBS, la ruta y la asignación de reserva de recursos (asignación de longitud de onda) son separadas: primero están las rutas de computación off-line para cada par de routers extremos de ingreso-egreso y, una vez los nodos intermedios reciben el BCP, estos deciden el puerto de salida, después se inicia la reserva de una longitud de onda saliente y otros recursos físicos para la correspondiente ráfaga de datos.

Desde que la LSP extremo-a-extremo es conocida, el tiempo de offset entre el BCP y su ráfaga de datos puede ser fácilmente determinado, además, la separación de la computación de la ruta y de la reserva de los recursos (así como la selección de la longitud de onda), realza la flexibilidad de los routers principales: se computa la longitud de onda óptima de acuerdo al BCP y a la información actual (por ejemplo, longitud de onda en la fibra saliente).

8.8 - Resolución de contención de balanceo de carga (29)

La resolución de contención (CR) en las redes de conmutación de ráfaga óptica es un tópico caliente en la comunidad de investigación. La gran mayoría de investigaciones previas fueron hechas dentro del nodo de conmutación local, no obstante aquí nos centramos en el esquema CR integrado en las redes OBS basadas en la conmutación de etiqueta de multi-protocolo generalizada (GMPLS). Primero, se propone un nuevo modelo de red, en el cual la ruta conmutada de etiqueta (LSP) está compuesta de una serie enlaces, y no es asignada ninguna longitud de onda hasta que los routers principales procesan el paquete de control. Después se propone un esquema de Resolución de Contención de Balanceo de Carga (LBCR). Estudios recientes mediante simulaciones, muestran que el LBCR puede reducir la contención de las ráfagas y la probabilidad de pérdida de ráfaga.

La conmutación de ráfaga óptica (OBS), la cual es una prometedora aproximación híbrida entre la conmutación de circuito óptico coarse-grained y la conmutación de paquete óptico find-grained, ha sido un tópico. La ventaja de OBS sobre la conmutación de circuitos convencional, es que no hay necesidad de dedicar una longitud de onda para cada conexión extremo-a-extremo. Y OBS es más viable que la conmutación de paquete óptico, porque la ráfaga de datos no necesita ser almacenada o procesada en los conmutadores intermedios. Esto evita un problema de almacenamiento en el dominio óptico.

En las redes OBS, cada ráfaga consiste de un paquete de control de ráfaga (BCP) y un payload (ráfaga de datos), los cuales son transmitidos en longitudes de onda separadas. El BCP es enviado en un canal de control antes de la ráfaga de datos, con un tiempo de offset apropiado, y es convertido a señal eléctrica en los routers intermedios. Usando la información llevada en el BCP, el router principal reservará los recursos físicos para la ráfaga de datos correspondiente, y configurará el componente de conmutación óptica, la línea de retardo de fibra (FDL), etc. De esta manera, la ráfaga de datos podría ser transmitida en una ruta óptica transparente extremo a extremo.

La resolución de contención (CR) es un principio importante, el cual es usado para desarrollar el caso donde varias ráfagas son destinadas al mismo puerto saliente simultáneamente. Si no hay memoria RAM en el dominio óptico, entonces la resolución de contención en la red OBS pasa a ser más complicada. En la literatura muchas investigaciones se han focalizado en el problema de la CR, desde el punto de vista de la capa del nodo, donde se utiliza un esquema de resolución de contención local. De hecho, el problema de la CR puede también ser investigado desde el punto de vista de la capa de red. 

Como hemos mencionado antes, ahora proponemos un modelo de red OBS etiquetado (LOBS) basado en GMPLS, y después proponemos un nuevo esquema con Resolución de Contención de Balanceo de Carga (LBCR) integrada, el cual investiga el problema de la CR desde las dos perspectivas de capa: 

La capa de red: la CR es obtenida mediante el uso de tecnología de balanceo de carga, para computar rutas para pares de routers extremos de ingreso-egreso y para reducir la probabilidad de contención de ráfagas. 

La capa de nodo: la CR es obtenida mediante una conversión de longitud de onda y de FDLs limitadas. 


8.9 - LBCR, Esquema de resolución de contención con balanceo de carga (30)

El LBCR está compuesto de dos partes:

- Operación de capa de red global (GNLO, global Network layer operation), tiene en cuenta la información global de la carga, y el uso de la tecnología de ingeniería de tráfico para reducir la probabilidad de contención de la ráfaga.

- Operación de capa de nodo local (LNLP, local Network layer operation), se solventa la contención de ráfagas en el nodo de conmutación para reducir la probabilidad de pérdida de ráfaga. 

Proceso de capa de nodo local

La LNLO, por su parte, consiste en solventar la contención cuando esta ocurre. Hay cuatro métodos para solventar la contención en la literatura: el almacenamiento óptico con FDL, la conversión de longitud de onda, el encaminamiento de deflexión y la segmentación de la ráfaga.







		Figura 14 –  Organigrama de LNLP

9 - GMPLS/OBS con routers MPLS fotónicos

9.1 - Router MPLS fotónico para lograr una alta capacidad de red

Se desarrolló un router MPLS fotónico para afrontar la alta demanda de tráfico de las redes fotónicas de gran capacidad. Este router consiste en la adición de un router IP/MPLS, además de una capacidad de conmutación de longitud de onda.

Este router tiene una capacidad de conmutación máxima de 256 rutas de conmutación de etiquetas ópticas (OLSPs), en las cuales los campos de datos (payload) son transferidos como estructuras SDH entre routers y debe ser posible conmutarlas muy rápidamente para manejar datos de ráfaga para aplicaciones como reserva (back-up) de datos. Si las OLSPs pueden ser conmutadas dentro de periodos de unos cuantos segundos, cada longitud de onda puede ser compartida entre múltiples OLSPs por multiplexación temporal. Esta aproximación incrementa la eficiencia de utilización de la longitud de onda, y produce una nueva clase de servicio que ofrece grandes anchos de banda para cortos periodos.





9.2 - Ejemplo de un modelo OBS con router MPLS 

Las redes de ráfaga óptica han sido investigadas por muchas organizaciones. Sus características son como sigue: 

	(1) los datos (datos de ráfaga óptica) y la información de encaminamiento (señal de control) no son contenidos en la misma celda.

	(2) los datos pasan a través de nodos intermedios sin ser almacenados. La Figura 15 muestra el modelo de red de ráfaga óptica asumido aquí.

Cada nodo configura el hardware apropiado así como los conmutadores ópticos para recibir la señal de control. Los convertidores de longitud de onda son también controlados para utilizar el VWP (ruta de longitud de onda virtual) ofrecida por el router MPLS fotónico. Definimos dos métricas para estimar la ejecución del sistema. Una es el tiempo de retardo (τd) entre la señal de control y los datos de ráfaga óptica, y la otra es el tiempo de guarda (τg) entre las ráfagas ópticas por si mismas. Este valor determina la eficiencia de utilización de los recursos de la red. Cuando la longitud de la ráfaga (τb) es fijada, la cual depende del sistema de aplicación y de la tasa de bit de cada ráfaga óptica, el máximo cabal de red viene dado por τb / (τb + τg). Las tasas de cabal máximo son deseables para una eficiente utilización de los recursos de la red, además, cuando la configuración de la red (número de nodos, longitudes de onda, patrones de tráfico, etc.) es conocida, el ancho de banda de la ruta óptica puede ser estimado.





τg : Tiempo de guarda entre ráfagas ópticas
τb: Tamaño de una ráfaga óptica
τg/( τb + τg): Cabal de la red
τd: Tiempo de retardo entre la señal de control y la ráfaga óptica

	Figura 15 – Modelo de red de ráfaga óptica (31)

Si la conmutación de datos de ráfaga óptica se realiza mediante routers MPLS fotónicos con señalización GMPLS, se logra una conmutación de datos de ráfaga óptica sin pérdidas de datos ya que se evita la colisión. 

10 - Condiciones de seguridad en GMPLS/OBS

10.1 - Protección de enlace y re-encaminamiento de GMPLS para OBS 

Como ya sabemos, el ideal primario de OBS es que el paquete de tráfico (DB) y su cabecera de control (BHP) sean transportados en canales de control y canales de datos separadamente. Así que, teniendo en cuenta el tráfico en las redes OBS, se tienen dos rutas bajo condiciones generales, una ruta de control (una LSP para el BHP) y una ruta de datos (ruta de DB). En las redes OBS, la protección del enlace y el re-encaminamiento deben de considerar la ruta de control y la ruta de datos, si hay un fallo en una de estas dos rutas, las operaciones de protección y de re-encaminamiento deben recubrir estas dos rutas juntas. Sin embargo, en caso de error en la LSP del BHP, algunos paquetes de la DB pueden llegar al siguiente nodo antes que su BHP, a causa de la interrupción en la LSP del BHP, por lo que estas DBs serán descartadas. Si hay un error en la LSP de la DB, algunas DBs pueden ser descartadas debido al error, por lo que su BHP será también descartado, debido a que sus correspondientes DBs no están existiendo.

10.2 - Consideraciones de seguridad de GMPLS aplicadas a OBS

En esta realzada arquitectura GMPLS, hay un plano de control para múltiples tipos de elementos de red, especialmente para OBS, y hay un plano de datos para transportar la ráfaga de datos (DB) y el BHP de OBS, en el cual todavía tenemos canales de control OBS y canales de datos OBS. 

En el plano de datos, el BHP es transportado siempre a través del canal de control OBS, y canjeado en cada nodo para reservar recursos ópticos de longitud de onda, para su correspondiente DB, y dicha DB funcionará transparentemente en la longitud de onda reservada. Consecuentemente, la seguridad GMPLS debe extender mecanismos que prevengan o minimicen el riesgo de que unos atacantes sean capaces de modificar y/o copiar paquetes BHP de OBS. Los riesgos dependen de la realización y de las características físicas del canal de control OBS, así como del nivel de veracidad del BHP en cada nodo.

El canal de control utilizaría los mismos mecanismos para proporcionar autenticación y confidencialidad, además en el caso del transporte de mensajes de control OBS en las capas IP, el conjunto de protocolos Ipsec pueden ser usados.

En el caso de los mensajes de control OBS directamente sobre los enlaces ópticos, pueden ser usados algunos métodos de encriptación avanzados para proporcionar seguridad.

Después de todo, la autorización de OBS sería ejecutada en el canal de control OBS, empezando desde el nodo de ingreso y finalizando en el nodo de egreso, y todo ello puede cooperar con el canal de control.

11 - PBS basada en GMPLS

11.1 - Similitudes y diferencias entre las redes PBS y las redes OBS

El esquema OBS está emergiendo como una prometedora solución para soportar una transmisión de tráfico de datos a ráfagas de alta velocidad sobre redes ópticas de multiplexación-por división-de longitud de onda (WDM). El esquema OBS ofrece una alternativa práctica entre la actual conmutación óptica de circuitos y las emergentes tecnologías de conmutación completamente óptica de paquetes. Ha sido mostrado que, bajo ciertas condiciones, el esquema OBS logra una alta utilización del ancho de banda y la clase-de-servicio/calidad-de-servicio (CoS) mediante la eliminación de cuellos de botella electrónicos como resultado de la conversión óptica-eléctrica-óptica (O-E-O) que se da en los nodos de conmutación, y mediante el uso de un esquema de reserva de ancho de banda extremo a extremo de un solo sentido, con una duración de timeslot variable planificada por los nodos de ingreso. Las características de conmutación óptica son atractivas porque ofrecen un menor consumo de potencia y tienen una forma más pequeña que los conmutadores comparables O-E-O. Sin embargo, la mayoría de los trabajos recientemente publicados en las redes OBS se focalizan en las redes de datos backbone de la próxima generación (por ejemplo la amplia red de Internet), usando una alta capacidad (por ejemplo 1 Tb/seg) de componentes de conmutación WDM con un gran número de puertos entrantes/salientes (por ejemplo 256x256) y canales ópticos (por ejemplo 40 longitudes de onda), y requiriendo un extenso almacenamiento. Así, estos conmutadores WDM tienden a ser complejos y muy costosos para trabajar con ellos. En contraste, hay una creciente demanda para soportar una extensa variedad de aplicaciones que demandan ancho de banda, tales como las redes de área de almacenamiento (SANs, storage area networks) y un multicasting de multimedia poco costoso para las redes locales y de área extensa.

Consecuentemente, se propone adaptar el esquema OBS a unas futuras redes de empresa óptica de alta velocidad, con una extensión y un número de saltos limitados. Estas redes están basadas en componentes de conmutador óptico rápidos con un limitado número de puertos entrantes/salientes (p.ej. ≈ 8 x 8) y sin almacenamiento o con almacenamiento limitado. El análisis preliminar indica que tales componentes del conmutador óptico pueden ser implementados usando tecnología compatible CMOS, donde el coste de cada bit/seg conmutado es esperado que sea almenos diez veces más bajo que los conmutadores WDM de alta capacidad. Aunque el planteamiento es conceptualmente similar a las redes OBS basadas en backbone, el diseño, las restricciones de operación y los requerimientos de ejecución de estas redes de saltos de alta velocidad y de las redes ópticas de extensión restringida, son diferentes. Así, nos referimos a estas redes de empresa óptica como las redes fotónicas de ráfaga conmutada (PBS) para distinguirlas de las redes OBS convencionales. A continuación, introducimos la arquitectura PBS para una red de saltos y una red óptica de restringida extensión, incluyendo el nodo extremo PBS y la arquitectura de conmutación del nodo. Después, discutimos la arquitectura del software de la red PBS basada en GMPLS para los nodos de conmutación y los nodos de ingreso/egreso para soportar tráfico a ráfagas. Esto es seguido por una discusión en la funcionalidad de la capa MAC de PBS y la estructuración para transportar el campo de datos (payload) genérico múltiple.

11.2 - Arquitectura de conmutación PBS (32)





	Figura 16 – Arquitectura de red PBS 

11.3 - Arquitectura de un nodo extremo PBS





Figura 17 – Arquitectura de sistema multiservidor con diagrama de bloques del interfaz I/O PBS 

Para habilitar redes PBS de bajo coste, por ejemplo, una carta de interfaz modificada de 10 GbE en el nodo de ingreso/egreso puede ser usada. La carta 10 GbE modificada consiste de procesadores de red (NPs, Network processors) de tipo dual high-end, y se utiliza una para las ráfagas salientes, con memoria on-board, un constructor de capa física, y un transceptor óptico de 10 GbE. El clúster DRAM on-board permite a uno almacenar temporalmente ráfagas de datos múltiples planificadas en caso de pérdidas de ráfagas de datos y solicitudes de retransmisión. El ensamblado de la ráfaga, la estructuración, la planificación de la ráfaga, y el control, son ejecutadas por los NPs. Los NPs son procesadores muy poderosos con micro-arquitecturas flexibles, que son apropiados para soportar un amplio rango de tareas de procesado de paquete, incluyendo clasificación, cuenta de los paquetes y su política a seguir se basa en eludir la congestión, y en la planificación del tráfico. Por ejemplo, el Intel® IXP2800 NP, el cual tiene 16 microprocesadores, puede soportar la ejecución de hasta 1493 instrucciones cada microprocesador por paquete, a una tasa de paquete de 15 millones de paquetes por segundo para 10 GbE y una tasa de reloj de 1,4 GHz.

11.4 - Arquitectura de un nodo de conmutación PBS











	Figura 19 – Arquitectura de software PBS y bloques de diseño en los nodos de ingreso/egreso


dentro de una duración temporal variable por la característica PBS basada en la configuración de la conmutación reservada, así como en la configuración dinámica realizada por el procesador de red (NP) en la unidad del interfaz de control. El NP es el responsable de extraer la información de encaminamiento de las ráfagas de control entrantes, produciendo una reserva de duración fijada de los recursos de conmutación PBS para las ráfagas de datos solicitadas, y formando las nuevas ráfagas de control saliente para el siguiente nodo de conmutación PBS en la ruta hacia el nodo de egreso. Además, el NP proporciona funcionalidad para la administración de la red PBS, basada en una extendida base de trabajo GMPLS. Para el caso IB, las ráfagas de control y de datos son transmitidas hacia el componente de conmutación PBS y hacia la unidad del interfaz de control. Sin embargo, el NP ignora las ráfagas de datos entrantes basadas en la información de la cabecera del campo de datos (payload) de la ráfaga. Similarmente, las ráfagas de control transmitidas son ignoradas en el dispositivo PBS, desde que la configuración del conmutador no ha sido reservada para ellos. La ventaja de esta aproximación es que es más simple y cuesta menos de implementar, ya que esto reduce el número de longitudes de onda requeridas. Sin embargo, esto también conduce a una menor utilización de ancho de banda desde que hay espacios temporales más grandes entre ráfagas de control sucesivas y requeridas para ser procesadas por el NP en cada uno de los nodos de conmutación PBS. Otra aproximación para la señalización IB es utilizar formatos de modulación distintos para las ráfagas de control y las ráfagas de datos. Por ejemplo, las ráfagas de control son moduladas non-return to zero (NRZ) mientras que las ráfagas de datos son moduladas return to zero (RZ). Así, solo las ráfagas de control NRZ son demoduladas en recepción, en la unidad de interfaz de control PBS, mientras que las ráfagas de datos RZ son ignoradas.

11.5 - Extensión de los protocolos GMPLS para adaptarlos a PBS

Para habilitar las redes PBS dentro de las redes de empresa, es ventajoso extender la serie de protocolos basados en GMPLS para reconocer los interfaces ópticos PBS propuestos en los nodos de ingreso/egreso y en los nodos de conmutación. Bajo la base de trabajo GMPLS, la capa MAC de PBS es hecha a medida para ejecutar las distintas operaciones PBS, mientras todavía se están incorporando las características de ingeniería de tráfico basadas en MPLS y las funciones para la conmutación de las ráfagas de control de flujos ópticos coarse grain (de segundos a días o más largos), usando un protocolo de reserva y representado por una etiqueta PBS. A continuación, son expuestas las operaciones de datos y de plano de control.

11.6 - Operativa del plano de datos de PBS

La Figura 19 muestra una arquitectura de software PBS de datos y de plano de control con los bloques de diseño claves en los nodos de ingreso/egreso. En la ruta de datos, los paquetes heredados de los interfaces (por ejemplo, paquetes IP o estructuras Ethernet) son clasificados basándose en un clasificación n-tuples en clases equivalentes de envío (FECs, forward equivalent classes) en el nodo de ingreso/egreso. Específicamente, la capa MAC de PBS adaptativa en el nodo de ingreso típicamente ejecuta el ensamblado y la planificación de la ráfaga de datos, la generación de la ráfaga de control, y la estructuración lógica de la PBS, mientras la desestructuración, la desfragmentación y el flujo de demultiplexación, son ejecutados en el nodo de egreso.

La Figura 20 ilustra la arquitectura de software PBS con los bloques de diseño clave en los nodos de conmutación. Las ráfagas de control PBS transmitidas son procesadas electrónicamente por el NP de PBS siguiendo los siguientes pasos:

	La ráfaga de control es demuestreada, clasificada de acuerdo a su prioridad, y la información de reserva de ancho de banda es procesada. Si un flujo óptico ha sido señalado y establecido, esta etiqueta de flujo es usada para buscar la información relevante.

	Los parámetros de configuración de la conmutación PBS para el ancho de banda reservado para la longitud de onda seleccionada en un instante específico, son confirmados o denegados.

	La resolución de contención PBS es procesada en caso de un conflicto en la configuración de la conmutación PBS. Uno de los tres posibles esquemas de resolución de contención lo forman sin duda el almacenamiento óptico, el convertidor de longitud de onda sintonizable, y el encaminamiento de deflexión. Si ninguno de estos esquemas está disponible, las ráfagas de datos entrantes son descartadas hasta que el conmutador PBS esté disponible y un mensaje de reconocimiento negativo es enviado hacia el nodo de ingreso para retransmitir.

	Una nueva ráfaga de control es generada basada en los recursos de red actualizados a partir del administrador de recursos y es planificada para la transmisión.






Figura 20 – Arquitectura de software del plano de control del nodo de conmutación PBS basado en GMPLS


11.7 - Operativa del plano de control de PBS

Los componentes de software claves del plano de control y que interactúan de esta manera con la red PBS en un canal de control son:

	Señalización de etiqueta – Las rutas de luz coarse grain son señalizadas extremo-a-extremo y les son asignadas una única etiqueta PBS. La etiqueta PBS tiene solo una importancia de segmento de ruta de luz y no una importancia extremo-a-extremo. La señalización de etiquetas PBS para la configuración de rutas de luz, desagregación, y mantenimiento, es hecha a través de una extensión del protocolo de reserva de recursos de IETF (RSVP-TE). La etiqueta PBS que identifica la ráfaga de datos que entra a la fibra, la longitud de onda, y el segmento de ruta de luz, es usada en la ruta de control para habilitar a dicha ráfaga para que haga una solicitud de reserva de los recursos de la red (a través de un mensaje RESV). Si la solicitud es aceptada (a través del mensaje de PATH), cada nodo de conmutación a lo largo de la ruta de luz seleccionada, utilizará los recursos solicitados y la ruta de luz será establecida con las etiquetas apropiadas segmento-a-segmento. Cada nodo de conmutación es responsable de actualizar la etiqueta PBS inicial a través del mecanismo de señalización, y esto indica al nodo de conmutación previo la etiqueta para su segmento de ruta de luz. Si la solicitud no puede ser rellenada u ocurre algún error, es enviado un mensaje solicitando la condición de vuelta al emisor para que tome la acción apropiada (por ejemplo, para seleccionar otras características de ruta de luz). Así, el establecimiento de una etiqueta PBS a través de la señalización habilita una búsqueda eficiente de tipo MPLS para el procesado de la ráfaga de control. Esta mejora del procesado de la ráfaga de control en cada nodo de conmutación, reduce el tiempo de offset requerido entre las ráfagas de control y las de datos. Esto da lugar a una mejora del cabal de la red PBS.

	Administración del enlace – Este componente es el responsable de proporcionar la información del estado del enlace para el transporte de la red PBS, por ejemplo si es un enlace de subida/bajada, si existe pérdida de luz, etc. También hace funcionar su propio protocolo de manejo del enlace en el canal de control (El protocolo de manejo del enlace del IETF, el LMP, es extendido para soportar los interfaces PBS).

	Protección de enlace y restauración – Este componente es responsable de que las rutas ópticas computen alternativamente entre los distintos nodos de conmutación, basados en un criterio definido de usuario, cuando un error de enlace es dictaminado  por el componente de administración del enlace.

	Encaminamiento – Este componente proporciona información de encaminamiento para establecer el PATH para las rutas de ráfagas de datos y control hacia su destino final. Para las redes PBS con componentes de conmutación sin búfer, este componente también juega un rol importante para convertir la red PBS en una red de transporte más realizable, proporcionando una información de ruta de reserva (backup) que es usada para reducir la contención. Cada red PBS procede como un sistema autónomo, empleando un protocolo IGP (Internet Gateway Protocol) tal como el protocolo RIP (routing information protocol) o el OSPF (open shortest path first). El encaminamiento de red de PBS a PBS dentro de una red de empresa más grande, es realizado usando un protocolo modificado de puerta externa (EGP), para determinar la mejor ruta disponible para una red PBS particular cuando múltiples rutas de luz estén disponibles. La selección de la ruta por el protocolo EGP, es hecha a través de los atributos asociados de la red específica PBS.

Así, la arquitectura GMPLS es extendida para reconocer el interfaz PBS para los nodos extremos y de conmutación. Esto también define el espacio de etiqueta PBS y la señalización asociada, habilitando el despliegue de IP/Ethernet sobre WDM en esta red completamente óptica.

11.8 - Características de la capa MAC de PBS

La capa MAC de PBS, en los nodos de ingreso, ejecuta el ensamblado de las ráfagas de datos, la planificación, la generación de la ráfaga de control, y la estructuración de la capa MAC de PBS. El ensamblador de ráfaga adaptativo en los nodos de ingreso es designado para garantizar límites aceptables en la cadencia extremo-a-extremo de la ráfaga de datos y en el cabal en varias cargas de tráfico de red para satisfacer diferentes CoS. Estudios recientes han mostrado que los tráficos de datos ensamblados siguen una distribución Gaussiana con características de dependencia de amplio rango, donde el tamaño significativo de la ráfaga y su varianza pueden afectar a la ejecución de la red. Así, las predicciones de la longitud de la ráfaga, el periodo out-of-time de la ráfaga, y la necesidad de monitorizar dinámicamente la utilización del ancho de banda de la ruta de luz a diferentes cargas de tráfico, son claves para habilitar una operación eficiente dentro de la red PBS. El componente de planificación MAC de PBS planifica la ráfaga de datos salientes usando una variedad de algoritmos conocidos tal como el just-in-time (JIT) y el just-enough-time (JET) (vistos en el tema de OBS). Sin embargo, estos algoritmos de planificación de ráfaga pueden reducir las probabilidades de pérdida de ráfaga en los nodos de conmutación por salto y la restringida extensión de las redes PBS, si la topología de red y la utilización del ancho de banda de diferentes segmentos de ruta de luz son tenidas en cuenta. Consecuentemente, desde un punto de vista práctico, un diseño de la red PBS optimizado puede ser logrado mediante un balanceo de la complejidad de la red, una implementación, unos costes de operación con límites aceptables en la latencia extremo-a-extremo, unas probabilidades de pérdida de ráfaga, y un cabal.

El proceso de estructuración de la capa MAC de PBS adaptativa es habilitar las siguientes características: 

I)	Concatenación de múltiples campos de datos (payloads) (por ejemplo, paquetes IP o muestras Ethernet) dentro de la misma estructura de ráfaga de datos PBS

II)	Segmentación de ráfagas de datos PBS adaptativas y re-ensamblado basado en recursos disponibles de procesado de red y características de protocolo de transporte. 


Como ejemplo, para el tráfico TCP/IP, el ensamblador de la ráfaga adaptativa fija el máximo periodo de ensamblado de ráfaga PBS, para adaptar el tamaño de ventana TCP permitiendo un cabal más alto, especialmente hasta que el TCP llegue a su tamaño de ventana óptimo. Las Figuras 21 de más abajo muestran el formato de estructura PBS genérico para ráfagas de datos y de control. La estructura de ráfaga PBS genérica tiene los siguientes campos:

	Una cabecera PBS de payload genérica común para todos los tipos de campos de datos PBS, por ejemplo una ráfaga de control o una ráfaga de datos. El campo PT de esta cabecera identifica el campo de datos (payload) llevado por la ráfaga.

	Un campo de datos (payload) PBS ya sea teniendo un payload de control o de datos:


-	Una cabecera de payload específica
-	Un payload (campo de datos) de datos






Figura 21 – Estructura de la capa MAC de PBS para ráfagas de datos y de control

Hay que tener en cuenta que, cuando se estructuran las estructuras MAC de la Ethernet, uno debe tener cuidado con el requerimiento de espacio entre estructura (IFG, inter frame gap). Usualmente es un espacio temporal de 12 bytes (≈ 9.6 ns para 10 GbE) entre estructuras para permitir el componente MAC que se va a recibir para actualizar sus contadores internos, calcular la estructura FCS, etc.

Hay 2 maneras para tomar el IFG en cuenta:

	Incluir los bytes IFG delante de la estructura Ethernet encapsulada  a la expensa del malgastado ancho de banda de la red.

	Contar con el componente recibido para retardar (con un offset) los datos a expensas de un procesado extra.


El método IFG seleccionado, es señalado en la ráfaga de control PBS. Así, una ventaja clave de la estructuración de la capa MAC de PBS es que se cuida de los requerimientos PBS, tal como la segmentación y el re-ensamblado, la planificación y el control, y habilita un mapeo flexible de payloads (campos de datos) genéricos múltiples, tal como las estructuras Ethernet y/o los paquetes IP dentro de estructuras PBS para satisfacer diferentes requerimientos de CoS bajo distintas cargas de tráfico.

11.9 - Arquitectura de conmutación PBS para redes ópticas de saltos y de extensión restringida

Una nueva arquitectura llamada conmutación de ráfaga fotónica (PBS, photonic burst switching) con un aprovisionamiento de tiempo de ranura variable, soportando transmisión de datos a ráfagas de alta velocidad dentro de redes de salto y de extensión restringida, es presentada como sigue. Primero, es definida la arquitectura del nodo extremo y del nodo de conmutación para la señalización en banda y fuera de banda, con parámetros de ejecución de componente de conmutación óptica. Segundo, las regiones de operación del router extremo para el ensamblado de ráfaga son estudiadas a través de simulaciones. Tercero, introducimos:

	Una arquitectura del software PBS basada en GMPLS en términos de control y operaciones del plano de datos, que es extendida para habilitar los interfaces ópticos PBS con los bloques de diseño de software para nodos extremos y de conmutación.

	Una funcionalidad adaptativa de la capa MAC de PBS, y la estructuración de múltiples campos de datos (payloads) genéricos.


La integración de la arquitectura de red propuesta PBS con componentes de conmutación óptica de bajo coste y arquitectura de software basada en GMPLS, proporcionaría el medio para un robusto y eficiente transporte óptico de aplicaciones que demandan ancho de banda dentro de las redes de empresa.

11.10 - Arquitectura de software PBS basada en GMPLS































	Figura 25 – Formato de etiqueta PBS con sus correspondientes campos 

Los componentes de software clave para el plano de control con la red PBS en un canal de control son:

11.11 - Manejo/administración del enlace

Este componente es el responsable de proporcionar información sobre el estado del enlace para el transporte de la red PBS, como por ejemplo si el enlace es ascendente o descendente, si hay pérdida de luz, etc. El componente hace funcionar su propio protocolo de manejo del enlace en el canal de control. 

11.12 - Protección de enlace y restauración





Este componente proporciona información de encaminamiento para establecer la ruta para las rutas de control y los datos hacia su destino final. Para las redes PBS con componentes de conmutación sin búfer, este componente también juega un rol importante, ya que hace que las redes PBS sean unas redes de transporte con más capacidad y así proporcionan una información de ruta de reserva (backup) que es usada para reducir la contención. Cada red PBS se comporta como un sistema autónomo, empleando un protocolo de puerta (Gateway) interno (EGP) para determinar la mejor ruta disponible hacia una red PBS particular, cuando múltiples rutas de luz están disponibles. La selección de la ruta es hecha a través de los atributos asociados de la red específica PBS por el EGP.

11.14 - Señalización de etiqueta 

Las rutas de luz coarse-grained son señaladas extremo a extremo y asignadas a una única etiqueta PBS. La etiqueta PBS tiene solo una  relevancia de segmento de ruta de luz y no una relevancia extemo-a-extremo. La señalización de etiquetas PBS para la configuración de la ruta de luz, así como el establecimiento y el mantenimiento, son hechos a través de una extensión del protocolo de reserva de recursos de la IETF (concretamente el RSVP-TE). La etiqueta PBS identifica la fibra de entrada de la ráfaga de datos, por otro lado la longitud de onda y un segmento de la ruta de luz son usados en la ruta de control para poder hacer una solicitud de reserva de los recursos de la red (a través de mensajes RESV). Si la solicitud es rellenada (a través del mensaje PATH), cada nodo de conmutación a través de la ruta de luz seleccionada entrega los recursos solicitados, y la ruta de luz es establecida con las apropiadas etiquetas segmento-a-segmento. Cada nodo de conmutación es responsable de actualizar la etiqueta inicial PBS a través del mecanismo de señalización. Esto indica al nodo de conmutación previo, la etiqueta para su segmento de ruta de luz. Si la solicitud no puede ser rellenada o ocurre un error, es enviado de vuelta al origen un mensaje describiendo la condición para que tome la acción apropiada (por ejemplo, para seleccionar otras características de la ruta de luz). Así, el establecimiento de una etiqueta PBS a través de la señalización, habilita una búsqueda eficiente MPLS para el control del procesado de la ráfaga. Esta mejora del procesado de la ráfaga de control en cada nodo de conmutación reduce el tiempo de offset requerido entre las ráfagas de control y las de datos. Esto resulta en un cabal de red PBS mejorado.

11.15 - Operación, administración, manejo, y aprovisionamiento (OAM&P)

Este componente es responsable para la ejecución de varias tareas administrativas, tal como el aprovisionamiento de los equipos.

12 - OFS, EPS Y OPS

12.1 - Conmutación de flujo Óptica (OFS) (33)

Ahora evaluamos un candidato atractivo para el transporte de datos de red ópticos: La Conmutación de Flujo Óptica (OFS). Describimos la operación y la implementación de la arquitectura, caracterizamos su región y su compensación de capacidad-coste, y la comparamos con otras prominentes arquitecturas de la red óptica.

En los primeros días de Internet, el recurso más preciso fue la capacidad de transmisión (transporte de mercancías a larga distancia) long-haul. Así, la arquitectura de conmutación de paquete fue designada para usar este recurso tan eficientemente como fuera posible. Con la ubicuidad del desarrollo de WDM, en las redes principales en los últimos años, la transmisión long-haul es ahora más barata que la conmutación del router en los nodos principales, esto es porque la tasa de decrecimiento en cuanto a coste por unidad de capacidad de fibra óptica es bien baja, teniendo en cuenta la Ley de Moore, la cual gobierna el coste de los ICs electrónicos y a partir de la cual los routers electrónicos y los conmutadores son diseñados. Para seguir cosechando los beneficios económicos de las tecnologías de red óptica, la conmutación de circuito óptico de larga duración (casi-estática) GMPLS, será usada en el siguiente ciclo de mejora de las redes de fibra óptica. En las redes de acceso, los routers electrónicos y los conmutadores son usados actualmente para la agregación de datos a ráfagas para la comunicación entre computadoras. Con el inexorable incremento en la demanda del ancho de banda para comunicaciones, pronto se frenará la tendencia de las reducciones de coste, en las cuales serán requeridos el punto de acceso óptico, algunas formas de conmutación óptica y el encaminamiento para grandes transacciones. A continuación, proponemos una arquitectura de transporte, la Conmutación de Flujo Óptico (OFS), que explotará la conmutación óptica, el encaminamiento, y las tecnologías de transporte para continuar con el descenso de los costes más rápidamente que la Ley de Moore. 

12.2 - Conmutación de paquete electrónico (EPS) y conmutación de paquete óptico (OPS)

Una red conmutada de paquete (PBS) es una interconexión de routers, que modelamos como una interconexión basada en celda, y con conmutadores de cola de entrada (IQ), los cuales toman decisiones de planificación en un modo distribuido en cada ranura temporal (timeslot). El transporte a través de los enlaces es llevado mediante fibra óptica usando WDM, y las funciones de encaminamiento y de conmutación en los nodos de red, que son llevados en el dominio electrónico o el dominio óptico, son asignadas a la conmutación de paquete electrónico (EPS) o a la conmutación de paquete óptico (OPS). Hay que tener en cuenta que, en el empleo de la electrónica para realizar operaciones en los nodos de red, implícitamente ya se les da a los nodos una capacidad de conversión de longitud de onda, sin usar la óptica. Además, desde que los búferes ópticos no están disponibles en las redes OPS, las líneas de retardo de fibra e incluso la deflexión de encaminamiento, son a veces usadas como substitutos. 

12.3 - Arquitectura de red EPS/GMPLS

La conmutación de paquete electrónica y la conmutación de lambda de multiprotocolo generalizado (EPS/GMPLS) es una arquitectura de red que es conceptualmente una mezcla entre OFS y EPS. Específicamente, el diseño MAN en EPS/GMPLS es idéntico al de EPS, mientras que el diseño WAN es similar a OFS en que la transmisión completamente óptica a lo largo de los canales de longitud de onda dedicada, pasando a través de OXCs, es empleada para el procesado electrónico en los nodos intermedios. En el interfaz de la MAN y la WAN existen routers de ingreso y de egreso que son responsables del ensamblado y del desensamblado de grandes bloques de datos, respectivamente.

12.4 - Comparativa de arquitecturas









	Figura 27 (33) – Conmutación Óptica de Flujo

OFS y TaG, es siempre requerido un sintonizador costoso y transceptores long-haul en cada usuario final. Por otro lado, para tasas altas de datos, el OFS siempre domina, implicando que OFS es la más escalable arquitectura de todas. En el régimen de tasas de datos de usuario altas, el tráfico agregado es siempre alto, y se requiere equipamiento electrónico para soportar este tráfico en la red que es costoso. Hay que tener en cuenta también que, el régimen de bondad del TAG, es relativamente pequeño aunque el bajo coste de planificación en OBS usualmente aporta un gran beneficio de ejecución. La Figura 26 también sugiere que una arquitectura de red híbrida puede ser sensible cuando las demandas de usuario son heterogéneas. Además, la Figura 27 ilustra que si las demandas de usuario son heterogéneas (de transacciones pequeñas a grandes), entonces una arquitectura de red híbrida (por ejemplo, EPS + OFS) puede ser más eficiente en cuanto a coste que una arquitectura homogénea. La Figura 27 también implica que el diseño de subredes para diferentes clases de servicio, puede resultar en una de coste más eficiente que una arquitectura homogénea.


Conclusiones y líneas futuras

La tecnología OBS es una solución que va cogiendo fuerza rápidamente para todas las redes ópticas WDM. Se han descrito las distintas características de diseño OBS, tal como los mecanismos de establecimiento de conexión, tiempo de offset, planificación de los recursos, ensamblado y desensamblado de las ráfagas, implementación de las clases de tráfico, y adición de la capacidad multicast. Además se han presentado mecanismos de resolución de contenciones, líneas de retardo de fibra (FDLs) y los tipos de nodos con los que opera. La ventaja de OBS es que combina las mejores características de la conmutación de circuitos y de la conmutación de paquetes. 

En cuanto a GMPLS mencionar que será parte integral de las redes ópticas de próxima generación. Provee el nexo adecuado entre las capas IP y óptica, produciendo una evolución consecuente de la red en ambos entornos. Además, las funcionalidades derivadas de GMPLS permiten a los operadores escalar sus redes bastante más allá de las limitaciones actuales, derivadas implícitamente de la segregación de la red de transporte respecto a los datos que se mueven sobre esta. Las capacidades de señalización de GMPLS permitirán a los proveedores de servicio construir rápidamente infraestructuras que soporten la creación de conexiones y provisiones rápidas. Además, la flexibilidad de las capacidades de protección y de restauración de GMPLS, permitirán mejorar la disponibilidad de la red, además de posibilitar la inclusión de nuevos tipos de servicios. 

En este proyecto se introduce un problema reciente que es todavía el centro de atención de la comunidad de investigación: la integración de dos tecnologías emergentes, donde cada una clama para ser la defensora de la próxima generación de Internet. El paradigma OBS introduce una alternativa al paradigma de conmutación en la capa óptica, y GMPLS facilita un óptimo control de la red y un buen manejo de la misma. 

De los análisis presentados está claro que aplicar la estructura de control GMPLS en las redes OBS es beneficioso. La serie de protocolos de GMPLS suplementan las funcionalidades que faltan en el plano de control OBS convencional y tienen la capacidad de acrecentar la escalabilidad y la supervivencia de las redes OBS, y de mejorar su manejo. Por otro lado, no todas las funcionalidades de GMPLS podrían ser necesarias en la red OBS. La principal razón de dicha afirmación es que no puede haber estrictas garantías de CoS basadas en la base de trabajo GMPLS. En cambio, las técnicas OBS para CoS deben ser aplicadas, por lo que aquí aparece el compromiso trivial entre la complejidad y la eficiencia. Sin embargo, es bastante difícil llevar a cabo la adaptación de los protocolos GMPLS al medio OBS. De hecho, ambas tecnologías están en fase de desarrollo por lo que pueden ser fácilmente ajustadas para diseñar una red combinada OBS basada en GMPLS. La principal cuestión es que la extensión de las dos tecnologías necesita ser modificada. Uno de los principales principios en los cuales ambas están construidas es la flexibilidad, la cual abre un montón de soluciones para los problemas perfilados y da a los diseñadores de red un amplio alcance de posibilidades para crear redes OBS altamente flexibles, escalables y de buena ejecución. 

Se han propuesto una serie de soluciones para llevar a cabo dicha integración. Primeramente, se ha propuesto codificar la información de ráfaga en la LIB (base de información de etiqueta) como una manera nueva y útil de combinar los conceptos GMPLS y OBS. También se ha argumentado que un nuevo tipo de mensaje RSVP-TE podría ser redefinido en las redes OBS, al contrario que la información de piggy-backing que lo haría en los mensajes de ruta.

También se ha abordado el problema de la resolución de contención integrada en las redes OBS, y se ha propuesto un nuevo modelo de red basado en GMPLS, donde las rutas, para todos los pares de nodos sin asignación de longitud de onda, necesitan ser pre-computadas. La selección de la longitud de onda y la reserva de los recursos son decididas en el momento en que el nodo principal desarrolla el BCP. Basándonos en este modelo, se propone un nuevo esquema de CR, el esquema de resolución de contención de balanceo de carga basado en GMPLS (LBCR) ya que está demostrado que el LBCR puede efectivamente reducir las contenciones de las ráfagas y también mejorar la utilización de la red.

También hemos hablado de la conmutación de ráfagas de señales ópticas etiquetadas (LOBS, Labeled optical burst switched) que permiten de un modo rápido y con un mecanismo eficiente de encaminamiento, el direccionamiento de paquetes/ráfagas sobre redes multiplexadas por división de onda (WDM, Wavelength división multiplexing). Por otro lado, y debido a que se unifica el algoritmo de encaminamiento y tiene una baja latencia, esta tecnología es fácilmente escalable hasta rangos de Terabits.

En las redes LOBS, las ráfagas de datos se crean a base de juntar varios paquetes que han ingresado en los nodos de acceso y que tienen un mismo destino o bien una misma clase de servicio (CoS). Para cada ráfaga datos, una etiqueta corta y de longitud constante, se crea y se asigna a ese bloque de datos. Esa etiqueta se usará en los routers internos de la red para direccionar correctamente el paquete a través de la red. De este modo, la decisión de encaminamiento no va a ser dada por el reconocimiento y la lectura de la información de los paquetes, sino por la lectura y el procesado de estas pequeñas etiquetas ópticas, obteniendo por lo tanto una mejora en términos de latencia y de dimensionado de la cabecera de encaminamiento. Estos factores hacen que el encaminamiento de paquetes se simplifique y se pueda reescalar el sistema hasta tasas de bit del orden de Terabits. Además, como utilizan técnicas de etiquetado, pueden reducir considerablemente el tiempo de procesado en los nodos intermedios, a la vez que evitar la conversión O/E/O (y por tanto, depender de equipos electrónicos que por definición, admiten tasas de bit menores). Por eso, la próxima generación de redes LOBS, prometen suministrar grandes anchos de banda aprovechando el dominio óptico en el que trabajan. 

También ha sido propuesta una nueva arquitectura PBS inteligente basada en GMPLS para redes de empresa óptica de salto y de extensión restringida para soportar tráfico a ráfagas de alta velocidad. Esta arquitectura PBS basada en GMPLS ha sido mostrada con los bloques de diseño clave para los nodos de ingreso/egreso así como los nodos de conmutación, con el objetivo de reconocer los interfaces PBS en los nodos extremos, y de definir el espacio de etiqueta PBS con la señalización asociada. Bajo la base de trabajo GMPLS, la capa MAC adaptativa de PBS está hecha a medida para ejecutar varias operaciones PBS tales como el ensamblado de la ráfaga de datos, la segmentación, la concatenación de múltiples payloads dentro de la misma estructura de ráfagas de datos PBS, la generación de la ráfaga de control, la planificación, y la estructuración. Mientras tanto, todavía se están incorporando características de ingeniería de tráfico basadas en MPLS, y también funciones para la conmutación de las ráfagas de control y para la administración de la red. La estructuración de la capa MAC de PBS habilita el mapeo de múltiples campos de datos (payloads) genéricos, tales como estructuras Ethernet y/o paquetes IP en estructuras de ráfagas de datos PBS.

Mirando hacia delante, existen todavía muchos retos técnicos para estas redes PBS de salto y de restringida extensión que deben ser solventados. Por ejemplo, la disponibilidad y la escalabilidad de la característica de conmutación fotónica no-bloqueante, y la velocidad (< 100 ns) que puede ser integrada con electrónica de alta velocidad, son algunos de los obstáculos clave. Otros principios clave, tal como un esquema de almacenamiento óptico óptimo, que puede ser integrado con el componente de conmutación PBS, así como con el balanceo de la complejidad de la red, deben también ser mencionados. Una integración exitosa de la arquitectura de red PBS, con los componentes de conmutación ópticos de bajo coste, basados en tecnología compatible CMOS y en la arquitectura de software basada en GMPLS, proporcionaría el medio para un transporte robusto y eficiente de aplicaciones que demanden ancho de banda en las redes de empresa óptica.
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Determina el Input (N,W)

Encuentra el siguiente nodo usando la cadena de ruta

Encuentra el puerto N óptico de salida usando la tabla de envío

¿Hay una longitud de onda libre?


t2 > t1 +Toxc

¿ Es una conversión de longitud de onda ?



































































Distribuido (1:N, Anillo, Mesh)
































Obtiene la etiqueta entrante, el tiempo de offset y el tiempo de “holding” de la ráfaga de datos


¿ Hay alguna longitud de onda libre cuando llega la correspondiente ráfaga de datos?


Se selecciona la última (hasta Tin) longitud de onda no planificada disponible como la longitud de onda de salida, y se configura la correspondiente FDI (si es necesario) y se fija el tiempo para configurar el componente de conmutación óptica

Se actualizan algunos campos de BCP y se envían en el correspondiente puerto de salida

Se descarta el BCP y la correspondiente ráfaga de datos









La capa física ejecuta funciones para la conmutación de ráfagas, la conversión de longitud de onda, retardo/almacenamiento de ráfaga, amplificación óptica, etc.









La capa IP ejecuta funciones como por ejemplo, direccionamiento, encaminamiento,etc.
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