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Abstrak. Transformasi Burrows-Wheeler adalah sebuah algoritma yang digunakan di dalam beberapa teknik 
kompresi data. Transformasi Burrows-Wheeler diawali dengan merubah input untaian s menjadi matriks M1 
yang baris-barisnya merupakan hasil pergeseran untaian s secara siklik, dilanjutkan dengan merubah matriks M1 
menjadi matriks M2 yang diperoleh dengan cara mengurutkan baris-baris matriks M1 secara leksikografi dan 
akhirnya mendapatkan output berupa untaian F dan L. F berisi semua simbol dari s yang telah terurut sedangkan 
L merupakan kolom terakhir dari matriks M2. Invers dari transformasi Burrows-Wheeler membawa kembali 
untaian L, dengan bantuan untaian F yang merupakan baris pertama matriks M2 kembali menjadi untaian s tanpa 
harus mengkontruksi satu pun matriks. Karena untaian s dan L memiliki simbol-simbol yang sama, hanya 
berbeda urutan, maka jelas ada permutasi yang membawa untaian s menjadi L dan permutasi baliknya yang 
membawa L kembali menjadi s.  
Tugas akhir ini bukan hanya meneliti dan mencari permutasi-permutasi yang merubah s menjadi L dan 
sebaliknya, tetapi juga menyelidiki bagaimana balikan permutasi yang merubah s menjadi matriks M1, M2 dan L  
bisa diperoleh tanpa menggunakan matriks M1 dan M2. Sebagai hasil tambahan, diberikan hasil program Maple 
berupa simulasi transformasi Burrows-Wheeler dan balikannya melalui Maplet dan beberapa permutasi-
permutasi yang digunakan untuk merubah input untaian s menjadi L. 
Kata Kunci: permutasi; transformasi burrows-wheeler, urutan leksikografi. 
 
Abstract. Burrows-Wheeler transform is an algorithm used in a number of data compression techniques. The 
algorithm begins by transforming an input string s into a matrix M1 whose rows are the left-cyclic shifts of the 
string, ordering its rows according to their lexicographic which results a matrix M2 and  finally takes the first and 
the last column of M2 as the string outputs, which are denoted, respectively, as F and L. The inverse of Burrows-
Wheeler transform brings the string L back to its original string s with the help of string F without constructing 
any matrix. Since the string s and L have the same symbols and only differ in their order, it is clear that there is a 
permutation that brings the string s to the string L and its inverses that brings L back to its original string s. 
Not only does this final paper investigate and search a permutation that transforms s to L and vice versa, it 
also investigates how the inverse transform from L to s can be obtained without reusing the matrices M1 and M2.  
As additional results, this final paper provides Maple programs that simulate Burrows-Wheeler transform and its 
inverse via Maplet and the permutations involved in transforming the input string s to L. 
Keywords: burrows-wheeler transform; lexicographic order; permutation. 
 
PENDAHULUAN
 
Di era digital komunikasi, kompresi data 
merupakan bagian penting dan tak bisa dihindari. 
Misalnya, dalam pengiriman dokumen melalui 
internet atau di dalam penyimpanan data untuk 
pengarsipan atau tujuan lainnya, diperlukan data 
yang berukuran se kecil mungkin. Salah satu metode 
kompresi data yang popular adalah Bzip2 yang 
terdiri atas tiga tahap transformasi secara berurutan: 
 transformasi Burrows-Wheeler, transformasi Move-
to-Front dan transformasi Huffman (lazim disebut 
Huffman coding).  
Di dalam praktek, banyak variasi kompresi 
data yang merubah transformasi kedua (Move-to-
Front) atau transformasi ketiga (Huffman coding) 
dengan transformasi lain, tetapi tetap menggunakan 
transformasi Burrows-Wheeler sebagai transformasi 
awal. Sebagai contoh, Bastys (2010) mengusulkan 
tranformasi Distance Coding dilanjutkan dengan 
Fibonacci coding sebagai pengganti Move-to-Front 
dan Huffman coding. Sangat mungkin hal ini 
disebabkan karena Burrows-Wheeler telah berhasil 
membuat Bzip2 sebagai salah satu di antara metoda 
kompresi data teks yang terbaik [2]. 
Keunikan dari transformasi Burrows-
Wheeler adalah walaupun proses encodingnya tidak 
secara eksplisit menggunakan konsep fungsi yang 
bisa dibalik, bahkan menggunakan transformasi dari 
untaian menjadi matriks kemudian ditransformasi ke 
matriks yang lain, tetapi proses transformasi 
Burrows-Wheeler tersebut bisa dibalik tanpa 
menggunakan matriks yang sama. 
Berdasarkan uraian di atas, penulis tertarik 
untuk membahas transformasi Burrows-Wheeler, 
khususnya untuk menjawab pertanyaan mengapa 
transformasi Burrows-Wheeler bisa dibalik, serta 
melakukan simulasi transformasi Burrows-Wheeler 
(dan balikannya) secara otomatis dengan bantuan 
paket program Maple.  
Peneitian ini bertujuan untuk mengungkap 
konsep matematis dari transformasi Burrows-
Wheeler dan membuktikan apakah Transfofmasi 
Burrows-Wheeler bisa dibalik. Sebagai tambahan, 
diberikan pula implementasi Transformasi Burrows-
Wheeler ke dalam program Maple. Diharapkan 
dengan adanya penelitian didalam ruang lingkup 
teori pengkodean, bisa memperluas wawasan 
tentang teori pengkodean dan konsep matematisnya. 
 
 
TINJAUAN PUSTAKA 
 
Transformasi Burrows-Wheeler dan 
Algoritmanya 
Algoritma Burrows-Wheeler dipublikasikan 
pada tahun 1994 oleh Michael Burrows dan David 
Wheeler dalam penelitian “A Block-sorting Lossless 
Data Compression Algorithm” [1,2,3]. Penelitian ini 
menyajikan sebuah algoritma kompresi data 
berdasarkan pada suatu tranformasi. Sementara 
makalah yang dikemukakan membahas algoritma 
yang menyeluruh mengenai kompresi dan 
dekompresi, namun sesungguhnya inti yang 
terkandung dalam makalah tersebut adalah 
pembahasan mengenai metode Burrows-Wheeler 
Transformation (BWT). [4] 
Menurut M.Burrows dan D.J.Wheeler (1994), 
cara kerja transformasi Burrows-Wheeler ini tidak 
memproses data masukan secara antrian, tapi 
memproses langsung satu blok data teks sebagai 
satuan. Hal ini dimulai dari gagasan diterapkannya 
transformasi terhadap blok data teks menjadi suatu 
bentuk baru yang tetap mengandung karakter yang 
sama, namun lebih mudah untuk dimampatkan 
menggunakan algoritma kompresi yang sederhana. 
Transformasi ini cenderung untuk mengelompokkan 
karakter secara bersama-sama sehingga peluang 
untuk menemukan karakter yang sama secara 
berurutan akan meningkat. Tranformasi ini memiliki 
sifat reversible yaitu dapat mengembalikan data teks 
yang telah ditransformasikan kebentuk yang sama 
persis dengan data asalnya. Dengan kata lain BWT 
adalah algoritma transformasi yang memproses 
sebuah blok data teks dan menyusunnya dengan 
algoritma pengurutan, sehingga hasilnya adalah blok 
data yang sama dengan sebelumnya, hanya saja 
urutannya yang berbeda.  
Didalam laporan penelitian yang telah 
disebutkan sebelumnya, terdapat dua sub-algoritma 
yang ada pada transformasi Burrows-Wheeler yaitu: 
Algoritma C yang digunakan untuk kompresi dan 
Algoritma D untuk dekompresi data.  
Algoritma C 
Algoritma C berfungsi untuk melakukan 
proses kompresi (C = Compression). Algoritma ini 
memiliki input untaian X dengan panjang l karakter 
X[0],…,X[l - 1] yang berisi serangkaian X yang 
merupakan anggota karakter pembentuk untaian X 
dimana jika ada karakter yang sama tidak ditulis 
ulang. Sebagai contoh terdapat sebuah untaian asal 
X = “MISSISSIPPI” yang akan menjadi input 
matriks. Jumlah karakter l = 11, pembentuk untaian 
adalah S = {„I‟,‟M‟,‟P‟,‟S‟}. Output yang dihasilkan 
dari algoritma C dituliskan sebagai (L,I) dimana L 
merupakan hasil transformasinya dan I adalah 
indeks untuk untaian asli.  
Algoritma D 
Algoritma D berfungsi untuk melakukan 
dekompresi (D = Decompression). Algoritma ini 
menggunakan output dari algoritma C sebelumnya 
yaitu (L,I) untuk menyusun ulang untaian asal X 
dengan panjang l karakter.  
 
Alfabet dan Untaian 
Suatu alfabet terurut berhingga adalah suatu 
himpunan berhingga  
 = {a1, a2, …, an} 
 bersama suatu urutan „⊰‟ yang memenuhi a1 ⊰ a2 ⊰ 
…⊰ an sedemikian sehingga untuk setiap a, b   
berlaku tepat satu di antara tiga kemungkinan 
berikut: 
i.   a ⊰ b             atau            ii.  a = b            atau        
iii. b ⊰ a. 
Untuk melambangkan urutan dua unsur, seringkali 
digunakan penulisan  
„a ⊰ b‟ 
yang harus ditafsirkan sebagai disjungsi  
„a ⊰ b atau a = b‟. 
Unsur-unsur dari suatu alfabet berhingga  
disebut simbol dan suatu barisan s = s1s2…s yang 
terbentuk dari operasi penyambungan sebanyak l 
simbol s1, s2, …, sl   disebut untaian atas (over) 
alfabet  yang panjangnya l (ditulis L(S) = l). Juga 
didefinisikan satu untaian istimewa , disebut 
untaian kosong yang memenuhi sifat: untuk setiap 
untaian s berlaku sifat: s = s = sPanjang untaian 
kosong didefinisikan 0, yaitu L() = 0. Karena di 
dalam diskusi selanjutnya selalu digunakan alfabet 
berhingga, maka kata „alfabet berhingga‟ tidak lagi 
ditulis dan diganti dengan penulisan „alfabet‟ saja. 
Untuk setiap alfabet , didefinisikan 
0 = {} 
dan untuk setiap bilangan bulat tak negatif k = 1, 2, 
3, … didefinisikan himpunan (hingga)  
k = {s1s2…sk | (i  {1, 2, …, k}) si  
 
 } 
Notasi k lazim digunakan untuk menunjuk hasil 
kali Kartesius (Cartesian product) sebanyak k 
faktor-faktor 
    …  , 
k berisi semua untaian atas  yang panjangnya k 
(ekuivalen dengan urutan-k atau k-tuple). Demikian 
pula, notasi {#}  k adalah notasi untuk 
{#}      …  , 
himpunan semua untaian yang diawali oleh simbol 
“#” dan dilanjutkan oleh untaian atas alphabet  
yang panjangnya k. Unsur-unsur dari himpunan ini 
akan ditulis sebagai untaian 
#s = #s1 s2 … sk 
atau sebagai urutan-(k + 1) (bahasa Inggris: (k + 1)-
tuple) 
#s = [#, s1, s2, … sk]. 
Selanjutnya didefinisikan 
* = 0  1  2  …,   
yaitu himpunan semua untaian (panjang hingga) atas 
alfabet . 
Diberikan alfabet  = {A, B, C, …, Z} yang 
terdiri atas 26 huruf-huruf alfabet biasa dan seperti 
biasanya, dilengkapi urutan leksikografi „⊰‟, yaitu  
“A” ⊰ “B” ⊰ … ⊰ “Z”. 
Untuk setiap untaian s = s1s2…sl  
l
, didefinisikan 
alfabet minimal untuk s  
s = {x   | (si)(x = si) }, 
yang merupakan himpunan terkecil yang memuat 
semua simbol-simbol dari s. Jadi  
s   
dan  
s = s1s2...sl  s   
l
. 
Di dalam ilmu komputer, disepakati bahwa 
huruf besar urutan leksikografinya lebih awal 
daripada huruf kecil, simbol kosong “ “ urutannya 
paling awal sedangkan simbol “~” urutannya paling 
akhir. Jadi “ “ ⊰ “A” ⊰ “Z” ⊰ “a” ⊰ “z” ⊰ “~”. 
Urutan leksikografi ini telah diimplementasikan 
secara internal pada sistem komputer.  
Di dalam himpunan semua untaian *, 
dengan menggunakan urutan „⊰‟ antara dua simbol, 
didefinisikan urutan dua untaian b, c  * sebagai 
„b ⊰ c‟ jika dan hanya jika salah satu dari ketiga 
syarat berikut dipenuhi: 
i. b =  dan c  ; atau 
ii. b = b1b2…bm, c = c1c2…cn dan terdapat 
indeks l  min{m, n} sedemikian sehingga  
untuk setiap i = 1, 2, …, l berlaku bi = ci; 
dan 
a. jika l < min{m, n} maka bl+1 ⊰ cl+1; atau 
b. jika l = min{m, n} maka m  n.  
 
Permutasi 
 Setiap bijeksi pada himpunan tak kosong A 
= {a1, a2, …, an} yang berukuran n ke dirinya 
sendiri disebut permutasi pada himpunan A atau 
permutasi pada n simbol. Himpunan semua 
permutasi-permutasi pada himpunan A diberi 
lambang SA, atau Sn (jika diketahui |A| = n) 
sedangkan sembarang permutasi akan ditulis dengan 
lambang huruf Yunani, misalnya μ, ρ, π, σ, τ, υ dsb. 
Permutasi σ0 pada himpunan A = {a1, a2, ..., an} 
dengan aturan pengawanan  
 σ0(ai) = ai, untuk setiap i = 1, 2, ..., n; 
disebut permutasi identitas. 
Komposisi antara dua bijeksi pada suatu 
himpunan adalah sebuah bijeksi pada himpunan 
tersebut. Dengan kata lain, jika σ1, σ2  SA, yaitu 
jika σ1: An  An dan σ2: An  An, maka komposisi 
antara kedua permutasi, dinyatakan dengan notasi 
σ1◦ σ2, juga merupakan permutasi. Jadi μ = σ1◦σ2 
juga sebuah permutasi, yaitu μ  SA atau   
μ: A  A 
adalah bijeksi.  
Jika σ  Sn adalah permutasi pada himpunan 
A = {a1, a2, ..., an}, maka σ biasa dinyatakan dalam 
lambang  
  σ = 
1 2
1 2σ( ) σ( ) σ( )
n
n
a a a
a a a
 
 
 
          (2.1) 
atau 
   σ = (σ(a1), σ(a2), ..., σ(an))                   (2.2) 
atau 
 σ = [σ(a1), σ(a2), ..., σ(an)].          (2.3) 
Untuk selanjutnya, di sini hanya digunakan notasi 
permutasi yang kedua (2.2) atau yang ketiga (2.3) 
walaupun di dalam aljabar, ada notasi lain (notasi 
siklus) yang lebih lazim digunakan.  
Jika σ1, σ2  SA dan untuk setiap i = 1, 2, ..., n 
berlaku (σ1◦ σ2)(i) = σ1(σ2(i)) = i, maka σ1 dan σ2 
dikatakan saling invers atau saling berkebalikan, 
dilambangkan: σ1
1
 = σ2 (dan/atau σ2
1
 = σ1). Jadi 
σ1◦ σ1
1
 = σ0 = σ1
1◦ σ1. 
 
HASIL DAN PEMBAHASAN 
 
Konsep Matematis Transformasi BW 
Pada bagian ini akan dibuktikan bahwa setiap 
langkah transformasi yang merubah suatu obyek 
menjadi obyek lain adalah suatu aturan pengawanan 
dari sebuah bijeksi. Untuk membuktikannya, cukup 
dibuktikan bahwa ada pengawanan 1-1 antara obyek 
yang baru terbentuk dengan obyek sebelumnya, 
tanpa perlu menetapkan secara formal daerah asal 
(domain) dan daerah hasil (codomain) bijeksi 
tersebut. Sesungguhnya setiap fungsi 1-1 bisa 
dianggap sebagai sebuah bijeksi dengan membatasi 
daerah hasilnya sama dengan daerah jangkauan 
(range) fungsi. 
Pengertian adanya pengawanan 1-1 di atas 
bisa diartikan bahwa dari suatu obyek, hanya bisa 
diperoleh tepat satu obyek yang baru dan obyek 
yang baru ini bisa dikembalikan ke obyek 
sebelumnya. Sama halnya ketika membuktikan 
(secara langsung atau tidak langsung) bahwa y = 
1x   adalah aturan pengawanan suatu bijeksi 
(tanpa harus secara eksplisit menyatakan daerah asal 
dan daerah hasil dari bijeksi tersebut) dengan 
menunjukkan bahwa selain nilai y bisa diperoleh 
secara tunggal dari nilai x, sebaliknya dari nilai y ini 
bisa diperoleh kembali (satu dan hanya satu) nilai x. 
Untuk memahami bentuk formal langkah-
langkah encoding dan decoding transformasi 
Burrows-Wheeler, diberikan tambahan ilustrasi 
bagaimana transformasi dikerjakan terhadap sebuah 
untaian  
s = KUKUKAKI. 
Berikut langkah-langkah transformasi BW dan 
pembuktian bahwa setiap langkah transformasi BW 
adalah aturan pengawanan satu bijeksi, yaitu: 
 
1. Langkah Awal (Start), memasukkan input 
berupa satu untaian, namakan untaian  
s = s1s2…sn. 
Sebagai ilustrasi, pilih 
s = KUKUKAKI 
yang dinyatakan melalui simbol  
s = s1s2s3s4s5s6s7s8  
dengan s1 = K, s2 = U, s3 = K, s4 = U, s5 = K, s6 = A, 
s7 = K, s8 = I.  
Di dalam Langkah 1, ada sublangkah 
pembentukan himpunan teruruts sebagai alfabet 
yang memuat setiap simbol dari s. Untuk untaian s = 
KUKUKAKI, alfabet yang bersesuaian dengan s 
adalah  s = {A, I, K, U}. Jadi s  s
8
. Alfabet s
 
disajikan dengan urutan leksikografi A ⊰ I ⊰ K  ⊰ U. 
 
2. Menambahkan pada akhir untaian s sebuah 
simbol dengan urutan leksikografi lebih kecil 
daripada semua simbol di dalam s.  
Pada Langkah 2 ini, simbol yang 
ditambahkan biasanya dipilih simbol “#” yang 
urutannya lebih rendah daripada urutan semua huruf 
(besar dan kecil). Jelas ada pengawanan 1-1 antara 
untaian s dan untaian s#. Secara formal, Langkah 2 
bisa dinyatakan sebagai aturan pengawanan dari 
bijeksi 
 : s
 n
 s
 n
 ∪ {#} 
di mana (s) = s# (penyambungan untaian s dengan 
simbol #). 
Pada kasus 
s = KUKUKAKI, 
setelah ditambahkan simbol # pada akhir untaian, 
terbentuk untaian baru 
s# = KUKUKAKI# 
yang juga bisa dinyatakan melalui simbol  
s# = s1s2s3s4s5s6s7s8s9 
dengan s9 = #.  
Seperti langkah sebelumnya, di dalam 
Langkah 2, terkandung beberapa sublangkah yang 
pada umumnya di dalam penulisan algoritma tidak 
tertulis. Misalnya sublangkah menentukan panjang 
untaian s#. Untuk keperluan penulisan (dan juga di 
dalam program komputer), panjang untaian harus 
diberi simbol, misalnya n = panjang(s) sehingga n + 
1 = panjang(s#). Di dalam ilustrasi s = 
KUKUKAKI, n = 8. Karena di dalam satu 
transformasi BW, untaian s tetap, maka untaian s# 
juga tetap. Dengan kata lain, (s) = s# = s1s2…sn#.  
 3. Dengan menggunakan permutasi  = (2, 3, …, 
n + 1 ,1) yang berbentuk pergeseran siklik satu 
posisi ke kiri, untaian s# panjang n + 1 diubah 
menjadi sebuah matriks M1 = M1(s) yang 
berukuran (n + 1)  (n + 1) sedemikian 
sehingga entri-entri pada baris ke-i adalah 
imod n (s#) = sisi+1…si1  
di mana i = 1, 2, …, n. 
Seperti biasa, diadopsi konvensi bahwa untuk setiap 
untaian r berlaku (r) = r.  
Agar notasi yang digunakan lebih sederhana, 
disepakati notasi “imod n”  cukup ditulis “i".  
Untuk kasus s# = KUKUKAKI#, langkah ini 
menghasilkan matriks M1 (ditulis dalam bentuk 
tabel) berikut. 
Jelas baris ke-i matriks M1 adalah 
i
(s#) 
sehingga dengan mengadopsi notasi  
M1 = [
i
(s#)] 
adalah matriks n  n yang baris ke-i-nya adalah 
untaian i(s). Langkah 3 ini adalah aturan 
pengawanan 
(s#) = [
i
(s#)], 
dari suatu bijeksi  2 adalah sebuah injeksi sebab 
jika (r) = (s), maka baris-baris kedua matriks 
juga sama. Pada khususnya, baris pertama kedua 
matriks juga sama: r# = s#. 2 juga sebuah surjeksi, 
sebab setiap matriks M1 = [
i
(s)] memiliki baris 
pertama (s#) = s# yang merupakan prapeta dari 
matriks ini. 
 
4. Menjadikan baris-baris matriks M1, setelah 
diurutkan secara leksikografi, sebagai baris-
baris t1, t2, …, tn dari suatu matriks M2 = [ti] 
yang berukuran n  n  
Dengan kata lain, matriks M2 = [ti] memenuhi: 
a. baris ke-i dari M2 adalah ti = 
x
(s#) untuk 
suatu x  {0, 1, 2, …, n} di mana 0(s#) = 
s#. Pada khususnya, t1 = (s#) = #s. 
b. jika 0 < i < j  n, maka ti ⊰ tj. 
 
Langkah 4 ini bisa dinyatakan sebagai aturan 
pengawanan 
(M1) = M2 
dari suatu bijeksi dimana baris-baris matriks M2 
adalah baris-baris dari M1 yang terurut secara 
leksikografi. Pembuktian bahwa pengawanan ini 
bersifat 1-1 akan diberikan kemudian. 
Untuk kasus s# = KUKUKAKI#, dari langkah ini 
diperoleh matriks 
  
# K U K U K A K I 
  
  
A K I # K U K U K 
  
  
I # K U K U K A K 
  
  
K A K I # K U K U 
  
M2 = K I # K U K U K A 
 
(3.2) 
  
K U K A K I # K U 
  
  K U K U K A K I #   
  
U K A K I # K U K 
  
  
U K U K A K I # K 
  
Gambar 3.2  Output Langkah 4 
Baris-Baris M2 Terurut Leksikografi 
 
 
5. Menyimpan kolom terakhir matriks M2 sebagai 
untaian L(M2) = l1l2 … ln+1.  
 
Output: 
Untaian L  = l1l2 … ln+1 
yang terdiri atas semua simbol terakhir baris-baris 
matriks M2. 
 
Untuk kasus s# = KUKUKAKI#, untaian L yang 
diperoleh dari langkah terakhir dinyatakan dalam 
bentuk satu (matriks) kolom 9  1 berikut. 
  K U K U K A K I #   
  U K U K A K I # K   
  K U K A K I # K U   
  U K A K I # K U K   
M1   
= 
K A K I # K U K U (3.1) 
 
  A K I # K U K U K   
  K I # K U K U K A   
 
 
 I # K U K U K A K 
  
  # K U K U K A K I   
Gambar 3.1   Output Langkah 3 
Pergeseran Siklik Untaian s# 
    
L 
   
   I    
   K    
   K    
   U    
   A    
   U    
   #    
   K    
   K    
Gambar  3.3.  Output Langkah 5 
Simbol-Simbol Terakhir Baris M2 
Jadi diperoleh output 
Untaian L = IKKUAU#KK. 
 
Pembuktian Bahwa Transformasi BW Bisa 
dibalik 
Untuk membuktikan bahwa proses merubah 
input  
s = s1s2…sn  
 
menjadi output  
L = l1l2 … ln+1 
bisa dibalik, harus dibuktikan bahwa perubahan 
obyek yang terjadi dari satu langkah ke langkah 
berikutnya di dalam 5 langkah-langkah transformasi 
BW sebelumnya bisa dinyatakan sebagai hasil dari 
suatu bijeksi.  
Fakta terpenting yang akan digunakan di 
dalam pembuktian adalah fakta bahwa urutan 
kemunculan simbol yang sama di dalam F, setelah 
melalui 5 langkah-langkah transformasi BW akan 
muncul sebagai simbol yang sama di dalam L 
dengan urutan tidak berubah (invariant). 
Perhatikan bahwa pada untaian F = f1f2 … fn+1 
dan untaian L = l1l2 … ln+1 berlaku fi, lr  s
 n
  {#}. 
Jadi terdapat k, m sedemikian rupa sehingga fi = sk 
dan lr = sm. Sebelum diberikan teorema mendatang, 
diberikan definisi bahwa simbol t = fi di dalam F 
bersesuaian  dengan simbol t = lr di dalam L jika 
terdapat suatu k sedemikian rupa sehingga fi = sk = 
lr. 
Teorema 3.1 
Misalkan dengan input s = s1s2…sn, diperoleh 
output F = f1f2 … fn+1 dan L = l1l2 … ln+1. 
Jika terdapat t  s
n
 sedemikian hingga  
 fi = sk = lr,        fj = sm = ls,   (3.1) 
dan   
 i  j tetapi  fi = fj = t,  (3.2a) 
(simbol dua komponen ke-i dan komponen ke-j 
dari F adalah sama)  
 r  s tetapi  lr = ls = t,  (3.2b) 
(simbol dua komponen ke-r dan komponen ke-
s dari L adalah sama) 
maka berlaku:  
  i < j  jika dan hanya jika   r < s.  (3.3) 
Akibat 1 Teorema 3.1. 
Jika simbol t  s
n
 muncul p kali di dalam 
output F = f1f2 … fn+1 dan L = l1l2 … ln+1, yaitu  
t =
1j
f =
2j
f = … =
pj
f =
1r
l =
2r
l = … =
pr
l  
(simbol t muncul p kali di dalam F pada posisi 
j1, j2, …, jp dan muncul p kali di dalam L pada 
posisi r1, r2, …, rp) maka berlaku 
j1 < j2 < … < jp 
 jika dan hanya jika 
r1 < r2 < …< rp. 
 
Akibat 2 Teorema 3.1 
Setiap simbol t yang muncul p kali di dalam 
 F  = f1f2 … fn+1 dan di dalam L = l1l2 … ln+1 
bisa diberi indeks t1, t2, …, tp dengan urutan 
sesuai urutan posisinya. Jadi, output F dan L 
dari transformasi BW adalah penyajian dua 
permutasi atas himpunan yang memiliki n + 1 
unsur, yaitu himpunan semua simbol-simbol 
berindeks yang menyusun F (atau L). 
 
Berdasarkan Akibat 2 di atas, disimpulkan 
bahwa pada langkah-langkah transformasi BW, 
entri-entri kedua untaian F dan L memiliki aturan 
urutan leksikografi sesuai dengan indeksnya. Pada 
khususnya, setiap simbol t yang muncul p kali di 
dalam F dan L secara tersamar memiliki indeks. 
Sebagai akibatnya pada langkah-langkah 
transformasi BW, semua entri-entri matriks M1, M2 
dan untaian s memiliki indeks yang bersesuaian.  
Untuk selanjutnya, kedua untaian F dan L, 
kedua matriks M1, M2 dan untaian s# yang sudah 
diberi indeks masing-masing akan dilambangkan 
sebagai  
F⊰,    L⊰,    M1⊰,    M2⊰    dan    s#⊰. 
 
Definisi 3.1  
Suatu bijeksi G  H antara dua himpunan 
untaian-untaian G dan H dikatakan 
mengekalkan urutan leksikografi jika untuk 
setiap g1, g2  G berlaku  
 g1  ⊰ g2 jika dan hanya jikag1⊰g2
Contoh: 
Bijeksi antara untaian-untaian di dalam daftar 
terurut (list) 
L1 = ["MISSISSIPPI#”, "SSISSIPPI#MI”," 
SSIPPI#MISSI” ," PPI#MISSISSI”] 
ke daftar 
L2 = [“A1”, “A2”, “C”, “D] 
dengan aturan pengawanan 
"MISSISSIPPI#”} = “A1”,  
" PPI#MISSISSI”} = “A2”,   
"SSIPPI#MISSI”} = “C”, 
"SSISSIPPI#MI”} = “D” 
adalah mengekalkan urutan leksikografi. 
Sebagai ilustrasi urutan leksikografi 
"MISSISSIPPI#” ⊰ "SSIPPI#MISSI” 
tidak diubah oleh sebab   
"MISSISSIPPI#”} = “A1” ⊰ “C” = 
"SSIPPI#MISSI”). 
Dengan memperhatikan transformasi posisi yang 
terbentuk, misalnya untaian pada posisi 4 dari L1 di 
bawa ke untaian pada posisi 2 dari L2 bijeksi ini 
mengimbas terbentuknya permutasi [1, 4, 3, 2]. 
Pengawanan antara baris-baris 0(s#⊰), 
1(s#⊰), …, 
n
(s#⊰) dari matriks M1⊰ dengan 
komponen-komponen s1, s2, …, sn+1 dari s#⊰  dengan 
urutan yang sesuai adalah suatu bijeksi yang 
mengekalkan urutan leksikografi, sebab 
i1(s#⊰) ⊰ 
j1
(s#⊰)    jika dan hanya jika    si ⊰ sj. 
Ini berarti pada transformasi BW, peran baris-baris 
matriks M1 bisa digantikan oleh simbol-simbol si.  
Demikian pula, pengawanan antara baris-
baris t1, t2, …, tn+1 dari M2⊰ dengan komponen-
komponen f1 f2 … fn+1 dari F⊰ dengan urutan yang 
bersesuaian adalah suatu bijeksi yang mengekalkan 
urutan leksikografi sebab 
ti ⊰ tj    jika dan hanya jika    fi ⊰ fj. 
Ini berarti pada transformasi BW, peran baris-baris 
t1, t2, …, tn+1 dari matriks M2 bisa digantikan oleh 
simbol-simbol f1 f2 … fn+1 dari F⊰.  
Sebagai akibatnya, pada Langkah 4, 
transformasi dari matriks M1⊰ menjadi matriks M2⊰  
ekuivalen dengan transformasi dari untaian s⊰ 
menjadi untaian F⊰. Karena himpunan simbol-
simbol si dari untaian s#⊰, namakan H⊰, sama dengan 
himpunan simbol-simbol untaian F⊰ = f1 f2 … fn+1, 
transformasi yang merubah untaian s⊰ = s1 s2 … sn+1 
menjadi untaian F⊰ = f1f2 … fn+1  adalah sebuah 
permutasi, namakan 1, atas himpunan H⊰. Kedua 
fakta ini membuktikan lemma berikut. 
Lemma 3.1 
Langkah 4 transformasi BW yang merubah 
matriks M1⊰ menjadi matriks M2⊰ ekuivalen 
dengan suatu permutasi 1 yang merubah 
untaian s⊰ menjadi untaian F⊰. 
Sesuai penjelasan sebelum Lemma 3.1, pada 
transformasi BW, Langkah 5 (transformasi dari 
matriks M2⊰ menjadi untaian L⊰) bisa digantikan 
oleh transformasi dari untaian F⊰ menjadi untaian 
L⊰. Karena H⊰, himpunan simbol-simbol dari F⊰ 
(yaitu himpunan semua simbol fi) sama dengan 
himpunan semua simbol-simbol terakhir baris ti 
(yaitu himpunan semua simbol lr), transformasi 
yang merubah untaian F⊰ = f1 f2 … fn+1 menjadi L⊰ = 
l1l2 … ln+1 adalah sebuah permutasi, namakan 2, 
atas himpunan H⊰. Fakta ini membuktikan lemma 
berikut. 
Lemma 3.2 
Langkah 5 transformasi BW yang merubah 
matriks M2⊰ menjadi untaian L⊰ ekuivalen 
dengan suatu permutasi 2 yang merubah 
untaian F⊰ menjadi untaian L⊰. 
Lemma 3.3 
Pada transformasi BW, output F = f1f2 … fn+1 
bisa langsung diperoleh dari untaian input s# 
dan pada balikan transformasi BW, output F = 
f1f2 … fn+1 bisa langsung diperoleh dari untaian 
L (tanpa melalui konstruksi matriks M2).  
Teorema 3.2 
Langkah-langkah di dalam transformasi BW 
yang merubah untaian s#⊰ menjadi untaian L⊰ 
ekuivalen dengan permutasi  
L⊰ = (s#⊰) = 2(1(s#⊰)) 
di mana 1 adalah permutasi yang mengubah 
untaian s#⊰ menjadi untaian F⊰ dan 2 adalah 
permutasi yang mengubah untaian F⊰ menjadi 
untaian L⊰. 
Jadi, balikan dari transformasi BW yang 
mengembalikan untaian s#⊰ dari untaian L⊰ 
ekuivalen dengan permutasi 
s#⊰ = 

(L⊰) = 1

(2

(L⊰)). 
 
Jelas dari teorema di atas bahwa balikan 
transformasi BW yang digunakan untuk 
mendapatkan kembali untaian s dari untaian L  tidak 
menggunakan kedua matriks M1 dan M2. Dari hasil 
ini bisa disimpulkan bahwa transformasi BW bisa 
dikerjakan tanpa harus menggunakan kedua 
matriks M1 dan M2, seperti yang dinyatakan oleh 
teorema tersebut. 
 > with(StringTools): 
 
interface(rtablesize = 100): #Agar bisa 
tampilkan matriks maks ukuran 100 x 100 
 
with(LinearAlgebra): 
 
#with(combinat): 
 
BuatMat1:=proc(Untai) local i,j, L, M, 
S, T; global UntaiAsal: 
UntaiAsal:=Untai: 
L:=length(UntaiAsal); 
M := Matrix(1 .. L, 1..L):  
T:=seq(Permute(UntaiAsal, [seq((i+j-2 
mod L)+1,j=1..L)],i=1..L),i=1..L); 
for i to L do 
for j to L do  
        M[i..i, j..j]:= 
op(j,Explode(T[i])):  
    od: 
od:eval(M):end: 
 BuatMat2:=proc(Untai) local i,j, k,L, 
M, S, T,Nomr; 
L:=length(Untai); 
M := Matrix(1 .. L, 1..L):  
T:=seq(Permute(Untai, [seq((i+j-2 mod 
L)+1,j=1..L)],i=1..L),i=1..L); 
print(T); 
S:={T}; 
Nomr:=numelems(S); 
print(S); 
if Nomr = L then 
    for i to L do  
        for j to L do  
            M[i..i, j..j]:= 
op(j,Explode(S[i])): 
        od:    od: 
 
 
Pada transformasi BW, langkah yang 
merubah untaian s# menjadi matriks M1 ekuivalen 
dengan bijeksi  
2( simbol dari untaian s#)⊰  = baris-baris M1⊰, 
yang mengekalkan urutan leksikografi, sebab setiap 
simbol berindeks si dari s#⊰ menjadi baris ke-i dari 
M1. Langkah 4 ekuivalen dengan bijeksi 3 yang 
merubah matriks M1 menjadi matriks M2).  
Dengan transformasi BW tanpa menggunakan 
matriks, terjadi penghematan memori. Walaupun 
konstruksi ini mengharuskan penambahan indeks 
pada setiap simbol di dalam semua untaian yang 
terlibat, tetapi penambahan indeks ini hanya 
menambah memori untuk setiap untaian menjadi 
dua kali lipat, jauh lebih kecil daripada penambahan 
memori ketika memori untuk n simbol pada untaian 
s yang panjangnya n menjadi memori untuk n
2
 
simbol pada matriks M1 dan M2. 
 
 
 
KESIMPULAN 
 
Dari uraian diatas ada beberapa yang bisa 
disimpulkan yaitu: (1) Transformasi Burrows-
Wheeler adalah bijeksi dari s menjadi untaian L. 
(2)Balikan Transformasi Burrows-Wheeler bisa 
dikerjakan tanpa konstruksi matriks di dalam 
transformasi BW. (3) Peran matriks M1 di dalam 
transformasi Burrows-Wheeler menggantikan peran 
untaian input s yang simbol-simbolnya diberi 
indeks. (4) Peran matriks M2 di dalam balikan 
transformasi Burrows-Wheeler digantikan oleh 
untaian simbol-simbol F dari untaian input yang 
terurut secara leksikografi. 
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 else 
print("Periodiknya ",L/Nomr);  
    for i to L do  
        for j to L/Nomr do 
           for k to Nomr do  
#print(i,k,j, "M",i,k+(j-1)*Nomr, "to", 
k+(j-1)*Nomr," = op",k+(j-
1)*Nomr,"ExplodeS",i - 1 mod Nomr + 1); 
              M[i..i, k+(j-
1)*Nomr..k+(j-1)*Nomr]:= op(k+(j-
1)*Nomr,Explode(S[floor((i - 
1)*Nomr/L)+1])):#i - 1 mod Nomr + 1])): 
           od: 
        od: 
    od: 
fi: 
eval(M): 
end: 
 
First:=proc(M) local i,L; global Fst:  
   L:=RowDimension(M); 
   Fst:=M[1,1]; 
   for i from 2 to L do 
      Fst:=cat(Fst,M[i,1]); 
   od: 
   eval(Fst);  
end: 
 
Last:=proc(M) local i, L;global 
LOutput: 
   L:=RowDimension(M); 
   LOutput:=M[1,L]; 
for i from 2 to L do 
      LOutput:=cat(LOutput,M[i,L]); 
   od: 
eval(LOutput); 
end: 
> Indeks := proc (M::Matrix, Uasli) 
local i, Baris, L; global AngkaAwal:  
L := RowDimension(M);  
for i to L do  
> Indeks := proc (M::Matrix, Uasli) 
local i, Baris, L; global AngkaAwal:  
L := RowDimension(M);  
for i to L do  
   Baris[i] := Implode(convert(Row(M, 
i), list));  
   if Uasli = Baris[i] then  
      AngkaAwal := i;  
      i := L    end if end do; 
eval(AngkaAwal)  
end proc: 
> with(Maplets[Elements]):    
Maplets[Display] 
(Maplet(Window( 'title'= "TRANSFORMASI 
BURROWS-WHEELER", 
  [Label("PILIH TEKS (UNTAIAN):", 
'font' = Font(arial, italic, 25)),     
    [TextBox['UntaiAsal']('value' = " 
", 1 .. 20, 'font' = Font(arial, 40), 
background = yellow)], 
     [Button("Panjang Untaian", 
Evaluate('PjUntai' = 
'length(UntaiAsal)'), 'font' = 
Font(arial, 25)), 
      TextBox['PjUntai']('value' = " ", 
1 .. 1, 'font' = Font(arial, bold, 20), 
background = pink)], 
 
 
      Label("OBYEK-OBYEK YANG HARUS 
DIBUAT DALAM ALGORITMA BW:", 'font' = 
Font(arial, italic, 25)), 
    [Button("Matriks M1", 
Evaluate('Matr1' = 
'BuatMat1(UntaiAsal)'), 'font' = 
Font(arial, bold, 15)), 
     Button("Matriks M2", 
Evaluate('Matr2' = 
'BuatMat2(UntaiAsal)'), 'font' = 
Font(arial, bold, 15))], 
     [MathMLViewer['Matr1']('value' = 
0), background = pink, 
MathMLViewer['Matr2']('value' = 0), 
background = pink],       
     [Button("Angka Baris", 
Evaluate('AngkaAwal' = 
'Indeks(BuatMat2(UntaiAsal),UntaiAsal)'
), 'font' = Font(arial, 25)), 
      TextBox['AngkaAwal']('value' = " 
", 1 .. 1, 'font' = Font(arial, bold, 
20), background = pink)], 
     Label("OUTPUT TRANSFORMASI 
BURROWS-WHEELER ADALAH:", 'font' = 
Font(arial, italic, 25)), 
      [Button("F (Kolom Awal M2)", 
Evaluate('UntaiF' = 
'First(BuatMat2(UntaiAsal))'), 'font' = 
Font(arial, bold, 25)),  
      Button("L (Kolom Akhir M2)", 
Evaluate('UntaiL' = 
'Last(BuatMat2(UntaiAsal))'), 'font' = 
Font(arial, bold, 25))],             
      [TextBox['UntaiF']('value' = "\ 
", 1 .. 10, 'font' = Font(arial, 
30),height=1, background = white), 
       TextBox['UntaiL']('value' = " ", 
1 .. 10, 'font' = Font(arial, 
30),height=1, background = white) 
     ],      
     [Button("Tutup", 
Shutdown(['UntaiAsal']))]] 
 ))); 
 
 
> Alfa:=proc(Untai) local i,j,k,n,Himp, 
Larik,PjUntai: 
Himp:={}; 
PjUntai:=length(Untai); 
for i from 1 to PjUntai do 
   Himp:=Himp union {Untai[i]}; 
od: 
eval(Himp): 
end: 
 
UrutUntaiIndex:=proc(AlfUntai,Untai) 
local i,j,k,l,n,PjUntai: global Larik: 
PjUntai:=length(Untai); 
Larik:=[seq(k,k=1..PjUntai)]; 
n:=numelems(AlfUntai); 
k:=0:l:=0: 
for i from 1 to n do  
   for j from 1 to PjUntai do 
      if AlfUntai[i]=Untai[j] then 
      k:=k+1:l:=l+1: 
      Larik[l]:=[AlfUntai[i],k]; 
      fi: 
   od: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   k:=0: 
od: 
eval(Larik); 
end proc: 
 
UntaiIndex:=proc(AlfUntai,Untai) local 
i,j, k,PjUntai,n, Larik: 
PjUntai:=length(Untai); 
Larik:=[seq(k,k=1..PjUntai)]; 
n:=numelems(AlfUntai); 
k:=0: 
for i from 1 to n do  
   for j from 1 to PjUntai do 
      if AlfUntai[i]=Untai[j] then 
      k:=k+1: 
      Larik[j]:=[AlfUntai[i],k]; 
      fi: 
   od: 
   k:=0: 
od: 
eval(Larik); 
end proc: 
 
UntaiAsal:=proc(First,Last,n) local 
Asal, counter, PjUntai, i,j,j0,k,F,L: 
global Sigma, Sigma1,Sigma2,Sigma3: 
print("1. i = ",i); 
PjUntai:=numelems(Last); 
F:=First: 
L:=Last; 
Sigma:=[seq(i,i=1..PjUntai)]: 
Sigma1:=[seq(i,i=1..PjUntai)]: 
Sigma2:=[seq(i,i=1..PjUntai)]: 
Asal:=[seq(0,i=1..PjUntai)]; 
     i:=n: j:=1: counter:=0: 
while counter < PjUntai do 
   if F[i]=L[j] then print("2. i = 
",i); 
      counter:=counter + 1; 
      Sigma1[counter]:=i: 
      Sigma2[i]:=j:  
      
printf("\n%s%d%s%a%s%d%s%a%s",`Jika 
F[i]= F[`,i,`] = `,F[i],` = L[j] = 
L[`,j,`] = `,L[j],` maka `);  
      
printf("%s%d%s%a%s",`Sigma1[counter] = 
Sigma1(`,counter,`) = 
`,Sigma1[counter],`, `);  
      
printf("\n%s%d%s%a%s%d%s%a",`Sigma2[i] 
= Sigma2(`,i,`) = `,Sigma2[i],` 
sehingga Asal[`,counter,`] = 
`,op(1,F[i])); 
            Asal[counter]:=op(1,F[i]):  
      i:=j: j:=1:  
   else j:=j+1; 
   fi: 
od: 
for k from 1 to PjUntai do 
      Sigma[k]:=Sigma2[Sigma1[k]];  
od: 
eval(Asal): 
end: 
 
AngkaAwal := 
Indeks(BuatMat2(UntaiAwal), UntaiAwal); 
Maplets[Display] 
(Maplet(Window( 'title'= "INVERS 
TRANSFORMASI BURROWS-WHEELER", 
 
   
[ Label("Untaian L (INPUT) adalah :", 
'font' = Font(arial, italic, 35)),     
     [ TextBox['UntaiL']('value' = " ", 
1 .. 25, 'font' = Font(arial, 35), 
background = pink)], 
 
     [ Button("Simbol-Simbol Dalam L", 
Evaluate('AlfabetL' = 'Alfa(UntaiL)'), 
'font' = Font(arial, bold, 25))], 
     [ TextBox['AlfabetL']('value' = " 
", 1 .. 45, 'font' = Font(arial, 15), 
background = pink)], 
     [ Button("L dengan indeks ", 
Evaluate('LIndeks' = 
'UntaiIndex(AlfabetL,UntaiL)'), 
       'font' = Font(arial, bold, 
25))], 
     [ TextBox['LIndeks']('value' = " 
", 1 .. 45, 'font' = Font(arial, 15), 
background = pink)],  
     [Button("F dengan indeks", 
Evaluate('FIndeks' = 
'UrutUntaiIndex(AlfabetL,UntaiL)'), 
       'font' = Font(arial, bold, 
25))], 
     [TextBox['FIndeks']('value' = " ", 
1 .. 45, 'font' = Font(arial, 15), 
background = pink)], 
     [Button("Kata Asal Dalam Format 
List of a Symbols:", 
Evaluate('AsalList' = 
'UntaiAsal(FIndeks,LIndeks,AngkaAwal)')
, 'font' = Font(arial,bold, 25))], 
       [TextBox['AsalList']('value' = " 
", 1 .. 45, 'font' = Font(arial, bold, 
15), background = pink)], 
     [Button("TEKS ASLI YANG DIPEROLEH 
:", Evaluate('Asal' = 
'Implode(AsalList)'), 'font' = 
Font(arial,bold, 25))], 
     [TextBox['Asal']('value' = " ", 1 
.. 25, 'font' = Font(arial,bold, 
35),height=1, background = yellow)], 
     [Button("Tutup", 
Shutdown(['UntaiL']))]] 
 ))); 
> Indexing:=proc(LastIndex,n) local 
AIndeks,i, PjUntai; 
PjUntai:=numelems(LastIndex); 
AIndeks:=[seq(k,k=1..PjUntai)]; 
for i from 1 to PjUntai  do 
  AIndeks[n+i mod PjUntai + 
1]:=LastIndex[Sigma[i+n mod 
PjUntai+1]]; 
od: 
eval(AIndeks): 
end: 
LOutput; Sigma; 
AlfabetL := Alfa(LOutput);  
print(AsalList); 
FIndeks := UrutUntaiIndex(AlfabetL, 
LOutput);  
LIndeks := UntaiIndex(AlfabetL, 
LOutput); 
AsalIndeks := 
Indexing(LIndeks,AngkaAwal); 
 
 
