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One places dominoes on a chessboard. If there is no room for further dominoes, the board is 
said to be full. Here we investigate the question: what is the minimum number d(n) of 
dominoes lying on an n x n full board. We prove that d(n) = n3/3 if 3 divides n and 
n3/3+n/lll~d(n)~n2/3+n/12+ 1 for n = 3k f I if n is large. The same question is 
discussed also for triangulated and hexa boards. 
1. Mroduction 
One places dominoes on an it x n chessboard. Each domino must cover exactly 
two squares of the board and no two dominoes may overlal*. The board is said to 
be fir11 if there is no room for placing further dominoes (Fig. 1). The problem of 
clumsy packing is formulated as follows: what is the minimum number d(n) of 
dominoes lying on an n x n full board? 
In fact, the clumsy packing of dominoes can be viewed as the worst case of the 
‘greedy’ packing. 
That kind of domineering is known under various names as a two person game 
(Cram, Plugg, Dots and pairs). Either player may place his dominoes in either 
direction and tne player who finds no room for his next domino, loses (c.f. [l]). 
For this game the obvious meaning of the function C(n) is that the game should 
not be finished in less than d(n) moves. Here we prove that d(n) = n3/3 if 3 1 n 
and d(n) > &-‘3 % n/“’ ax 1 if B is large and not divisible by 3. 
Let G be a graph. A matching of G is a set of independent edges. The ratio of 
the minimum and maximum size of a maximal matching, r(G), measures the 
worst case behaviour of the greedy matching algorithm. It was proved in [2] that 
r(G) 2 l/2 for any graph G. 
If we consider the graplr G(n) whose vertices are the squares of the board and 
whose edges correspond to squares having a common side, then the packing of 
dominoes corresponds to a matching, i9 *. p a set of independent edges of G(n). 
The meaning of the function d(n) is obviously the minimum size of a maximal 
matching. The maximum size of a maximal matching of G(nj is about n2/2, 
therefore, our result shows that r(G) is about 2/3 for chessboard graphs. 
In Section 3, the problem of clumsy packing, or equivalently, the ratio r(G) is 
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Fig. 1. Minimum full boards for n = 3, 4 and 5. 
investigated also for triangulated and hexa boards. In both cases, r(G) is again 
about 2/3. The maximum matching in graphs corresponding to triangulated 
boards has been discussed in [3]. 
2. ckhg of the chessboard 
Squares of a full board which are not covered by dominoes are called holes. Let 
us denote by H and D, respectively, the number of holes and dominoes on a full 
board. 
sitlon 2.1. A Ml board contains at least as many dominoes as holes, I.e. 
HsD. 
Denote by D(top) and D(bot) the number of dominoes which meet the 
top row and the bottom row of the board, respectively. Let W(top) and W(bot) 
be the number of dominoes whose top side and whose bottom side touches only 
domino(es), respectively. Then, obviously, 
D = W(top) + D(top) -#- D’ (1) 
and 
E = W(bot) + D (bot) + D”, (2) 
where D’ and D” denote the number of dominoes not yet counted. 
Denote by H(top) and H(bot) the number of holes in the top row and in the 
bottom row of the board, respectively, and put 
H = H(bot) -k H’ (3) 
and 
= H(top) + H”. (4) 
that any hole not in the bottom row of the board touches the top side of 
thermore, there is no domino whose top side touches two holes. 
re is a bijection from the set of holes not in the bottom row into 
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the set of all dominoes counted in D’, that is 
H’ = Dr. (5) 
The same argument shows that 
H” = Dvv. 
Then, using equalities (l)-(6), we obtain: 
(6) 
2(D - H) = W(top) + W(bot) + D(top) - H(top) + D(bot) - H(bot). 
(7) 
Now 9 clearly, 
D(top) - H(top) 3 -1 (8) 
D(bot) - H(bot) 3 -1 
Therefore 
(9) 
D _ H > (w(toP) + W(bot)) _ 1 
2 (10) 
and equality occurs if and only if there is equality in (8), (9), furthermore, 
W(top) = W(bot) = 0. 
An alternating chain of holes and dominoes, starting with a hole or with a 
domino, is called vertical (Izoaiz~~&zZ) if neighbouring elements have a common 
side and distinct elements meet distinct rows (columns) of the board. 
Then (11) implies that the set of dominoes and holes, called elements, is 
partitioned into vertical alternating chains. Supposing equality in (8) and (9) it 
follows that the top row and the bottom row of the board are covered by 
horizontal alternating chains starting and terminating with holes. 
Clearly, all of the above observations are valid if the leftmost and rightmost 
columns are considered as the top and the bottom of the board, respectively. In 
particular, the set of elements on the board can be partitioned into horizontal 
alternating chains and the leftmost and rightmost columns should be covered by 
vertical alternating chains starting and termmating with holes. 
In case of it = 3k, D - H 2 0 follows from (IO) and the obvious equality 
Ht2D=n2. 
In case of n = 3k f: 1 first we prove that any domino meeting the top or bottom 
row is in horizontal position. Suppose on the contrary that sl, s2 and s3 are three 
consecutive squares of the top row such that sl and s3 are holes and s2 is covered 
by a domino in vertical position. It is easy to see that the three vertical alternating 
chains started at this “3-pattern” should contain only vertical dominoes which is 
impossible if n is not divisible by 3. The same argument shows that any domino 
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meeting the leftmost or rightmost columns is in vertical position. This is possible 
only if n - 1 is divisible by 3. 
Consequently, 0 - H 3 0 for n =3k - 1. Moreover, if 12 = 3k +- 1 then the 
boundary rows and columns containing 4k dominoes and 4k holes surround a 
(3k - 1) x (3k - 1) full board, therefore, by the previous observation, D - H = 
(D - 4k) - (H - 4k) 2 0 follows. Cl 
Since M + 21) = n*, Proposition 2.1 yields the lower bound: 
[ 1 F sd(n). 
This bound is sharp for every II divisible by 3. Indeed, form alternating chains of 
holes and horizontal dominoes tarting with holes in every second row- Figs 1 and 
2 show that the lower bound is sharp also for small values of n. So we obtain 
‘iibearem 2.2. d(n) = [(n3 + 2)/3] if 2 s n s 12 and for every n divisible by 3. 
For R = 3k =t 1 and n > 12, d(n) is not known. The best upper bound we know 
is given by the following proposition. 
Fig. 2. Minimum full boards for n = 7, 8, 10 and Il. 
Clumsy packing of dominoes 37 
Fig. 3. Packing of the last cohmns for n = 3k f 1. 
Pzopdion 2.3. d(n) < n2/3 + n/l2 + 1. 
Proof. For II = 3k - 1, let us start with an n x (n - 2) full board containing 
n(n - 2)/3 dominoes and complete it by adding two columns packed with at most 
(3n + 2)/4 dominoes as it is shown in Fig. 3. For n = 3k + 1, we start with an 
it x (n - 2) full board packed as above and we complete the last two columns as it 
is shown in Fig. 3. (In both cases the packing of the bottom part of the last 
columns should be completed according to n mod 12.) 0 
One may think, however, that the term 0(n) is sqerfluous in Reposition 2.3, 
that is there must be constructions of full boards containing at most ro2/3 + c 
dominoes with some constant c. Surprisingly, this is not the case. We show that, 
in fact, D - re3/3 tends to infinity with it if n = 3k •t 1. 
Theorem 2.4. If n is large and n = 3k =t 1 then d(n) > n2/3 + n/111. 
Proof. Dominoes on a %parse” full board are normally surrounded by holes. 
First we give a lower bound on D - H, as a function of the number of so called 
wrong dominoes which have a side touching domino(es) only. Then we show that 
in case of II = 3k * 1 there exist at least n/9 - o(n) wrong dominoes. 
Consider a full board containing D = d(n) dm&xzs am! hi holes. By 
Proposition 2.3, there are D + H = 2n2/3 - 0(n) elements (dominoes a~d holes) 
on the board. Call a domino wrong if it has a side not incident t3 a border lii;z of 
the board and touching no hole. Denote by W the number of all wrong dti,minoes 
on the board 
1. D-HaW/4-1. 
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Proof. Denote by W(top) and W(s=t) the number of wrong dominoes which 
have a top side and which have a bottom side touching domino(es) only. W.Lo.g, 
one can assume that 
W 
W(top) + W(bot) 3 z. 
By using (12), the lower bound (10) obtained in the proof of Proposition 2.1 
proves the claim. 0 
We call a horizontal or vertical alternating chain perfect if 
(i) the chain contains no wrong dominoes; 
(ii) the first and last elements of the chain meet two opposite (left r;md right or 
top and bottom) borderlines of the board. 
Let a and b denote the number of vertical and horizontal perfect chains, 
respectively. W.1.o.g. one can assume that a 3 b. Obviously, there are exactly ab 
dominoes and holes, called pe@‘ect elements, belonging to both horizontal and 
vertical perfect chains. 
An example is shown in Fig. 4, where the starting elements of the perfect 
chains are indicated by arrows, the perfect dominoes are black and the perfect 
holes are Mled with dots. 
Elements meeting the top row and belonging to vertical perfect chains are 
called a-holes, a-dominoes or a-elements. 
CI~2. Ifn=3kf:l thena<2n/3+1. 
f. Let el, e2 and e3 be a-elements meeting three consecutive squares l, s2, 
s3 of ‘he top row; furthermore, suppose that el and e3 are a-holes. Then by the 
definition of perfect chains, any domino which belongs to the vertical perfect 
chains starting at el, e2 and e3 should be in vertical position (see Fig. 5a). 
Obviously, this is possible only if 3 1 n. We say that sl, s2 and s3 form a 3-pattern. 
Eat fi, 1 s i s 5, be elements meeting five consecutive squares of the top row 
Fig. 4. Perfect chains and elements. 
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Fig. 5. The 3-pattern and the S-pattern. 
and suppose that fl, fS are u-holes and f2, f4 are a-dominoes placed in verti& 
position (see Fig. Sb). The same argument as above shows that this can occur 
only if 3 1 n. We say that the five squares of the top row covered by fi, 1 G i G 5, 
define a S-pattern. 
Thus we conclude that 3-patterns and S-patterns are excluded when n = 3k k 1. 
Now we define two further patterns which can occur for any n. 
Five consecutive. squares, si, 1 G i s 5, in the top row are called an s-sequence if 
s2 and s4 are covered by a-dominoes jn vertical position and s3 is an a-hole (see 
Fig. 6a). Since Z-patterns are excluded, s-sequences are disjoi..t. 
Consecutive squares covered by an alternating chain of dominoes in horizontal 
position and holes lying in the top row are called a t-sequence if the first and last 
elements of the chain are ra-dominoes and the alternating chain is maximal with 
this property (see Figi 6b)= Note that t-sequences are disjoint by definition. 
The maximal sequences of consecutive squares of the top row which do not 
belong to any s- and t-sequences are called u-sequences. Clearly s-, t- and 
u-sequences define a partition of the tcp row. 
Observe that u-elements meeting the u-sequences are either holes or dominoes 
in vertical position. (Any horizontal a-domino belongs to a f-sequence.) 
Furthermore, among these ra-elements here are no three which meet consecutive 
squares, since 3-patterns are excluded. 
Thus a u-sequence of length I = 3p + 4 (p 30 and q = 0, 1 or 2) meets 
a(1) G 2p -t q a-elements. 
Fig. 6. The s-sequenrx aad the r-sequence. 
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?t is easy to see that if 4 = 0 or a(f) <2p + q then a(l) d 2f/3 holds. ‘Ihus if U 
denotes the number of squares of the top row covered by such u-sequences and 
a(U) is the number of a-elements meeting these u-sequences then 
a(U) 5 2513. (13) 
Suppose now that u(1) = 2p + q, q = 1 or 2. Then any domino meeting the 
u-sequence is in vertical position and the first and last q squares of the u-sequence 
are u-elements (since any three consecutive positions may contain at most two 
u-elements). Inspection shows that q = 2 is possible only if no s- and t-sequences 
occurandthenn=3p+2, u=2p+2<2n/3+1. 
Let us suppose now that a u-sequence of length d = 3p + 1 is followed by an 
s-sequence, and consider the number u(l+5) of u-elements meeting the 
‘us-sequence’ obtained by their concatenation. Then, obviously, u(l + 5) = 2p + 
4 = 2(f + 5)/3 and therefore, 
2tJs 
u(W) = 3’ 
where u(W) is the number of all 
sequences having total length US. 
If the s-sequences which are 
(141 
u-elements meeting that type of concatenated 
not concatenated with u-sequences cover S 
squares then for the number u(S) of u-elements meeting them, we obtain: 
u(S) = 3S/5 d 2S/3. (I9 
Suppose now that a u-sequence of *length I = 3p i- 1 which covers 2p + I 
u-elements i followed h;: a t-sequence of length m = 3r + 2. Then for the number 
u(f + m) of all u-elements meeting the “ut-sequence” obtained by their con- 
catenation we have u(l + m) G 2p + 1 + 2r + 1 = 2(f + m)/3. Therefore, 
2UT 
u(VT) s7 (3 
where u(UT) denotes the number of all u-elements meeting the ut-sequences 
having total length UT. 
If the t-sequences which are not concatenated with u-sequences cover T 
squares of the top row, then for the number u(T) of all u-elements meeting those 
squares we obtain 
u(T)+ 
Finally, if the rightmost sequence of the top row is 
L = 3p i- 1 which meets u(L) = 2p + 1 u-elements, then 
a9 < 
2L 
y+ 1. 
(17) 
a u-sequence of leng*A 
(W 
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u+ + S + UT + T -I- L = a, a < h/3 + 1 follows by adding inequalities 
(E&o-(8). 
an element is non-perfect only if the horizontal or vertical 
containing it terminates in a wrong domino. Thus any wrong 
at most 2n elements from the set of perfect elements. Therefore, 
and since D + H = 2n2/3 - O(n), we obtain: 
2nt 
*5-- 
2Wn - O(n). (1% 
4n’ 
uby+O(n). (20) 
in the number of perfect elements in (20) should be at least of 
as the lower bound in (19), which means that 
To the proof of Theorem 2.3, observe that 
2J?iH=sa2, (21) 
if ~1 is large. From (21) and (22), D = d(n) >n2/3 + z/l11 follows for 
IL 
unknown value for the clumsy jacking is u’(l3). For n = 13 we know 
at kast 58 dominoes, perhaps this is the fhst case when the 
3 = 57 is not tight. 
n-board is an equilateral triangle with side of n units 
2 tit trim@=. One places rombus-shaped “dominoes” on the 
just ?vvo unit triangle having a common side. A board is said 
ere is no room for further dominoes. One can see that the 
r of +zkmGn~ on a fid n-board is n(lPI - 1)/Z. Denote by &j 
on for triangulated n-boards, which is defined as the 
oes; on a fuh fi_Ldard_ 
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Fig. 7. Packing the last three rows. 
eomm 3.1. n(n - 1)/3 s A(n) s [n*/3]. 
Iproof, To prove the upper bound, we have to construct full n-boards containing 
[n”/3] dominoes. For n = 1, 2 and 3 the statement is obvious. If n > 3 then we can 
pack the last three rows with 2n - 3 dominoes as shown in Fig. 7. Thus the upper 
bound follows by induction from n - 3 to n. 
Now we prove the lower bound. Assume that the unit triangles are painted in 
black and white so that neighbouring triangles have distinct colors and suppose 
that the number of black and white triangles is n(n - I)/2 and n(n + 1)/2, 
respectively. Consider a full n-board containing D dominoes and H = H(b) + 
H(W) holes, where 1 9(b) and .H(w), respectively, denotes the number of black 
and white unit triangles not covered by dominoes. Then, obviously, 
2D+H=n* (23) 
and 
n(n+l) n(n-l)= 
H(w)-H(b)= 2 - 2 n 
since each domino covers exactly one black and one white triangle. We shall show 
(in Claim 2 below) that 
D 3 2H(b). (29 
Assttming . as. *l-t C25) is true, the lower bound A(n) 3 n(n - 1)/3 can be obtained 
by using (24) and (23) as follows: 
30320+2H(b)=2D+H(b)+H(w)-n=2D+H-n=n*-n. 
To prove (29, first we describe the structure of black holes in terms of their 
adjacency graph. Let G be the graph whose vertex set is the set of all black holes 
of the triangulated full board and xy is an edge of G if and only if the black holes 
x and y share a common comer. 
.c Any disconnected component of C is tk union of at most three edge 
disjoint paths either having a common endvertex or starting from distinct vertices 
of a cycle of length three. 
ominoes have three possible positions on the triangulated board: left 
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Ti T8 
Fig. 8. The four types of black holes. 
horizontal (I), right horizontal (r) or vertical (v). Denote by p(A) the position of 
a domino A (p(A) = 1, r or v). 
Any black hole x on a full board is surrounded by just three dominoes. Let T, 
L and R be the neighbouring dominoes touching x at its top, left and right side, 
respectively. We distinguish between four types of black holes according to the 
position of the Mghbouring dominoes ( ee also Fig. 8). 
Incaseofp(L)=Iandp(R)=r,xisoftype Tl; 
in case of p(T) = I and p(R) = v, x is of type T2; 
in case of p(T) = I and p(R) = v, x is of type T3; 
in any other cases x is of type TO. 
Let V be the vertex set of a connected corn-- P nt of G and denote by Vi the 
set of all black holes of type Ti (clearly, V = VO U VP U V2 U V3). 
Suppose now that Vl is not empty. One can check easily that the set Vl 
induces a path in G starting at the bottom-most black hole xl E Vl; moreover, 
vertices of Vl different from xl have no neighbours in V\ Vl. By symmetry 
reasons, the same is true for the subgraphs induced by V2 and induced by V3. 
Consequently, the subgraph of G induced by the vertex set V\ VO is the union of 
at most hree pairwise disjoint paths tarting at xi, eventually with edges between 
the xi’s (i = 1,2,3). 
Observing that any xi (i = 1,2,3) has at most one neighbour in VO: 
furthermore, there are no edges between vertices belonging to VO, one can verify 
easily that IV01 G 8, is. either VQ = fl or VO = {xc>. 
If x0 and one of xi (i = 1,2,3) do not exist then V spans a path in G (see Fig. 
9a; in (a2), both x 1 and x-2 exist). If x0 does not exist but Vi # 0 for every 
(al) (a21 (b) kl) (c21 
Fig. 8. Connected components of black hoies. 
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i = 1,2,3 then it is easy to check that xl, x2, x3 induce a cycle (see Fig. 9b). 
Finally, if VO is not empty then x0 sho&l be connected to xi by an edge for every 
existing xi (see Fig. 9c; in (c2), x3 does not exist). Cl 
2. D 3 2H(b). 
of. Observe that if a domino touches two black holes then they have a 
common comer, i.e. they belong to the same connected component of the 
adjacency graph G. Therefore, we have only to prove that black holes belonging 
to the vertex set V of some component ouch at least 2jVj dominoes. 
By *tiiiig %srr_riL -la;na CW~ 1, one can verify easily that just 2 IV1 dominoes are touched if 
the component contains a cycle and just 2 \VI + 1 dominoes are touched 
otherwise. •J 
The exact value of A(n) is not known in general. However, if the question 
below has an afhrmative answer then A(n) = [1?/3] follows. 
Problem 3.2. Does D + 13 H hold for any triangulated full board? (D and H is 
the number of dominoes and holes, respectively.) 
Now we turn to the clumsy packing of hexa boards which proves to be the 
easiest question among those investigated for different boards. Hexa boards 
which are in some sense the duals of triangulated boards consist of hexagonal 
cells dividing regularly a board having triangle-like shape (see Fig. 10). 
Special “dominoes” designed for hexa boards cover two neighbouring hexago- 
nal cells. Clearly, one can cover the whole hexa n-board (containing y1 rows) by 
packing [n(n + 1)/d] _____ ____ such dominoes onto it. 
In our following result we completely answer the clumsy packing problem for 
hexa boards. 
eorem 3.3. The minimum number of dominoes in a full hexa n-board is 
[n(n + 1)/e& 
Fig. 10. The hexa S-board. 
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Proof. Denote by D and H, respectively, the number of dominoes and 
uncovered cells, called holes, on the full board and put C = n(n + I)/2 for the 
number of all hexagonal cells. Obviously, 
20+-H=@, 
hence the theorem can be proved by determining the maximum number h(n) of 
holes in a full n-board. Thus we have to show that 
h(n)=[y, 
which is obviously true for n = 1, 2 and 3, 
Observe Crst that among three pairwise neighbouring cells of a full board there 
is at most one hole. Thus it would be helpful to find a decomposition of the 
n-board into (non-overlapping) 2-boards. The decomposition can be given by 
induction on n. 
Suppose that the cells of the n-board are labelled consecutively by I, 2 and 3 so 
that neighbouring cells have distinct iabel (see Fig. If). 
We start with the case n = 3k + 1. For k = 1 the decomposition of the $-board 
pictured in Fig. 11(a) shows that H G (C + 2)/3 = 4. 
Assume now that k > 1, and a decomposition has been defined for all k’ < k. 
Then the boundary cells and their neighbours decomposed as shown in Fig. 11’0 
and (c) are surrounding an (n - 6).board which has the desired decompsition by 
the induction hypothesis. Thus, 
H<(c+2) 
- 3 m9 
holds for n = 3k + I. 
Fig. 11. The decomposition of (3k + I)-boards. 
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(a) ~9~ 
Fig. 12. The decomposition of the last two rows for n = 3k + 2. 
When n = 3k (k > l), consider the decomposition of the cells in the last I$WO 
rows as in Fig. 12a. Since It - 2 = 3(& - I) + 1, the decomposition of the 
remaining (?I - 2).board is known by induction. Consequently, H s C/3 + 1. 
Equality is not possible, however, which can be seen easily by using (25). 
Assume now that (28) holds whenever II or n - 1 is divisible by 3 and suppose 
that n = 3k + 2. Again, decompose the cells in the last two rows as is shown in 
Fig. 12b. Then (28) immediately follows by induction also for n = 3k + 2. 
To complete the proof of h(n) = [(C + 2)/3] one has to give full n-btxtr& 
containing [(C + 2)/3] holes and [C/3] dominoes. Observe that each 2-board of 
the decompositions described above contains exactly one label 1, 2 and 3. Thus 
one can pack a domino into the 2-boards in such a way that all uncovered cells 
are labeled by 1. (Note that the two rightmost cells in Fig. 12a have labels 2 and 
3, so they also define a domino in case of n = 3k + 1.) Cl 
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