Let Ω be a bounded Lipschitz domain of R d . The purpose of this paper is to establish Lions' formula for reproducing kernel Hilbert spaces H s (Ω) of real harmonic functions on the usual Sobolev space H s (Ω) for s ≥ 0. To this end, we provide a functional characterization of H s (Ω) via some new families of positive self-adjoint operators, describe their trace data and discuss the values of s for which they are RKHSs. Also a construction of an orthonormal basis of H s (Ω) is established.
Introduction
The theory of reproducing kernel Hilbert spaces is one of the outstanding concepts in operator theory and applications since its introduction by Aronszajn and Bergman in 1950 [2] . Later in [19] , Schwartz developped their notion, introduced the concept of Hilbertian subspaces and proved the existence of a bijection between these spaces and positive definite kernels. In [14] , J-L.Lions described a reproducing kernel for the space of all L 2 − harmonic functions on a domain with a very smooth boundary, his results were based on control theory methods. His remarkable formula for the reproducing kernel involved Green's function for the biharmonic operator. Lions in [15] , generalized the L 2 − results to a continuous family of spaces of harmonic functions whose boundary values belong to the Sobolev space H s (∂Ω). His paper involved a characterization of these trace spaces and required that the boundary be a Riemannian manifold, also he used properties of the Laplace-Beltrami operator on the boundary.
In [8] , Englis, Lukkassen, Peetre and Person made some generalizations on Lions' formula when instead of harmonic functions one considers functions annihilated by a given elliptic partial differential operator. In [4] , G.Auchmuty followed a different approach to characterize the family H s (Ω), s ∈ R of Hilbert spaces of real harmonic functions on a bounded domain of R d . Throughout his work, Auchmuty required the boundary satisfies Gauss-Green, Rellich and compact trace theorems. In his paper he discussed the range of values of s for which they are reproducing kernel Hilbert spaces (RKHSs). His approach depended on results about the harmonic Steklov eigenfunctions of the domain. Note that according to the fact that a reproducing kernel is affected by a change of the inner product, Auchmuty's results are completely different from the previous mentioned ones. Recently in [5] , Auchmuty established the singular value decomposition of the Poisson kernel associated with the Laplacian. In his paper, he used the eigenfunctions of the Dirichlet Biharmonic Steklov eigenproblem to construct an orthonormal basis of the harmonic Bergman space for a general class of bounded regions and a formula for the reproducing kernel for this space is found. One of the important results he obtained is a continuity result for the normal derivative operator ∂ ν (Rellich-Necǎs lemma). Also he established some results related to Steklov eigenproblems associated to the Laplacian. To this end, Auchmuty required the boundary satisfies the same conditions as in [4] and one of his strong assumptions is that the normal derivative operator is compact. The present work deals with a different approach based on Functional Analysis to provide the formula of Jacques Louis-Lions for reproducing kernels of H s (Ω) on Lipschitz domains. The results established here differe from the previous ones in that we construct new families of positive self-adjoint operators to handle these spaces in the cases 0 ≤ s ≤ 1 and 1 ≤ s < 3 2 . The use of the trace operator, its Moore-Penrose inverse and the harmonic side of the adjoint of the embedding operator will be the main focus of attention throughout the paper. In section 2, we remind some basic results of Operator Theory that will be useful throughout this paper. Another background which we shall include is reproducing kernel Hilbert spaces, this is the topic of section 3. In section 4, we recall all elements needed to define Sobolev spaces on an open subset of R d . Sobolev spaces on Lipschitz domains are defined in section 5, also the boundary trace spaces are described. Section 6 is devoted to characterize the trace and the embedding operators on Lipschitz domains which are the main tools to describe H s (Ω). In section 7, we will establish a functional characterization of the trace spaces H s (∂Ω) by involving new families of positive self-adjoint operators. Section 8 is devoted to describe the correspondance between H s (Ω) and some other Hilbert spaces for 0 ≤ s < 3 2 . The first task in section 9 will be to study the Bergman space H(Ω) as a RKHS. Also, an orthonormal basis of H s (Ω) is constructed and Lions' formula for these spaces is derived.
Notations and some basic concepts of functional analysis
Throughout this paper, unless otherwise mentioned, (H, (., .)), (H 1 , (., .) 1 ), (H 2 , (., .) 2 ), etc will denote Hilbert spaces. The inner products and the induced norms will be denoted respectively (., .), (., .) 1 , (., .) 2 etc and . , . 1 , . 2 etc. For each n ∈ N one defines the powers of A by:
If A is injective, one defines its inverse denoted A −1 as follows:
where x ∈ D(A) is defined by Ax = y. Definition 2.5 Let A be a closed linear operator on H, then the resolvent and the spectrum of A are respectively defined by:
For a given linear operator A, there are several ways of defining the notion of positivity, this corresponds to the following ,
in such case we write A ≥ 0 and say that A is positive.
Definition 2.6
Let A and B two linear operators on a Hilbert space H. We say that A ≥ B if A − B is positive i.e., ∀f ∈ H, (A − B)f, f ≥ 0.
Bounded Operators
Definition 2.7 A linear operator A : H 1 −→ H 2 is said to be bounded if there exists c ≥ 0 such that:
In such case the norm denoted A is the smallest c for which the previous inequality holds, that is 
2. AA * ≤ µ BB * for some µ ≥ 0;
3. There exists a bounded operator C on H such that A = BC.
Moreover, if (1), (2) and (3) are valid, then there exists a unique operator C so that
Compact operators
Definition 2.10 Let A be a linear operator on a Hilbert space H. A is said to be compact if for any bounded sequence (f n ) n of elements of D(A), the sequence (Af n ) n has a norm convergent subsequence.
Clearly any compact operator is bounded. Any bounded operator of finite rank is compact.
Theorem 2.2 If
A is a compact self-adjoint operator on a Hilbert space H, then there is a complete orthonormal set of eigenvectors {φ n } ∞ n=1 of H with corresponding eigenvalues λ n which converge to 0 as n → ∞. In particular any non-zero eigenvalue of H is of finite multiplicity.
The Moore-Penrose Inverse
When an operator is not invertible in the strict sense, one can define some other kinds of "inverse". The present subsection is devoted to provide some properties of the Moore-Penrose inverse, this concept will play a key role in this text. Definition 2.11 Let H 1 , H 2 be two Hilbert spaces, A ∈ C(H 1 , H 2 ) a closed densely defined operator and let A * be its adjoint. The Moore-Penrose inverse of A denoted A † is defined as the unique linear operator element of C(H 2 , H 1 ) such that:
, and
Moreover, A is the Moore-Penrose inverse of A † and R(A) is closed if and only if A † is bounded.
According to a fundamental result of Von Neumann (see [11] ), the operators (I + AA * ) −1 and A * (I + AA * ) −1 are everywhere defined and bounded. Moreover, (I + AA * ) −1 is self-adjoint. We also note that (I + A * A) −1 and A(I + A * A) −1 are everywhere defined and bounded and that (I + A * A) −1 is self-adjoint. Moreover,
(see [11] and [13] ).
In the following lemma we state some identities of Labrousse [13] :
Similarly,
In particular, if A * is injective one has 
The function k(., .) is strictly positive definite if for mutually distinct x i , the previous inequality holds when all the λ i are non-zero. 
Namely, the evaluation functional at x; ℓ x : H → R, f → f (x) is a bounded linear functional. By Riesz representation theorem it follows that there exists a unique function k x ∈ H such that
is known as the reproducing kernel of H.
Proposition 3.1 Let k(., .) be a reproducing kernel for a Hilbert space H of functions from Ω into R, then
2. k(., .) is positive definite;
It turns out that a reproducing kernel is a positive definite function.
A futher important property is that if it exists, a reproducing kernel is unique. Equivalently, a reproducing kernel Hilbert space uniquely determins its reproducing kernel, this is the topic of the following theorem: It is also interesting to note that if H is a RKHS for a suitable orthonormal basis (φ n ) n≥1 , then the associated reproducing kernel should take the form k(x, y) = φ n (x)φ n (y). 
|α| ≤ m, we define
We denote by
The closure of the set {x ∈ Ω | f (x) = 0} where f ∈ C(Ω), is called the support of f and denoted suppf. A function f ∈ C ∞ (Ω) is said to be a test function if suppf is a compact subset of Ω. 
where m and c may depend on K.
We denote by D ′ (Ω) the vector space of distributions on Ω. To avoid some confusions, sometimes we write
The smallest m satisfying the previous inequality for all K is called the order of u.
(1)
Partial derivatives and Sobolev spaces on open subsets
is a distribution, then we define its partial derivative with respect to x i to be the distribution ∂u ∂x j , specified by
Once the derivative has been defined, it will be easy to define recursively higher derivatives by induction, i.e
).
Lemma 4.1
The following statements are true:
The limit in Definition 4.4 is unique and convergence in
equipped with the norm:
associated to the inner product
is a Hilbert space, where ∂ α v is the conjugate of ∂ α v.
Moreover, the Sobolev spaces H s (Ω) for non-integer s are defined by the real interpolation method (see [1] and [20] ). 
and a function γ x : Q δ → R with the following properties :
where
If Ω is a Lipschitz hypograph, then we can construct Sobolev spaces on its boundary ∂Ω in terms of Sobolev spaces on R n−1 , as follows. For g ∈ L 2 (∂Ω), we define
and equip this space with the inner product
Recalling that any Lipschitz domain Ω has a surface measure σ, and an outward unit normal ν that exists σ-almost everywhere on ∂Ω. If Ω is a Lipschitz hypograph then
, for almost every x ∈ ∂Ω. Suppose now that Ω is a Lipschitz domain. Since ∂Ω ⊂ x∈∂Ω Q δ,δ ′ (x) and that ∂Ω is compact, there exist then
It follows that the family (
is a finite open cover of ∂Ω, i.e., each W j is an open subset of R d , and ∂Ω ⊆ j W j . Let (φ j ) be a partition of unity subordinate to the open cover (W j ) of ∂Ω, i.e.,
The inner product in H s (∂Ω) is then defined by
where Ω j can be transformed to a Lipschitz hypograph by a rigid motion, i.e., by a rotation plus a translation and satisfies
For further lectures see [1] and [16] .
and (φ j ) would yield the same space H s (∂Ω) with an equivalent norm, for 0 ≤ s ≤ 1. Several mathematicians contributed to the study of the trace spaces on Lipschitz domains, most notably Gagliardo on W 1,p (Ω) for 1 ≤ p ≤ +∞ (see [9] ) and Costabel on H s (Ω) for
Proposition 5.1 For a bounded Lipschitz domain with boundary
(see [6] ). In [3] , Auchmuty established a spectral characterization of H s (∂Ω) . Later in section 8, we will establish a new characterization of these family of spaces by making H s (∂Ω) for 0 ≤ s ≤ 1, into a Hilbert space via a family of positive self-adjoint operators. This result will be the key to describe the trace data of the harmonic functions studied later in section 8.
On the Trace and Embedding Operators
Throughout the rest of this paper Ω ⊂ R d denotes a bounded Lipschitz domain, ∂Ω denotes its boundary and Ω its closure.
The Trace operator
Definition 6.1 The trace map maps each countinuous function u on Ω to its restriction on ∂Ω.
Under the condition Ω is Lipschitz, this trace map may be extended to be a countinuous operator denoted Γ s from H s (Ω) to H s− 1 2 (∂Ω), this is the topic of the following theorem (see [6] ) and [16] ):
Theorem 6.1 Assume that 1/2 < s < 3/2, then the trace operator Γ s is a bounded linear surjective operator from
The range space and the null space corresponding to Γ s are identified to the followings:
where H s 0 (Ω) is defined to be the closure in H s (Ω) of infinitely differentiable functions compactly supported in Ω.
Remark 6.1 For s > 3/2, the trace operator is a bounded linear operator from H s (Ω) to H 1 (∂Ω). For s = 3/2 no proof is available. 
. According to Gagliardo [9] , it follows that R(Γ) = H 1 2 (∂Ω). Moreover, the null space of Γ is identified to
The following theorem (see [10] ) provides a compacity result of Γ.
Theorem 6.2
Let Ω be a bounded Lipschitz domain of R d , then there exists a constant c such that:
for all u ∈ H 1 (Ω) and ε ∈]0, 1[, where E is the embedding operator from
Remark 6.2 It is also possible to establish the compacity of Γ since Γ 1 is bounded and E1 2 is compact . Now, we induce H 1 (Ω) by a special inner product denoted (., .) ∂,Ω which we define as follows
the associated norm . ∂,Ω is defined by:
is the completion of C 1 (Ω) with respect to the norm . 1,Ω . Moreover, under the condition Ω is a bounded Lipschitz domain, the norms . ∂,Ω and . 1,Ω are equivalent, this is due to Necǎs see( [17] ). Now, consider the trace operator from
Proposition 6.1 [16] Let Ω be a bounded Lipschitz domain of R d , then the normal derivative map may be extended to be a bounded linear operator denoted
Proposition 6.2 "Green's formula" Let Ω be a bounded Lipschitz domain, then for all u ∈ H 1 ∆ (Ω) and v ∈ H 1 (Ω) one has:
where E denotes the embedding operator from
, the adjoint operator of Γ is the solution operator of Robin problem for the Laplace equation :
where ∂ ν is the normal derivative operator considered as non-bounded from
Proof Let g ∈ L 2 (∂Ω) and z = Γ * g. We have :
Since the previous equality characterizes the H 1 −harmonic functions, then we may write: ∆z = 0 in D ′ (Ω). Applying Green's formula to ( * ), it follows that :
which leads to the following duality pairing on
Consequentely, ∂ ν z belongs to the range of the embedding operator from L 2 (∂Ω) to H − 1 2 (∂Ω), which means that ∂ ν z ∈ L 2 (∂Ω) and that
Proposition 6.4 Let Γ be the trace operator from
Proof As Γ is bounded, its Moore-Penrose inverse Λ :
is closed and densely defined with closed range. Moreover, R(Γ) is dense so Γ * is injective, thus Since the previous equality holds for all w ∈ H 1 0 (Ω) and characterizes the H 1 −harmonic functions, it follows that:
Viewing Λ is closed and densely defined, it is classical to establish that the operators ΛΛ * and Λ * Λ are self-adjoint. Now, let g ∈ D(Λ * Λ). We may write :
,∂Ω , which implies that, I + Λ * Λ is injective with closed range. Moreover, since it is self-adjoint, its range is dense on L 2 (∂Ω), which means that R((I + Λ * Λ)) = L 2 (∂Ω) and I + Λ * Λ is surjective so, invertible with bounded inverse. It follows by symmetry that the operator I + ΛΛ * is invertible with bounded inverse . Hence, the operators I + ΛΛ * and I + Λ * Λ are self-adjoint, invertible on H 1 (Ω) and L 2 (∂Ω) respectively and have bounded inverses. Proposition 6.5 Let Γ be the trace operator and Λ its Moore-Penrose inverse. Thus,
Proof In view of the previous lemma we may write:
Since Γ * is injective, it follows that:
The Embedding operator
We now consider the embedding operator:
(Ω) but obviousely with different topologies. H 1 (Ω) is induced with the inner product (., .) ∂,Ω and L 2 (Ω) with its usual inner product. This operator will be useful to handle the spaces H s (Ω) of real harmonic functions on H s (Ω) for 0 ≤ s ≤ 1 as it will be a key tool to discuss the regularity issue of the Dirichlet problem for the Laplace equation.
Consider also E * its adjoint operator. Since
. An important characterization of E * is stated in the following theorem:
Theorem 6.4 Let E be the embedding operator acting from
. Thus, the adjoint operator E * is the solution operator of Robin problem for the Poisson equation
Applaying Green's formula to (4), one has
Since R(Γ 1 ) = H 1 2 (∂Ω), it follows that
Similarly, as ∂ ν u belongs to the range of the embedding operator acting from L 2 (∂Ω) to H − 1 2 (∂Ω), we obtain that ∂ ν u ∈ L 2 (∂Ω), which implies that
Functional characterization of the trace spaces H s (∂Ω)
Previousely in section 6, we showed that the operators (I + Λ * Λ) −1 and (I + ΛΛ * ) −1 are positive self-adjoint so it makes sens to define their powers of any fractional order. Our main goal in this section is to describe the trace spaces H s (∂Ω) via the families of operators (I + Λ * Λ) −s and (I + ΛΛ * ) −s for all real 0 ≤ s ≤ 1. In order to state our next proposition that will provide a decomposition of the trace operator, we need the following notation: Notation 7.1 For s ≥ 0, we denote by H s (∂Ω) the following:
Lemma 7.1 Let Γ be the trace operator and Λ its Moore-Penrose inverse, then for all g ∈ L 2 (∂Ω), we have g The topic of the next proposition is to decompose the trace operator. This result will prove useful in some cases where it is crucial to justify some identifications.
Proposition 7.1 Let Γ be the trace operator and Λ its Moore-Penrose inverse, then the operator
is bounded with closed range and its Moore-Penrose inverse is given by
Moreover,
Proof Let g ∈ L 2 (∂Ω). According to Labrousse [13] , it follows that 
Consequentely, Λ(I + Λ
2 is bounded and has a closed range. On the other hand, a direct verification leads to:
it follows that (I + Λ * Λ)
Thus, T Λ * is the Moore-Penrose inverse of Λ(I + Λ * Λ)
A similar approach can be followed to establish that the operator Λ * (I + ΛΛ * ) − 1 2 is bounded with closed range and has for Moore-Penrose inverse T Λ given by:
Corollary 7.1 Let Γ be the trace operator, then its range is characterized by the following
Proof It was proved in the previous proposition that :
then by Douglas theorem, we have :
On the other hand (I + Λ * Λ)
which implies that: where
which implies that,
Since the operators T Λ * T Λ and ΓΓ * + I are bounded, it follows that
Hence, ΓΓ
It follows by Douglas theorem that
The following classical theorem due to Nečas was generalized by Mclean in [16] . This version will prove useful to characterize H 1 (∂Ω).
and there exists a constant c > 0 depending on the Lipschitz character of Ω such that:
Proposition 7.3 Let Γ be the trace operator from
Proof. Let g ∈ L 2 (∂Ω) and z = Γ * g be the solution of the following Robin problem for the Laplace equation:
It is clear that z ∈ H 1 ∆ (Ω) and ∂ ν z = g − Γz ∈ L 2 (∂Ω). Thus, applying the first part of the previous theorem, Γz = ΓΓ * g ∈ H 1 (∂Ω), which implies that R(ΓΓ * ) ⊂ H 1 (∂Ω). Let now g ∈ H 1 (∂Ω), the inclusion H 1 (∂Ω) ⊂ H 1/2 (∂Ω) assures the existence and the uniqueness of the solution of the Dirichlet problem for the Laplace equation:
Since v ∈ H 1 ∆ (Ω) and Γv ∈ H 1 (∂Ω), the second part of the previous theorem implies that ∂ ν v ∈ L 2 (∂Ω). Putting y = ∂ ν v + Γv, it follows that v = Γ * y and g = ΓΓ * y. Thus, we deduce that g ∈ H 1 (∂Ω), this establishes the second inclusion.
The following corollary assures the equality between H 1 (∂Ω) and H 1 (∂Ω) with equivalence of norms.
Corollary 7.2
Let Ω be a bounded Lipschitz domain of R d , then
Proof We have previousely established in Proposition 7.2 that R(ΓΓ * ) = H 1 (∂Ω) and that R(ΓΓ * ) = H 1 (∂Ω) in Proposition 7.3, it follows then that
All what is needed now is to prove the equivalence of norms. Before doing this, one considers the embedding operator U from H 1 (∂Ω) into L 2 (∂Ω) and its inverse V, such that
By Douglas theorem it follows that there exist two bounded operators T, S :
The last two equalities implie that for g ∈ H 1 (∂Ω) the following norms
are equivalent. Now, consider the norm |.| 1,∂Ω defined for a given g ∈ H 1 (∂Ω) by :
Our next step is to establish the equivalence of the norms |.| 1,∂Ω and . 1,∂Ω . Let g ∈ H 1 (∂Ω) it follows that Ug ∈ T 1 (∂Ω) where
It follows that,
As a consequence there exists c > 0 for all g ∈ H 1 (∂Ω) such that
The second inequality holds using the bounded inverse theorem of Banach [12] .
Corollary 7.3 Assume 0 ≤ s ≤ 1, then the spaces H s (Ω) form an interpolatory family. Moreover,
Real harmonic functions Hilbert spaces
Let Γ be the trace operator and Λ its Moore-Penrose inverse. For a real s ≥ 0, the space of real harmonic functions on the usual Sobolev space H s (Ω) is defined as follows:
We have already showed that (I + Λ * Λ) is a positive self-adjoint operator in L 2 (∂Ω). then we may equip H s (∂Ω) with the graph norm
the associated inner product is given by
Another interesting ingredient that we should define is
The first task in this paragraph will be to describe the relationship between H s (Ω) and H s (Ω) for
(∂Ω) is bounded and surjectif, it follows that there exist c 1 and c 2 real positive constants such that for all u ∈ H s (Ω)
,∂Ω .
According to this, we may equip H s (Ω) for 1 ≤ s < 3/2 with the following induced norm:
The associated inner product is given by
Proof Let v ∈ H s (Ω) and let 1 ≤ s < 3/2, then Γ s v ∈ H s−1/2 (∂Ω). Since we proved previousely that H s−1/2 (∂Ω) = H s−1/2 (∂Ω), it follows that there exists g ∈ L 2 (∂Ω) such that
Let Λ s be the Moore-Penrose inverse of Γ s . Since Λ s ⊂ Λ, it follows that
. In order to prove the second inclusion, we consider v ∈ H s (Ω), there exists then
From the previous decomposition of the trace operator, we showed that
which implies that
Questions of equivalence of norms play an important role in the present work. Particularly in this section we will turn to a discussion of norms on H s (Ω). Our interest now, is to provide the equivalence of norms between H s (Ω) and H s (Ω). According to the previous definition of H s (Ω), one defines the following graph norm on it :
The associated inner product is defined as follows
where . ∂,Ω and (., .) ∂,Ω denote respectively the norm and the inner product on H 1 (Ω) . Proof All what we need to prove is the existence of two constants c 1 and c 2 such that for all v ∈ H s (Ω), we have:
Since H s (Ω) = H s (Ω), it will be sufficient to prove one inequality according to the bounded inverse theorem of Banach [12] . If v ∈ H s (Ω), then one has
where v is the embedding of v in H 1 (Ω). Since Γ = (I + Λ * Λ)
as T Λ * is bounded, there exists then c > 0 such that
Hence, there exists c 1 > 0 such that
The case
This subsection is devoted to showing that a similar characterization of H s (Ω) can be established for 0 ≤ s ≤ 1. Let E be the embedding operator from
. Previousely in section 6, we showed that E * is the solution operator of Robin problem for the Poisson equation:
Let f ∈ L 2 (Ω). Consider E * 0 the solution operator of Dirichlet problem for the following Poisson equation:
If we set E * 1 = E * − E * 0 and u 1 = E * 1 f, it follows that u 1 is a solution of the following Dirichlet problem for the Laplace equation:
where u is the solution of (5).
Our main result in this section provides a regularity result as follows:
Theorem 8.1 Let E * 1 be defined as above and Γ the trace operator, then R(E *
0 f and u = E * f the solution of the problem defined in (5). Since ∂ ν u = −Γu ∈ L 2 (∂Ω) and ∆u ∈ L 2 (Ω), then it follows from the theorem 7.1 that Γu ∈ H 1 (∂Ω). Now, as Γu 1 = Γu, we have Γu 1 = ΓE * 1 f ∈ H 1 (∂Ω), which implies according to the theorem 7.
, then u 1 is the solution of the following problem:
which means that
and consider K : Corollary 8.1 Let Γ be the trace operator and E * 1 defined as above. We have E *
where K is the operator solution of (9) .
Proof A direct application of Douglas theorem implies that there exists an operator
According to Green's formula, it follows for all v ∈ H 1 (Ω) that:
(Ω), and that
and that
On the other hand, the operator K * is the adjoint of the solution operator of the Dirichlet problem for the Laplace equation
, where u 0 is the solution of Dirichlet problem for the Poisson equation.
Another interesting consequence of theorem 8.1 is the classical Rellich-Necǎs lemma:
(Ω) and u 0 = E * 0 f be the solution of the Dirichlet problem for the Poisson equation, then ∂ ν u 0 ∈ L 2 (∂Ω). Moreover, there exists a constant c > 0 such that
One of the most important key tools to handle the spaces H s (Ω) for 0 ≤ s ≤ 1 is the Moore-Penrose inverse of the bounded operator E 1 , which we denote by F 1 such that
whose range and null spaces are respectively given by:
and
(Ω). Moreover, its Moore-Penrose inverse is given by
, it is bounded and has closed range;
Moreover, its Moore-Penrose inverse is given by
One intersting further remark is that F *
is an isomorphism between H 1 (Ω) and H(Ω).
Let's set Γ *
Moreover, as Γ * is compact and
is bounded, it follows that Γ * 1 is compact. Composing now by K * as follows:
Notation 8.1 For all 0 ≤ s ≤ 1, we denote by X s (Ω) the following:
Proof It is easy to verify the algebric equality between H 1 (Ω) and X 1 (Ω) and all what is needed is to prove the equivalence of norms. To this end, for v ∈ X 1 (Ω) define the graph norm
On the other hand let v ∈ H 1 (Ω), then we have E 1 v ∈ X 1 (Ω) and
, it follows that there exists two constants c 1 and c 2 not depending on v such that
where . 0,Ω and . ∂,Ω denote the norms on L 2 (Ω) and H 1 ∂ (Ω) respectively. Hence, . X 1 (Ω) and . H 1 (Ω) are equivalent.
form an interpolatory family. Moreover,
is self-adjoint, it follows then that :
* is a compact self-adjoint operator an there exists a sequence ((κ 2 n , φ n )) n≥1 elements of R + × H(Ω) such that for all n ≥ 1 one has
Moreover, (φ n ) n≥1 is an orthonormal basis of H(Ω).
Proposition 8.4 Let (φ n ) n≥1 be the orthonormal basis of the Bergman space H(Ω) stated in Lemma 8.1. Thus,
Proof Let (φ n ) n≥1 be the Hilbertian basis of the Bergman space H(Ω) defined in lemma 8.1, then for all v ∈ H(Ω) one has:
Since v ∈ R(KΓ 1 ), there exists then w ∈ H(Ω) such that v = KΓ 1 w and
where ((κ 2 n , φ n )) n≥1 is the sequence of couples corresponding to Γ * 1 K * . Viewing that w ∈ H(Ω) ⊂ L 2 (Ω), it follows then that:
Hence,
which implies that:
According to the spectral theorem it follows that
So one can see that
The present section is of profound importance that we will give a special treatement of H s (Ω), s ≥ 0 as reproducing kernel Hilbert spaces (RKHSs). Indeed, according to Weyl theorem, it follows that H s (Ω) ⊂ C ∞ (Ω) and using the Mean-value theorem [14] , the evaluation functionals associated to H s (Ω) are continuous, which means that it is a RKHS. Also, we will establish a boundary integral form of their corresponding reproducing kernel which is known according to [8] Lions' formula. This step obviousely depends on the values of s and the inner product and we will show how it is related to many other issues, under reasonable conditions on the operators involved.
The first step in this subsection is to analyse the Bergman space H(Ω). Consider the orthonormal basis defined in lemma 8.1 and in view of the model introduced previousely in section 2, the Bergman kernel should take the form:
b(x, y) = 9.2 The case 1 ≤ s < 3/2
Consider now, the Moore-Penrose inverse of E 1 which we denote by F 1 . If we set
then the composition by Γ implies that
where P H 1 (Ω) is the orthogonal projection on H 1 (Ω) and
Lemma 9.1 The operator K 1 Γ is compact, self-adjoint and there exists a sequence of couples ((τ 2 n , ψ n )) n≥1 ∈ R + × H 1 (Ω) such that for all n ≥ 1 :
Moreover, (ψ n ) n≥1 is an Hilbertian basis of H 1 (Ω).
A further important remark about the eigenvalues is that τ 
