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Abstract 
The bound levels of a particle in a symmetric potential are shown to be ordered 
according to symmetry type. The ordering depends solely on the symmetry of 
the potential and not on its particular form. As examples, the order of levels 
of a particle in both a cubically symmetric and a tetrahedrally symmetric potential 
is given and discussed. 
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Order of Levels of Symmetric Hamiltonians 
I. Introduction 
In this report we show that the energy levels of a par-
ticle bound in a symmetric potential are ordered accord-
ing to their symmetry type. Such an ordering is already 
well known for the levels of a particle bound in a spheri-
cally symmetric potential. To express this ordering, let 
E ,1 denote the energy of the th level with angular-
momentum quantum number 1; then it can be shown that 
(Ref. 1)1
E, > E ,	 (1) 
The angular-momentum quantum number, 1, also speci-
fies the symmetry type of the level; or, in more precise 
language, 1 also specifies the irreducible representation 
of the rotation group to which the eigenfunctions of the 
level belong. Thus, Eq. (1) shows the levels to be ordered 
according to symmetry type. 
We show in this report that analogous theorems can be 
demonstrated for potentials having a lower symmetry. In 
particular we demonstrate ordering theorems for poten-
tials having the symmetry of the cube or of the tetra-
hedron. In a later and subsequent JPL report, TR 32-414 
'This is in fact the only order relation that holds for the levels of 
every spherically symmetric potential. This is shown in a report 
which we are submitting for JPL publication, "Quantum Levels 
of Two Particles Bound by a Central Force," to be published.
(Part II) to be published, we present theorems for poten-
tials that have the symmetry of the body-centered or of 
the face-centered lattices. 
II. The Levels of a Potential Having the 
Symmetry of the Square 
We illustrate the methods we use by means of a simple 
example. We will derive the order of levels of a particle 
constrained to move in the plane, and bound to a poten-
tial, V (x, y). The potential V (x, y) has the symmetry of 
the square. Though it is not necessary, we suppose for 
simplicity that the region in which both potential and 
eigenfunctions are defined is an actual square I x , y a 
(the constant a may be infinite). On its boundary, J x = a, 
= a, the eigenfunctions are assumed to obey some 
boundary condition; this boundary condition is also to 
have the symmetry of the square. For convenience we 
denote by EPO the Schrodinger eigenvalue problem that 
this boundary condition together with the potential 
V (x, y) determines; evidently EPO is an eigenvalue prob-
lem that has the symmetry of the square. The bound 
levels of the particle moving in this potential are the 
discrete eigenvalues of EPO. Because EPO has the sym-
metry of the square, each of these levels belongs to one 
of five possible symmetry types which we denote by the 
five symbols r (X2 + y2), F (x, y), r (xy), F (x y2), 
r (xy [X2 - y2]). The symbol E (X2 - y2 ) will denote the 
th level of symmetry type r (x2
 - y2). 
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We now classify the eigenfunctions of each of the sym-
metry types according to their behavior under reflection 
operations of the group. Why we do this will be apparent 
later. The reflections of the group of the square are the 
reflections in the four lines x y, x = 
— y, x = 0, and 
y 0. The behavior of the eigenfunctions under these 
reflections is given in Table 1. In this table the symbol 
"1" denotes symmetry under the reflection, the symbol 
"-1" denotes antisymmetry, and the symbol "X" denotes 
neither symmetry nor antisymmetry. 
Table 1. Behavior of eigenfunctions of a

potential of square symmetry 
Symmetry 
type
Eigenfunclion 
type
Line of reflection 
= —y x=O
- 
yO 
r (x2 + y2 ) x2 + y2 1 1 1 
5x X X —1 1 
r(x,y) X X 1 —1 
x—y —1 1 X X 
x+y 1 —1 X X 
T(xy) xy 1 1 1 1 
r(x2 - y2) - —1 —1 1 1 
r(xy(x2 - y2]) xy (x2 - y2 1 —1 —1 —1 —1
We now set up several new eigenvalue problems (EP's) 
related to EPO. Our goal will be to match every sym-
metry type with an EP; thereby, each new EP will have 
as its spectrum all the levels that belong to a single sym-
metry type. Why we want to do this will become clear 
later. We start with the region 0 x y a, in which 
we define four new eigenvalue problems EP1, EP2, EP3, 
and EP4. All four EP's have the same potential in this 
region as does EPO. The boundary that they share with 
one another and with EPO is the boundary, x = a. On 
this boundary all four retain the same boundary condi-
tion as was imposed in EPO. The only difference among 
the four EP's is, in fact, the boundary conditions imposed 
at the rest of the boundary, the lines x y and y = 0. 
The boundary conditions of the four EP's are listed in a 
convenient form in Table 2. In that table, the symbol "1" 
denotes the vanishing of the normal derivative of an 
eigenfunction, and the symbol "- 1" denotes the vanish-
ing of the eigenfunction itself. A comparison of this table 
with Table 1 now shows that each one of the four EP's 
does indeed correspond to one of the five symmetry types 
associated with EPO. For example, of the eigenfunctions 
of EPO, eigenfunctions of type r (X2 + y2) and only of 
this type are eigenfunctions of EP1. Conversely, every 
eigenfunction of EP1 can be continued, by reflections, 
into an eigenfunction of EPO of type r (x2 + y2). From
Table 2. Eigenvalue problems for the
region Oxy 
EP
Boundary 
x=y y=o 
EPI 1 1 
EP2 1 —1 
EP3 —1 1 
EP4 —1 —1
the two tables, we see that in exactly the same way as 
we have just associated the eigenfunctions of type 
P (a + y2) with EP1 we can associate the eigenfunctions 
of type r (xy) with EP2, of type P (x2 - y 2 ) with EP3, 
and of type r (xy [X2 - y2]) with EP4. Since each of the 
EP's is in one-to-one correspondence with an eigenfunc-
tion of particular symmetry type, the spectrum of each 
EP coincides with the eigenvalues of one and only one 
symmetry type. 
We are now in a position to compare the spectra of 
these EP's and so compare levels of different symmetry 
type. If now E ,1 denotes the nu eigenvalue of EP1, 
E ,2 denotes the nt eigenvalue of EP2, etc., then we are 
assured by an extension of a well-known theorem (Ref. 2)2 
that
E,1 <
	
<E,4	 (2) 
We have seen however that E ,1 = E (X2 + y2 ), En, , = 
E (xy), etc., so that inequality Eq. (2) can just as well 
be written as 
E(x2 + y2) <En(Xy),En(X' - y2 ) < E(xy [X2 -
(3) 
This inequality shows the levels of four symmetry types 
to be ordered with respect to one another. 
Although inequality Eq. (3) is similar to the• inequality 
Eq. (1) obtained for the levels of spherically symmetric 
potentials, there is a difference. In Eq. (3) the levels of 
type r(x i) and r (X' - 1,2) are not ordered with respect 
to one another; while in Eq. (1), every type of level had 
an order relative to every other type. We will return to 
this point later. 
'The theorem states that if in an eigenvalue problem the eigen-
functions are constrained to vanish on ever-increasing portions of 
the boundary, the eigenvalues do not decrease (see Ref. 2). In 
Appendix A we prove the extension; the eigenvalues not only do 
not decrease but, in fact, increase. This appears to be a new result. 
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Another difference is that the ordering theorem ex-
pressed by inequality Eq. (3) is incomplete since it fails 
to include levels of the type F (x, y). To obtain a theorem 
which includes these levels, we consider six more eigen-
value problems, EP5 through EP1O. The first three of 
these, EP5, 6, and 7, are defined in the region —xyx. 
The boundary conditions of these EP's can be read 
from Table 3. Eigenvalue problems EP8, 9, and 10 are 
defined in the region 0 x, y, and their boundary con-
ditions can be read from Table 4. From Table 3 we 
can now conclude that 
E ,5 <E, 6
 <E, 7 	 (4) 
and from Table 4 that 
E ,8 <E, 9 < E ,10	 (5) 
Table 3. Eigenvalue problems for the

region 0 x	 Y I 
EP
Boundary 
x=y x=—y 
EP5 1 1 
EP6 1 —1 
EP7
—1 —1
Table 4. Eigenvalue problems for the region 0 x, y 
Boundary 
EP
x0	 y0 
EP8	 1	 1 
EP9	
—1	 1 
EP1O	
—1	 —1 
The conversion of inequalities, Eqs. (4) and (5), to state-
ments about the levels of EPO is not so straightforward 
as was the conversion of inequality Eq. (2). The reason 
for this is apparent from a comparison of Tables 1 and 3. 
We see that, of the eigenfunctions of EPO, there is not 
just one type that are eigenfunctions of EP5; there are, 
in fact,- two: the types F (x2 + y 2 ) and r (xj). Conversely, 
an eigenfunction of EP5 can correspond to an eigenfunc-
tion of either of two types, and these are again the types 
r (x2 + y2) and F (xy). The reason that EP5 corresponds 
to two symmetry types and not just one rests in a sym-
metry of EP5 itself. Because EP5 is invariant with respect 
to reflection in the line x = y, eigenfunctions of EP5 are 
either symmetric or antisymmetric with respect to this
reflection. The symmetric eigenfunctions lead to eigen-
functions of EPO of type r (X2 + y 2), the antisymmetric 
eigenfunctions to those of type r (xy). To maintain a one-
to-one correspondence of an EP with a single set of levels 
of EPO, we define a new symmetry type, namely, the 
type F (X + y2 ; xy). Levels of this type are denoted by 
E (x2 + y2 ; xy); this symbol, E (X2 + y2 ; xy), stands for 
the th level in the set of levels consisting of the levels 
of types r (x2 + y 2 ) and r (xy) combined. Entirely simi-
lar definitions for the levels of other combined symmetry 
types allow us now to write inequality Eq. (4) as 
En (x2 + y2; xy) <E0 (x, y) <E(x2
 - 
y2 ; xy [X2 - y2])
(6)
 and inequality Eq. (5) as 
E(x2 + y2 ; x2 - y2 ) < E(x, y) <En(xy; xy [X2 - ,2J)
(7) 
These are now the order relations that include levels of 
the type r(x,y). 
If we examine the order relations established so far 
(inequality Eqs. (3), (6), and (7)), we see that they yield 
the relative order of only certain pairs of levels; some 
order relations still appear to be missing. As we have 
already noted, there is no relation between the levels of 
type T (X - y 2 ) and those of type r (xy). Also, there is 
no relation between the levels of type F (x, y) and the 
levels of any other ringle type. As a matter of fact, we 
need not trouble ourselves over the first lack, that of a 
relation between r (r - y2 ) and r (xy) levels, since as 
we will later show there can be no order relation between 
them. The order relations between levels of type F (x, y) 
and those of the other symmetry can be improved, how-
ever, and this we proceed to do. We invoke the extension 
of another well-known theorem s
 that allows us to com-
pare EP3 with EP9, EP2 with EP6, and EP4 with all 
other EP's. From the theorem we conclude that 
E ,3 > E ,9	 (8) 
The theorem states that if in an eigenvalue problem defined in a 
region R, the portion of the boundary on which the eigenfunctions 
are constrained to vanish moves ipward into 'R, then the eigen-
values do not decrease (see Ref. 2). In Appendix B we prove the 
extension; the eigenvalues not only do not decrease but, in fact, 
increaseS. This appears to be a new result. 
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and that
E,2 > E ,6	 (9) 
(10) 
In terms of the levels of EPO, these inequalities become 
E(xy) > E(x,y)	 (11)
and
E(x2 - y2)> E(x,y)	 (12) 
E(xy [x2
 - 
y2]) > all other E	 (13) 
These three inequalities complete the set of order rela-
tions for levels of a potential having the symmetry of the 
square. The order relations are gathered and summarized 
in Fig. 1. 
From the figure, it appears that certain order relations 
are missing. Besides a relation between r (xy) and 
r (X2 - y2) levels that we have already noted to be miss-
ing, there also appears to be one missing between r (x, y) 
and r (x2
 - y2) levels. For the first two, the r (xy) and 
r (X2 - y2) levels, we will now show what we have al-
ready stated; namely, that there can be no relation be-
tween them. We start by defining new coordinates 
x' = (x + y)/(2)½,
 y' = (x - y)/(2)½. With respect to these 
coordinates, all levels retain the same symmetry type as 
they had with respect to the original coordinates - all, 
r'(x2 ^y2 ;xy)	 r(x2^y2;x2-y2) 
F(x2 +y 2 )	 F(x,y)	 F(x2+y2 
>-	 \ 
QI /\/ WI WY	 V
F(xy) 
r[xy(x2_y2)] 
Fig. 1. Order of levels for potentials of
symmetry of the square
that is, except for levels of types r (X2 - y2) and r (xy); 
these levels exchange types. Consequently, if there were 
an inequality between these two sets of levels, it would 
have to be reversed by the change of coordinates. But 
since neither set of coordinates is preferred (the eigen-
value problem has the symmetry of the square with re-
spect to both sets of coordinates), both inequalities would 
be valid. Evidently then it must be true either that these 
two sets of levels are always degenerate, or that no order 
relation exists between them. Since a simple example 
would show that the two sets are not always degenerate, 
we must conclude that there can be no order relation 
between them. 
Having demonstrated that the lack of a relation be-
tween r (xy) and r (x2
 - y2) levels is not a deficiency in 
the order relations, we now go on to examine the lack 
of a relation between the r (x, y) and r (x2 + y2 ) levels. 
We do this by considering a very special class of poten-
tials having the symmetry of the square, namely those 
potentials that have the symmetry of the circle. For such 
potentials there is the order relation4 
E , 1+1 > E ,	 (14) 
where 1 is the angular-momentum quantum number. All 
levels except the one with 1 = 0 are two-fold degenerate. 
It is not hard to classify these levels as levels of a square 
potential. They are classified as follows: for 1 = (2n + 1), 
n = 0, 1,2, . . . , the levels are of the degenerate type 
r (x, y); for 1 = 2 (2n + 1), one of the levels is of type 
r (xy), the other of type r (X2 - y2); for 1 = 4 (n + 1), one 
of the levels is of type r (X2 + y2), the other of type 
r(xy [X2 - y2]); and for 1 = 0 there is but one level of 
type r (x2
 + y2 ). This analysis together with inequality 
Eq. (14) shows that for this class of potentials it is neither 
true that E (x, y) > E (x 2 + y2) nor that E (X2 + y2)> 
E (x, y). Evidently then, this example is a counter-
example for either order relation. Consequently, there is 
no order relation between the r (x, y) and r (X2 + y2) 
levels true for all potentials having the group of the 
square. We now conclude that the gaps in the order rela-
tions are necessary ones and are not due to deficiencies 
in our method of derivation. We have, therefore, obtained 
all the order relations possible. 
It is interesting to note that these order relations are 
very similar to those for potentials of circular symmetry. 
The only differences, really, are that the degeñeracies that 
occur for circular symmetry - those between the r (xy) 
4This is easily shown by the methods of either Ref. 1 or Footnote 2. 
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and r (x2 + y2) levels, and between the r (x 2 + y2) and 
r (xy [Xz - }) levels - have been lifted with no order 
being specified between F (xy) and T ( - y2) levels. We 
conclude examination of the illustrative example by not-
ing that for the lowest lying levels, the order relations 
that we have obtained lead to even stricter inequalities. 
In fact from Fig. 1, we see that 
E1 (X2 + y2) < E 1
 (x, y) <E1 (X2 - y2), 
E1
 (xy) <E1 (xy [X2 - y2 ])	 (15)
Ill. The Levels of a Potential Having the 
Symmetry of the Cube 
Having established our methods by applying them to 
potentials having the symmetry of the square, we are 
now ready to use these methods to obtain order relations 
for less trivial potentials. In this section, we examine the 
order of levels of potentials that have the symmetry of 
the cube. As before, our first step will be to examine the 
behavior of the eigenfuncions with respect to reflections; 
these are now the nine reflection planes of the cube. The 
behavior is found in Table 5. The nine planes form the 
Table 5. Behavior of eigenfunctions of cubic symmetry on reflection planes 
Symmetry 
type
Eugenfunction type
Reflection plane 
_______	 _______ 
- 
x—O - y—O - x—y - x—y - z—O - y—z - z—x - y—z
- 
z--x 
r 1 {x2+y2+z2 1 1 1 1 1 1 1 1 1 
x
—1 1 X X 1 1 X 1 X 
y 1 —1 X X 1 X 1 X 
F15 z 1 1 1 1 —1 X X X X 
X X
—1 1 1 X X X 
x+y X X 1 —1 1 X X X 
x+y+z X X 1 X X 1 1 X X 
yz 1 —1 X X —1 1 X 1 X 
zx
—1 1 X X —1 X 1 X 1 
r' 25
—1 —1 1 1 1 X X X X 
z(x+y) X X 1 —1 —1 X X X X 
z(x — y) X X
—1 1 —1 X X X X 
xy+yz+zx X X 1 1 1 X X 
r 12
ix2_y2 1 1 1 1 1 X X X X 
3t2_r2 1 1 1 1 1 X X X X 
r (xyz
—1 —1 1 1 —1 1 1 1 1 
r2 { (x2 - y2) (y2 - z2) (z2 - x 2 ) 1 1 - 1 - 1 1 - 1 - 1 - 1 - 
{xyz(r 2 )
—1
—1 —1 —1 —1 —1 -J —1 —1 
x(y2— z2 )
—1 1 X X 1 1 X
—1 X 
y(z2— x2) 1 1 X X I X
—1 X
—1 
r25
z(x2—y2) 1 1 —1 —1 —1 X. X X X 
(x	 y)(z2 + xy) X X
—1 1 1 X X X X 
(x + y) (z2 - xy) X X 1 - 1 1 X X X X 
(xy)(yz)(z—x) X X —1 X X
—1 —1 X X 
yz(y 2 z2 ) 1 1 X X 1 1 X 1 X 
zx(z2— x2)
—1 1 X X —1 X
—1 X
—1 
r' 15
—1 —1
—1 —1 1 X X X X 
z (x - y) (z2 + (x2 + y2 + xy)] X X 1 1 —1 X X X X 
z (x + y) (z2 - (x2 + y2 - xy)J X X 1 —1 —1 X X X X 
(x+y+x)(xy)(y—z)(z—x) X X 1 X X 1 —1 X X 
r'
5xyz(x2_y2)
—1 —1 —1 —1 —1 X X X X 12 xyz(3z2 
— r2)
—1 —1 1 1 —1 X X X X
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boundaries of several inequivalent regions. In each re-
gion an EP can be defined so that its eigenfunctions 
coincide with some set of eigenfunctions of the original 
EP. It turns out, however, that we do not need all the 
regions; we only consider the following seven: 
0x^y,0z (16) 
0x_y,z (17) 
0x,zy (18) 
0y_zx (19) 
yzx (20) 
I x I •y , 0z (21) 
0x,y,z (22)
The first of these regions, Eq. (16), is bounded by the 
planes y = 0, z = 0, and x y. From Table 6 we can 
read-off the eigenfunctions that are simultaneously in-
variant under reflection in these three planes. The be-
havior of the eigenfunctions then leads us to define 
several EP's. At this point, however, there is no longer 
any need to make this step explicit; so we immediately 
use the first of the theorems quoted in the last section 
to obtain the order relations that appear in Fig. 2. The
Table 6. Eigenfunctions of the region 
Oxy; zO 
Sym- 
metry 
type
Eigenfunction type
Boundary plane 
yO xy' z0 zx 
r 1 1 1 1 1 
r 19 3z2—r2 1 1 1 1 
F15 z 1 1 —1 X 
r25 X)' —1 1 1 X 
r, 2 1 —1 1 x 
r, (x2 - y 2 ) (y2 - z2 ) (z2 - x 2 ) 1 —1 1 1 
xyz —1 1 —1 1 
r. xyz (3z2 - r2 ) —1 1 —1 X 
F25 z(x	
- 
y2) 1 —1 -1 X 
r 15 X7 (x - —1 —1 1 x 
(.,2 - y1) —1 —1 —1 X 
r xyz(F2) —1 —1 —1 —1
second region, Eq. (17), is bounded by the three planes 
y 0, z = x, and x = y. Using Table 6 and the second 
of the theorems quoted in the last section, we obtain (we 
are now using an obvious notation) 
r2 > r15	 (23) 
r2 > r25	 (24) 
(F 1 ,F12) 
F l5	 (r2,r12)	 1"25 
>-I	 I 
(I	 I 
ul	 I 
LIJY
F 25	 (r,rc2 )
	
F'15 
(r ,r'12
 ) 
Fig. 2. Order of levels (region: Oxy; zO) 
6	 JPL TECHNICAL REPORT 32-414 
The region bounded by x ±y and z = 0 yields the 
eigenfunctions shown in Table 8, and the order relations 
displayed in Fig. 3. From the order relations of this fig-
ure and those of Fig. 3, we can conclude 
The third region, Eq. (18), bounded by the three planes 
y=z, z0, and x=y, yields—again with the help of 
the second theorem - the relations 
r2 >r 5	 (25) 
r2
 > r15	 (26) 
r > all other levels	 (27) 
The first theorem of the last section applied to the fourth 
region, bounded by y = 0, z = x, and y = z, allows us 
to conclude that
r2 > r	 (28) 
(29) 
The fifth region, bounded by the planes x = y and 
z = x, is unlike the previous four in that it has its own 
symmetry operation. It is carried into itself by the two-
fold rotation [x,y,z]-+ [—x, —z, —y ] . The eigenfunc-
tions appropriate to this region are then of two types: 
those symmetric with respect to this operation, and those 
antisymmetric. The behavior of each eigenfunction is 
given in Table 7. By imposing one behavior or the other 
as an additional condition of the EP, we obtain four EP's 
appropriate to this region. Table 7 then yields (in an 
obvious notation for composite types) 
(r1 , r 5) <(r25, rc)
	
(30) 
and
(r15, r) < (r 5 , i'2 )	 (31)
(r15, I 5 ) <(r 5, T' 5 )	 (32) 
or
r15 <r5
	
(33) 
Table 8. Eigenfunctions of the region x I y I, zO 
Sym- 
metry 
type
Eigenfunction type
Boundary plane 
xy xy
- 
z=O 
r1 2+2+2 1 1 1 
F 12 3z2—r2 1 1 1 
P 5 xy 1 1 1 
r15 —1 1 1 
1 —1 1 
r25 (x	 y)(z2 ± xy) —1 1 1 
1 —1 1 
r 1 1 —1 
12 xyz (3z2 - r2 ) 1 1 —1 
F15 z 1 .1 —1 
F 5 z(xy) 1 1 —1 
1 —1 —1 
F' 15 z (x	 y) (z2 ± (x2 + y2 + xy)] —1 1 —1 
1 —1 —1 
r12 2-2 —1 —1 1 
r' 15 (x - —1 —1 1 
r2 (x2 - y2) (y2 - z2) (z2 - x2) - 1 - 1 1 
r xyz(F2) —1 —1 —1 
r25 z (x2 - y2) - 1 - 1 - 1 
r' 12 - y2) —1 —1 —1 
Table 7. Eigenfunctions of the region z x y 
Symmetry type Eigenfunction type
Boundary plane Behavior under the rotation 
(r, y, z1—	 (x,	 z, —yl 
= ,. 
r1 1 1 + 
r' 25 1 1 + 
F 15 1 1 - 
1 1 - 
r25 (x 
- 
y)(y - z)(z - x) —1 —1 + 
rç xyz(x2 -
	
- z)(z - x2) —1 —1 + 
F' 15 (x+y+z)(x—y)(y—x)(z--x) —1 —1 - 
r2 (x2	 y2) (y2 - z2) (z2 - x 2) —1 —1 -
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>-(9 
IJ 
z 
w
(r2,r12,r(5) 
\
\\
\
(rç, r 2 , F25)
(r , i"5) 
(re, r12,r'5)
\
\ 
/\ \ \\ 
(F 5 , "25)	 (r',r2,r15) 
Fig. 3. Order of levels (region: x .
	 y l; z	 0); order denoted
by dotted lines can also be inferred from Fig. 2 
Also a comparison of Tables 8 and 6 yields - using the 
second theorem - the order relation 
	
r25) <I'5	 (34) 
Finally, in the last region bounded by the planes x = 0, 
y = 0, z = 0, we need only consider the eigenfunctions 
shown in Table 9. The second theorem and a comparison 
of this table with Table 6 then yields 
	
(r, r 5 ) <r25	 (35) 
Table 9. Certain eigenfunctions of the 
region 0 x, y, z
Symmetry 
type
Elgenfunction 
type
Boundary plane 
x=O I	 y0 z=O 
I' 5 xz —1 1 —1 
r 5 xz(z2 — x2) —1 1 —1
These relations then complete the general order relations 
derivable for the levels of a particle bound to a potential 
having cubic symmetry. Figures 3 and 4 summarize these 
relations. 
For the lowest lying levels, we can prescribe order 
relations that are even more restrictive, as we now show. 
From Fig. 2 we learn that the lowest level must be either 
of type r1 or of type r12 . If it is the latter, then evidently 
r1 > r22 . However, we see again from Fig. 3 that 
(r12 , i') > (r1 , r22). But since i' > T12 , we have to con-
clude that r12 > T12 , which is absurd. Thus, the lowest 
level must be of type r1 . Similar reasoning leads to the 
conclusion that for the lowest states of types T 2 and r', 
that r 2 > r. Other relations now follow directly from 
Fig. 2:
r.> r2 > T25 ). Tii > T i 	 (36) 
T 2
 > T 5 > I 5 > E1 	 (37) 
r > r15	 (38) 
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(a)	 (r,,r12) 
r15 (F2 (r5, r5)
i 
r25 2,r2) 
F2
(r'151r'25) 
Fl5 
CDI	 I 
WI	 I 
z, 
WV 
(b)	 (c)	
r'1	 (d) 
(r11r'5)	 I	 (r15,r)
F2 
( r25,rI)	 / 2
	
(r,r2) 
Fig. 4. Summary of order relations 
(39) 
r2> rç5
	
(40) 
r25 >	 (41) 
rc5> r12	 (42) 
Together with what we already know, the inequalities 
of Fig. 3 yield
p12 > r15	 (43)
We have not made use of the relations we obtained from 
the region x z y. However, we do note that in this 
region the r 5 eigenfunction goes into its negative under 
the twofold rotation, so this eigenfunction must have a 
nodal surface in the region. The T25 eigenfunction satis-
fies the same boundary conditions as does the T 5, but 
because under the twofold rotation it goes into itself 
without a change of sign, this eigenfunction is not con-
strained to have a nodal surface in the region. Since by a 
well-known theorem 5
 the eigenfunction that corresponds 
to the lowest eigenvalue can have no nodes, we see that 
of the lowest r25 and r levels, r25 is the lower. This 
inequality, together with the others we have obtained, 
leads to the order relations for the lowest levels which 
are displayed in Fig. 5. 
(44) 'This is almost an immediate consequence of the theorem of Appen-
dix B. One need only regard the nodal surface as B,. Then from 
the theorem, E1
 > E,. But clearly E, = E,. Consequently, there 
(45) can be no nodal surface. 
r25 > 1'25 
T 5 > F15
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15 
F' 
F'5 /N
1'25 
N25/ 
I'(5 
F2
N 
Fig. 5. Order of lowest levels 
As a simple check on the order relations derived, the 
levels of simple cubic potentials are given in Tables 10 
through 15. In Table 11 the levels of a spherical cavity 
are given. The potential vanishes within the cavity and 
the eigenfunctions are required to vanish on its surface. 
Since the eigenvalue problem of a spherical cavity is a 
degenerate case of a cubic eigenvalue problem, its levels,
Table 10. Levels of a spherical potential 
expressed as cubic levels 
P = Types 
o r1 
1 r15 
2 r12,r5 
3 r5, r25 , r 
4 r, r12 r 15 , r5 
5 r15, "15'
	
25 r1, 
6 r2 r12 , F15 P5, Pz 
7 r15,	 r05, T2 5 r, r 
8 r5, r12,	 i2	 li r5, 
r 1 , r 55 ,	 r25, T2 5 r, P.',, r. 
10 r1, r, r, r12 , r 5 ,	 r5, r, r5 
11 i'15 p15, T ]5 F25 r 5 , r25 , r, rç,, r0 
12 F1, r 2 , r 19 , r 12 , r 15 , r15 T, I' 5 r25 , r 5 + (P = 0) 
13 r15, T ]5 p] , r25 , r,5, p25' r, i',	 + (P = 1) 
14 r1, r2 , r 12 , r 12 , r 5 , r 15 , r 5 , F25, p25' r 5	 + (P = 2) 
15 r15, r 15 ,	 r25, T55 r25 , rç, r, r 0 ,rç. + (P = 3) 
classed as levels of a cubic potential, should obey the 
order relations derived. In Table 10 the cubic symmetry 
types corresponding to a given i-value are listed. 6
 The 
levels of a cubic cavity are given in Table 12. In Table 13 
the levels of another cubic eigenvalue problem are pre-
sented. In this eigenvalue problem, the potential vanishes 
within the cube and the eigenfunctions are required to 
have normal derivatives that vanish on the cube surface. 
The levels of the corresponding, spherically symmetric, 
eigenvalue problem are displayed in Table 14. 
6Using this table, we can classify the levels of the rigid rotor ac-
cording to the levels of a cubic potential. This is done in Table 15. 
Table 11. Levels of the spherical cavity (eigenfunctions vanishing on the surface): the entries are in units of

V 2,3 'r 2 , where V is the volume of the sphere and the highest entry is 36.1 
Table 11 (Part 1): 
F5 r15 r25 i2 "2 "25 15 "12 '1 "1 
2.6 5.3 8.8 8.8 12.9 12.9 17.6 23.1 29.1 (50.99) 
10.4 12.9 17.6 17.6 28.6 23.1 29.1 35.8 
17.6 15.7 21.8 21.8 . 28.6 36.1 
23.4 23.1 29.1 29.1 . 35.8 . 
29.1 23.1 29.1 36.1 35.8 
36.1 28.6 36.1 
31.3 
35.8 
358
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Table 11 (contd) 
Table 11 (Part 2): 
r 1r12 r1r5 r15r2. rr15 r5r5 rrç2 r25r r2rç5 r2r 
2.6 2.6 5.3 5.3 8.8 8.8 12.9 12.9 17.6 23.1 
8.8 8.8 12.9 12.9 17.6 17.6 23.1 23.1 29.1 35.8 
10.4 10.4 12.9 12.9 17.6 21.8 28.6 28.6 29.1 
17.6 17.6 15.7 15.7 21.8 29.1 35.8 35.8 36.1 
17.6 17.6 23.1 23.1 29.1 29.1 35.8 
21.8 21.8 23.1 23.1 29.1 36.1 
23.4 23.4 23.1 28.6 29.1 
29.1 29.1 28.6 28.6 36.1 
29.1 29.1 28.6 31.3 36.1 
36.1 29.1 31.3 35.8 
36.1 36.1 35.8 35.8 
36.1 35.8 
35.8 
35.8 
Table 11 (Part 3): 
r 1 r 12r 5 rrç2r15 r2r12rç5 rr2r25 
2.6 5.3 8.8 12.9 
8.8 12.9 17.6 23.1 
8.8 12.9 17.6 23.1 
10.4 15.7 21.8 28.6 
17.6 23.1 29.1 35.8 
17.6 23.1 29.1 35.8 
17.6 23.1 29.1 35.8 
21.8 28.6 36.1 
21.8 28.6 36.1 
23.4 31.3 
29.1 35.8 
29.1 35.8 
29.1 35.8 
29.1 
36.1 
36.1 
36.1
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Table 12. Levels of the cubic cavity (eigenfunctions vanishing on the surface): the entries are in units of 
V 213 r2 , where V is the volume of the cube and the highest entry is 35 
Table 12 (Part 1): 
"15 r' 25 r 12 r' 2 r 25 r' 15 r' 12 r 2 5 
3 6 9 11 12 12 21 24 35 (56) 
11 12 17 19 24 26 29 
19 18 21 27 30 
27 22 29 35 . . . 
27 26 33 35 
35 30 33 
34 
Table 12 (Part 2): 
r1r12 r1r5 r15r25 rr15 r5r;5 rrç2 r25rç r2r5 r2r 
3 3 6 6 9 11 12 12 21 24 
11 9 12 12 17 19 24 26 29 
11 11 12 12 21 27 24 30 35 
19 17 18 18 21 35 
19 19 22 22 29 35 
27 21 26 24 29 35 
27 27 26 26 33 
27 27 30 30 33 
35 29 30 34 
35 33 34 
35 33 . 
35 
Table 12 (Part 3): 
r1r12r 5 rrçr15 r2r12r5 rçr2r25 
3 6 11 12 
9 12 19 24 
11 12 21 26 
11 18 27 30 
17 22 29 
19 24 35 
19 24 35 
2.1 26 35. 
27 30 
27 34 
27 
29 
33 
33 
35 
35 
35
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Table 13. Levels of the cube (normal derivative of eigenfunctions vanishing on
the surface): units are same as in Table 12, and the highest entry is 20 
Table 13 (Part 1): 
ii' r15 r2 r25 E'15 r2 
0 1 2 4 3 5 10 11 20 (35) 
4 5 6 8 11 13 14 19 
8 9 10 16 19 17 
12 9 14 20 . . 
16 13 18 20 
20 17 18 
17 
Table 13 (Part 2): 
r1r12 r1r5 r15r 25 r'r 2	 15 r' r' 25	 15 r2r12 rr' 12 r'r 1 25 r2F' 15 r' r' 12	 1 
0 0 1 1 2 4 3 5 10 11 
4 2 5 3 6 8 11 13 14 19 
4 4 5 5 10 16 11 17 20 
8 6 9 9 10 20 19 
8 8 9 9 14 20 19 
12 10 13 11 14 20 
16 12 13 13 18 
16 14 17 17 18 
20 16 17 17 
20 18 17 19 
20 18 
• 20 
Table 13 (Part 3): 
r1r12r 5 rr2r15 r2r12r5 rr2r25 
0 1 4 5 
2 3 8 11 
4 5 10 13 
4 9 14 17 
6 9 16 19 
8 11 20 
8 11 20 
10 13 20 
12 17 
14 17 
16 19 
16 
18 
18 
20 
20 
20
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Table 14. Levels of the sphere (normal derivative of eigenfunctions vanishing on

the surface): units are same as in Table 11, and the highest entry is 30.0 
Table 14 (Part 1): 
r1 F15 r25 r12 F25 F15 F12 r2 r 
0.4 1.6 3.5 3.5 6.0 6.0 9.1 12.8 17.0 (33.3) 
5.6 6.0 9.1 9.1 19.7 12.8 17.0 21.9 
9.1 9.6 14.3 14.3 21.9 19.7 25.8 
16.0 12.8 17.0 17.0 21.9 27.3 
17.0 12.8 17.0 25.8 21.9 27.3 
25.8 19.7 25.8 27.3 
27.3 21.9 27.3 27.3 
• 21.9 27.3 30.0 
• 22.6 30.0 
Table 14 (Part 2): 
r1r12 r1r5 r15r25 rr15 r5rç5 r2r12 rrç. r25r r2r5 
0.4 0.4 1.6 1.6 3.5 3.5 6.0 6.0 9.1 12.8 
3.5 3.5 6.0 6.0 9.1 9.1 12.8 12.8 17.0 21.9 
5.6 5.6 6.0 6.0 9.1 14.3 19.7 19.7 17.0 
9.1 9.1 9.6 9.6 14.3 17.0 21.9 21.9 25.8 
9.1 9.1 12.8 12.8 17.0 17.0 21.9 21.9 27.3 
14.3 14.3 12.8 12.8 17.0 25.8 . 27.3 
16.0 16.0 12.8 19.7 17.0 27.3 . 
17.0 17.0 19.7 19.7 25.8 27.3 • 
17.0 17.0 19.7 21.9 25.8 30.0 
25.8 17.0 21.9 21.9 27.3 
25.8 25.8 21.9 21.9 27.3 
27,3 25.8 21.9 22.6 27.3 
27.3 27.3 21.9 • 27.3 
27.3 27.3 22.6 • 30.0 
30.0 27.3 • 
30.0 
Table 14 (Part 3): 
r1r12r 5 rr2r15 r2r12r5 rr2r25 r1r52r5 rr2r15 r2r12rç9 rrç0r55 
0.4 1.6 3,5 6.0 17.0 22.6 30.0 
3.5 6.0 9.1 12.8 25.8 
3.5 6.0 9.1 12.8 25.8 
5.6 9.6 14.3 19.7 25.8 
9.1 12.8 17.0 21.9 27.3 
9.1 12.8 17.0 21.9 27.3 
9.1 12.8 17.0 21.9 27.3 
14.3 19.7 25.8 . 27.3 
14.3 19.7 25.8 • 30.0 
16.0 21.9 27.3 30.0 
17.0 21.9 27.3 
17.0 21.9 27.3 
170 21.9 27.3
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Table 15. Levels of the rigid rotor: entries are 2 (2 + 1), and the highest entry is 90 
Table 15 (Part 1): 
r1 r15 r5 r r25 r5 rç. r2 
o 2 6 6 12 12 20 30 42 (90) 
20 12 20 20 56 30 42 56 
42 30 42 42 90 56 72 90 
72 30 42 72 56 72 . 
• 56 72 72 • 90 
• 56 72 • • 90 
90 • • 
90 . 
90 
Table 15 (Part 2): 
r1r12 r1r5 r15r25 r5rç5 r2r12 r2r5 r2r 
0 0 2 2 6 6 12 12 20 30 
6 6 12 12 20 20 30 30 42 56 
20 20 12 12 20 42 56 56 42 90 
20 20 30 30 42 42 56 56 72 90 
42 42 30 30 42 72 90 90 72 
42 42 30 56 42 72 90 90 
72 42 56 56 72 • • 90 
72 72 56 56 72 . 
72 72 56 90 72 • 
72 56 90 72 
90 90 
90 90 
90 
90 
90 
Table 15 (Part 3): 
r1r12r 5 rr2r15 r2r12rç5 rçr2r25 
0 2 6 12 
6 12 20 30 
6 12 20 30 
20 30 42 56 
20 30 42 56 
20 30 42 56 
42 56 72 90 
42 56 72 90 
42 56 72 90 
42 56 72 90 
72 90 • 
72 90 • 
-	 72 90 • 
72 90 
72 90
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Having checked the order relations, we now go on to 
examine the order relations that we have obtained for 
the lowest levels in a little more detail. It appears from 
these relations (see Fig. 5) that there is no relative order 
between the lowest r1, level and the lowest T level. 
This is not because the relations we have given are incom-
plete; these levels simply do not have a relative order. 
To see this most easily, consider the bound levels of any 
spherically symmetric potential. Each 1 = 2 level of such 
a potential yields a T12 and a T 5 level, both degenerate. 
Now instead of the original potential, V (r), we consider 
the potential V (r) perturbed by the potential 
W (CI) = A2 (8(x) + 6(y) + 6(z))	 (46) 
where 6 signifies the Dirac-delta function. This new po-
tential is a cubic potential which removes the degeneracy 
between the j' 5 and r12 levels. The F 5 levels are rela-
tively unaffected by this additional potential since the 
T 5
 eigenfunction vanishes on all but one of the planes 
on which the potential is different from zero. The r2 
levels, on the other hand, have eigenfunctions that are 
nonzero on these planes so that these levels should be 
raised in energy more than are the T. In fact, a simple 
first-order-perturbation theoretic calculation bears this 
out. If we next consider the potential V (r) perturbed by 
the potential 
W(C2) = B 2
 (8 (x - y) + 6 (x + y) + 6 (y - z) 
+6(y+z)+6(z—x)+8(z+x))	 (47) 
the roles of T12 and T 5 are reversed, and the T 5 levels 
are raised above the T 2
 levels, which is again borne out 
by a simple first-order-perturbation theoretic calculation. 
Since we have demonstrated two potentials, one in which 
the i' 1 levels exceed the T 5, and the other in which the 
r5 exceed the T 12 , we conclude that these levels have 
no relative order that is independent of potential. 
The discussion has some relevance for the potential 
dependence of the relative order of these two levels in 
a general cubic potential. Suppose that a given cubic 
potential tends to be greater in the neighborhood of the 
C 2 planes than it is in the neighborhood of the Cl planes. 
Then we may infer from the preceding discussion that 
the tendency will be to raise the r5 levels relative to the 
T12 levels. If the reverse holds and the potential is greater 
near the Cl planes than it is near the C2 planes, the 
tendency will be to raise the F, 2 levels relative to the T 
levels. 
'Delta-function potentials are discussed in Appendix C.
There is another interesting feature in the ordering of 
the lowest levels. Both the F2 and r levels are different 
from the other levels; neither of these levels is constrained 
to separate two otherwise adjacent levels. Their order 
relative to the other levels would, therefore, appear to 
be much more sensitive to changes in potential than 
would a level such as F 15 . That the order of the F 2 and F 
levels is sensitive to changes in potential does not mean 
that the levels themselves are sensitive to such changes. 
In fact, it means quite the opposite. The r2 and F levels 
remain relatively fixed while the other levels are the ones 
that vary. This can be illustrated for the T levels, for 
example, by imagining a fixed potential, V, to be per-
turbed by the potential W (Cl) described in Eq. (46). This 
perturbation raises all except the F, r and F 2
 levels 
which remain unchanged. 8
 The F,, F1 ,, and F 5 levels ap-
proach the F levels, while the F12 , F, 2 and F 5 levels 
approach the .I'2, and the I', approaches the F. We see, 
therefore, that if in the potential V the first r level was 
above the first F 5 level, it could be made to fall so low 
as to be below the first F25 level if the perturbing poten-
tial W (Cl) were made sufficiently strong. A similar dis-
cussion in which the perturbing potential is W (C,) 
rather than W (Cl) shows the following: if in the poten-
tial V the first F2 level were higher than the first F 2 level, 
the F2 level could be made to fall below the Tç2 level if 
W (C 2) were sufficiently strong. 9
 Thus, we have verified 
that the first r level could range from a position above 
the first Tç5 to one that is below the first F25 level. Simi-
larly the first F 2
 level could be either above or below the 
first F2 level. 
This discussion of "freedom" of the T 2
 and F levels 
and the discussion of the lack of relative order between 
the r' and F 5
 levels already given above point up a 
certain "decoupling" of two parts of the potential. The 
two parts are associated with the two sets of reflection 
planes. The potential in the neighborhood of the Cl 
planes tends to act on levels, independently of how the 
potential in the neighborhood of the C 2 planes tends to 
act. This decoupling ultimately reflects itself in a decou-
pling of levels. To characterize this decoupling, we first 
notice that by raising the potential in the neighborhood 
of the Cl planes and leaving the potential in the neigh-
borhood of the C 2 planes unchanged, all levels are raised. 
The amount by which a level is raised, however, de-
creases with the number of Cl planes on which the 
eigenfunctions of the level vanish. Corresponding be-
havior occurs if the potential is raised in the neighborhood 
'See Appendix C. 
'The F2 and J' levels are unchanged, and all other levels approach 
the r levels, except r10 and F2 which approach the F, levels. 
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of the C2 planes but left unchanged in the neighborhood 
of the C planes. The amount by which two levels are 
decoupled is thus seen to depend on the comparative 
behavior of their respective eigenfunctions on the two 
sets of reflection planes. The r2 and p levels are, for 
example, completely decoupled since the I' levels have 
eigenfunctions that vanish on C but not on C2 planes, 
while the opposite holds for the r2 levels. Another exam-
ple is the r levels. Since the T eigenfunctions vanish 
on both sets of planes, these levels are decoupled from 
all the rest. Furthermore, the T1 levels have eigenfunc-
lions that vanish on neither set of planes; we would there-
fore expect these levels to be strongly coupled to all other 
levels. 
From this discussion, it is clear that more precise order 
relations would have to take into account the form of 
the potential itself and not merely its symmetry. This 
points up the fact that the order relations we have de-
rived are "kinetic-energy" order relations; they express 
the effect that symmetry of a level has on its kinetic 
energy, the potential entering in only insofar as it speci-
fies the symmetry of the eigenvalue problem. 
IV. Order Relations for Potentials Having the 
Symmetry of the Tetrahedron and Order 
Relations for Four Particles on a Line 
The point group of next highest symmetry to that of 
the cube is the group of the tetrahedron. This group 
lacks the three C reflections of the cube but retains the 
six C 2 reflections. It turns out that there is only one region 
we need use to establish the order relations for this group, 
and that is the region x yJ. This region goes into itself 
under the C rotation [x,y,z]- [x, —y, —z} so that we 
can classify the eigenfunctions of this region according 
to their behavior with respect to this rotation. The be-
havior of the various eigenfunctions can be found in 
Table 16. From this table we notice immediately that like 
the r level of the cube, the r2 level of the tetrahedron 
vanishes on all reflection planes, and thus is the highest 
level. The behavior of the other eigenfunctions leads to 
the order relations 
	
r15 , (r1 , r12 ) < r25 , (r2 , r12 ) <	 (48) 
For the lowest levels the order relations can again be 
made more precise. We see that the lowest X'25 must have 
a nodal surface since it goes into its negative under C. 
Thus, the lowest r12 must fall below the lowest r25 . The 
other relations for the lowest levels follow simply, and 
we finally obtain: 
	
r1 <F15 <F12 <F25 <r2	 (49) 
The tetrahedral group is also the permutation group 
of order four. Thus, the tetrahedral group leaves invariant 
the potential energy, and therefore the total energy, of 
four identical particles interacting with one another and 
with an external potential. If the particles are constrained 
to move on a line, then the operation of particle inter-
change corresponds to a reflection in a hyperplane in a 
four-dimensional space. These hyperplanes bound regions 
in which EP's can be defined, so that we can again apply 
the theorems we have been using to establish the order 
of levels of four identical particles moving on a line. 
The isomorphism between the point group and the 
permutation group can be set up by putting into corre-
spondence the following operations: the reflection in 
x y with the interchange x 1 x2 , the reflection in 
x = - y with the interchange x3 x4 , and the reflection 
Table 16. Eigenfunctions of tetrahedral symmetry 
Symmetry type Eigenfunction type
Boundary plane
Behavior under rotation 
Iz,y,zJ—*(x, 
—
y, —zi 
xy x=—y 
r1 1 1 + 
r12 3z2—r2 1 1 + 
1 1 - 
r15 (xy) —1 1 X 
(x - y) (z2 + xy) —1 1 X 
r2 (x2	 y2) (y2	 z2) (z2 - x2) - 1 - 1 + 
r25 z(x2 - y2 ) —1 —1 - 
r12
—1 —1 -
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in z x with the interchange x 2 x3 . The twofold rota-
tion about x then corresponds to the operation
wavefunctions (Ref. 3). The subscript of each of these 
levels is then equal to the spin angular momentum of 
the level. 
[x 1 , x2 , x3, x4 ] -+ [x3, x4, x1 , x2] 
Also, the region in four-dimensional space that corre-
sponds to the region x	 y I is the region 
x3 x4 ;	 x1x2	 (50) 
Basic functions that generate the various irreducible rep-
resentations are presented in Table 17. From the behavior 
of the eigenfunctions in the region, Eq. (45), we obtain 
the following order relations: 
	
(B 1 , F0 ), B2 < F 1 , (F2 , F0)	 (51) 
F0,B,,F 1 ,<F 2	 (52) 
For the lowest levels we have 
	
B 1 <B 2 <F0 <F 1 <F2	 (53) 
When the particles are "spin one-half" fermions, the 
Pauli principle allows only F0, F1 , and F 2 as admissible 
Table 17. Eigenfunction types for permutation 
group of order four 
B i : {x1x9x3x4 
((x 1 + x 2 ) - (X 3 + x4), 
8 2 : (X2 + X 3 ) - (x4 + x1), 
+ x) - (2 + x4), 
(x	 + x., + x, + x4, 
8,: .x 1
 - 
- x4, 
- x 2 ) (x3 - 
F0:
(x 2	 x3) (x 1
 - x4),
- x 2)(x3 - x4 )((x 1 +x 2) - (x3 + x4)1, 
F 1 : .(x2 - x3)(x4 - x 1 fl(x2 + X 3 ) - (x4 + x1)], 
(x 3 - x 1 ) (x2 - x4)[(x3 + x 1 ) - (x2 + x,)J, 
((x1 - x2) tx2 - x3) (x3 - x4), 
F1: .(x3 - x 2)(x2 -	 - x4), 
(x1 - x4 ) (x4 - x3) (x3 - X2) 
F2: { (x1 - x2 ) (x3 - x4 ) (x4 - x2) (x2 - X:1) (x3 - x 1 ) (x, - x4)
The generalization of these results to any number of 
"one-dimensional" particles, while it is easily made, will 
not be discussed here. 
V. Applications 
The discussion at the end of Section III has shown how 
a study helps the understanding of the qualitative be-
havior of levels in various cubic potentials. Here we out-
line more explicit applications of the order relations. The 
order relations we have derived can be looked at as neces-
sary conditions in order that a given set of levels can be 
the levels of a local one-particle potential, as we now 
illustrate. Suppose that three consecutive levels of a cubic 
potential are given as F 1 , r12 , These might be the 
electronic levels of an impurity located at cubic site in 
a cubic crystal, for example. We know from the order 
relations that there is no one-electron, local potential that 
exists that will yield these levels as its lowest levels. 
Though these three levels cannot be the three lowest 
levels of the spectrum, it is still possible that each is the 
lowest level of its type. If we assume this to be true, we 
see from the order relations that the lowest F 15 level must 
then fall between the r 1
 and r12 levels; otherwise, the 
spectrum is not that of a local one-particle potential. 
The order relations can be used in a similar way in the 
so-called "inverse" (Ref. 4) problem and in the so-called 
"pseudo-potential" (Ref. 5) problem. In both these prob-
lems, one solves for the potential which has as its spec-
trum a given one. The "inverse" problem has three parts. 
One part of the problem is to obtain conditions that will 
guarantee that a set of levels be the spectrum of an actual 
potential. The second part is to obtain conditions that 
along with the spectrum will determine the potential 
uniquely. The third part is to obtain the potential. The 
"pseudo-potential" problem is simpler. Here the given 
spectrum is a portion of an actual spectrum, and what 
is sought is a potential that is simpler than the original 
potential and that will have the given spectrum as its 
lowest levels. 
In either the "inverse" or "pseudo-potential" problems, 
then, the order relations are to be regarded as necessary 
conditions in order that the problem can have as a solu-
tion a local one-particle potential. If the order relations 
forbid such a solution, they can be used to suggest what 
levels must be added and in what order they must appear 
for a solution to exist at all. 
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Appendix A
Dependence of Eigenvalues on Boundary Conditions 
We show that if in an eigenvalue problem the eigen-
functions are constrained to vanish on ever increasing 
portions of the boundary, the eigenvalues increase. We 
do this by first demonstrating the well-known result that 
the eigenvalues never decrease. 1 ° Then we show that they 
increase. 
The definition of an eigenvalue problem requires two 
things. The first is an operator, H, defined over some 
region R. The second is a boundary condition that the 
eigenfunctions are required to satisfy on the boundary, 
B, of the region R. The portion of the boundary over 
which the eigenfunctions are constrained to vanish is de-
noted as B 0. Over the remainder of the boundary, we 
assume an eigenfunction ' to obey a boundary condition 
of the form &/r + s = 0, s 0. The operator, H, is 
defined implicitly by the equation 
(IHI>f (V*.V +Vçb)dr
(A-i) 
where V, the potential, is a function defined over R. The 
eigenfunctions ,,, n = 1,2, cc, of the eigenvalue 
problem satisfy
—V 2 , +Vfr = E ' ,inR	 (A-2) 
On B—B0 we assume, for simplicity, that the eigenfunc-
lions have normal derivatives that vanish so that in 
Eq. (A-i) we can take s = 0. The eigenvalues, 
E, n = i, 2,	 cc, are numbered so that E0^1 
and E 1
 > 0.11 
We now show that as B0 increases, E 1 increases. Evi-
dently we have for any nonzero function that 
(IHI4i)>0	 (A-3)
then Eq. (A-3) implies 
(IHI>	 (EmI(Irn)I2 
+
 [
; ',t' (/'m I )	 do + C.C.])	 (A-5)
B0	 an 
The integration is carried out only over B0 . If /i also van-
ishes on B0, the integrals vanish. 
Now suppose that and E,, are eigenfunctions and 
eigenvalues of another eigenvalue problem defined in R. 
In this problem the operator, H, is identical to H, but 
B0
 > B0 . With = , Eq. (A-5) yields 
(I(iIm>I2)' 
m=1 in = 1
(A.6) 
From this it follows that
(A-7)  
We now show that
(A-8)  
Let be a function that satisfies the same boundary con-
ditions as do the ,. Furthermore let be orthogonal to 
the first N - 1 eigenfunctions 'I'm, m 1,2, . . . N - 1. 
Then
E ((IHl)
m=N 
If now for we choose the function
	
><
(A-9) 
(A-4) 
'°See Ref. 2. 
"A constant, o, can always be added to V, so that with V replaced 
by V + v, we have E, > 0.
Evidently for any such we have 
E () E	 (A-iO) 
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For some such , call it mjn, E () will be its smallest, and 
from Eq. (A-b)
However, (1) excludes Eq. (A-i2). From Eq. (A-6) we 
now conclude that 
E (min) - EN	 (A-li)
I 4) = i
	 (A-is) 
But from the non-recursive definition of eigenvalues 
(Ref. 6), we know that 
EN E (min)	 (A-12) 
Thus Eq. (A-8) now follows from Eq. (A-il). 
Now we show that equality cannot hold in Eq. (A-7). 
Once we show this, we then show that equality cannot 
hold in Eq. (A-8). In our proof, we use two well-known 
facts:
(1) The spectrum of an eigenvalue problem in a finite 
region is unbounded (Ref. 7). 
(2) A nonzero eigenfunction cannot vanish anywhere 
that its normal derivative vanishes (Ref. 8). 
Suppose now that equality does hold in Eq. (A-7). Then 
from Eq. (A-6) we see that either 
E - E1 ;	 n = 1,2, . . c	 (A-13) 
or that
where
	
=	 (jIrn)m, E i = E2 = . = E 1 <E1+, 
m = 1
(A-i6) 
From Eq. (A-15), we see that (i - I - 4) = 0, and 
this requires that = 4. This contradicts (2), so that by 
assuming E1 = E1 we have arrived at an absurdity. 
It is now easy to show that equality cannot hold in 
Eq. (A-8). From Eq. (A-i2) we see that if EN = EN, then 
E (min) = EN. With = min, Eq. (A-9) then yields 
	
EN = (
	
Em l(m in kh/m)12) (I( m iin hi/rn) 2) 
rn=N	 rn=N
(A-17) 
The proof that the equality leads to a contradiction is now 
for	 Enz&j = E 1	 (A-14)	 the same as it was for N = 1. 
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Appendix B 
Dependence of Eigenvalues on Region 
In this appendix we show that if, in an eigenvalue 
problem, the portion of B on which the eigenfunctions 
are constrained to vanish, B 0, moves inward into R, the 
eigenvalues increase. 
Suppose ,, are the eigenfunctions of an eigenvalue 
problem in which B0 has moved inward. The correspond-
ing eigenvalues are denoted by E,0 . We extend the ,,, 
into the original region R by requiring the extended 
function to vanish in R—R. We now use the symbol , 
to denote the extended eigenfunctions. Proceeding now 
as we did in the preceding appendix, we arrive at an 
expression equivalent to Eq. (A-16). 
Af 
= =	 I ) irn, E 1 = E 2 = . . = E 1 > E,+1 
(B-i) 
Since vanishes on , its normal derivatives cannot 
vanish there. Now let be an arbitrary function defined
in R, obeying the specified boundary conditions on B. 
Consider now ' a + f3b, where we can assume 
= 0. We wish to determine the constants a and /3 
such that
= (I H I) (B-2) 
(I) 
is a minimum. This minimum is the smaller eigenvalue 
of the matrix 
[
E 1 , H 12	 1	
H12 =4;	 (B-3) 
H2,(H)j 
where	
•'L	 nJ 
The minimum will be less than E 1 unless H12 = 0. But 
since E 1 is the minimum, we see that H12 = 0 for all 4. 
Thus 4/an = 0 on B0, but j4 vanishes there. This is 
impossible, so we must conclude that E 1 /E 1 and so 
E 1 > E 1 . In an entirely similar way, we prove E > E0. 
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Appendix C 
Delta-Function Potentials 
We show that the delta-function part of any potential 
is equivalent to the imposing of a boundary condition on	 E	 = [fi v i 2 + VI I 2) d 
the eigenfunction over the surface on which the delta-
function is defined.	 +	 A(y,z)II2dff] [fII2dr11 (C-3) 
Suppose the potential V (x, y, z) to be of the form 
V (x, y, z) = U (x, y, z) + A (y, z) 8 (x) 	 (C-i) 
where U (x, y, z) arid A (y, z) are continuous functions. 
The singular part of V (x, y, z) is the potential A (y, z) 8 (x). 
This is a delta-function on the plane x = 0, having a 
strength that varies over the plane as A (y, z). 
The eigenfunctions of the potential V are the functions 
for which the functional
By setting the variation of Eq. (C-3) equal to zero, one 
can verify that the eigenfunctions satisfy the differential 
equation 
- V 2 i + Ufr = Es& everywhere, except x = 0	 (C-4) 
and the boundary condition
(C-5) 
where in the subscript to the vertical solidus, + and - 
refer to different sides of the plane. 
E(fr) = [f(I V " I 2 + V II 2 ) dr] [1 II 2dr 1	 (C-2)	 Since eigenfunctions are finite with finite derivatives, 
one sees from either Eq. (C-3) or (C-5) that setting 
A (y, z) = + 00 is equivalent to the requirement that

	
is an extremum. Substituting Eq. (C-i) into (C-2) yields
	 (0, y, z) = 0. 
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