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This study is motivated by discrepancies between recent experimental compression test data of nanoporus gold and the scaling laws
for strength and elasticity by Gibson and Ashby. We present a systematic theoretical investigation of the relationship between micro-
structure and macroscopic behaviour of nanoporous metals. The microstructure is modelled by four-coordinated spherical nodes inter-
connected by cylindrical struts. The node positions are randomly displaced from the lattice points of a diamond lattice. We report scaling
laws for Young’s modulus and yield strength, which depend on the extension of nodal connections between the ligaments and the solid
fraction. A comparison with the scaling laws of Gibson and Ashby revealed a signiﬁcant deviation for the yield stress. The model was
applied for identifying a continuum constitutive law for the solid fraction. Matching the model’s predicted macroscopic stress–strain
behaviour to experimental data for the ﬂow stress at large compression strain requires the incorporation of work hardening in the con-
stitutive law. Furthermore, the amount of disorder of the node positions is decisive in matching the model results to the experimental
observations of an anomalously low stiﬀness and an almost complete lack of transverse plastic strain.
 2014 The Authors. Published by Elsevier Ltd.
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Nanoporous metal made by dealloying takes the form of
macroscopic (millimetre- or centimetre-sized) porous
bodies with a solid fraction around 30% [1–3]. The material
exhibits a network structure of ‘ligaments’ with a uniform
characteristic ligament diameter that can be adjusted
between 5 and 500 nm. Current research explores the use
of nanoporous metal, and speciﬁcally nanoporous gold,
made by dealloying as functional material with regard to
catalysis [4–7], actuation [8–10] and sensing [11]. Mechani-
cal performance is of relevance for each of these ﬁelds. It is1359-6454  2014 The Authors. Published by Elsevier Ltd.
http://dx.doi.org/10.1016/j.actamat.2013.12.003
⇑ Corresponding author.
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Open access undertherefore noteworthy that the strength of nanoscale objects
– such as the ligaments in nanoporous gold – increases
systematically with decreasing size. Nanoporous network
structures made by dealloying oﬀer themselves as suitable
model systems for (i) exploring this phenomenon in exper-
iment and (ii) implementing the high strength of individual
nano-objects into a materials design strategy that yields
macroscopic functional and/or structural materials which
exploit the strength of nanoscale objects.
The ﬁrst experimental studies of the mechanical behav-
iour of nanoporous gold used nanoindentation or micropil-
lar compression. Their results, as summarized in Refs.
[3,12,13], were found to agree with the Gibson–Ashby
foam scaling equations [14] for the variation of strength
with solid fraction and with the power-law relation
between strength and structure size [15–17]. More recently,
two studies using atomistic simulation have conﬁrmed the
general trends of the early experiments while suggesting
corrections to the scaling law [18] and pointing towards CC BY-NC-ND license.
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sion and in tension. Yet, while experiments with macro-
scopic samples of nanoporous gold that can be deformed
to large strain in compression [20,21] document the consti-
tutive behaviour in the form of stress–strain curves that can
be compared to theory and simulation, the opportunity for
comparison remains yet to be exploited. This would be all
the more interesting as the compression experiments expose
a number of nontrivial features, most importantly a signif-
icant work hardening and, hence, uniform deformation in
compression, the absence of transverse plastic strain, an
apparent yield stress that is considerably below that
inferred from the nano- or microscale experiments, and
the accumulation of lattice defects in the form of a disloca-
tion cell structure at large strain [20]. The most recent
experiments have also shown that the ﬂow stress of macro-
scopic nanoporous gold samples can be reversibly varied
by up to a factor of two by simply transferring electric
charge to the surfaces through electrochemical double-
layer charging or reversible electrosorption, highlighting
the role of the surface for the deformation behaviour
[21]. Furthermore, the compression–tension anisotropy of
the work hardening – which leads to instable plastic ﬂow
and brittleness in tension – can be suppressed by impreg-
nating the pore space with a polymer [22]. This opens the
way to ductilizing nanoporous gold in tension. Here, we
investigate the elastic and plastic deformation behaviour
of nanoporous gold in a micromechanical approach,
emphasizing the comparison between the modelling and
the recent experimental data for the transverse plastic
behaviour, as well as the work hardening during large-
strain plastic deformation under compression.
Nanoporous metals are characterized by their solid frac-
tion u = q/qs, where q and qs denote the mass densities of
the porous material and of the solid skeleton phase, respec-
tively. Although nanoporous metals typically have a solid
fraction of u > 0.25, the Gibson–Ashby model [14] for
low-density cellular open foams is commonly applied to
these materials [3]. In this case the scaling of the macro-
scopically eﬀective values of Young’s modulus, E, and yield
stress, ry, is given in dependence of the solid fraction by
E
Es
¼ CEunE ð1Þ
and
ry
rys
¼ Crunr ð2Þ
respectively. In these equations Es and rys denote the mod-
ulus and the yield stress of the solid phase.
As summarized in Ref. [23], for bending-dominated
behaviour we have nE = 2 and nr = 3/2, while for ten-
sion-dominated behaviour nE = nr = 1. As a generalization
of the Gibson–Ashby model, the eﬀect of the variation in
the geometry of the skeleton on the reduced modulus was
studied for diﬀerent unit cell geometries [24]. Values of
1.3 < nE < 3 were found for the random microstructures,indicating a more complex dependence than typically
obtained for periodic cell theories.
Further work that combined the analysis based on the
Gibson–Ashby model with experimental investigations on
nanoporous metals suggested incorporating a Hall–Petch-
type relation between the average yield strength and the
average ligament diameter [13]. The impact of the surface
excess elastic parameters on the eﬀective elastic response
has also been considered [25]. Motivated by the experimen-
tal ﬁndings for nanoporous metals having higher solid frac-
tions ðuP 0:4Þ, Liu and Antoniou [26] proposed a
modiﬁed rectangular unit cell that accounts for the geomet-
rical dimension of the additional mass at the junctions of
ligaments. The scaling law for the elastic modulus required
an extension by an additional geometric parameter charac-
terizing the extension of this mass.
It was suggested very recently that the Gibson–Ashby
model [14] should be modiﬁed for nanoporous metals
according to their deformation mechanisms at the nano-
scale [18]. The tensile behaviour and size eﬀects of open-cell
nanoporous gold were investigated using molecular
dynamics (MD) simulations. Consistent with experimental
results, it was found that the ultimate tensile strength of
nanoporous Au depends on the average ligament diameter.
In relation to Young’s modulus, the scaling law was deter-
mined by calibration with the MD results. The result took
the form
E
Es
¼ CE;bu2 þ CE;tu ð3Þ
where the two terms on the right side of Eq. (3) correspond
to bending and tensile deformation of the ligaments,
respectively, with CE,b = 0.14 and CE,t = 0.136. Further-
more, it was found that the yield strength in tension is
dominated by axial yielding of the ligaments, for which
nr = 1. The corresponding scaling law reduced to
ry
rys
¼ Cru ð4Þ
The results of these studies suggest that the mechanics of
nanoporous metals follow the relationships by Gibson–
Ashby, where the scaling of the reduced modulus includes
both bending and tension contributions, while the macro-
scopically eﬀective yield stress is mainly controlled by
tension.
From the literature discussed above, we can conclude
that the scaling of nanoporous metals depends on the com-
plexity of the unit cell, which also includes the degree of
randomization. The loading direction (macroscopic tension
or compression loading) determines if the dominating
deformation in the ligaments is bending and/or tension.
Most theoretical works concentrate on the elastic proper-
ties, while the literature on the scaling laws for yield stress,
particularly for nanoporous metals under compression
loading, is scarce.
Because large plastic deformation of nanoporous metals
can only be obtained in compression tests, the experiment
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deformation. After the experimental section, which
describes the specimen preparation and testing, a section
on the theoretical model follows, in which the scaling laws
are derived. Motivated by electron micrographs of nano-
porous gold, a new model for the microstructure is based
on the unit cell of the diamond crystal lattice. The analyt-
ical model derived for such a periodic unit cell is numeri-
cally validated and then generalized for a random
microstructure using ﬁnite element simulations. Finally,
the resulting scaling laws are applied to identify the elas-
tic–plastic stress–strain behaviour of the solid fraction in
nanoporous gold by calibration of the numerical model
to a macroscopic compression test.
2. Experimental
2.1. Specimen preparation
The preparation of nanoporous gold was based on
established protocols, as described in Ref. [20]. The master
alloy Ag75Au25 was arc melted based on Ag and Au (both
99.99%, Sigma Aldrich), and homogenized by a 12 h vac-
uum anneal at 750 C. Wire-drawing and cutting with a
wire saw yielded cylindrical samples of 1.5 mm in diameter
and 2.85 mm in length. The samples were then electro-
chemically dealloyed in 1 M HClO4 at 293 K, using a deal-
loying potential of 0.75 V vs. a Ag/AgCl pseudo-reference
electrode in the same solution. Using ultrapure water, the
samples were repeatedly rinsed and then immersed in a
bath at 348 K for 12 h.
Analysis of scanning electron microscopy (SEM) images
yielded a mean ligament diameter of 63 ± 6 nm from 50
individual ligaments. A representative SEM image is shown
in Fig. 1. Energy-dispersive analysis of X-ray ﬂuorescence
in the scanning electron microscope reveals 62 at.% Ag in
the porous metal. Based on sample mass, composition
and external dimensions, the solid volume fraction, u wasFig. 1. Scanning electron micrograph of the surface of a nanoporous gold
sample, illustrating the nanoscale network structure.estimated to be u = 0.26 ± 0.01 for the as-prepared porous
metal.
2.2. Compression testing
Compression tests on the cylindrical samples used a
Zwick Z010 TN testing machine with a calibrated load cell.
The strain was computed from the displacement of the load
surfaces as measured by a laser speckle extensometer
(Zwick laserXtens) with an object lens matched to the sam-
ple dimension. True stress and true strain were computed
from the elongation by exploiting the ﬁnding of a constant
cross-section [20,22]. That ﬁnding also suggests that the
tests were not impaired by friction at the load surfaces.
Since porous samples start to expand laterally when com-
pressed to near full density, the compression data was eval-
uated only up to an upper limit of true compressive strain
of 0.5.
Load/unload segments served to explore the evolution
of the stiﬀness as the compression proceeded. These seg-
ments used exactly the same engineering strain rate as the
main compression test, _e ¼ 3:5 104s1. The correspond-
ing Young’s moduli were determined by a straight line ﬁt to
the linear part of the load/unload segments. At higher
strains, these segments tend to develop a considerable hys-
teresis. In these cases, a tangent modulus, as deﬁned, for
instance, in Ref. [27], was determined by a straight line ﬁt
of the upper half of the unloading segment.
3. Modelling
3.1. Scaling laws for a ball-and-stick model
3.1.1. Geometry and solid fraction
Micrographs of nanoporous gold (e.g. Figs. 1 and 2)
show a network of ligaments connected in nodes. Depend-
ing on the node under observation, we ﬁnd either three or
four ligaments joining. Here we adopt the simplestFig. 2. Simpliﬁcation of three-dimensional interconnected nanostructure
to a ball-and-stick model with tetrahedrons as building blocks. The
scanning electron micrograph of annealed nanoporous gold is reproduced
by courtesy of Dr. H.-J. Jin, Institute of Metal Research, Shenjang.
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odic array of tetragonal cells, which are composed of
beams (ligaments) and spheres (nodes connecting the
ligaments). Furthermore, it is assumed that the ligaments
are cylindrical.
According to Appendix A.1, our representative struc-
ture is characterized by the unit cell size, a, the node spac-
ing, l, the ligament radius, r, and the node radius, R, with
r=R ¼ ﬃﬃﬃﬃﬃﬃﬃ2=3p . A generalized geometry includes a geometry
parameter cR P 1, so that R = rcR
ﬃﬃﬃﬃﬃﬃﬃ
3=2
p
. For cR > 1, neigh-
bouring ligaments do not touch at the node surface and the
extended spherical node smoothens the notch at the closest
approach of the ligaments.
The solid fraction u, which is deﬁned by the described
choice of the unit cell geometry, forms the basis for the
model. Its calculation from the unit cell geometry is derived
in Appendix A.1 and is given by Eq. (A.3) as
u ¼ 3
ﬃﬃﬃ
3
p
4
p
r
l
 3 l
r
þ 2c2R 
4
3
  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3
2
c2R  1
r

ﬃﬃﬃ
3
2
r
c3R
" #
ð5Þ
For the common assumption of thin beams, which ignores
the volume of the nodes, Eq. (5) simpliﬁes to
u ¼ 3
ﬃﬃﬃ
3
p
4
p
r
l
 2
ð6Þ
Comparing the plots of Eqs. (5) and (6) in Fig. 3, it can be
seen that the deviation is considerable. The thin-beam
approximation, Eq. (6), overestimates the volume of the
beams because it ignores their overlap near the junction
points. From the curves of the more realistic node model,
Eq. (5) and their dependence of the parameter CR it can
be seen that the nodes can occupy a signiﬁcant volume
fraction of the material.
The relative deviation between the respective solid frac-
tions reaches 15% at a solid fraction of u = 0.1 (corre-
sponding to r/l = 0.17). For the nanoporous goldFig. 3. Dependency of the solid fraction, u, on the geometry of the unit
cell as parametrized by the ratio of ligament radius, r, over node spacing, l.
Solid lines: plot of Eq. (5) valid for thick beams and extended nodes with
node size parametrized by coeﬃcient cR (labels). Dashed line: thin beam
assumption, Eq. (6).presented in Section 2, the solid fraction is u = 0.26 and
the relative deviation is 22%.
3.1.2. Mechanical properties
The stiﬀness of the unit cell can be derived for the given
unit cell geometry using the Euler–Bernoulli theory (see
Appendix A.2, Eq. (A.4)). This yields the relationship for
the macroscopically eﬀective modulus in the form
E
ES
¼ cE rl
 4
; cE ¼ 9
ﬃﬃﬃ
3
p
8
p  6:1 ð7Þ
Eq. (7) holds for thin beams and negligible node size. By
inserting the solid fraction given from Eq. (6), we obtain
E
ES
¼ 2
p
ﬃﬃﬃ
3
p u2  0:37u2 ¼ CEu2 ð8Þ
The power law exponent agrees with that of the Gibson–
Ashby relation [24]. By contrast, at 0.37 the value of the
pre-factor CE is only half that of Gibson and Ashby, which
has a value of CE = 2/3. This means that our ball-and-stick
diamond lattice model is about a factor of 2 more compli-
ant compared to the periodic models of open cell solids
presented in Ref. [24].
The presence of nodes of ﬁnite extension reduces the free
length of the ligaments only slightly, because the elastic
strain ﬁeld penetrates well into the node and therefore it
will also contribute to the compliance of the unit cell.
Therefore, this eﬀect shall be ignored here. According to
Appendix A.3, Eq. (A.5), the scaling law for the macro-
scopic yield stress for the diamond unit cell is given by
ry
ryS
¼ cry
r
l
 3
; cry ¼
3
8
ﬃﬃﬃ
3
2
r
p  1:4 ð9Þ
Eq. (9) does not account for the extension of the node to
which the ligament is connected. However, the onset of
plastic deformation occurs locally at the transition of the
thin ligament to the thicker node. To account for the local-
ized plastic yielding, a reduction of the length of the lever
available for bending of the ligament by the node radius
R of the form l0b ¼ lb  R is included. It is directly propor-
tional the bending moment Mb and therefore also to the
yield stress ryS. Accordingly, the correction of the eﬀect
of the node radius needs to be considered in the form
ry
ryS
¼ cry
r
l
 3
1
ﬃﬃﬃ
6
p
cR
r
l
 1
;
r
l
<
1ﬃﬃﬃ
6
p
cR
ð10Þ3.2. Finite element simulations
The analytical model presented in Section 3.1 gives a
ﬁrst insight into the scaling of the elastic modulus and yield
stress of a nanoporous metal under the assumptions that
the beams are suﬃciently thin (i.e. the Euler–Bernoulli the-
ory is valid) and that the nodes and beams are all of the
same geometrical size, described by the parameters R, cR,
r and l. A generalization towards more realistic nanostruc-
tures with a solid fraction of the order of 30% is required,
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parameter ratio r/l for individual ligaments as well as thick
beams (Timoshenko beam theory), respectively. Both can
be achieved by ﬁnite element simulations.
3.2.1. The ﬁnite element method (FEM) solid model
A ball-and-stick model with a face-centred cubic (fcc)
diamond lattice was modelled as a solid model in ABA-
QUS with 257760 C3-D6 elements [28]. The unit cell size
was set to unity a = 1 mm without restriction of generality
so that, for this solid model, l = 0.433 mm, r = 0.070 mm,
R = 0.0857 mm and r/l = 0.162. To avoid a sharp notch
between touching ligaments, the nodes were modelled with
a slightly larger node radius, leading to cR  1.1 and a solid
fraction u of 9.55%. The 3-D model of the building block is
shown in Fig. 4a. As a consequence of cR > 1, the connec-
tion between the ligaments is rounded. The appearance of
the geometry in this transition area is a good approxima-
tion of the smooth surface observed in the micrograph
shown in Fig. 2. Further analysis of the experiments will
therefore also be based on the estimation of cR  1.1 (see
Section 4.3).Fig. 4. Finite element meshes for the solid model: (a) building block; (b)
complete model with 4  4  4 unit cells.The complete 3-D model of the representative volume
element (RVE) consists of 4  4  4 unit cells (see
Fig. 4b). This size was chosen to reduce any possible eﬀects
of the load introduction on the top face at an acceptable
computation time of 3 CPU h and 15 CPU h for elastic
and elastic–plastic simulation, respectively. Symmetry con-
ditions are applied to the nodes on the planes x = 0, y = 0
and z = 0. The load is applied as a homogeneous displace-
ment of all nodes on the top side of the RVE. All nodes on
the side faces are free to move, to capture the boundary
conditions of the uniaxial compression experiment as
described in Section 2. The material behaviour is isotropic
elasticity for the determination of the macroscopic stiﬀness
and ideal (isotropic) plasticity for the determination of the
macroscopic yield stress.
The solid model serves for validation of the beam model
and the assessment of the errors induced by the simpliﬁca-
tion of the 3-D structure as beams. Furthermore it allows
validation of the correction of the reduced lever length by
the node size as it has been included in Eq. (10).
3.2.2. FEM beam models
The ﬁnite element method provides special beam ele-
ments that contain the relevant mechanics in the element
formulation and can help to eﬃciently simplify 3-D solid
models by replacing beam-like geometries by such beam
elements. Such a 3-D FEM beam model is shown in
Fig. 5a. Each ligament is modelled by a sequence of 20 indi-
vidual B31 beam elements [28]. The beam elements allow
transverse shear strain, which leads to Timoshenko beam
theory and is generally considered useful for thicker beams,
whose shear ﬂexibility may be important.
The 4  4  4 unit cell RVE consists of 20,480 beam ele-
ments. By simplifying the model to beam elements, the
computation time in ABAQUS is reduced by a factor of
about 3500, so that an elastic simulation takes only about
4 s. It is also possible to apply large plastic deformations,
leading to 0.5 CPU h computation time.
The beam model allows the dependency of the geometry
parameter r/l to be studied by variation of the ligament
radius through changing the element properties. Further-
more, it is possible to modify the individual ligament length
by shifting each connecting node by a given random dis-
placement. To model a more realistic interconnected struc-
ture, as suggested by Fig. 1, it is assumed that the
connecting nodes are shifted randomly by amplitude A.
The shift along each coordinate direction ui is an indepen-
dent random number in the intervalA 6 ui 6 þA obtained
from an equal distribution in the given interval. A typical
mesh with amplitude A = 0.3a is shown in Fig. 5b.
4. Results and discussion
4.1. Analytical scaling laws and FEM results
The validation of the theoretical models is carried out
for the regular structures (A = 0), assuming a value of
Fig. 5. Finite element meshes for the beam model: (a) periodic RVE
generated from 64 unit cells; (b) RVE produced by random shift of
connecting nodes by amplitude A = 0.3a.
Fig. 6. Scaling laws for modulus and yield stress: (a) validation of
analytical models by FEM simulations (cR = 1.1); (b) representation in
dependency of the solid fraction and the geometry parameter cR.
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mary of all of the results for both cases: elasticity and plas-
ticity. For thin beams, the slope of both scaling laws, Eqs.
(7) and (9), is conﬁrmed by the FEM beam model. The
constant cE determined from the simulations is cE = 5.8,
which is 5% below the theoretical value given in Eq. (7).
For the yield stress, the constant is determined with
cry ¼ 2:0, showing a deviation of 39% with regard to Eq.
(9). The solid model shows a stiﬀness increase of 38% com-
pared to the beam model, while the yield strength is
increased by 87%. Thus, for this speciﬁc geometry, the
eﬀect of the reduced lever is about twice as signiﬁcant for
plastic deformation, conﬁrming the assumptions that lead
to the correction in the form of Eq. (10). Viewing the
von Mises stress distribution in the solid model, it can be
conﬁrmed that onset of plastic yield occurs at the end of
the ligaments where they are connected to the node.
The eﬀect of the Timoshenko beam theory, which is
included in the FEM beam model, becomes visible forr/l > 0.1, corresponding to a solid fraction of only
u = 3.6%. Above this value a correct prediction of the elas-
tic scaling law requires a modiﬁcation of the scaling law,
Eq. (7). A better ﬁt to the ﬁnite element results can be
achieved by a change of the power in the scaling law from
4 to 2 when r/l is approaching a large value, for example of
the form
E
ES
¼ cE rl
 4
1þ r
l
 4
1þ r
l
 2
; cE ¼ 5:8 ð11Þ
A transfer of the scaling laws for the yield strength and
the modulus, as provided by Eqs. (10) and (11), into a rep-
resentation of the solid fraction using Eq. (5) is given in
Fig. 6b for the relevant range of the solid fraction in exper-
iments. While, for the plots in Fig. 6a, the parameter
cR = 1.1 is ﬁxed according to the geometry of the ﬁnite ele-
ment model, it is varied from 1.0 to 1.5 in Fig. 6b. This
delivers an insight into the eﬀect of uncertainties in the esti-
mation of cR on the predicted mechanical properties. As
the eﬀect of reduced lever length has been ignored in the
scaling law for the modulus, given in Eqs. (7) and (11),
the scaling law is simply shifted right with increasing cR
through its eﬀect on the solid fraction following Eq. (5).
Fig. 7. Eﬀect of the random shift of nodal positions on the force–
displacement behaviour under uniaxial compression.
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Fig. 6b, which is conﬁrmed by the correlation coeﬃcient
for the linear ﬁts by Eq. (1), as given in Table 1. The con-
stants CE and nE are also given in Table 1 in dependence of
cR.
In contrast to the stiﬀness, the yield strength has been
corrected for a reduction of lever length through the node
size according to Eq. (10). Interestingly, with increasing cR,
the resulting strength increase nearly compensates for the
increase in the solid fraction, so that all presented curves
for cR > 1.0 lie within a very thin band, which is, however,
nonlinear. The ﬁt of the scaling law for the macroscopic
yield stress, displayed in Fig. 6b, is an exponential function
of the form
ry
rys
 becu ð12Þ
for which the ﬁt constants b = 4.74  103 and c = 14.02
are determined for solid fractions u from 0.15 to 0.37. This
exponential type behaviour deviates signiﬁcantly from the
Gibson–Ashby model.
4.2. Eﬀect of randomized nodal positions
4.2.1. Eﬀect on deformation behaviour
A study of the eﬀect for the parameter A = 0  0.5 was
carried out with the following material parameters for the
solid fraction: Es = 81 GPa, m = 0.42. For the elastic–plastic
behaviour, the yield stress is set to ry = 500 MPa (isotropic
plasticity, no work hardening). The geometry parameters
are again a = 1 mm, l = 0.433 mm, r = 0.07 mm, and
r/l = 0.162.
The simulation results for the force–displacement
behaviour are presented in Fig. 7. The random shift of
the nodal positions through the parameter A signiﬁcantly
inﬂuences the deformation behaviour of the RVE in stiﬀ-
ness, seen in the initial slope of the curves, as well as in
strength, visible as a peak stress. The comparison between
the solid model and the beam model is also included in this
plot, but only for the case of elastic deformation and A = 0.
It can be seen that the eﬀect of randomized nodal positions
is much larger than the deviation between the beam model
and the solid model. The drastic gain in computation speed
using the beam model for parametric studies justiﬁes the
comparably small error that is induced by ignoring the
eﬀect of the nodes for these studies.Table 1
Parameters for the Gibson–Ashby scaling law for Young’s modulus, as
given by Eq. (3) in dependence of geometry parameter cR.
cR CE nE Correlation coeﬃcient
1.0 0.344 2.01 0.99998
1.1 0.309 1.98 1.00000
1.2 0.257 1.93 0.99999
1.3 0.203 1.88 0.99994
1.4 0.158 1.82 0.99986
1.5 0.121 1.76 0.99977For the same simulations, Fig. 8 shows the lateral exten-
sion of the RVE vs. the displacement in the compression
direction. It is striking how strong the lateral extension
decreases with increasing amplitude A. For larger values
of A it is even possible to produce negative lateral exten-
sions after some deformation, i.e. the cross-section of the
material is predicted to shrink during the ongoing compres-
sion. From these results it can be concluded that, during
uniaxial compression, nanoporous metals with a random-
ized structure should show only a small positive extension
or even shrinkage in the lateral direction.
4.2.2. Eﬀect on modulus
Fig. 9a and b present the predicted eﬀect of the param-
eter A on the modulus as a function of the ratio r/l and u,
respectively. It can be seen that the reduction of the
modulus is more pronounced for thin beams. The transi-
tion corresponds to the transition from an Euler–Bernoulli
beam to a Timoshenko beam. The numerical resultsFig. 8. Eﬀect of the random shift of nodal positions, as parametrized by
the displacement parameter A, on the lateral displacement of the side wall
surface nodes during uniaxial compression of the RVE. The initial
dimensions of the RVE are 4  4  4 mm3.
Table 2
Parameters of the ﬁt function E(A)/E(A = 0), Eqs. (13)–(16).
Eq. (14) a11 = 0.04541 a12 = 6.8215 a13 = 5.9489
Eq. (15) a21 = 0.1219 a22 = 4.6652 a23 = 4.7882
Eq. (16) ap1 = 1.8261 ap2 = 2.9500 ap3 = 0.2412
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Eqs. (13)–(16) with the ﬁt parameters given in Table 2, rep-
resented by thin dashed curves in Fig. 9a. Error bars are
not shown because the standard deviation from 10 diﬀerent
random RVE realizations result in an average standard
deviation of only 2%.
EðAÞ
EðA¼ 0Þ¼A1ðAÞþ ½A2ðAÞA1ðAÞ½1þ10
ð0:4r=lÞApðAÞ1 ð13Þ
A1ðAÞ¼ 1þa11Aþa12A2þa13A3 ð14Þ
A2ðAÞ¼ 1þa21Aþa22A2þa23A3 ð15Þ
ApðAÞ¼ ap1þap2eðA=ap3Þ2 ð16Þ
Combining Eqs. (5), (11), (13), (14), (15), and (16), it is
now possible to study the eﬀect of randomization on the
Gibson–Ashby equations. For each value of r/l, the solid
fraction u and the values for CE = (E(A)/ES)u
2 are calcu-
lated for cR = 1.0. The results for CE in dependence of u, as
plotted in Fig. 10, show that there is only a slight increase
in CE with increasing u. Our numerical studies thus suggest
that the variation of the macroscopic Young’s modulusFig. 9. Eﬀect of random nodal position on the modulus in dependence of
random amplitude A: (a) markers correspond to numerical results from
the FEM beam model, dashed curves represent the ﬁt function Eqs. (13)–
(16) as a function of r/l; (b) plot of Eqs. (13)–(16) as a function of the solid
fraction u, calculated from Eq. (5) using cR = 1.with the solid fraction is approximated well by Eq. (1) also
for randomized nodal positions. The dependence of the
power nE on cR is given in Table 1; the corresponding value
for CE in dependence of the solid fraction u can be taken
from Fig. 10.
4.2.3. Eﬀect on yield stress
The inﬂuence of the parameter A on the strength of the
RVE as a function of the ratio r/l and u is presented in
Fig. 11a and b. Error bars are also not shown in this case
because the average standard deviation from 10 diﬀerent
random RVE realizations was only 3%.
We observe that local yielding will set in very early in
one of the ligaments of the randomized structure. We
therefore focus on the peak stress, as a parameter that is
more representative of the macroscopic behaviour than
the stress at the ﬁrst yield event. Within the range of
0:01 6 r=l 6 1 the dependence on the parameter A can be
described by the single ﬁt function
ryðAÞ=ryðA¼ 0Þ¼ 1A 1:127þ0:03344 rl
 0:7269 
: ð17Þ
Compared to the sensitivity of E(A)/E(A = 0) on u for val-
ues of u > 0.1, as shown in Fig. 9b, the sensitivity of the
yield stress ry(A)/ry(A = 0) is rather small (see Fig. 11b).
4.3. Experimental results and analysis in terms of the model
Fig. 12 shows experimental results of a compression test
on nanoporous gold. The graph of true stress vs. true strainFig. 10. Constant CE for scaling law of Young’s modulus according to
Eq. (1) plotted against the solid fraction u and parametrized by the
random node shift amplitude A.
Fig. 11. Eﬀect of random nodal position on the yield stress in dependence
of random amplitude A: (a) markers correspond to numerical results from
the FEM beam model, thin dashed curves represent the ﬁt function Eq.
(17); (b) plot of Eq. (17) as a function of the solid fraction u, calculated
from Eq. (5) using cR = 1.
Fig. 12. Results of experimental test plotted as true stress vs. true strain.
The continuous increase in load is interrupted by unloading/loading
segments that serve to separate elastic and plastic deformation. Inset:
details of the unload/load segment, showing the determination of modulus
by linear ﬁt of the part of the unloading curve between the intersection
point between the unloading and the following loading curve, and the
point where the load is half of the stress at the begin of the unloading step.
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the data goes beyond previous reports in showing not only
the envelope curve of stress vs. strain during continuously
increasing deformation, but also intermediate load/unload
segments, from which the elastic part of the deformation
can be identiﬁed. The observation of residual strain after
unloading even from quite a small stress (<3 MPa) indi-
cates early plastic deformation. This is similar to micro-
plasticity, and it is consistent with the early local yielding
events in individual ligaments that were observed in the
simulation. In fact, the envelope curve of stress vs. strain
is rounded oﬀ to the extent that features that would allow
the identiﬁcation of a yield stress are entirely lacking.
In the context of the modeling results for the transverse
plastic ﬂow (see above), it is signiﬁcant that no change in
the cross-section of the sample was observed throughout
the compression experiment. This absence of transverse
plastic strain is again in agreement with previous observa-
tions reported in the literature [20–22]. We now turn to a
comparison between model and experiment, starting out
with basic values of the parameters. In view of the compar-
atively large ligament size, we ignore excess elasticity andchoose bulk values of (polycrystalline, isotropic) gold for
the elastic parameters of the solid phase. Thus, Young’s
modulus is taken as Es = 81 GPa and Poisson’s ratio is
set to m = 0.42. Furthermore, we adopt the experimental
value for the solid fraction as u = 0.26 (see Section 2.1).
With cR = 1.1, Eq. (5) can be solved numerically, yielding
the ratio of ligament radius to node spacing as r/l = 0.28.
Guided by the simulation results of Fig. 8, AP 0:3 was
assumed as the lower bound for the randomized node shift
in order to reproduce the absence of transverse plastic ﬂow.
The following sections present simulation results that were
obtained with these parameters.
4.3.1. Stress–strain behaviour
For a direct comparison of the predicted macroscopic
stress–strain behaviour of the RVE with the experimental
result, it is necessary to transform the ﬁnite element data
in such a way that the eﬀect of the reduced length of the
lever is included in the simulation of the stress–strain
behaviour. This is possible by a modiﬁcation of the ratio
r/l according to Eq. (10), which can be rearranged as
ry
ryS
¼ cry
r
l
 3
1
ﬃﬃﬃ
6
p
cR
r
l
 1
¼ cry
r
l
 3
ð18Þ
with
r ¼ r 1
ﬃﬃﬃ
6
p
cR
r
l
 1=3
ð19Þ
This means that the shorter ligaments in the 3-D solid
require an extension of the ligament radius in the FEM
beam model according to Eq. (19) to achieve the same ratio
ry/ryS in the predicted response of the RVE. In our case,
an increase in the ligament radius by a factor r/r = 1.6 is
determined from Eq. (19). The following simulations are
carried out with a ligament radius of r = 0.194 mm and
a unit cell size a = 1 mm.
Fig. 13. Graphs of true stress vs. true plastic strain, comparing the
experimental data for nanoporous gold (black solid line) to the FEM
beam model (coloured lines labelled in the graph). Model results were
matched to experimental data by using the work hardening rate as a free
ﬁt parameter. The values of A (indicated by labels) ranged from 0.3 to 0.5.
(For interpretation of the references to colour in this ﬁgure legend, the
reader is referred to the web version of this article.)
Fig. 14. Comparison of Young’s modulus determined by analysis of the
unloading/reloading cycles from the experiment and from the FEM
simulations. The increase in relative density u was determined via the
decrease in volume described by the corresponding plastic true strain
during axial compression assuming a constant cross-sectional area. The
green curve represents the behaviour of an ideal isotropic open foam
according to Gibson and Ashby, with ES = 81 GPa, nE = 2 and CE = 2/3.
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material law. A ﬁrst iteration matched the elastic–plastic
transition by a macroscopic yield stress of ry = 6.2 MPa.
From the scaling law for the yield stress, Eq. (10), we
obtain ry(A = 0)/ryS = 1.79  101 and the ligament yield
stress ryS can be calculated from Eq. (17) in dependence of
the parameter A (see Table 3). However, the continuous
increase in strength with increasing plastic deformation
cannot be captured with ideal plasticity. Therefore, a linear
isotropic hardening has been added as the simplest possible
extension of the material model. The hardening behaviour
is deﬁned by the work hardening rate c = dr/dep, where r is
the true stress and ep is the true plastic strain. From Table 3
it can be seen that only for A = 0.5 a small correction of the
yield stress ryS(Fit) by 7% was required to obtain a ﬁt with
the same stress level as the curves for A = 0.3 and 0.4.
The true stress–true plastic strain results of the ﬁtting
procedure are shown in Fig. 13, together with the experi-
mental data. It is seen that the model predicts a soft tran-
sition from elastic to elastic–plastic deformation. However,
the extended elastic–plastic transition of the experiment is
not well reproduced, though the model does exhibit an
apparent macroscopic yield point, which appears to be at
about 10 MPa. The agreement between experiment and
simulations is best for strains between 5% and 15%.
Beyond 15% strain, the experimental graph acquires a
stronger upward curvature, as can be seen from Fig. 12.
This eﬀect cannot be reproduced by the beam model. Using
A ¼ 0:4 (as motivated by the discussion of the elastic
behaviour; see below) along with the parameters of Table 3,
the local yield stress of the ligaments is identiﬁed as
ryS = 67 MPa and the local work hardening rate is
c = 814 MPa.
4.3.2. Modulus
Fig. 14 shows the results for Young’s modulus. The data
is plotted vs. the solid fraction, which increases during
compression because of the lack of transverse plastic strain.
The axis scales are log–log, so that the Gibson–Ashby pre-
diction of Eq. (8) (with CE = 2/3) shows up as a straight
line of slope 2. It can be seen that the experimental modu-
lus values start out extremely low. The plastic compression
ﬁrst brings a rapid increase in the modulus, which slows
down after the value has doubled to 600 MPa. Irrespec-
tive of that stiﬀening, the sample at any state of deforma-
tion remains signiﬁcantly more compliant than predicted
by the Gibson–Ashby law. In fact, at 320 MPa, the mod-
ulus value after the unload at 0.2% plastic strain is moreTable 3
Yield stress as derived from scaling law and hardening rule as determined fro
A Scaling law, Eqs. (10) and (17)
ry ðAÞ
ry ð0Þ
ry ðAÞ
ryS
0.3 0.64 1.14  101
0.4 0.52 9.22  102
0.5 0.39 7.05  102than tenfold less than the Gibson–Ashby prediction of
3600 MPa.
Fig. 14 also compares the results for Young’s modulus
determined from the unloading segments in the experimentm the ﬁt of the experimental behaviour for 0:3 6 A 6 0:5.
Fitted FEM beam model
ryS (MPa) ryS(Fit) (MPa) c (MPa)
55 55 542
67 67 814
88 82 1061
262 N. Huber et al. / Acta Materialia 67 (2014) 252–265to those from the FEM simulations using the parameters of
Table 3. Contrary to the simulations in the previous sub-
section, the present ones kept the ratio of the ligament
radius to node spacing unchanged at r/l = 0.28. This
reﬂects the discussions in Sections 3.1.2 and 4.1, which con-
cluded that the eﬀect of the nodes on the stiﬀness should be
ignored.
Comparing the simulation results to the experimental
data, one sees that the initial steep increase in stiﬀness of
the experiment has no analogue in the simulation. However,
it is readily perceived that the unexpectedly low stiﬀness of
the experiment is in excellent agreement with the model
results. The strong impact of the random node displacement
parameterA on the stiﬀness in the simulation is noteworthy.
After the initial deformation, simulation and experiment
are actually in good agreement for A = 0.4. This ﬁnding is
also consistent with the independent conclusion on the
value of A obtained when matching the transverse plastic
strain.
5. Conclusions
This work presents a systematic theoretical investigation
of the relationship between the microstructure and the
macroscopic behaviour of the network-like nanoporous
metal microstructures that are created by dealloying. The
model approximates the material’s microstructure by a dia-
mond lattice with spherical nodes in randomized positions.
Cylindrical beams, representing the nanosized ligaments,
are connected in the nodes. We have recorded experimental
compression test data for the elastic and plastic response of
nanoporous gold, and compare the results to the model.
Major outcomes of this work are modiﬁed scaling laws
for the modulus and yield strength, which account for the
extension of the nodal volume. The study focuses on mac-
roscopic deformation under compression, which allows it
to connect to experimental data for tests up to large com-
pression strain. As a consequence of this deformation
mode, the ligaments deform mainly through bending, while
contributions through deformation in the direction of the
ligament axis, typically found for tension loading of a
nanoporous material, are small.
The scaling law for the elastic modulus was found to
agree with Gibson and Ashby as far as the power law expo-
nent is concerned. By contrast, the pre-factor of our model
is reduced. For the ordered diamond lattice, the reduction is
by a factor of two. More importantly, a signiﬁcant devia-
tion was found for the macroscopic yield stress. This is
mainly caused by a shortening of the ligaments due to the
volume occupied by the connecting nodes. Plastic yielding
occurs in our simulation locally at the transition from the
ligament to the node. This is consistent with high-resolution
transmission electron microscopy on deformed nanoporous
gold specimens [29], which show lattice defects generated in
the nodes. Longer ligaments create more torque and are
thereby more eﬃcient at initiating yielding. Therefore, the
length of the ligaments controls the macroscopic yieldstrength. In the case of the material’s stiﬀness, such eﬀects
are much less pronounced because the elastic strains are
expected to distribute along the whole ligaments and well
into the nodes.
When randomizing the nodal positions, we ﬁnd that the
experimentally observed absence of lateral expansion under
compression loading can be reproduced. A systematic
study of the variation of the randomization amplitude
was carried out and ﬁt functions were provided that allow
for corrections of the modulus and yield strength as func-
tions of this amplitude. It was shown that its value can
be calibrated from the unloading stiﬀness measured from
unloading segments in compression experiments.
The compression experiments on nanoporous gold
reveal several remarkable features, speciﬁcally the absence
of transverse plastic strain, an extended elastic–plastic tran-
sition region, pronounced work hardening and compliance
values that exhibit a remarkable strong initial response to
densiﬁcation and abnormally high values throughout the
entire test.
The pronounced work hardening of nanoporous metal
in compression had been reported in several earlier publica-
tions [20–22]. In the spirit of the scaling relation between
the solid fraction and strength, the densiﬁcation during
compression is in itself a reason for strong work hardening.
However, our simulations show that densiﬁcation alone is
not suﬃcient to explain the experimental observation.
Instead, work hardening needs to be introduced into the
constitutive law for the ﬂow behaviour of the ligaments
in order to match the experimental observation. Constitu-
tive work hardening over extended regions of plastic strain
is not compatible with the notion – prompted by similar
statements in relation to the high strength of nanopillars
[30] – that dislocation starvation could govern the plastic
behaviour of the nanoscale ligaments. Instead, our obser-
vation testiﬁes to dislocation accumulation and increasing
dislocation–dislocation interaction as the deformation pro-
ceeds, even at the very small structure size of our experi-
ment. This conclusion is fully consistent with the
observation of the formation of a mosaic structure and,
hence, the formation of dislocation cell structures in nano-
porous gold during compression in Ref. [20].
The absence of transverse plastic strain is a characteris-
tic signature of nanoporous gold compression [20–22]. This
feature emerges naturally from the simulation when the
array of nodal points is disordered. The observation high-
lights that the deformation behaviour of nanoporous gold
can only be understood if a considerable amount of struc-
tural disorder is assumed.
It appears natural to also invoke structural disorder as
the origin of the extended elastic plastic transition. Similar
features – though much less extended on the stress and
strain scales – have been observed in nanocrystalline metals
[31], and can be linked to distributions of yield points [32].
In our simulation, the heterogeneity in the nodal point
spacing and the local “bond angles” between adjacent liga-
ments introduces such a distribution. However, the failure
Fig. A.1. Schematic view of the fcc diamond unit cell in the h110i
direction; nodes marked with a dashed contour represent two nodes
located behind each other. (a) unit cell; (b) detail of a half ligament.
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sition of the experiment indicates that nanoporous gold
exhibits additional features that lead to a distribution of
local yield points. Such features may be the variation in lig-
ament diameter as well as the intrinsic heterogeneous stress
distribution that arises (i) from the action of the capillary
forces (namely, the surface stress) along with the action
of the external load and (ii) from the collapse of some lig-
aments during the synthesis, as suggested from experimen-
tal volume shrinkage data [33] and from molecular
dynamics simulations [34].
It is easily conceivable that this structural heterogeneity
and its consequence, the extended elastic plastic transition
region, are also at the origin of the initial compliance
increase during the early stages of deformation. The weak-
est regions, and the microstructure, which yield ﬁrst are
likely also the most compliant ones. If these regions yield,
they densify and thereby stiﬀen. This process will actually
make the compressed structure more homogeneous, both
plastically and elastically. The trend towards a more homo-
geneous material during the compression experiments may
explain why the match between the experiment and the
model structure is improved at larger compressive strains.
Similar to the compressed nanoporous gold, the model fea-
tures local disorder, but is otherwise highly homogeneous.
The abnormal compliance found in the experiments is
highly remarkable, with the initial Young’s modulus of
nanoporous gold a factor of 10 below the Gibson–Ashby
prediction and thus more than 200-fold below the Young’s
modulus of massive gold. Previous nanoindentation tests
had indicated a similar trend [35]. The simulation data pro-
vide a good match to the experimental elasticity data, at
least after the initial yielding and homogenization of the
material in the experiment. This conﬁrms the validity of
the experimental observation, and the model ﬁndings indi-
cate that structural disorder in the network has a strong
impact on the eﬀective elastic response. The variation of
the modulus with density during compression is less than
the u2 behaviour that might be expected in view of the scal-
ing for modulus vs. density for isotropic porous solids. It
appears natural to attribute the high compliance during
densiﬁcation to the texture of the ligaments: as the ligament
orientation distribution changes from isotropic to transver-
sal isotropic during macroscopic compression, more and
more elastic strain is accommodated by the softer bending
mode as opposed to local axial compression.
In conclusion, with this work, a coupled experimental–
theoretical approach has been provided that forms a sound
basis for the determination of the mechanical behaviour,
representing the level of nanosized ligaments.
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Appendix A. Micromechanics of the diamond unit cell
A.1. Solid fraction
A view of the diamond unit cell in the h110i direction is
shown in Fig. A.1a and the detail of a ligament connecting
two nodes is given in Fig. A.1b. In these ﬁgures, a is the
unit cell size, d ¼ a ﬃﬃﬃ2p is the diagonal of the base plane,
and the node spacing, l, can be determined from the ratio
l/a, which is
l
a
¼
ﬃﬃﬃ
3
p
4
ðA:1Þ
The detail in Fig. A.1b deﬁnes the projection of the node
spacing l onto the base plane diagonal with length ld. Fur-
ther geometric dimensions are the ligament radius r and the
node radius R, which is split into the two lengths, h1 and h2,
by the intersection of the ligament surface and the node
surface. When the geometry of the ligaments and nodes
are assumed in such a way that two ligaments touch at
the surface of a node, the ratio of ligament radius to node
radius is given by r=R ¼ ﬃﬃﬃﬃﬃﬃﬃ2=3p .
A more generalized geometry allowing node radii
R > r
ﬃﬃﬃﬃﬃﬃﬃ
3=2
p
can be considered by adding a geometry
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ﬃﬃﬃﬃﬃﬃﬃ
3=2
p
. For cR > 1, the
ligaments do not touch each other at the node surface
and the extended spherical node forms a facet-like transi-
tion between the two ligaments.
The ﬁlled volume of a single tetrahedron is composed of
the volumes of the spherical nodes VN = 4/3  pR3 and the
cylindrical ligaments VL = pr
2(l  2R). Both share a vol-
ume of a spherical cap V C ¼ p=3  h22ð3R h2Þ, where
h1 ¼ R=
ﬃﬃﬃ
3
p
and h2 ¼ R h1 ¼ ð1 1=
ﬃﬃﬃ
3
p ÞR. The smallest
building block of a tetrahedron is a half ligament attached
to a quarter node, sharing one spherical cap. The volume of
such a building block (BB) is calculated as:
V BB ¼ 1
4
V N þ 1
2
V L  V C
¼ p
3
R3 þ p
2
r2ðl 2RÞ  p
3
h22ð3R h2Þ
After inserting h2 and R in dependence of r, we obtain,
after some rearrangement,
V BB ¼ p
2
r3
l
r
þ
ﬃﬃﬃ
2
p
3

ﬃﬃﬃ
3
2
r !
The volume of one tetrahedron VT = 8VBB and the volume
of the unit cell VUC is composed of four tetrahedrons, so
that VUC = 32VBB, or
V UC ¼ 16pr3 lr þ
ﬃﬃﬃ
2
p
3

ﬃﬃﬃ
3
2
r !
Normalizing VUC with the volume of the unit cell
Va = a
3 and replacing a through l using Eq. (A.1), the solid
fraction of the unit cell is ﬁnally given by
u ¼ V UC
V a
¼ 3
ﬃﬃﬃ
3
p
4
p
r
l
 3 l
r
þ
ﬃﬃﬃ
2
p
3

ﬃﬃﬃ
3
2
r !
ðA:2Þ
In the case where the node radius is allowed to take more
general values cR P 1, we obtain for the volume of the
building block
V BB ¼ p
2
r3
l
r
þ 2c2R 
4
3
  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3
2
c2R  1
r

ﬃﬃﬃ
3
2
r
c3R
" #
and accordingly we have for the solid fraction of the unit
cell
u ¼ 3
ﬃﬃﬃ
3
p
4
p
r
l
 3 l
r
þ 2c2R 
4
3
  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3
2
c2R  1
r

ﬃﬃﬃ
3
2
r
c3R
" #
ðA:3ÞFig. A.2. Deformation of the tetragonal building block under compres-
sion loading: (a) tetrahedron building block under applied load; (b) details
of the area marked as a dashed box in (a) showing the deformation of a
half ligament.A.2. Stiﬀness and modulus
For the calculation of the stiﬀness under a compression
force F, which is applied to the top face of the unit cell, it is
assumed that bending of the ligaments is the major defor-
mation mechanism, as sketched in Fig. A.2. In this case,
the detail shown in Fig. A.2b includes all relevant informa-
tion, which is needed for the stiﬀness calculation. Althoughthe ligaments cannot be assumed to be thin, an Euler–Ber-
noulli beam theory is applied here so that a simple closed
form solution can be derived.
According to Fig. A.2, the half beam of length lb = l/2 is
loaded normal to its beam axis by a bending force Fb =
Fv  cos a, with cos a ¼
ﬃﬃﬃﬃﬃﬃﬃ
2=3
p
and Fv = F/4 denoting the
vertical force applied onto each node of the tetrahedron.
From Euler–Bernoulli beam theory, the deﬂection of the
beam is given as W b ¼ F bl3b=ð3EIÞ, where ES is the Young’s
modulus of the solid phase, lb is the lever and I = (p/4)r
4 is
the moment of inertia. When the extension of the node is
ignored in the ﬁrst step, the vertical component of the
displacement wv is given by
wv ¼ F vl
3
9pEr4
The resulting vertical spring stiﬀness of a half beam seg-
ment is
Shb ¼ F vwv ¼ 9pES
r4
l3
Assuming that all beams in the unit cell have the same stiﬀ-
ness, the resulting unit cell stiﬀness is obtained from
SUC ¼ Shb
2
¼ 9
2
pES
r4
l3
On the other hand, the unit cell stiﬀness is also deﬁned
from the homogenized modulus of the nanoporous mate-
rial, which is calculated from E = SUC/a so that we obtain,
after again inserting a as function of l,
E
ES
¼ cE rl
 4
; cE ¼ 9
ﬃﬃﬃ
3
p
8
p  6:1 ðA:4Þ
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The assumed deformation shown in Fig. A.2 implies
that plastic yield will start at the outer ﬁbre of the ligament,
exactly at the point where it is connecting to the node. The
bending stress in this point as given from beam theory is
rb =Mb/W, where W = pr
3/4 is the section modulus for
the circular ligament cross-section. As shown in the detail
of Fig. A.2b, the bending moment is
Mb ¼ F blb ¼
ﬃﬃﬃ
2
3
r
F vl
2
The bending stress reaches the yield stress of the solid
phase rb = ryS at the same time as the macroscopically
plastic yield occurs so that
ryS ¼ 1ﬃﬃﬃ
6
p Fl
pr3
; as well as ry ¼ FA ¼
3F
16l2
By dividing the macroscopic yield stress ry by the yield
stress of the solid phase ryS, we ﬁnally obtain the scaling
law for the yield stress in the form
ry
ryS
¼ cry
r
l
 3
; cry ¼
3
8
ﬃﬃﬃ
3
2
r
p  1:4: ðA:5ÞReferences
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