T he first network camera was, perhaps, deployed at the University of Cambridge, United Kingdom, in 1993 for watching a coffeepot. 1 Millions of stationary cameras (also called surveillance cameras or webcams in some cases) have been installed at traffic intersections, laboratories, shopping malls, national parks, zoos, construction sites, airports, country borders, university campuses, classrooms, building entrances, and so on. These network cameras can provide visual data (image or video) continuously without human intervention. The data from some (but not all) cameras are recorded for postevent (also called forensic) analysis. This article explores the opportunities for analyzing data streams from thousands of network cameras simultaneously. Real-time data may be used in emergency responses; archival data may be used for discovering long-term trends. Figure 1 shows several examples of visual data from network cameras. As can be seen in these examples, the content varies widely from indoor to outdoor and urban to natural environments. This article considers analyzing the data from many heterogeneous network cameras in real time. For more about these cameras, see "Network Cameras."
POTENTIAL APPLICATIONS
Analyzing visual data (image or video) has been an active research topic for decades. Historically, researchers analyze the data taken in laboratories. In recent years, media hosting services (that is, Flickr, YouTube, and Facebook) have made sharing visual data much easier. Researchers started using the data acquired from the Internet to create data sets, such as ImageNet 2 and Common Objects in Context (COCO). 3 Most studies are offline: the analysis is conducted long after the data have been acquired, and there is no specific restriction on the execution time.
Often, only pixels are available, and there is no time or location information about the data. As a result, it is not possible to link the data with the context, such as breaking news or a scheduled event. Furthermore, these data sets do not differentiate data taken from city downtowns or national parks. One exception uses periodic snapshots to observe seasonal trends in environments. 4 The study considers low refresh rates (a few images from each camera per day). In contrast, this article considers data at much higher refresh rates (video or snapshots every few minutes). Adding time and location information can have profound impacts on how the data can be used, as explained in the following examples.
Virtual tour
The World Bank estimates that the number of international tourists reached 1.2 billion in 2015. Nothing can replace the personal experience of visiting a place and enjoying the culture and the local food. However, the hassle of traveling can be unpleasant. Many tourist attractions, such as Yellowstone National Park and the National Zoo, install network cameras and provide real-time data, as shown in Figure 1 (d). Through these cameras, it is possible to provide virtual tours to visitors. Furthermore, it is also possible to use network cameras to watch scheduled events. Figure 1 
Air quality
The U.S. National Park Service (NPS) deploys network cameras monitoring air quality. 5 Each camera takes one image every 15 min and posts the image on the NPS website. The data are archived, and they can be used to study phenology. The data can be cross-referenced with other sources of data, such as the archive of weather data (humidit y, temperature, and cloudiness) and rare events (e.g., wildfires). In addition to these cameras in national parks, many TV stations deploy cameras to watch cities. These network cameras 
NETWORK CAMERAS

T
here is no universally accepted definition of network cameras. This article adopts the following definition: a network camera is a camera that is connected to a network (the Internet or an intranet) and can capture visual data automatically and indefinitely without human effort. A network camera may have movement (or pan-tilt-zoom) capability. The cameras may send video streams continuously, take periodic snapshots, or acquire data when events are triggered (such as motion detection). Most network cameras are stationary (that is, their locations are fixed). It is also possible to have mobile network cameras; some cruise ships take periodic snapshots of oceans and transmit the data through satellite networks. Some dashcams have network interfaces, and they may transmit data while the vehicles are moving or parked.
may also be used to assess the air quality in the cities.
Transportation management and urban planning
Improving transportation efficiency is a significant challenge in many cities. Network cameras are widely deployed at traffic intersections. Currently, the realtime data allow city officials to monitor traffic congestion. In the future, these processes could be automatically optimized based on the real-time traffic information provided by the network cameras. 
Safety and emergency response
Using network cameras, it is possible to monitor large-scale emergencies. Figure 3 Because network cameras continuously acquire data, it is possible to conduct a before-and-after comparison, as shown in Figure 3 (c) and (d), when the highways returned to the normal conditions. Our recent study 6 suggests that data from network cameras can complement postings on social networks during emergencies. Network cameras continuously acquire and transmit data without human efforts. Thus, network cameras can be used to monitor locations that have already been evacuated.
Human activities
For 24 hours, an experiment tracked the moving features in a video stream from a camera at Purdue University, West Lafayette, Indiana. 7 The experiment analyzed 820,000 images (approximately 10 frames per second) from a single camera. Figure 4 shows that more moving features are detected during the day, especially the starting times of lectures. This experiment demonstrates that it is possible to gain insights about the behavior of people using relatively simple analysis programs.
Versatile data from network cameras
Computer vision has made significant progress in recent years. One factor contributing to this success is large data sets with thousands or millions of images and labels. Different data sets may have specific emphases. 
PURDUE UNIVERSITY'S CONTINUOUS ANALYSIS OF MANY CAMERAS PROJECT
In the previous section, many examples were provided in which analyzing the data from network cameras (real-time images or video streams) can be helpful. In this section, we describe the Continuous Analysis of Many CAMeras (CAM 2 ) research project at Purdue University, which constructs a system to continuously analyze visual data from many network cameras. Specifically, this section outlines how the research software and services discover network cameras as well as how to retrieve data and metadata from them. It also discusses the back end required for analyzing data in real time and gives a close inspection of the resource manager required for scaling computational needs of analysis programs.
Discover network cameras
The applications described previously require data from many geographically distributed network cameras. This article summarizes the process of finding network cameras and aggregation websites. 9 Internet
Protocol (IP) cameras usually have built-in web servers, and the data can be viewed through web browsers (for more information, see "Internet Protocol and Non-Internet Protocol Cameras"). These cameras support HTTP. Different brands have different paths for retrieving data using the GET commands. Several methods can be used to find IP cameras. One obvious 
method queries search engines. This method, however, has a low success rate because search engines usually return vendors of network cameras, not IP addresses that can provide realtime data streams. Another method scans IP addresses by sending the GET commands of the known brands.
If an IP address responds to the commands positively ("200 OK"), then the IP address becomes a candidate. The candidate is further inspected by the Purdue team. Currently, this process is manual for two reasons. First, some IP addresses respond to the GET commands even though they are not network cameras (a false positive). Second, the Purdue team inspects the discovered camera and keeps it only if the camera data are from a public location (i.e., a traffic intersection, a park, or a university campus). CAM 2 is actively investigating the automation of discovering network cameras (see the section "Automatically Adding Network Cameras"). To automate privacy filtering in the future, we anticipate that deep-learning models may become capable of scene classification of private versus public locations.
Metadata aggregation
Following network camera discovery, collecting additional information (called metadata) about the cameras is important (and possibly required) for data analysis. In this project, metadata include (but are not limited to) the cameras' locations, methods to retrieve data, the format of the data (i.e., MP4, flash, Motion JPEG, JPEG, and portable network graphics), and the information about the refresh rate of the network cameras. Metadata may also describe the data's content (e.g., indoor/outdoor, highways, parks, university campuses, and shopping malls). Three particularly important pieces of metadata are location, data quality, and data reliability. Location information is required for many of the applications described 
INTERNET PROTOCOL AND NON-INTERNET PROTOCOL CAMERAS
M
any network cameras can be connected to the Internet directly and have unique Internet Protocol (IP) addresses. They are called IP cameras in this article. Some cameras (such as webcams) are connected to computers that make data available on the Internet. They are called non-IP cameras in this article because the cameras themselves do not have their own IP addresses. A network camera may have an IP address but not necessarily expose itself, and it may rely on a computer to act as a proxy. In this case, the IP address is the computer's IP address, not the camera's IP address. Many organizations have web servers that show the data from multiple cameras. Because the IP addresses are the web servers' addresses, these cameras are also considered non-IP cameras.
earlier. In many cases, the owner of a camera provides the precise location (with longitude and latitude) of the camera. In other cases, street addresses are given. It is also possible to use IP addresses to determine geographic locations, but this approach may be inaccurate for several reasons. An organization (e.g., a university) may have a large campus. Knowing that an IP address belongs to this organization may not provide sufficient details about the camera's location. Furthermore, as mentioned previously, some organizations show multiple data streams on websites. The web servers' locations do not reflect the cameras' locations. In the future, accurate locations may be estimated by cross-referencing information from the network camera images with other resources. Some examples include 1) the time of day, given the sunlight as well as the direction and length of shadows; 10 2) current events (such as parades); and 3) significant landmarks. Data quality is critical for analysis and can be measured by many metrics. One is the resolution (number of pixels); another is the refresh rate (frames per second). The data quality may also be determined by the purpose of the applications. For example, if a camera is deployed to monitor traffic, then the data quality is determined by whether it can see congestion clearly or if the view is blocked by trees. In contrast, if a camera is deployed to monitor air quality, it is more important to evaluate whether the view has high visibility.
Reliability refers to the availability of the network camera data. For example, some network cameras provide data only during the daylight hours and not during nighttime hours. Some network cameras are available 24/7. Others may be disconnected for various reasons, such as being damaged during a hurricane. System architecture Figure 5 shows the three primary components of CAM 2 : the user interface, camera interface, and computing platform. 11 The user interface is made up of two access points. First, apps can be programmed with our Python API 12 to access the CAM 2 system. Second, the user can access CAM 2 through a web portal. Aside from the user interaction, the entire CAM 2 system is automated. The web portal allows users to select the camera data streams for analysis, specify the desired analysis parameters (e.g., frame rate and duration), and submit the analysis programs. In other words, the web portal grants users access to the other two essential features of CAM 2 .
Web user interface
The camera interface is accessed through the user interface. The camera database provides access to the network cameras. It is a Structured Query Language database that stores the uniform resource locator of the network cameras along with other metadata information. The network cameras FIGURE 5. CAM 2 has three primary components: the user interface, camera interface, and computing platform. Computing Platform
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themselves are, of course, already deployed globally. After or during data collection, the user can run an analysis program from the computing platform. For example, an analysis program can be used to track people (see Figure 4) . The computing platform contains three major components, all of which enable users to run analysis programs on cloud servers. 12 Analysis programs are either created by users or selected from an available list of provided programs. The run-time system is event driven for processing images. After a new image (or video frame) is acquired, a call-back function is invoked. Currently, the data streams are treated independently. Thus, this system is intrinsically parallel and can scale up to process thousands of data streams simultaneously. The resource manager allocates the appropriate number of cloud instances to execute the analysis programs. The cloud instances are responsible for retrieving the visual data from the cameras and executing the analysis programs in real time. The instances may include graphics processing units (GPUs).
Resource manager
Inside the computing platform, the resource manager is a crucial component of CAM 2 for automatically scaling the computational resources to meet analysis programs' demands. Some applications (such as transportation management and emergency response) need to analyze data only at certain time periods (rush hours or when a disaster occurs). Thus, the resource manager needs to adjust the allocated resources as the needs rise and fall. Many factors can affect the resource manager's decisions. Cloud vendors offer dozens of instance types with various amounts of available processor cores, memory, GPU cores, storage, and so on. Furthermore, cloud instances of the same capability (the same number of cores and same amount of memory) have up to a 40% difference in cost. 7 When the required computation and monetary costs are known for an analysis program, the optimal solution can be determined via a convex optimization problem. 13 It is assumed that computation and memory use scale linearly with the number of cloud instances. This is a reasonable assumption because this is the guarantee provided by the host of a cloud instance. It is shown that the optimal cloud instance is the minimum ratio between the cost of a given cloud instance and the provided computation power (in terms of memory and CPU speed).
To make the problem even more challenging, resource requirements depend on the content of the data as well as the analysis programs. A study suggests using multidimensional bin packing to model the relationships between the needs of analysis programs and the characteristics of cloud instances. 7 The method reduces overall costs by up to 60%. However, when the geographical distance (thus, the network round-trip time) increases, the data refresh rate may decline. 14, 15 The network camera's image quality can suffer. As a result, it is necessary to select a data center close to the network cameras if a high refresh rate is desired. This is an issue, as network cameras are deployed worldwide and cloud data centers are located in many different parts of the world. Therefore, the cost, location, and required image quality for analysis must be considered together for determining the proper cloud instance. 16 The new study shows that modifying the original bin-packing method 7 causes a 56% reduction in cost when compared with selecting the nearest location, and this further improves the original method by 36%.
OPPORTUNITIES AND CHALLENGES
To realize the applications outlined in the "Potential Applications" section, the following research opportunities and challenges must be investigated.
Automatically adding network cameras
Adding network cameras to the CAM 2 database must be further automated to utilize the vast number of network camera data still yet to be discovered. The challenges of using public network camera data leave this valuable data source largely unused. Network camera discovery is challenging due to the lack of common programming interfaces of the websites hosting network cameras. 
Contextual information as weak labels
The proper acquisition of metadata related to each network camera provides useful functionality for the future. The location and time of day provide useful information for automatic data set augmentation. The information can be called contextual information of the image/video data. For example, a camera deployed on a busy highway is unlikely to see rhinos or buffalo. If such animals do appear on the highway, this unusual event will likely be reported by the news (also, it can be looked up by time and location). In contrast, a network camera watching a waterfall in a national park should not see semitrucks. Time also provides contextual information about the visual data. The streets in New York City are usually filled with vehicles. On rare occasions, such as the parade shown in Figure 1 (b) and (c), the streets are filled with people. Thus, this network camera data can provide almost correct labels by simply assuming that vehicles exist in the data. Modifying the label with cross-referenced news reports (of a parade) and other anomaly detection can form a type of weak supervision.
17
Weak supervision refers to using labels that can 1) be automatically generated using partially true rules (as in the aforementioned examples), 2) utilize related ground-truth labels that are not for exactly the same task, 3) boost, and 4) hand label with unreliable, nonexpert annotators. Current research demonstrates how different types of weak supervision can be used to improve the accuracy of machine-learning models. 17 Contex tual information provides weak labels similar to those generated using partially true rules, and we suspect that future work will also improve model accuracy for image and video tasks (i.e., classification and object detection).
This contextual information can be easily derived if a GPS receiver is included in every camera deployed outdoors. GPS receivers are already in every mobile phone, and it is expected that all future network cameras will also be equipped with them. Time and location may be referenced by sunlight and sun location. Location can be even further refined by significant landmarks. For cameras deployed indoors, methods also exist for positioning them. 18 O t her contex t ua l i n for m at ion (e.g., i ndoor/outdoor a nd u rba n/ rural) can be derived from a set of images using a variety of available computer-vision methods. If needed, a new data set of contextual information can be created by training a computer-vision method on it. Although this is only an approximate solution, it is feasible that this will be sufficient for weak labels.
Network camera data are distinct
Commonly used data sets are distinct from each other. 8 For example, the images used in ImageNet 2 can be distinguished from images used in COCO. 3 For object detection tasks, labeled objects are more centrally concentrated for ImageNet than for COCO. This difference is a result of the different data distributions. Existing computer-vision solutions tend to focus on developing accurate models for a small number of data distributions. Even when models are compared across many different data sets, the solutions' applicability beyond these data sets is unclear. The testing error of recently developed models can be overly optimistic even for samples from the same data distribution. 19 Because the visual data from network cameras may be considered distinct from other data sets, repurposing a model's weights from a similar task may be insufficient. Instead, more sophisticated transfer-learning methods may be required to mitigate the differences among data sets. Additional evidence would be needed to demonstrate that such techniques can handle the wide range of visual data from thousands of network cameras. Future work can investigate the degree to which models trained on available data can be transferred and look for the best method for transferring the model's information. If needed, this may require an expansion of the existing CAM 2 data set for each specific application.
8
Improving models for emergency response
The data seen during emergency events is uncommon. Thus, the accuracy of machine-learning models when responding to emergencies is likely poor. We propose three methods to improve machine learning in the event of an emergency. The first is to periodically record data before a disaster for an anomaly detection system. Next is to connect CAM 2 to infrastructure for crowdsourcing to gather labeled data on short notice from locations known to have an impending emergency situation. For example, crowdsourcing was used in the Haiti earthquake of 2010. 20 It is conceivable to create a similar infrastructure for images and video in an emergency. Finally, network cameras need to have a uniform interface for easy access in emergency situations, given the proper privacy and legal constraints.
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Data-set distinctiveness for active learning
Finding the right subset of data to label is a general concern in machine learning, especially during an emergency when time is short. The problem is also applicable to nonemergency scenarios when the cost of labeling data is the constraint rather than the time. As network camera data are distinct, we wish to further investigate if data set distinctiveness can be used to improve active-learning methods. In this article, active learning is described as follows.
Given a large amount of unlabeled data, we must identify the right subset of data to label. A general framework for active-learning methods is often given as the balance between measures of 1) how representative (or typical) the data sample is relative to the true data distribution and 2) how to maximize variance reduction of the model (and equivalently, how to minimize the true risk). Often, the product of the two measures is used to identify the best samples. With an input-output pair, this can be thought of as 1) modeling only the data and 2) modeling only the conditional distribution. Multiplying them together can be thought of as modeling the unnormalized posterior. Because network camera data are distinct from the existing data sets, the use of this new data source may improve the current active-learning methods.
Adaptive and programmable network cameras
Another improvement is to make network cameras self-aware of the context being seen to automatically execute relevant programs. It may be possible for stationary cameras to determine the visual information being captured and install/execute computer-vision programs specialized for the content. Furthermore, network cameras may need to be reprogrammed in emergencies. For example, street cameras in Figure 1 (b) and (c) may be specialized for detecting congestion and accidents in normal conditions. During a p a r a d e, t he c a me r a s m ay ne e d t o be reprogrammed to search for a lost child. 
