We develop a theory of operator renewal sequences in the context of infinite ergodic theory. For large classes of dynamical systems preserving an infinite measure, we determine the asymptotic behaviour of iterates L n of the transfer operator. This was previously an intractable problem.
Introduction
In finite ergodic theory, much recent interest has focussed on the statistical properties of smooth dynamical systems with strong hyperbolicity (expansion/contraction) properties. Landmark results include the proof of exponential decay of correlations for certain classes of uniformly hyperbolic flows [8, 12, 30] and planar dispersing billiards [42] . The latter is part of a general scheme [42, 43] for estimating decay of correlations, or mixing rates, for discrete time dynamical systems.
For systems with subexponential decay of correlations, most approaches yielded only upper bounds for mixing rates. Sarig [37] introduced a powerful new technique, operator renewal theory, to obtain precise asymptotics and hence sharp mixing rates. This is an extension of scalar renewal theory from probability theory to the operator situation. The technique was substantially extended and refined by Gouëzel [18, 19] .
Maps with indifferent fixed points An important class of examples is provided by interval maps with indifferent fixed points, in particular the Pomeau-Manneville intermittency maps [33] which are uniformly expanding away from an indifferent fixed point at 0. To fix notation, we focus on the version studied by Liverani et al. [31] :
When α = 0, this is the doubling map, and Lebesgue measure is invariant, ergodic and exponentially mixing. For α ∈ (0, 1), there is still a unique ergodic invariant probability measure µ absolutely continuous with respect to Lebesgue measure, but the rate of mixing is polynomial: X v w • f n dµ − X v dµ X w dµ ≤ C v,w n −(β−1)
for all w ∈ L ∞ (X) and all v sufficiently regular (for example, Hölder continuous). Hu [25] proved that this decay rate is optimal; a special case of the theory of [18, 37] .
For α ≥ 1, we are in the situation of infinite ergodic theory. There no longer exists an absolutely continuous invariant probability measure, but there is a unique (up to scaling) σ-finite, absolutely continuous invariant measure µ. Previous studies established pointwise dual ergodicity: a −1 n n j=1 L j v → const X v dµ almost everywhere for all v ∈ L 1 (X), where a n = n β for β ∈ (0, 1) and a n = n/ log n when β = 1. An important refinement is the limit theorem of Thaler [38] where the convergence of a −1 n n j=1 L j v is shown to be uniform on compact subsets of (0, 1] for all observables of the form v = u/h where u is Riemann integrable and h is the density.
The results of [38] are formulated for Markov maps of the interval with indifferent fixed points. Zweimüller [44, 45] relaxed the Markov condition and systematically studied a large class of non-Markovian nonuniformly expanding interval maps, called AFN maps. (See Section 11.3 for a precise definition of AFN map.) In particular, [44] obtained a spectral decomposition into basic (conservative and ergodic) sets and proved that for each basic set there is a σ-finite absolutely continuous invariant measure, unique up to scaling. The results in [38] on uniform pointwise dual ergodicity were extended in [45] to the class of AFN maps.
Understanding the asymptotics of L n , rather than n j=1 L j , turns out to be a much more difficult problem, even for (1.1). Previously, the sole success in this direction was obtained by Thaler [40] . However, the class of systems covered by [40] is quite restrictive and includes the family (1.1) only for β = 1.
It is this situation that we have sought to redress in this paper. It is convenient to describe our main results in the setting of AFN maps f : X → X, though our general theory goes much further, as described later on. Let X ′ ⊂ X denote the complement of the indifferent fixed points. For any compact subset A ⊂ X ′ , the construction in [44] yields a suitable first return set Y containing A. Fix such a set Y with first return time function ϕ : Y → Z + . Then we assume that the tail probabilities are regularly varying: µ(ϕ > n) = ℓ(n)n −β where β ∈ (0, 1] and ℓ(x) is slowly varying (ℓ : (0, ∞) → (0, ∞) is measurable and lim x→∞ ℓ(λx)/ℓ(x) = 1 for all λ > 0). (For (1.1), ℓ is asymptotically constant and β = j=1 ℓ(j)j −1 for β = 1.
Theorem 1.1 Suppose that f : X → X is a topologically mixing AFN map with σ-finite absolutely continuous invariant measure µ and regularly varying tail probabilities. Consider observables of the form v = ξu where ξ is µ-integrable and of bounded variation on X, and u is Riemann integrable.
(a) If β ∈ ( , 1], then lim n→∞ m(n)n 1−β L n v = d β X v dµ uniformly on compact subsets of X ′ .
(b) If β ∈ (0, 1 2 ], then there is a subset E ⊂ N of zero density such that lim n→∞, n ∈E ℓ(n)n 1−β L n v = d β X v dµ pointwise on X ′ .
Moreover, if v ≥ 0, then lim inf n→∞ ℓ(n)n 1−β L n v = d β X v dµ pointwise on X ′ .
(c) If β ∈ (0, 1 2 ), then L n v = O(ℓ(n)n −β ) uniformly on compact subsets of X ′ .
Remark 1.2 (i)
It is known that the asymptotic behaviour of L n might be complicated. Chung [9, Section I.10] gives an example of a null recurrent Markov chain for which the ratio of n-step transition probabilities p n ij /p (n) kℓ has no limit as n → ∞ (the regular variation assumption on the return time probabilities is violated). Hajian & Kakutani [21] (see also [3, Proposition 1.4.7] ) prove that there always exist weakly wandering sets W of positive measure. For such sets, W L n 1 W dµ = 0 for infinitely many n. (Such indicator functions 1 W do not lie in our class of observables v = ξu).
(ii) In the special case of the family (1.1), Theorem 1.1(a) recovers the result of Thaler [40] for β = 1 and the cases β < 1 are new. Parts (b,c) are probably not optimal for (1.1) but are the best one can expect in the general setting, see Remark 2.4.
(iii) In addition to yielding convergence results for L n (rather than n j=1 L j ) our methods also cover much wider classes of observables than was previously possible. An indicative example is the family (1.1) where β ∈ ( (iv) An immediate consequence of Theorem (1.1)(a) is that if β ∈ ( 1 2 , 1], v is of the required form v = ξu, and w ∈ L 1 (X) is supported on a compact subset of X ′ , then lim n→∞ m(n) X v w • f n dµ = d β X v dµ X w dµ.
(v) The situation changes considerably if X v dµ = 0. We have the following result which has no counterpart in standard renewal theory, though Gouëzel [18] proves an analogous (and equally unexpected) result in the case of finite ergodic theory: Theorem 1.3 Suppose that f : X → X is a topologically mixing AFN map with regularly varying tail probabilities, β ∈ (0, 1). Suppose that v is of bounded variation and is supported on a compact subset of
Second order asymptotics and rates of mixing In certain situations, including the family (1.1), the tail probabilities satisfy µ(ϕ > n) = cn −β + O(n −q ) for some q > 1, c > 0. It is then possible to obtain higher order expansions of L n v on compact sets for bounded variation observables v supported on a compact subset of (0, 1]. For example, in the specific case of (1.1), β ∈ ( , 1), we prove that |n
The remainder of the paper is organised as follows. In Section 2, we describe the general framework for our results on the renewal operators T n . Sections 3, 4 and 5 contain the proofs for 1 2 < β < 1. In Section 6, we cover the case β = 1. In Section 7, we give a particularly elementary, self-contained, proof of pointwise dual ergodicity for all β. In Section 8, we prove our results for 0 < β ≤ 1 2 . In Section 9, we formulate and prove results on higher order asymptotics. In Section 10, we show how to pass from
Finally in Section 11, we show that our theory applies to large classes of examples including AFN maps (in particular, we prove Theorem 1.1) and systems for which the first return map is Gibbs-Markov. The latter includes parabolic rational maps of the complex plane [6] .
Notation We use "big O" and ≪ notation interchangeably, writing A n = O(a n ) or A n ≪ a n as n → ∞ if there is a constant C > 0 such that A n ≤ Ca n for all n ≥ 1 (for A n operators and a n ≥ 0 scalars). We write A n ∼ c n A as n → ∞ if lim n→∞ A n /c n − A = 0 (for A n , A operators and c n > 0 scalars).
General framework
Let (X, µ) be an infinite measure space, and f : X → X a conservative measure preserving map. Fix Y ⊂ X with µ(Y ) ∈ (0, ∞) and rescale µ so that µ(Y ) = 1. Let ϕ : Y → Z + be the first return time ϕ(y) = inf{n ≥ 1 : f n y ∈ Y } and define the first return map
Our crucial assumption is that the tail probabilities are regularly varying:
−β where ℓ is slowly varying and β ∈ (0, 1].
Recall that the transfer operator R :
n . Our assumptions on the first return map F : Y → Y are functional-analytic in nature. We assume that there is a function space B ⊂ L ∞ (Y ) containing constant functions, with norm satisfying |v| ∞ ≤ v for v ∈ B, such that for some constant C > 0:
(H1) For all n ≥ 1, R n : B → B is a bounded linear operator with R n ≤ Cµ(ϕ = n).
In particular, z → R(z) is a continuous family of bounded linear operators on B for z ∈D. Since R(1) = R and B contains constant functions, 1 is an eigenvalue of R(1). We require: (H2) (i) The eigenvalue 1 is simple and isolated in the spectrum of R(1).
(ii) For z ∈D \ {1}, the spectrum of R(z) does not contain 1.
Denote the spectral projection corresponding to the simple eigenvalue 1 for R(1) by P . Then (P v)(y) ≡ Y v dµ.
Asymptotics of T n
We state our main results for the operators T n . Since
, we obtain precise results for the convergence of L n v on Y for observables v supported on Y . The restriction to Y is lifted in Section 10. Throughout, we assume regularly varying tails µ(ϕ > n) = ℓ(n)n −β and hypotheses (H1) and (H2).
sin βπ for β ∈ (0, 1) and d 1 = 1. Define m(n) = ℓ(n) for β ∈ (0, 1) and m(n) = n j=1 ℓ(j)j −1 for β = 1. In some of our statements, the observable v is not mentioned. Here, we are speaking of convergence of operators on the Banach space B. So for example, Theorem 2.1
, this immediately implies almost sure convergence (at a uniform rate) on Y . Redefining sequences on a set of measure zero, we obtain uniform convergence on Y . For brevity, we will speak of uniform convergence throughout this paper without further comment.
The next result gives upper bounds on the decay rate of T n for β ≤ 1 2 , and an improved upper bound for β ≥ 1 2 when the observable is of mean zero.
As indicated in [17] , the estimate in Theorem 2.2(b) is essentially optimal. However, we recover certain aspects of Theorem 2.1 even for β ≤ 1 2 . Recall that E ⊂ N has density zero if lim n→∞ 1 n n j=1 1 E (j) = 0. Theorem 2.3 Let β ∈ (0, 1 2 ] and v ∈ B.
(a) For all y ∈ Y , there exists a set E of zero density such that . However, there is the possibility of proving the result for all β under additional hypotheses. Indeed, Gouëzel [20] informs us that he is able to prove Theorem 2.1 for all β ∈ (0, 1) under the additional assumption that µ(ϕ = n) = O(ℓ(n)n −(β+1) ). In particular, Gouëzel's result applies to the family (1.1).
It is worth recalling the situation from the scalar case (where the T n are probabilities instead of operators). Under the additional assumption µ(ϕ = n) = O(ℓ(n)n −(β+1) ), Garsia & Lamperti [17] were able to extend Theorem 2.1 to the case β ∈ ( ). This is the only part of [17] that we are unable to generalise to the operator setting. However, an argument of Doney [13] applies to all β ∈ (0, 1) and according to Gouëzel [20] this argument can be extended to the operator case. [39] . Indeed our main result significantly simplifies the derivation of the arcsine laws, see [40] .
Preliminaries
For convenience, we state Karamata's Theorem on the integration of regularly varying sequences [7, 16] . Proposition 2.6 Suppose that ℓ is slowly varying.
j=1 ℓ(j)j −1 is slowly varying and lim n→∞ ℓ(n)/l(n) = 0.
The following consequence of (H1) and regularly varying tails is standard.
Proof We sketch the calculation for the first estimate. By Proposition 2.6,
so the result follows with
By (H2), there exists ǫ > 0 such that R(z) has a continuous family of simple eigenvalues λ(z) for z ∈D ∩ B ǫ (1) with λ(1) = 1. Let P (z) : B → B denote the corresponding family of spectral projections, with complementary projections Q(z) = I − P (z) and P (1) = P . Also, let v(z) ∈ B denote the corresponding family of eigenfunctions normalised so that Y v(z) dµ = 1 for all z. In particular, v(1) ≡ 1.
Corollary 2.8 The estimates for R(z) in Proposition 2.7 are inherited by the families P (z), Q(z), λ(z) and v(z), where defined.
Proof This is a standard consequence of perturbation theory for analytic families of operators [28] .
We have defined the bounded linear operators T n , R n : B → B given by
The power series
are analytic on the open unit disk D, and R(z) is continuous onD by (H1). We have the usual relation T n = n j=1 T n−j R j for n ≥ 1, and it follows that T (z) =
Proposition 2.9 There exists ǫ, C > 0 such that
Proof Choose ǫ > 0 so that the family of simple eigenvalues λ(z) is defined on D ∩ B ǫ (1). For z ∈D ∩ B ǫ (1), we can write R(z) = λ(z)P (z) + R(z)Q(z). If in addition z = 1, then we have (in an obvious notation)
By (H2), the second term is uniformly bounded in the operator norm, and T (z) is uniformly bounded for z ∈D \ B ǫ (1).
Strategy of the proof of Theorem 2.1
Our aim is to compute the operators T n defined above. Most of the analysis is carried out on the unit circle S 1 , so it is convenient to abuse notation, writing T (θ) instead of T (e iθ ) and so on. For β ∈ ( , 1), our treatment follows Garsia & Lamperti [17] but there are some significant differences in two of the three steps.
The first step, Section 3, is to study the singularity for T (θ) at θ = 0. The argument in [17] is scalar and similar results can be found in [15, 22] . In our situation, the key is to use the fact that the return time ϕ lies in the domain of a stable law, and a Nagaev-type argument due to Aaronson & Denker [4] shows that (1 − λ(θ)) −1 ∼ const ℓ(1/θ) −1 θ −β when β ∈ (0, 1). By Corollary 2.8 and Proposition 2.9,
with Fourier coefficients T n . The second step is to relate T n to T n . In the scalar case, [17] invokes ideas of Herglotz [24] on analytic functions with positive real part. A different approach is required here since we are working with operators. In Section 4, we verify that T n = T n .
In the final step, Section 5, we investigate the behaviour of T n as n → ∞, directly following [17] .
Tower extensions
The following tower construction will be required in Sections 7 and 10.
Starting from the first return map F = f ϕ : Y → Y , there is a standard way of constructing an extension f ∆ : ∆ → ∆ of the underlying map f : X → X. Define the tower ∆ = {(y, j) ∈ Y × Z : 0 ≤ j < ϕ(y)} and the tower map f ∆ : ∆ → ∆ given by f ∆ (y, j) = (y, j + 1) for j ≤ ϕ(y) − 2 and f ∆ (y, j) = (F y, 0) for j = ϕ(y) − 1.
The base of the tower {(y, 0) : y ∈ Y } is naturally identified with Y and so we may regard Y as a subset of both X and ∆. Let µ ∆ be the unique f ∆ -invariant measure on ∆ that agrees with the underlying measure µ on the common subset Y .
Define the projection π : ∆ → X, π(y, j) = f j y. Then πf ∆ = f π and π * µ ∆ = µ. Thus f ∆ is an extension of f with the same first return map F : Y → Y and return time function ϕ : Y → Z + as the original map.
Asymptotics of T (θ)
In this section, we obtain an asymptotic expression for T (θ) as θ → 0 + . Throughout, β ∈ (0, 1). The main part of the analysis is to understand the asymptotics of the leading eigenvalue λ(θ). In certain situations, we obtain a higher order expansion.
Proof 
By Corollary 2.8, P (θ) − P ≪ ℓ(1/θ)θ β , so the result follows from (a). (c) is immediate by (a) and (b).
The following expansion for λ(θ) will be used in proving results on second order asymptotics (Section 9). 
where
It remains to estimate the terms
We give the details for
the case with sin replaced by cos is identical. Since
is decreasing for each fixed θ, we can write
giving the required upper bound, and the lower bound is obtained in the same way.
Identification of the Fourier coefficients
Let R n and T n denote the Fourier coefficients of R(θ) and T (θ). By (H1), R is uniformly absolutely summable on S 1 . Therefore R n = R n . In this section, we verify that T n = T n for all n ≥ 0. Throughout, β ∈ (0, 1).
Proof We start off by mimicking the proof of Lemma 3.2. Consider functions
Then the expansion λ(z) − 1 leads to a linear combination of five integrals of the form
where g z ≥ 0 and either
Moreover there is one integral of type (i) and we show that this satisfies the desired lower bound, whilst the four integrals of type (ii) are negligible.
where y = u/θ. We estimate the oscillatory integrals in the same way that alternating series are estimated in Leibnitz's theorem, making extensive use of the fact that
A, where in cases (i) and (ii) respectively,
We divide the region y > 0 into the regions y ∈ (0, 1/δ] and y ≥ 1/δ where δ is chosen sufficiently small. We have the Potter's bounds [34] , [7, Theorem 1.5.6]:
, where C is a constant. Hence
Since |g z | ∞ = o(1), we can choose ǫ sufficiently small that
Furthermore,
For y ≥ 1/δ with δ sufficiently small, the terms O(y Also, by Potter's bounds for any β ′ ∈ (β, 1),
Hence A (ii) is negligible relative to A (i) and we obtain 1
It is convenient in the next result (and crucial in Section 6) to discuss the real part of an operator. We recall that the operators T n are defined on the real Banach space B. Passing to the complexification, there is a natural conjugation u+iv → u−iv on B.
Given an operator A : B → B, define the conjugateĀ : B → B by settingĀv = Av, and the real part Re A = 1 2 (A +Ā). In the case of the operator T (z) = ∞ n=0 T n z n , this coincides with the definitions T (z) = T (z) and Re
, we obtain the expression
In this section, we prove Theorem 2.1 for β ∈ (
, 1).
If ℓ is asymptotically constant, then the result holds with β ′ = β.
Proof By Lemma 3.1(c), we have the estimate
The proof uses this fact together with Proposition 2.7, and follows Garsia & Lamperti [17, p. 231] . We give the details partly for completeness and partly because we want to make explicit certain estimates that will be used in Section 9.
First, write
Clearly, I 1 ≪ 1/n, while
By the resolvent identity and Proposition 2.7 (with m(x) = ℓ(x)),
Proof This is identical to [17, Lemma 3.4 .1] and we give the proof only for completeness. By Lemma 3.1, we can write (1 − λ(θ))
For fixed a, it follows from the dominated convergence theorem that
and the result follows.
Proof of Theorem 2.1, β ∈ (
The result follows since T n is independent of a.
6 Convergence for β = 1
In this section, we prove Theorem 2.1 in the case β = 1. There are several differences from the case β ∈ (
is not dominated by a single integrable function of θ, see Lemma 6.4 below.
We have µ(ϕ > n) = ℓ(n)n −1 , where ℓ is slowly varying and
Thenl is monotone increasing and lim n→∞l (n) = ∞.
By Proposition 2.6(b),l is slowly varying and ℓ(n)/l(n) → 0 as n → ∞. Up to asymptotic equivalence, we have the alternative definitionsl(x) =
.
Identification of Fourier coefficients
Let I C and I S be the corresponding integrals in the case g θ ≡ 1.
Proof First,
This gives the first estimate for J S and taking g θ = 1 we obtain the first estimate for I S . Alternatively, we make the substitution σ = θx. Using the oscillation of sin σ and
and so
, yielding the remaining estimates for I S and J S .
In the estimates for J C and I C , we use the fact that
For the integral over [0, 1/u], write e −ux cos θx = {e −ux (cos θx − 1)} + {e −ux − 1} + 1. This yields three integrals, the first of which is estimated by |g θ | ∞ θu −1 ℓ(1/u) (like J S ) and the second by |g θ | ∞ ℓ(1/u). This leaves (1)) completing the first estimate for J C . Setting g θ = 1 yields the first asymptotic expression for I C . The remaining estimate for J C is obtained by splitting the range of integration into [0, 1/θ] and [1/θ, ∞) and combining the above arguments for J C (first estimate) and J S (second estimate). Again the final expression for I C follows by setting g θ = 1.
Proof Recall from the proof of Lemma 4.1 (in particular (4.1)) that 1 − λ(z) is the sum of five integrals of the form
where g z ≥ 0 and either (i) g z ≡ 1 or by Corollary 2.
In case (ii), K consists of terms of the form uJ C , uJ S , θJ C , θJ S . Hence
we use the first estimates in Proposition 6.2 to obtain Re(1
completing the proof.
Proof By Proposition 2.9, for z = e −u+iθ ∈ B ǫ (1), ǫ sufficiently small,
By Corollary 6.3,
By Corollary 2.8, P (e −u+iθ ) − P (e −u ) ≪l(1/θ)θ uniformly in u, and P (e −u ) − P (1) ≪l(1/u)u. Combining this with the estimates for (1 − λ(e −u+iθ ))
This proves the result.
Remark 6.5 By similar but much simpler calculations, we obtain the estimates The claim is easy to check for the first two terms in h u . For the third term
where the implied constant is independent of b and u.
In particular, b → 0 as u → 0 and so
Proof The function θ → T (ρe iθ ) is integrable for each fixed ρ < 1. Moreover, the power series for T (z) is uniformly convergent on compact subsets of D, so we obtain
T n ρ n .
By Corollary 6.6,
Asymptotics of T n
The calculations in this subsection are restricted to the unit circle, so we revert to writing T (θ) instead of T (e iθ ) and so on. First we determine the asymptotics of Re{(1 − λ(θ)) −1 } (see also [4] ).
Proof By Remark 6.5, Re{(1 − λ(θ)) −1 } ≪ g(θ). We claim that I S ∼ π 2 ℓ(1/θ) from which the result follows easily.
Let M ≥ 3π. Since σ → ℓ(σ)/σ is decreasing, we have the oscillatory integral estimate
By Potter's bounds, for any δ > 0,
. Let M → ∞ to verify the claim.
Proof By Lemma 6.8, we can write Re{(1 − λ(θ))
By Proposition 6.1,
as n → ∞.
Proof of Theorem 2.1, β = 1. By Remark 6.5 and Proposition 2.6(b), T (θ) ≪ (θl(1/θ)) −1 . Let δ > 0. By the argument in the proof of Lemma 5.1, we obtaiñ
for a ∈ [1, n], n ≥ 1. Also, we havẽ
By Lemma 6.8,
Combining estimates (6.1), (6.2) and (6.3) with Corollary 6.9, we obtain
and hencel(n)T n → P by Corollary 6.7.
Pointwise dual ergodicity
In this section, we give an elementary proof of pointwise dual ergodicity for the class of systems under consideration for all β ∈ (0, 1]. We assume our general framework from Section 2, except that we do not require H2(ii).
Proof This is similar to the proof of Lemma 3.1, but much simpler since the integrals are absolutely convergent. By Proposition 2.9, for s ∈ (1 − ǫ, 1],
By Corollary 2.8, P (s) − P ≪ m(
β , so it suffices to establish the desired asymptotic expression for (1 − λ(s))
, where G(x) = µ(ϕ ≤ x) and |v u − 1| ∞ = o(1) as u → 0. Writing dĜ u = v u dG and integrating by parts,
By the dominated convergence theorem, s) 2 ). If β = 1, then picking up from (7.1),
The last two integrals are O(ℓ(1/u)), and
Proof By [3, Proposition 3.7.6] (see also the proof of Proposition 10.2), it suffices to prove pointwise dual ergodicity on the tower ∆ defined in Section 2.4. Let L ∆ :
coincides with our usual T n . By the Hurewicz ergodic theorem [26] , it is enough to prove that m(n)n 
An immediate consequence is the Darling-Kac law [10] . Recall that a random variable M β on (0, ∞) has the normalised Mittag-Leffler distribution of order β if
The convergence is in the sense of strong distributional convergence: convergence in distribution under any probability measure absolutely continuous w.r. To conclude the section, we mention a simple consequence of Theorem 2.1 which gives uniform convergence on Y in the pointwise dual ergodic theorem for β > 1 2 for sufficiently regular observables.
Proof By Theorem 2.1,
By Proposition 2.6(a),
, so the first term on the RHS of (7.2) converges to the desired limit β −1 d β P . Let δ > 0, and choose n 0 such that S n ≤ δm(n)
. Applying Proposition 2.6(a) once more, we obtain lim sup n→∞ m(n)n −β n j=1 S j ≤ β −1 δ. Since δ > 0 is arbitrary, the second term on the RHS of (7.2) converges to zero. , it is evident from the proof of Lemma 5.1 that I 3 ≪ ℓ(n)n
Hence the estimate for I 3 is the dominant one.
as required.
Next, we establish the lower bound in Theorem 2.3(b).
Proof For any m ≥ 1, we can write
Since R is a positive operator, we deduce that (
and the result follows.
The following result is well-known (see [7, Theorem 2.9 .1], [17] ) but stated in a slightly different form, so we provide the proof for completeness. Proposition 8.2 Let f n be a sequence in R and let A ∈ R, Suppose that β ∈ (0, 1), that ℓ(n) is slowly varying, and that
Then there exists a set E of density zero such that lim n→∞, n ∈E ℓ(n)n 1−β f n = A. In particular, lim inf n→∞ ℓ(n)n 1−β f n = A.
Proof Our proof is modelled on [32, p. 65, Lemma 6.2]. By Proposition 2.6(a),
is equivalent to lim n→∞ ℓ(n)n −β n j=1f j = 0. Hence we may suppose without loss that A = 0. In addition, there is a monotone increasing function g(n) such that ℓ(n)n 1−β ∼ g(n) (see for example [7, Theorem 1.5.3] ). Hence we may suppose that ℓ(n)n 1−β is increasing. Define the nested sequence of sets E q = {n ≥ 1 : ℓ(n)n 1−β f n > 1/q}. We claim that each E q has density zero. Let δ > 0. By (a), there exists n 0 ≥ 1 such that ℓ(n)n 1−β f n > −δ for all n ≥ n 0 . Hence
By (b), lim sup n→∞ 1 n n j=1 1 Eq (j) = O(δ) and the claim follows since δ is arbitrary. By the claim, there exist 1 = i 0 < i 1 < i 2 < · · · such that
If n ∈ E and n ≤ i q , then n ∈ E q . Hence for i q−1 ≤ n ≤ i q , we have
On the other hand, if n ∈ E and i q−1 < n < i q , then n / ∈ E q and so ℓ(n)n 1−β f n ≤ 1/q. Hence lim sup n→∞, n ∈E ℓ(n)n 1−β f n ≤ 0. Combined with assumption (a), we deduce that lim n→∞, n ∈E ℓ(n)n 1−β f n = 0 and the last statement follows immediately. 
Second order asymptotics
In this section we prove results on second order asymptotics and higher order asymptotic expansions under assumptions on the asymptotics of µ(ϕ > n). Throughout, we suppose that ℓ(n) is asymptotically constant (and that β > 1 2 ). In Subsection 9.1, we consider the case when β ∈ ( 
Second order asymptotics for
We assume that µ(ϕ > n) = c(n −β + H(n)), where H(n) = O(n −2β ) and c > 0. (It is easy to relax this to the more general hypothesis that H(n) = O(n −q ), q > 1. However the formulas become more complicated and our assumption is satisfied by (1.1).)
Recall that c H =
sin βπ > 0, and that either d β,j = 0 for all j ≥ 1 or d β,j = 0 for all j ≥ 1. Moreover, the latter situation is typical. 
}.
Then
Remark 9.2 For β close to 1, we obtain higher order asymptotic expansions. There exist constants d β,j ∈ R, j ≥ 0 with d β,0 = d β , such that for each q = 0, 1, 2, . . .,
) ).
, 5 6 ] and so on.
Proof Specialising the proof of Proposition 7.4, we have
In the remainder of this subsection, we prove Theorem 9.1.
, where the sum is over those j ≥ 0 with (j + 1)β − j > 0.
. Now invert and note
Proposition 9.5 Let n ≥ 1, 0 < a < ǫn. Then
and the sums are over those j ≥ 0 with (j + 1)β − j > 0.
Proof By Proposition 9.4,
yielding the required result.
Proof of Theorem 9.1 By Lemma 5.1, n
Taking a = n 1/2 we obtain the error term O(n
) ) and the result follows from Proposition 9.5 and Corollary 4.2.
Second order asymptotics for β = 1
Theorem 9.6 Suppose that µ(ϕ > n) = c(n −1 + H(n)) where c > 0 and
Corollary 9.7 (log n)n
Proof As in the proof of Corollary 9.3, we have
where S j = O((log j) −2 ). Integration by parts yields
In the remainder of this subsection, we prove Theorem 9.6.
Proof Without loss of generality, we may suppose that q ∈ (1, 2). Recall that G(x) ≡ 0 for x ∈ [0, 1) and 1−G(x) = c(x −1 +H 1 (x)) for x ≥ 1 where
. Also,
(ii) (log n)
The integral splits up into three parts as in Lemma 5.1. As usual I 1 ≪ n −1 . Next,
Since a = O(n 1−δ ), we deduce that I 2 ≪ log(1 + π/a) (log n)
δ say, we obtain I 3 ≪ (log n)
Proof of Theorem 9.6 We use Proposition 9.8 to estimate a/n 0 cos nθ Re{(1 − λ(θ)) −1 } dθ, discarding all terms that are O((log n) −3 ), bearing in mind our eventual choice a = n 1 2 . First we note that for j ≥ 2,
In particular, taking j = 4 disposes of the O(θ −1 (log
Next we consider the θ −1 (log
term. Using properties of oscillatory integrals, a/n 1/n cos nθ θ −1 (log
and 1/n 0
Taking j = 3 and a = 1 in equation (9.1), we deduce that a/n 0
To deal with the θ −1 (log
term, we use the identity log n log 
Taking j = 2 and a = 1 in equation (9.1), we deduce that a/n 0 cos nθ θ −1 (log
which combined with Lemma 9.9 (taking a = n 1 2 ) gives the required result.
Convergence rates in the arcsine law
As mentioned in Remark 2.5, a consequence of Theorem 2.1 is that the DynkinLamperti arcsine law for waiting times holds when β > . In fact, the arcsine law holds for AFN maps for all β [45] . See also [39, 41] for more general transformations. Here we show that our results on second order asymptotics yield a convergence rate.
For Let ζ β denote a random variable distributed according to the B(1 − β, β) distribution:
}.
Let ν be an absolutely continuous probability measure on Y with density g ∈ B.
Then there is a constant C > 0 independent of ν such that
Proof Following Thaler [40] , we notice that
) ) uniformly on Y . Combined with the assumption on µ(ϕ > n), we obtain
Since functions of the form s −a (n − s) −b have only one turning point, replacing the sum in (9.2) by an integral introduces only three errors all of order g n −1 and so µ{
), where
Remark 9.11 (a) The proof shows that for any q ≥ 0,
where ζ β,k is the random variable with density proportional to
Here b β,0 = 1 and ζ β,1 = ζ β . Thus for β close to 1, we obtain asymptotic expansions to arbitrarily high order, and the error rate n −γ is optimal for β ≥ 3 4 [39] ). It is easily verified that the convergence rate in Corollary 9.10 holds also for
10 Convergence results for L n Sections 2 to 9 were concerned with the analysis of the sequence of renewal operators T n given by
An important issue is to study the iterates L n themselves. In Subsection 10.1, we show how convergence on Y implies convergence almost everywhere on X. In Subsection 10.2, we consider observables not supported on Y .
Convergence on X
Theorem 2.1 gives (uniform) convergence results on Y for observables v ∈ B. Recall that Y can be regarded as a first return set for both the underlying system f : X → X and the tower map f ∆ : ∆ → ∆ introduced in Subsection 2.4. We now show that observables v ∈ B enjoy pointwise convergence everywhere on ∆ and almost everywhere on X.
Proof Let p = (y, j) ∈ ∆. Then f −j ∆ p consists of the single preimage (y, 0) ∼ = y, and
As usual, π * p = π q = 1 and we have the standard propertiesπ1 = 1,ππ
Proof Suppose for contradiction that E ⊂ X is a set of positive finite measure such that everywhere on E, w n L nπ v fails to converge to A. By assumption, w n L n ∆ v → A almost everywhere on π −1 E. By Egorov's Theorem, there is a subset
is arbitrarily small, and since π has only countably many branches it follows from an ǫ/2 k argument that we can choose C = π −1 E ′ where E ′ is a positive measure subset of E.
In particular,
Proof Since v is supported on Y , we can regard v as an observable on ∆ or on X andπv = v. Also, 
Convergence for general observables
In this subsection, we enlarge the class of observables so that they need not be supported on Y . Define 
It is immediate that the third term converges to zero. Also |v j | is summable and lim n→∞ c j,n = 0 for each j, so the first term converges to zero. Similarly, the second term converges to zero since lim n→∞ S n−j w n = 0 for each j. This completes the proof of uniform convergence on Y .
To prove pointwise convergence on X, define u = π * v : ∆ → R and note that πu = v. Also define In the next result, we extend Theorem 2.3, and we drop the requirement that
Proposition 10.5 Let β ∈ (0, 1] and v ∈ B(X).
(a) For each y ∈ Y , there is a zero density set E ⊂ N such that
Proof Let w n = d 
Second order asymptotics on X
Under the assumptions of Theorem 9.1, we can investigate second order asymptotics in Theorem 10.4. For example, we have the following:
, 1) and that µ(ϕ > n) = cn −β + O(n −2β ) where c > 0. Suppose further that v ∈ B(X) and that (i)
− β and q > 1. Then
where γ = min{1 − β, β − , q − 1} if 3 2 − β < p < 1.
Proof The estimates follow from Theorem 9.1 and the proof of Theorem 10.4.
In this section, we apply our results to specific examples. In Subsection 11.1, we describe a method for verifying our functional-analytic hypotheses (H1), (H2), that suffices for our purposes. In Subsection 11.2, we consider situations where the first return map F : Y → Y is Gibbs-Markov. This includes the nonuniformly expanding maps studied by Thaler [38] and parabolic rational maps of the complex plane [6] . In Subsection 11.3, we consider the full class of AFN maps [44] . In Subsection 11.4, we specialise to the case of Pomeau-Manneville intermittency maps (1.1).
Verification of hypotheses (H1) and (H2)
In our examples, (H1) can be verified in the process of verifying (H2), so we focus on the latter. The standard approach (cf. [18, Lemma 6.7] and [37, Section 5] ) to (H2) proceeds via the following result. Proof By (1), it suffices to consider generalized eigenfunctions v ∈ L 2 for the operator R(z). 
In particular, for each n ≥ N we can choose y ∈ U such that f n y ∈ U and v(y) = v(f n y) = 0. Let 0 = k 0 < k 1 < · · · < k p = n be the successive return times of y to Y . Then T n y = F p y and n = ϕ p (y) = p−1 j=0 ϕ(F j y). Hence
Taking n = N and n = N + 1, we deduce that e iθ = 1 which is a contradiction.
Maps with Gibbs-Markov first return maps
A large class of examples covered by our methods are those with first return maps that are Gibbs-Markov. This includes parabolic rational maps of the complex plane (Aaronson et al [6] ) and Thaler's class of interval maps with indifferent fixed points [38] (in particular the family (1.1)). We recall the key definitions [3] . Let (X, µ) be a Lebesgue space with countable measurable partition α X . Let f : X → X be an ergodic, conservative, measurepreserving, Markov map transforming each partition element bijectively onto a union of partition elements. Recall that f is topologically mixing if for all a, b ∈ α X there exists N ≥ 1 such that b ⊂ f n a for all n ≥ N. Let Y be a union of partition elements with µ(Y ) ∈ (0, ∞). Define the first return time ϕ : Y → R and first return map F = f ϕ : Y → Y . Let α be the partition of Y consisting of nonempty cylinders of the form a ∩ ( n−1 j=1 T −j ξ j ) ∩ T −n α where a, ξ j ∈ α X , and a ⊂ Y , ξ j ⊂ X \ Y . Fix τ ∈ (0, 1) and define d τ (x, y) = τ s(x,y) where the separation time s(x, y) is the greatest integer n ≥ 0 such that F n x and F n y lie in the same partition element in α. It is assumed that the partition α separates orbits of F , so s(x, y) is finite for all x = y. Define the potential function p = log dµ dµ•F : Y → R. We require that p is uniformly piecewise Lipschitz: that is, p| a is d τ -Lipschitz for each a ∈ α and the Lipschitz constants can be chosen independent of a. We also require the big images condition inf a µ(F a) > 0. A Gibbs-Markov map is a Markov map with uniformly piecewise Lipschitz potential and satisfying the big images property. Proof Since the details can be found in [18, 37] , we only sketch the argument. By equation (8) in the proof of [18, Lemma 6.7] , there is a constant C > 0 such that R(z) n v ≤ C(|v| ∞ + τ n v ) for all v ∈ B, z ∈D, n ≥ 1. Since the unit ball in B is compact in L ∞ , it follows from [23] that the essential spectral radius of R(z) is at most τ establishing property (1) 
is a root of unity. The map f is parabolic if J contains no critical points and contains at least one rationally indifferent periodic point [11] Aaronson et al. [6, Section 9] establish a number of properties of parabolic rational maps. Such maps are topologically mixing, conservative and exact with respect to Lebesgue measure and possess a σ-finite invariant measure µ equivalent to Lebesgue. Moreover, there is a Gibbs-Markov first return map F = f ϕ : Y → Y where µ(Y ) ∈ (0, ∞). Criteria are given for µ(X) to be finite or infinite, and in the infinite case it is shown that µ(ϕ > n) ∼ Cn −β where C > 0 and β ∈ (0, 1]. For any η > 0, it is possible to choose τ ∈ (0, 1) so that C η (Y ) ⊂ Lip(Y ). By Corollary 11.5, our main results apply to Hölder observables supported on Y .
Example 11.7 (Thaler maps) Thaler [38] considers a class of topologically mixing one-dimensional maps f : X → X, X = [0, 1] for which there is a countable measurable partition {B(k) : k ∈ I} consisting of intervals, and a nonempty finite set J ⊂ I such that each B(j), j ∈ J, contains an indifferent fixed point x j with f ′ (x j ) = 1. It is required that
(3) For each j ∈ J there exists η > 0 such that f ′ is decreasing on (x j −η, x j ) ∩B(j) and increasing on (x j , x j + η) ∩ B(j).
Such a map f is conservative and exact with respect to Lebesgue measure, and admits an infinite σ-finite invariant measure µ equivalent to Lebesgue. As a special case of the construction in Zweimüller [45] , f has a Gibbs-Markov first return map F = f ϕ : Y → Y , where µ(Y ) ∈ (0, ∞). Furthermore, for every compact set C ⊂ X ′ (the complement of the indifferent fixed points), the first return set Y can be chosen to contain C. As shown in [38] , a sufficient condition for regularly varying return tail probabilities is that f has a "good" asymptotic expansion near each indifferent fixed point. For example, it suffices that f (
) as x → x j for each j ∈ J, where a j = 0, p j ≥ 1 and p = max j p j > 1. In this case µ(ϕ > n) ∼ Cn −1/p where C > 0. To summarise, suppose that f is a Thaler map and µ(ϕ > n) = ℓ(n)n −β is regularly varying with β ∈ (0, 1]. Set w(n) = d , 1], we obtain uniform convergence on compact subsets of X ′ . Moreover, we can consider a more general class of observables extending the class considered in [38] :
Theorem 11.8 Suppose that f : X → X is a Thaler map with regularly varying tails, β ∈ ( 
k v k is summable and it follows from Theorem 10.4 that lim n→∞ w(n)L n v = X v dµ uniformly on Y . Finally, given v of the form v = ξu, we approximate u from above and below by Hölder functions u ± . Then v is approximated from above and below by observables v ± = ξu ± for which uniform convergence holds. Since (v + − v − ) dµ can be made arbitrarily small, the result follows. It remains to verify the claim. Every point in X k has a preimage in Y . To simplify notation, suppose that such preimages are unique (otherwise specify one of the preimages and omit the other preimages in the argument below). Write (Lv)(x) = f x ′ =x g(x ′ )v(x ′ ) and (L n v)(x) = f n x ′ =x g n (x ′ )v(x ′ ) where g n (x) = g(x)g(f x) · · · g(f n−1 x). Similarly, write (Rv)(y) = F y ′ =y G(y where the summation is over those a with ϕ| a = k + 1, and y a is the unique point in a such that F y a = x. For Gibbs-Markov maps it is standard that 1 a G ≪ µ(a).
For the systems in [38] , f ′ is bounded and f is uniformly expanding on Y so that
Remark 11.9 As is evident from the proof, the condition that ξ is Hölder on X can be relaxed and it suffices that ξ is Hölder on each X k and satisfies µ(ϕ = k) 1 X k ξ C η (X K ) < ∞ for some η > 0.
AFN maps
Zweimüller [44, 45] (N) Nonuniform expansion: There is a finite set ζ ⊂ ξ such that each interval Z ∈ ζ has an indifferent fixed point x Z at one of its endpoints (so f x Z = x Z and f ′ (x Z ) = 1) such that f has a C 1 extension to Z ∪ x Z and T ′ is increasing (resp. decreasing) on Z if x Z is the left (resp. right) end point of Z. By the spectral decomposition theorem in [44] , any AFN map decomposes into basic sets that are topologically mixing up to a finite cycle. From now on we suppose that f : X → X is a topologically mixing AFN map. Such a map is conservative and exact with respect to Lebesgue measure, and admits an equivalent σ-finite invariant measure µ. The measure is infinite if and only if X includes an indifferent fixed point, and we suppose that this is the case. Let X ′ ⊂ X denote the complement of the indifferent fixed points.
Proposition 11.10 If f : X → X is a topologically mixing AFN map with µ(X) = ∞, and C is a compact subset of X ′ , then there exists a first return set Y with µ(Y ) ∈ (0, ∞) such that Y contains C, and such that the first return map F = f ϕ : Y → Y is AFU. Moreover, the Banach space B = BV (Y ) consisting of bounded variation functions on Y satisfies hypotheses (H1) and (H2).
Proof By [45, Lemma 8] , the first return map F is AFU. By [36] and [44, Appendix] ), B = BV (Y ) is a suitable Banach space. In particular, R(1) : B → B has essential spectral radius less than 1. The argument in [36] is extended by [5, Proposition 4] who show that there exist constants C > 0, τ < (0, 1) such that R(e iθ ) n v ≤ C(|v| 1 +τ n v ) for all v ∈ B, θ ∈ R, n ≥ 1. It is easy to extend this argument to cover R(z) for all z ∈D. (It should be noted that in our setting, the proof in [5] is greatly simplified since in [5] ϕ is not assumed to be locally constant and F is not required to satisfy Adler's condition or finite images.) Since the unit ball in B is compact in L 1 , property (1) of Proposition 11.1 again follows from [23] . Property (*) follows from [5, Theorems 1 and 2]: measurable solutions v are constant almost everywhere on "recurrent image sets" and there are plenty of such sets by [5, Theorem 3(4) ], yielding property (2) of Preposition 11.1. Again, (H1) can be verified en route to the estimate for R(z) n v (the crucial estimate is stated in [5, p. 57, line 10] and is a simple consequence of the AFU structure).
If in addition, µ(y ∈ Y : ϕ(y) > n) = ℓ(n)n −β is regularly varying with β ∈ (0, 1] (which includes the case when f has good asymptotic expansions near each indifferent fixed point as in Example 11.7), then again our main results apply. In particular, for β ∈ ( , 1] it follows that for every BV observable v : X → R supported on a compact subset of X ′ , lim n→∞ w(n)L n v = X v dµ uniformly on compact subsets of X ′ , where w n = d 
Parts (b) is proved using the argument in Proposition 10.5. To prove (c), by positivity of L n we can suppose without loss that v is µ-integrable and BV, so
Remark 11.11 (i) The proof of Theorem 1.1 shows that the hypotheses are easily generalised. In (a), it suffices that ξ is µ-integrable, µ(ϕ = k) 1 X k v BV (X k ) is summable, and u is Riemann-integrable. In (b), it suffices that v is µ-integrable and Riemann-integrable (and the result holds for all β). In (c), it suffices that |v| ≤ v ′ where v ′ is µ-integrable and BV.
(ii) For Thaler's maps, which are AFN with Gibbs-Markov first return maps, we can work with Hölder or BV norms.
(iii) For the Pomeau-Manneville map we obtain the stronger estimate
, so in Theorem 1.1(a) it suffices (somewhat remarkably) that ξ is µ-integrable and BV on each X k with the BV norms growing no faster than k β−ǫ .
Pomeau-Manneville maps
In this subsection, we verify that our results on second order asymptotics are applicable to certain Pomeau-Manneville intermittency maps, in particular the family (1.1) studied by Liverani et al. [31] . Write the invariant measure as dµ = h dm where m is Lebesgue measure and h is the density.
Proposition 11.12 Suppose that f : X → X is given as in (1.1) with β = 1/α ∈ (0, 1]. Then µ(ϕ > n) = cn −β + O(n −2β ) where c = 1 4
