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We address the steady-state entropy production rate (EPR) of active scalar φ4 theories, which lack
time-reversal symmetry, close to a phase-separation critical point. We consider both nonconserved
(Model A) and conserved (Model B) dynamics at Gaussian level, and also address the former at
leading order in ǫ = 4 − d. In each case, activity is irrelevant in the RG sense: the active model
lies in the same (dynamic Ising) universality class as its time-reversible counterpart. Hence one
might expect that activity brings no new critical behavior. Here we show instead that the EPR per
spacetime correlation volume either remains finite or diverges on approach to criticality. A nontrivial
critical scaling for entropy production thus ranks among universal dynamic Ising-class properties.
In active materials the individual particles are out of
equilibrium locally, constantly consuming energy that is
transformed into motion via self-propulsion [1–3]. Ac-
tivity gives rise to new physics that would not be ob-
served in passive equilibrium systems, like flocking [4–
7], and motility-induced phase separation (MIPS) [8–14].
In MIPS, separation into dense and dilute fluid phases
(denoted liquid and vapor) arises without attractive in-
teractions. This is because collisions between particles
heading in opposite directions have a long lifetime – the
orientational decorrelation time – that mimics an attrac-
tive pair interaction without detailed balance [8, 12, 13].
Coarse-graining of the microscopic dynamics of MIPS
gives continuummodels [8, 9, 11, 15, 16] which can be dis-
tilled into canonical form as dynamical φ4 stochastic field
theories [5, 6, 17]. These canonical theories are amenable
to renormalization group (RG) study [3, 20], not least
because of the absence of multiplicative noise. They
capture much of the known phenomenology of MIPS, at
least in the absence of hydrodynamic interactions (for
which see [22, 23]), including activity-induced violations
of the common-tangent construction for phase equilibria
[17, 24], and microphase separation into phases of finite
clusters surrounded by vapor and/or finite vapor bubbles
within a dense liquid [6].
Crucially, and distinctively, these active φ4 theories
contain terms that break time reversal symmetry (TRS).
In the simplest cases this is via a contribution to the local
chemical potential whose form prohibits the construction
of a global free energy functional [17]. Because the order
parameter φ is dynamically conserved (but see [25–28]
for exceptions) the models so far studied are mainly ex-
tensions of (passive) Model B; they are known as Active
Model B (AMB) and Active Model B+ [5, 6, 17]. (Recall
that passive Model B describes the conserved, diffusive
dynamics, with TRS, of a scalar field governed by a free
energy with a symmetric φ4 local term and a square gra-
dient correction [29–31].) However, to help understand
the effects of activity in fundamental terms, we introduce
and study below a simpler, non-conserved variant (Active
Model A, or AMA), again with a TRS-breaking chemical
potential contribution.
In this Letter we address the effects of activity on uni-
versal behavior close to a liquid-vapor critical point. Al-
though activity can create a richer phase diagram (featur-
ing strong coupling regimes [3] and/or microphase sepa-
ration [6]), our previous work on conserved systems close
to and above dimension d = 4 establishes that the leading
order active terms responsible for TRS breaking in our
active φ4 field theories are irrelevant, in the RG sense,
near the usual liquid-vapor critical point. It follows by
definition that, despite activity, such models then fall
within the conserved (Model B) or nonconserved (Model
A) dynamic Ising class [3].
We now ask the following question: Given that ac-
tivity is irrelevant, does this mean that the critical be-
havior of an active model is, effectively, passive? Our
answer, surprisingly, is no. This question is significant,
not just for the liquid-vapor critical point, but for other
cases where active models appear to lie within a pas-
sive universality class (see, e.g., [3, 16, 32]). To arrive
at our negative answer, we compute the RG flow of the
steady-state entropy production rate (EPR) of active φ4
models. We do this near the Gaussian fixed point (GFP,
which exists in all dimensions and is stable for d > 4) for
both AMA and AMB, and also near the fully nonlinear
Wilson-Fisher fixed point (WFFP) to order ǫ = 4 − d
in the simplest (nonconserved) case of AMA only. We
first identify a natural scaling for EPR in active systems
close to criticality, and show that near the GFP this scal-
ing still holds, despite the formal irrelevance of activity.
Remarkably, in d = 4 − ǫ we find that the critical EPR
close to the WFFP is much larger in magnitude than the
natural scaling would suggest.
Before giving our formal calculations of the steady-
state EPR per unit volume, which we denote σ, we first
identify its ‘natural’ scaling, as just referred to. Note first
that we are interested only in the singular part of σ (con-
nected with critical phenomena) just as, for static proper-
ties in equilibrium models, we are interested only in the
singular part of the free energy density f = − lnZ/V .
Here Z =
∫
e−F [φ]D[φ], with F the free energy func-
tional. This allows us to discard all terms independent
of the system’s correlation length, ξ ∼ ξ0t
−ν , where t is
2the dimensionless control parameter (in equilibrium, the
‘reduced temperature’) for the transition. In particular,
all terms that depend solely on the short cutoff, ξ0 (not
on t) can be ignored, even if they diverge as ξ0 → 0.
For a static equilibrium system near criticality, f ∼
ξ−d [2, 29]. This result lies behind the hyperscaling rela-
tion for the specific heat exponent: cV = −d
2f/dt2 ∼ t−α
with −α = νd − 2. Note that it applies not only for the
WFFP in Ising-class models, but also for the unstable
GFP found in d < 4 by tuning to zero the φ4 term in F .
(This tuning accesses a tricritical point in 3 < d < 4 [29].)
In d > 4 the GFP is stable, and hyperscaling still holds
for the fluctuation part of f , whose heat-capacity contri-
bution is, however, now subdominant to the mean-field
discontinuity. The robust hyperscaling result, f ∼ ξ−d,
can be simply interpreted in terms of ‘block-spins’ found
by successive coarse-graining and rescaling through the
Kadanoff transformation: once the coarse graining length
reaches ξ, the block-spins become independent. Thus, for
the purposes of f , there is one block-spin degree of free-
dom per correlation volume.
A simple extension of this reasoning argues that each
block-spin flips once per correlation time τ ∼ τ0(ξ/ξ0)
z,
where z is the usual dynamic exponent, and τ0 a mi-
croscopic time. So long as these block-flip events break
detailed balance, we expect an order-one entropy produc-
tion per event. (We use informatic units: kB = 1.) If so,
the entropy production scales as σ ∼ ξ−(d+z) ∼ tν(d+z).
Just as with f , all terms regular in t are discarded, includ-
ing any that diverge as ξ0 → 0. This is because we are
not interested here in the total calorific heat production,
which is dominated by microscopic irreversibility near the
short cutoff, but in the part of the EPR that quantifies
irreversibility at large scales near criticality [5].
In this context, the fact that σ vanishes (by the above
argument) as t→ 0 does not make it physically insignif-
icant. Indeed, f ∼ ξ−d also vanishes, yet it is clearly
significant, creating, inter alia, the cV divergence. We
argue instead that an effectively reversible critical dy-
namics can emerge only if σ vanishes faster than the nat-
ural scaling, tν(d+z). That is, if we define an exponent
θσ via ψ ≡ σξ
d+z ∼ t−θσ , where ψ is now the steady-
state EPR per spacetime correlation volume, the critical
dynamics remain effectively active unless θσ is strictly
negative, so that ψ vanishes at the critical point.
We find below that θσ is not negative but zero at the
Gaussian fixed point for Active Models A and B. More-
over, we show it is generically positive to order ǫ = 4− d
for the Wilson-Fisher fixed point of Active Model A. Our
results establish that irreversibility can remain important
in the critical regime for active models, even when these
share a dynamic universality class with reversible models.
We term this ‘stealth’ entropy production, and discuss it
further at the end of the paper.
The models of interest each obey a Langevin equa-
tion for the field φ such that the probability of a
path {φ(r, t)}t∈(0,T ) is defined by a distribution P [φ] =
e−A+[φ] with A+ a dynamical action detailed below. The
global steady-state EPR can be written using results
from stochastic thermodynamics (see [34]) as [5]:
S = lim
T→∞
1
T
〈
ln
P [φ]
PR[φ]
〉
. (1)
Here PR[φ] = e−A−[φ] is the probability of the time-
reversed path under the forward dynamics, and the av-
erage is over noise realizations in the steady state. Note
that S can be expressed in terms of the mismatch be-
tween response and correlator observables via a Harada-
Sasa type integral [5, 35].
Considering first AMA, the dynamical action takes the
form [1]:
A±[φ] =
1
4D
∫
ddr dt (φ˙± µ)(φ˙± µ) (2)
whereD sets the variance of a Gaussian white noise obey-
ing 〈η(r, t)η(r′, t′)〉 = 2Dδ(d)(r− r′)δ(t− t′) in the corre-
sponding Langevin equation for φ. This reads
φ˙ = −µ+ η (3)
in which µ = µE+µNE, where µE = δF/δφ is a chemical
potential deriving from the usual φ4 free energy
F =
∫
ddr
a
2
φ2 +
u
4
φ4 +
κ+ 2κ1φ
2
(∇φ)2. (4)
Here the irrelevant (passive) κ1 term must be included for
RG purposes [3], because it interacts with active terms
of the same order arising in µNE, as we see below.
By definition, µNE is not of the form δF/δφ for any F ,
thereby breaking TRS. To leading order in (∇, φ) it can
be written [3]
µNE = (λ+ κ1)(∇φ)
2. (5)
This notation ensures µ = aφ+ uφ3 − (κ+ 2κ1φ)∇
2φ +
λ(∇φ)2 so that κ1 and λ multiply distinct nonlinearities.
Note that κ1 = 0, λ 6= 0 in the specific active field theories
of [5, 6, 17], while equilibrium models have λ+ κ1 = 0.
Substituting A± into (1), and using the large T limit
to discard terms in
∫
ddr dt φ˙µE =
∫
dt F˙ , we find
σ =
S
V
=
−1
DV
∫
ddr〈µNEφ˙〉
= −〈µNEφ˙〉/D = 〈µNE(µ− η)〉/D
(6)
where we assume translational invariance so the spatial
integral cancels the factor 1/V . It is easily shown that
the corresponding results for AMB are the same as (2–6)
after substituting (µ, η) → (−∇2µ,−∇ · ~η), with ~η a d-
component Gaussian white noise of variance D, in (2,3)
and in the final member of (6) [3, 5].
3Because the coupling constants λ and κ1 are RG-
irrelevant, they vanish at the fixed point. The critical
behavior of σ is then computed in two stages, finding first
the flow of the coupling constants themselves, and sec-
ond that of the terms they multiply within the expression
for σ in (6). These terms are composite operators, whose
scalings can be calculated within the critical-point theory
directly [2], where φ → −φ symmetry is recovered. Av-
erages containing odd powers of φ thereby vanish, along
with the term multiplying the noise, since it represents
the average of an odd number of Gaussian noises when
expanded close to the WFFP.
It remains to find the RG flow of the even terms, which
for AMA are
σ = D−1〈µNE(λ(∇φ)
2 − 2κ1φ∇
2φ)〉cr (7)
where the average 〈·〉cr is over the stationary measure of
the passive φ4 theory at criticality. We now split this
entropy production into three terms, σ = σ1 + σ2 + σ3,
such that the coefficients of each term factorize into λ
and λ + κ1 (which have pure scalings in the RG flow as
exemplified in (11) below):
σ1 = D
−1λ(λ+ κ1)〈(∇φ)
4〉cr,
σ2 = −2D
−1(λ+ κ1)
2〈(∇φ)2φ∇2φ)〉cr,
σ3 = 2D
−1λ(λ + κ1)〈(∇φ)
2φ∇2φ)〉cr.
(8)
Notice that, written this way (effectively by adding 0 =
2(λ − λ)φ∇2φ to the parenthesis in (7)) all three terms
vanish separately in equilibrium where λ+ κ1 = 0.
The composite operators in σ have dimension ∇4φ4.
(We discard their non-critical UV divergences via dimen-
sional regularization [2].) These are the only terms that
survive when, close to either the GFP or the WFFP, we
recover φ→ −φ symmetry via vanishing λ, κ1. This limit
also allows us to neglect the noise term in the entropy
production, since the noise is just the zeroth-order field
and so gives odd terms when multiplied by µNE [37].
Recall that the Kadanoff transformation integrates
over a momentum shell (Λ,Λ/b), then rescales momenta
q → qb, frequencies ω → bzω and fields φ → b−χφ. The
correlation length flows as ξ → ξ/b. By holding D and κ
constant under this RG flow, the Gaussian and Wilson-
Fisher fixed points (ξ → ξ = ∞) can be accessed, and z
and χ identified for each.
The flows are simple near the GFP, where the quartic
coupling u in (4) either flows to zero (for d > 4) or is
held there by fiat, so as to access a tricritical point in
3 < d < 4 [2, 29]. The terms in σ (Eq. 8) are each of the
schematic form gigjD
−1∇4φ4 with gi = (λ, λ+ κ1). The
effects of the Kadanoff transformation are easily found:
gi → b
z+χ−2gi,
D → bz−d−2χD = b0D
∇4φ4 → b4−4χ∇4φ4
(9)
where the constancy of D fixes z = d+ 2χ, while that of
κ fixes 2χ = 2 − d. (Inserting these equalities into the
exponent for the gi confirms their irrelevance in d > 2.)
Exactly analogous results hold for AMB except that (i)
the schematic form is now gigjD
−1∇6φ4; (ii) an extra
factor b−2 appears in the gi, D scalings; (iii) the com-
posite operators scale as ∇6φ4 → b6−4χ∇6φ4; and (iv)
z = d+ 2 + 2χ.
Combining the above scalings, we obtain for both the
conserved and non-conserved dynamics
σ → bd+zσ (10)
which, since ξ → ξ/b, gives σ ∼ ξ−(d+z) ∼ tν(d+z). This
is precisely the natural scaling promised earlier, corre-
sponding to ψ ≡ σ ∼ ξd+z ∼ t−θσ with θσ = 0. Activity
is therefore significant near the GFPs of both AMA and
AMB, although the same universality classes include pas-
sive members (such as passive Models A and B) for which
σ vanishes identically.
Although its derivation involves static averages 〈·〉cr
taken within a linear theory (the Gaussian model), the
final result (10) describes models whose active couplings
are intrinsically nonlinear. This explains why the RG
approach is necessary, and its outcome nontrivial.
In the neighborhood of the Wilson-Fisher fixed point,
the calculation is more involved; we pursue it for AMA
only. The principle is the same, which is to find the scal-
ings of the coupling constants gi, and also of the com-
posite operators that they multiply in (8). The exponent
for each factor now has corrections of order ǫ = 4 − d
which we calculate as usual in a perturbative, one-loop,
RG [1, 2]. For the couplings we find (see [37])
λ→ bz+χ−2−ǫ/3λ,
λ+ κ1 → b
z+χ−2−ǫ/4(λ+ κ1).
(11)
Note that we have defined couplings as gi = (λ, λ + κ1)
rather than, say, (λ, κ1) because, as shown further in [37],
the chosen pair do not mix in the RG flow. (This is also
why we decomposed the entropy production in (8) above
into terms with pure gigj coefficients.) The same method
recovers the well known one-loop RG results for Model
A, namely ν = 1/2+ ǫ/12+O(ǫ2), χ = (2−d)/2+O(ǫ2)
and z = 2+O(ǫ2) [1]. The diagrams needed to calculate
(11) are shown in Fig. 1; see [37] for details.
Calculating anomalous dimensions for the composite
operators in (8) is more burdensome. The main compli-
cation is that operators of the same dimension can mix.
The bare dimension of a local operator with m fields and
n gradients is, from dimensional analysis, m(d−2)/2+n.
For operators of dimension 6 at d→ dc = 4 in φ
4 theory,
the calculation is done in [2]. For those of dimension 8
in a system of upper critical dimension 6, see [38]. The
situation might look simpler in d = 2 where all compos-
ite operators decompose into a small number of primary
4FIG. 1. One loop diagrams that contribute to λ and κ1 to
order ǫ. Lines are zeroth-order fields and the circle a bare
correlator. The three-point vertices carry interactions gi and
the four-point carries u.
FIG. 2. One-loop diagram contributing to the coefficients ai
to one loop order (to order ǫ). The wavy line indicates the
insertion of a composite operator.
fields [39], but in d = 2 our active terms are not irrele-
vant, so we do not know the measure 〈·〉cr in (8).
We can make progress in d = 4− ǫ, where σ in (8) con-
tains two operators of dimension 8 with 4 fields; there
are 7 of these operators in total [37], and all must be
treated together. (To order ǫ, or one loop, the only op-
erators that can mix with those in σ must likewise be
quartic in φ.) The calculation starts by adding the full
set of operators Ai with source fields ai to the action:
A → A+
∫
aiAi. Averages involving the Ai can then be
calculated through functional derivatives with respect to
the ai [2]. The restriction to four fields means that we
only need to calculate one type of diagram, Fig. 2.
This computation [37] defines a matrixMij that enters
the differential RG flow equations for the sources as
dai
db
= d˜ai +Mijaj , (12)
where, after adding the insertions into A, d˜ = −4 + z
is the naive scaling dimension of all the new parameters
ai, such that the added terms match the dimensions of
everything else in the action. Here Mij (detailed in [37])
is proportional to u and hence to ǫ, once it is evaluated
at the fixed point, where u = u∗ = κ2ǫΛ4/(9DΩd) +
O(ǫ2), where Λ is the cutoff and Ωd a geometric factor
(see [37]). Mij ’s left eigenvectors v
α
i = v
α, with α =
1...7, define a set of independent scaling exponents via the
corresponding eigenvalues (anomalous dimensions) δα as
dvα
db
= (d˜+ δα)vα. (13)
As outlined in [37], the eigenvalues are found as
δα = −ǫ
(
10
9
, 1, 1,
13
18
,
1
2
,
1
2
,
1
3
)
. (14)
All are negative, so that the most relevant eigen-
operators are those whose eigenvalues are of least mag-
nitude. The leading scaling of any Ai is that of the most
relevant eigen-operator onto which it has nonzero projec-
tion. For σ1 and σ2,3 in (8), the most relevant eigenvalues
are −13ǫ/8 and −ǫ/2 respectively. Combining these re-
sults with those for the gi in (11) we finally obtain, in
place of (10), the following scalings, where for each term
we have kept only the most relevant part:
σ1 → b
d+z+5ǫ/36σ1,
σ2 → b
d+zσ2,
σ3 → b
d+z−ǫ/12σ3.
(15)
Of these, σ3 is the leading term in the entropy produc-
tion near criticality. It behaves as σ2 ∼ ξ
−(d+z−ǫ/12),
so that ψ ∼ σξ(d+z) ∼ ξǫ/12 ∼ t−νǫ/12. We con-
clude that, generically, for AMA in 4 − ǫ dimensions,
θσ = νǫ/12 + O(ǫ
2) is strictly positive. The critical en-
tropy production is accordingly larger in magnitude than
the natural scaling, by a factor that diverges as t→ 0.
The physics of a divergent reduced entropy production,
ψ ∼ t−θσ with θσ > 0, is not yet clear and merits further
study. Anomalous dimensions θ such as θσ for physical
quantities can in some cases be associated with a fractal
dimension, such that the ‘mass’ of that quantity within a
spatial correlation volume scales as m ∼ ξθ. This would
imply that entropy is produced across a cascade of spa-
tial scales between the correlation length ξ and the short
cutoff ξ0. (The latter is always implicated when θσ 6= 0 in
the sense that ψ ∼ t−θσ ∼ (ξ/ξ0)
θσ/ν .) While plausible,
such a geometric interpretation is far from guaranteed,
especially as θσ could equally signify anomalous scaling
in the temporal rather than spatial domain.
So far, we have not discussed the sign of σ3. The
operator average 〈(∇φ)2φ∇2φ〉cr is of definite but un-
known sign, while the sign of the prefactor in (8) de-
pends on input parameters, because (11) implies that
neither λ nor λ + κ1 changes sign under the flow. A
negative σ is not excluded physically, since the RG cal-
culation extracts only the critical part of the EPR and
ignores large, t-independent positive contributions from
the short-scale cutoff. (These can cause the total EPR to
scale as σ+const. ξ
−(d+z)
0 , say.) Nonetheless, the negativ-
ity of σ in some parameter regions requires further study
and interpretation, perhaps along lines used elsewhere to
explain sign-reversals of σ on integrating out microscopic
degrees of freedom such as chemical reactions [40].
In conclusion, further studies are needed to clarify the
character and interpretation of the steady-state EPR, σ,
close to the critical points of active field theories. Our
work motivates such studies by showing that ψ ∼ σξ(d+z)
is governed by a nontrivial scaling exponent and can be fi-
nite, or even divergent, on approach to the critical point.
This holds although the active models we studied are
members of the conserved (Model B) and non-conserved
5(Model A) Ising universality classes, differing from other,
passive members only by RG-irrelevant terms. An expo-
nent for EPR should thus be viewed as part of the univer-
sal behavior of such classes, albeit with an amplitude that
vanishes for all their reversible members. This ‘stealth
entropy production’ scenario is very different from one in
which σ vanishes fast enough that active class members
become effectively passive at criticality. It would be in-
teresting to seek examples of both scenarios in a wider
range of models than those considered here.
Acknowledgments: We thank Cesare Nardini for many
useful discussions. FC is funded by EPSRC DTP IDS
studentship, project number 1781654. Work funded in
part by the European Research Council under the EU’s
Horizon 2020 Programme, grant number 760769. MEC
is funded by the Royal Society.
[1] S. Ramaswamy. The mechanics and statistics of active
matter. Ann. Rev. Cond. Mat. Phys, 1:323–345, 2010.
[2] S. Ramaswamy. Active matter. J. Stat. Mech. Theory
Exp., 2017(5):054002, 2017.
[3] M. C. Marchetti, J. F. Joanny, S. Ramaswamy, T. B. Liv-
erpool, J. Prost, M. Rao, and R. A. Simha. Hydrodynam-
ics of soft active matter. Rev. Mod. Phys., 85(3):1143,
2013.
[4] T. Vicsek, A. Cziro´k, E. Ben-Jacob, I. Cohen, and
O. Shochet. Novel type of phase transition in a system
of self-driven particles. Phys. Rev. Lett., 75(6):1226, 1995.
[5] J. Toner and Y. Tu. Flocks, herds, and schools: A quan-
titative theory of flocking. Phys. Rev. E, 58:4828, 1998.
[6] J. Toner and Y. Tu. Long-range order in a two-dimensional
dynamical XY model: How birds fly together. Phys. Rev.
Lett., 75(23):4326–4329, 1995.
[7] A. P. Solon, H. Chate´, and J. Tailleur. From phase
to microphase separation in flocking models: The essen-
tial role of nonequilibrium fluctuations. Phys. Rev. Lett.,
114(6):068101, 2015.
[8] M. E. Cates and J. Tailleur. Motility-Induced Phase Sep-
aration. Annual Review of Condensed Matter Physics,
6(1):219–244, 2015.
[9] J. Tailleur and M. E. Cates. Statistical mechanics of
interacting run-and-tumble bacteria. Phys. Rev. Lett.,
100:218103, 2008.
[10] I. Buttinoni, J. Bialke´, F. Ku¨mmel, H. Lo¨wen,
C. Bechinger, and T. Speck. Dynamical clustering and
phase separation in suspensions of self-propelled colloidal
particles. Phys. Rev. Lett., 110:238301, 2013.
[11] J. Stenhammar, D. Marenduzzo, R. J. Allen, and M. E.
Cates. Phase behaviour of active brownian particles: the
role of dimensionality. Soft Matter, 10(10):1489–1499,
2014.
[12] Y. Fily, S. Henkes, and M. C. Marchetti. Freezing
and phase separation of self-propelled disks. Soft Matter,
10(13):2132–2140, 2014.
[13] Y. Fily and M. C. Marchetti. Athermal phase separation
of self-propelled particles with no alignment. Phys. Rev.
Lett., 108:235702, 2012.
[14] F. D. C. Farrell, M. C. Marchetti, D. Marenduzzo, and
J. Tailleur. Pattern formation in self-propelled parti-
cles with density-dependent motility. Phys. Rev. Lett.,
108:248101, Jun 2012.
[15] J. Stenhammar, A. Tiribocchi, R. J. Allen, D. Maren-
duzzo, and M. E. Cates. Continuum theory of phase sep-
aration kinetics for active Brownian particles. Phys. Rev.
Lett., 111:145702, Oct 2013.
[16] T. Speck, J. Bialke´, A. M. Menzel, and H. Lo¨wen. Ef-
fective Cahn-Hilliard equation for the phase separation of
active Brownian particles. Phys. Rev. Lett., 112:218304,
May 2014.
[17] R. Wittkowski, A. Tiribocchi, J. Stenhammar, R. J.
Allen, D. Marenduzzo, and M. E. Cates. Scalar ϕ4 field
theory for active-particle phase separation. Nat. Com-
mun., 5, 2014.
[18] C. Nardini, E. Fodor, E. Tjhung, F. van Wijland,
J. Tailleur, and M. E. Cates. Entropy production in field
theories without time-reversal symmetry: Quantifying the
non-equilibrium character of active matter. Phys. Rev. X,
7:021007, 2017.
[19] E. Tjhung, C. Nardini, and M. E. Cates. Cluster phases
and bubbly phase separation in active fluids: Reversal of
the Ostwald process. Phys. Rev. X, 8:031080, 2018.
[20] F. Caballero, C. Nardini, F. van Wijland, and M. E.
Cates. Strong coupling in conserved surface roughening:
A new universality class? Phys. Rev. Lett., 121:020601,
2018.
[21] F. Caballero, C. Nardini, and M. E. Cates. From bulk
to microphase separation in scalar active matter: A per-
turbative renormalization group analysis. J. Stat. Mech.,
123208, 2018.
[22] A. Tiribocchi, R. Wittkowski, D. Marenduzzo, and
M. E. Cates. Active Model H: Scalar active matter in a
momentum-conserving fluid. Phys. Rev. Lett., 115:188302,
Oct 2015.
[23] R. Singh and M. E. Cates. Hydrodynamically interrupted
droplet growth in scalar active matter. Phys. Rev. Lett.,
123:148005, Oct 2019.
[24] A. P. Solon, J. Stenhammar, M. E. Cates, Y. Kafri, and
J. Tailleur. Generalized thermodynamics of phase equilib-
ria in scalar active matter. Phys. Rev. E, 97:020602, Feb
2018.
[25] M. E. Cates, D. Marenduzzo, I. Pagonabarraga, and
J. Tailleur. Arrested phase separation in reproducing bac-
teria creates a generic route to pattern formation. Proceed-
ings of the National Academy of Sciences, 107(26):11715–
11720, 2010.
[26] T. Grafke, M. E. Cates, and E. Vanden-Eijnden.
Spatiotemporal self-organization of fluctuating bacterial
colonies. Phys. Rev. Lett., 119:188003, Nov 2017.
[27] D. Zwicker, A. A. Hyman, and F. Ju¨licher. Suppression
of Ostwald ripening in active emulsions. Phys. Rev. E,
92:012317, Jul 2015.
[28] C. A. Weber, D. Zwicker, F. Jlicher, and C. F. Lee.
Physics of active emulsions. Reports on Progress in
Physics, 82(6):064601, apr 2019.
[29] P. M. Chaikin and T.C. Lubensky. Principles of Con-
densed Matter Physics. Cambridge University Press, 2000.
[30] P. C. Hohenberg and B. I. Halperin. Theory of dynamic
critical phenomena. Rev. Mod. Phys., 49:435, 1977.
[31] N. Goldenfeld. Lectures on phase transitions and the
renormalization group. CRC Press, 2018.
[32] L. Chen, C. F. Lee, and J. Toner. Mapping two-
dimensional polar active fluids to two-dimensional soap
1and one-dimensional sandblasting. Nature Communica-
tions, 7:12215, 2016.
[33] D. J. Amit and V. Mart´ın-Mayor. Field Theory, the
Renormalization Group, and Critical Phenomena. World
Scientific Publishing Co., 2005.
[34] U. Seifert. Stochastic thermodynamics, fluctuation the-
orems, and molecular machines. Reports on Progress in
Physics, 2012.
[35] T. Harada and S. Sasa. Energy dissipation and viola-
tion of the fluctuation-response relation in nonequilibrium
langevin systems. Phys. Rev. E, 73:026131, Feb 2006.
[36] U. C. Ta¨uber. Critical Dynamics. Cambridge University
Press, 2014.
[37] Supplemental material.
[38] D. J. Amit, D. J. Wallace, and R. K. P. Zia. Universality
in the percolation problem—anomalous dimensions of ϕ4
operators. Phys. Rev. B, 15:4657–4666, May 1977.
[39] J. Cardy. Scaling and Renormalization in Statistical
Physics. Cambridge University Press, 1996.
[40] T. Markovich et al. Manuscript in preparation.
Supplemental Material:
Stealth entropy production in active field theories near Ising-class critical points
The supplemental material consists of two parts and contains technical aspects of the calculations described in the
main text. The first part is the calculation of the RG flow of the parameters λ and κ1, to get equation (11) of the
main text. The second part is the calculation of the anomalous dimension of each operator that forms part of the
entropy production. Both parts are standard RG calculations, following the methods of [S1] and [S2] for the first and
second sections respectively.
COMPUTATION OF THE FLOW OF λ, κ1 IN ACTIVE MODEL A
This is the calculation of the RG flow of parameters of a dynamic theory. To order ǫ, and above 2 dimensions, so
that both parameters remain irrelevant, we only need to calculate, to 1 loop, the diagrams of Figure 1 of the main
text. The computation is completely equivalent to the one done for the same diagrams in [S3], except that in this
computation the correlator and propagator are the ones of Active Model A (instead of Active Model B), for which
we write the equation of motion according to the main text:
φ˙ = −aφ− uφ3 + κ∇2φ− λ(∇φ)2 + 2κ1φ∇
2φ+ η. (1)
The loop integral will contain the propagator G0 and correlator C0 of the linear equation of motion, since we
perturb in vanishingly small nonlinearities. These are
G0(q, ω) =
1
−iω + a+ κq2
,
C0(q, ω) =
2D
ω2 + (a+ κq2)2
.
(2)
We use the following short-hand notation for the integral sign, which integrates out completely the time domain,
and integrates the space domain in a thin shell close to the cutoff Λ:
∫
k,Ω
=
∫ ∞
−∞
dΩ
2π
∫ Λ
Λ/(1+db)
ddk
(2π)d
. (3)
The loop integral for the sum of both diagrams can then be written as
−u
∫
k,Ω
C0(k,Ω)
(
g(q, k, q−k)G0(q−k,−Ω)+
1
2
g(q′−k,−k, q′)G0(q
′−k,−Ω)+
1
2
g(q−q′−k,−k, q−q′)G0(q−q
′−k,−Ω)
)
(4)
where g(k1, k2, k3) is the vertex function
g(k1, k2, k3) = −κ1(k
2
2 + k
2
3) + λk2 · k3, (5)
that comes from λ and κ1 terms in the Fourier transform of the equation of motion. The first term of the parenthesis
comes from the first diagram, while the remaining two terms in g(k1, k2, k3) come from the second. (Do not confuse
the notation g for vertex functions here with the gi of the main text which are the coupling constants.)
2The result of this integral, calculated for the interval of momenta we integrate out (Λ/(1 + db),Λ), and evaluated
at zero mass, is
9u¯κ1Ωd
4Λ4
(
q2 + 2q′2 − 2q · q′
)
db+
3u¯λΩd
4Λ4
(
−q2 + 2q′2 − 2q · q′
)
db, (6)
where Ωd = Sd/(2π)
d, with Sd the surface of a d dimensional sphere, and where u¯ = Duκ
−2 is the reduced interaction
parameter in terms of which we write the flow. The fixed point is found for this parameter as u¯∗ = ǫΛ4/(9Ωd). The
above expression can be rewritten, by manipulating the wavevector terms, as a sum of two terms in the form of the
two terms of g(k1, k2, k3), so that we can identify the contributions to λ and κ1:
3u¯(3κ1 − λ)Ωd
4Λ4
(
q′2 + (q − q′)2
)
db−
3u¯λΩd
Λ4
(q′ · (q − q′)) db. (7)
Integrating over the wavenumber shell gives intermediate values for λ and κ1. These can be read off the above
equation, whose first term contains the Fourier transform of (φ∇2φ) and the second that of (∇φ)2. Expanding also to
ǫ order (which is a trivial expansion since both terms are proportional to u, whose fixed-point value is u¯∗ = Λ4ǫ/(9Ωd))
we obtain
λI = λ−
λǫ
3
db,
κ1,I = κ1 −
κ1ǫ
4
db+
λǫ
12
db.
(8)
Notice that, as usual, the flow does not depend on the cutoff Λ when we work around the Wilson-Fisher fixed point,
in the sense that the value of the fixed point itself depends on the cutoff, but not the scaling of operators.
From these intermediate values, the last step is to rescale the equation of motion using the appropriate scaling
exponents, as described in the main text, to find the transformation of the parameters. After sending the scale factor
b→ 1 + db+O(db2) to obtain differential equations for the flow, we find
dλ
db
= (z + χ− 2)λ−
λǫ
3
,
dκ1
db
= (z + χ− 2)κ1 −
κ1ǫ
4
+
λǫ
12
.
(9)
where the terms of order ǫ0 arise as the differential version of the scaling of the couplings gi in (9) of the main text,
and the terms in ǫ1 follow directly from the intermediate values given above.
If we now rewrite this flow in terms of λ and λ+ κ1, we obtain
dλ
db
= (z + χ− 2)λ−
λǫ
3
,
d(λ+ κ1)
db
= (z + χ− 2)(λ+ κ1)−
ǫ
4
(λ+ κ1),
(10)
so that there is no longer any mixing between parameters. This allows us to write equation (11) of the main text and
obtain the corrections to the scaling of the entropy production. Note that the non-mixing between λ + κ1 and other
couplings is a necessary feature since this parameter vanishes in equilibrium; therefore if it starts at zero, it must
remain there under the RG flow.
COMPUTATION OF THE ANOMALOUS DIMENSIONS OF THE COMPOSITE OPERATORS
As mentioned in the main text, to calculate the anomalous dimension of the operators of the entropy production,
we need in principle to take into account all other operators that, in 4 dimensions, have the same dimension as those
featuring in the entropy production σ. To one loop (order ǫ), there is mixing only among operators that separately
contain the same number of gradients and fields, namely 4 gradients and 4 fields in the case of Active Model A. The
number of linearly independent operators is then seven. Mixing among these operators arises because, starting with
the two that appear in the entropy production, each RG step generates all seven of them, so we need to calculate
their flow equations as a coupled system.
3The operators in question are the following, written in real and Fourier space
A1 = φ
3∇4φ→
1
4
∑
q4i ,
A2 = φ
2∇φ · ∇(∇2φ)→
1
12
∑
q2i qi · qj ,
A3 = φ
2∇2φ∇2φ→
1
6
∑
q2i q
2
j ,
A4 = φ
2(∇α∇βφ)
2 →
1
6
∑
(qi · qj)
2,
A5 = φ∇
2φ(∇φ)2 →
1
12
∑
q2i qj · qk,
A6 = φ∇α∇βφ∇αφ∇βφ→
1
12
∑
qi · qjqi · qk,
A7 = (∇φ)
4 →
1
3
∑
qi · qjqk · ql,
(11)
where the sums are to be taken over the wavevector indices subject to a restriction that different indices must never
take the same value. Note that the entropy production directly involves only A5 and A7.
The value of the diagram of Figure 2 of the main text contains the contribution of each of the seven operators to
every other operator. If these are added to the action of the system with fields ai: A → A +
∫
aiAi, the one loop
diagram defines a matrix Mij , such that the intermediate values (after integration over eliminated momenta) can now
be written
ai,I = ai +Mijajdb. (12)
Here the matrix Mij is proportional to u, and so proportional to ǫ once it is evaluated at the fixed point, at which
u¯ = u¯∗ as discussed above. The matrix Mij is as follows:
Mij =
ǫ
9


−9 32 0 −3 −
3
4
3
8 0
0 − 92 0 −9 0
3
2 −6
0 0 −3 0 − 34 −
1
8 −1
0 0 0 −12 0 2 −5
0 0 0 1 − 92 −
3
2 −4
0 0 0 −4 0 − 152 −2
0 0 0 0 0 − 34 −6


. (13)
we calculate explicitly one of the columns of Mij below. The rest of the calculation of Mij is similarly standard, but
long, and will appear in [S4]. As explained in the main text, the left eigenvectors of this matrix define the operators
for which an anomalous dimension is well defined, as they are the directions in the space of these operators in which
no other operator is generated. The decomposition of any arbitrary operator into these eigenvectors allows us to find
the least irrelevant (in the RG sense) anomalous dimension involved in the scaling of any given operator [S2].
Put differently, the RG flow for the composite operators must be analyzed by decomposing each ai as a sum of the
eigenvectors of Mij , each of which has a pure scaling. The leading-order scaling of each of the ai, on approach to the
fixed point, will be given by the least irrelevant among the eigenvectors for which the given ai has nonzero projection.
To illustrate the calculation of the matrix Mij we follows the standard treatment of [S2], except that here instead
of the free energy we use the Martin-Siggia-Rose action of the model, which is calculated from the Onsager-Machlup
action (equation (2) of the main text) in also a completely standard way [S1]. Therefore, the diagram in Figure 2
of the main text has one loop with one propagator and one correlator between Gaussian fields. The vertex itself is
made of the Fourier transform of each of the seven operators A1−7 introduced above. The idea is to calculate the
diagram for each of the seven operators. Each will have a different low frequency expansion that can, in principle, be
absorbed into either the operator itself or into any of the other six in some combination. A generic term in Mij gives
the contribution of Aj to ai, so that each operator gives one column of the matrix. We show the computation here
for A7 as an example.
Since the vertex only mixes frequencies of the four outcoming fields φ, we can write the diagram as follows,
−36a7u
12
∫
k,Ω
g(k, qi, qj)C0(k,Ω)G0(−k − qi − qj ,−Ω)+
symmetrized terms,
(14)
4where the vertex function is now the one for A7, also written in a symmetrized way
g(k, q1, q2) =
−1
3
(
k · q1q2 · (−k − q1 − q2)+
k · q2q1 · (−k − q1 − q2)+
q1 · q2k · (−k − q1 − q2)
)
.
(15)
Above, “symmetrized terms” refers to all terms that are produced by permuting the outcoming wavevectors qi, and
by doing the integral over the δ(q −
∑
i qi) to write the correlator with either (i) the two wavevectors of the vertex
of the insertion of Ai: G0(−k − qi − qj); or (ii) with the two wavevectors of the u vertex: G0(−k + qi + qj). There
are twelve terms after doing this, thus the 1/12 at the front of the loop integral. Lastly, the 36 is just the symmetry
factor. This makes it easier to identify each resulting term with each of the Ai operators.
After integrating the loop frequency, we obtain a series of terms, all proportional to u¯a7ΩdΛ
−4db, in which the four
wavevectors qi are multiplied with each other in different combinations of dot products. Now we identify each term
with each particular Fourier form of the Ai, for example, a term of the form q
2
1q
2
2 would be absorbed by A3, and so
would be part of M3,7. We find this particular loop diagram to contribute
u¯a7ΩdΛ
−4db
(
− 6A˜2 − A˜3 − 5A˜4 − 4A˜5 − 2A˜6 − 6A˜7
)
, (16)
where the tilde refers to the Fourier transform of each operator (see (11)). After substituting u¯ → u¯∗ = ǫΛ4/(9Ωd),
we find the prefactor of each A˜i to be each term of the seventh column of Mij . This has to be repeated for each
operator to get each column of Mij ; see [S4] for details.
We finally return to the entropy production σ, where the decomposition of both operators of interest into the
eigenvectors of Mij is just a linear algebra problem. Call v
α the eigenvector of each eigenvalue δα, where α takes
values from 1 to 7. We label these in order of increasing (that is, decreasingly negative) eigenvalue; with this
convention, the eigenvalues are readily found to be
δα = −ǫ
(
10
9
, 1, 1,
13
18
,
1
2
,
1
2
,
1
3
)
. (17)
Also the eigenvectors (not normalized) corresponding to each δα are found as
v1 = (0, 0, 0, 2, 0,−1, 2),
v2 = (−54, 18, 0,−3,−9, 0, 19),
v3 = (−84, 28, 0,−30,−14, 19, 0),
v4 = (0, 0, 0, 8, 0,−11, 36),
v5 = (0,−11, 0, 12,−9, 0, 28),
v6 = (0,−33, 0, 36, 1, 7, 0),
v7 = (0, 0, 28,−2,−14, 1, 12).
(18)
Thus, to calculate the scalings of the composite operators, we need to know the eigenvector(s) onto which any given
operators have nonzero projection. However their particular norm is unimportant, as are the numerical coefficients of
the projection.
We arrive by this route at the following decomposition for the operators A5 and A7 that arise in the expression for
the entropy production (Eq. (8) of the main text):
A˜7 =
3
7
v1 +
−7
95
v2 +
9
190
v3 +
3
70
v4,
A˜5 =
5
7
v1 +
−14
95
v2 +
9
95
v3 +
17
140
v4 +
−3
28
v5 +
1
28
v6.
(19)
Having labelled the eigenvalues in order of decreasing negative magnitude, it is now the last nonzero term of each
such decomposition that sets the leading (order ǫ) correction to the scaling of each operator. The results in the main
text for the scalings of σ1,2,3 then follow directly.
5We finish with a comment about the conserved model variants, Active Model B (AMB) and AMB+. As summarized
in the main text, their calculation near the Gaussian fixed point is no harder than for AMA. The same is not true
for the ǫ-expansion of the entropy production rate which we do not pursue here. This is because, in AMB, σ has
dimensions of ∇6φ4, for which the operator mixing involves 20 different operators instead of 7. For AMB+ the same
holds, except there is an additional active term entering the current equation that makes the entropy production non-
local unless written as in terms of currents and not fields [S5, S6], making the ǫ-expansion even more complicated.
Since the “stealth EPR” phenomenology of interest is already present in AMA for which the calculations, as outlined
above, are more manageable, we have restricted ourselves to this model in the present work.
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