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Remarques préliminaires. Ce mémoire présente de manière synthétique une sélection de
travaux, depuis ma thèse soutenue en septembre 2004 jusqu’au printemps 2016. Pour faciliter
la lecture du document, les références bibliographiques dont je suis co-auteur sont indiquées de
manière numérique, en caractères gras ([1],[3]. . .), les autres références étant indiquées sous
forme alphanumérique ([FB81],[Mal99]. . .). La liste de mes publications et la bibliographie
générale figurent à la fin de ce mémoire. Pour limiter les risques d’ambiguïtés, certains termes
techniques seront employés en langue anglaise, et apparaîtront alors en italique. Enfin, par
abus de langage, le terme « caméra » fera généralement référence à un appareil photographique
prenant des images sans continuité temporelle.
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1.1 L’analyse et le traitement des images
L’analyse d’images est la discipline scientifique qui vise à extraire de l’information à par-
tir d’une ou plusieurs images. La première formalisation moderne de l’analyse des images
vient sans doute des psychologues de la perception, en particulier des Gestaltistes comme
Max Wertheimer [Wer23] qui définissent la notion de forme comme une structure émergeant
d’un certain nombre de lois naturelles. Fred Attneave [Att54], dans les années 1950, étudie la
perception sous l’angle de la théorie de l’information, et constate que l’information visuelle
est particulièrement redondante, de la même manière que Claude Shannon mit en évidence la
redondance de l’information dans la succession des lettres de l’anglais imprimé [Sha48]. Dans
une expérience célèbre, Attneave montre qu’une image de chat réduite à trente-huit points
de courbure maximale reliés par des segments suffit à la reconnaissance. L’analyse des images
serait donc basée sur un nombre restreint de caractéristiques saillantes. Avec l’apparition des
ordinateurs et l’essor du traitement numérique des images, de nombreux chercheurs ont contri-
bué à développer la nouvelle discipline qu’était la vision artificielle, de manière à permettre
l’analyse algorithmique des images à l’aide de l’outil informatique. Les premiers travaux se
font en parallèle aux avancées des neuro-physiciens qui formalisent l’étude des très bonnes
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performances du cortex visuel humain. David Marr [Mar82] formalise la perception visuelle
comme une succession d’opérations allant de l’image (un champ d’intensité lumineuse) au
« schéma fondamental » (primal sketch, fait de points caractéristiques particuliers provenant
de détecteurs de contours ou d’extrema de courbure par exemple) puis au modèle dit 2D-1/2
de l’image représentant les surfaces visibles des objets composant la scène et leurs profondeurs
relatives, le modèle 3D de la scène étant finalement composé de primitives volumiques placées
les unes par rapport aux autres dans une organisation hiérarchique. Pendant de nombreuses
années, la communauté scientifique a cherché à construire des outils algorithmiques permet-
tant une approche pyramidale proche de celle formalisée par Marr. Les questions posées dans
ce cadre sont diverses. Quels sont les meilleurs descripteurs de bas niveau pour tel ou tel
problème ? Comment les hiérarchiser pour détecter des structures intermédiaires ? Comment
en tirer une représentation sémantique du monde, ou en déduire une loi de commande d’un
robot, ou détecter un colis suspect sur un quai ? Notons que cette approche ne semble pas
rendue obsolète par l’explosion récente des performances des réseaux de neurones artificiels
et de l’apprentissage profond : on peut supposer que la compréhension de ce qu’apprennent
effectivement ces réseaux et des structures qui en émergent pourrait permettre d’affiner la
modélisation de la pyramide perceptive.
Les travaux décrits dans ce mémoire s’inscrivent dans le cadre général de l’analyse des
images numériques. La première partie traite de l’appariement de points d’intérêt et du pro-
blème dit de la structure et du mouvement. À partir d’une ou de plusieurs images, l’objectif
est d’apparier des points d’intérêt extraits indépendamment dans les images, de manière à
ce qu’ils soient la projection du même point de la scène. De ces appariements, il est possible
de déterminer un modèle de la scène tridimensionnelle et de calculer la position des caméras
ayant généré les images. Il s’agit, d’un certain point de vue, de réaliser le programme de Marr,
même si nous nous limiterons à des modèles de scène non structurés. La seconde partie du
mémoire porte sur un aspect inhérent à la formation des images, à savoir le bruit. La nature
quantique des photons fait que l’intensité lumineuse mesurée en un photosite d’un capteur
numérique présente des fluctuations aléatoires, générant du bruit dans l’image finale. Nous
nous intéressons aussi au bruit périodique se traduisant comme une perturbation texturée
superposée à l’image. Enfin la troisième partie présente une application pratique du traite-
ment et de l’analyse des images, dans le cadre d’une collaboration interdisciplinaire. Nous
proposons l’analyse de différentes méthodes utilisées en mécanique des solides expérimentale
pour caractériser par un procédé d’imagerie les déformations d’un matériau soumis à un test
de compression ou de traction. Le bruit dans les images numériques apparaît comme un des
principaux éléments limitant la résolution des méthodes employées. Nous nous sommes atta-
chés à caractériser les performances métrologiques de ces méthodes, et nous avons proposé
l’étude de problèmes originaux de l’analyse et du traitement des images issues de ce problème
pratique.
1.2 Contributions scientifiques
Après une courte description de mon parcours scientifique, les principaux travaux décrits
dans ce mémoire sont résumés. Cette section comprend également une liste des thèses et
stages encadrés, ainsi qu’une liste de réalisations logicielles distribuées publiquement.
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1.2.1 Cheminement
Après un cursus en mathématiques à l’École Normale Supérieure de Cachan et à son an-
tenne de Rennes (à présent École Normale Supérieure de Rennes), j’ai soutenu une thèse en
septembre 2004 au Centre de Mathématiques et Leurs Applications (CMLA, UMR 8536) à
l’ENS de Cachan, sous la direction de Jean-Michel Morel. Mon travail de thèse portait sur
la formalisation d’un problème de l’analyse des images, à savoir la définition de la notion de
forme géométrique et l’appariement des formes entre images. Plus précisément, il abordait les
problèmes de la détection des formes comme des lignes de niveau significativement contras-
tées [18], d’appariement de descripteurs semi-locaux de formes invariants par transformations
affines [17, 20], et de détection de groupes de formes appariées dans une classification hié-
rarchique [16], dans le cadre de la théorie statistique de détection a-contrario [DMM08]. Une
présentation complète de ces travaux ainsi que diverses extensions sont disponibles dans le
livre [1].
Les principales publications relatives à ces travaux sont :
[1] F. Cao, J.L. Lisani, J.-M. Morel, P. Musé, and F. Sur. A theory of shape identification. Number
1948 in Lecture Notes in Mathematics. Springer, 2008. 264 pages.
[16] F. Cao, J. Delon, A. Desolneux, P. Musé, and F. Sur. A unified framework for detecting
groups and application to shape recognition. Journal of Mathematical Imaging and Vision, 27(2):91–
119, 2007.
[17] P. Musé, F. Sur, F. Cao, Y. Gousseau, and J.-M. Morel. An a contrario decision method for
shape element recognition. International Journal of Computer Vision, 69(3):295–315, 2006.
[18] F. Cao, P. Musé, and F. Sur. Extracting meaningful curves from images. Journal of Mathe-
matical Imaging and Vision, 22(2-3):159–181, 2005.
[20] P. Musé, F. Sur, and J.-M. Morel. Sur les seuils de reconnaissance des formes. Traitement du
Signal, 20(3):279–294, 2003.
Bien que certains de ces travaux ont été publiés plusieurs années après la fin de ma thèse, je
ne les aborderai pas dans le présent document. J’ai ensuite effectué un stage post-doctoral au
Laboratoire Lorrain de Recherche en Informatique et ses Applications (LORIA, UMR 7503)
à Nancy, sous la direction de Yann Guermeur, en 2004-2005. Ce stage portait sur différents
problèmes d’apprentissage automatique (machine learning) et en particulier sur les machines
à noyau [Vap00]. Si j’ai travaillé sur des problèmes de l’apprentissage non-supervisé (classifica-
tion, ou clustering) pendant ma thèse, l’apprentissage automatique est pour sa part largement
supervisé. L’apprentissage non-supervisé consiste à identifier des classes d’observations simi-
laires à partir d’une base de données préalablement acquises. Dans l’apprentissage supervisé,
la base de données a été préalablement étiquetée (les classes d’appartenance sont connues a
priori), et le problème est d’entraîner à l’aide de cette base un algorithme pouvant prédire
la classe d’une nouvelle observation avec de bonnes capacités de généralisation. Dans les mé-
thodes dites « à noyau », le noyau joue le rôle d’un produit scalaire dans un espace de Hilbert
où les observations sont virtuellement plongées. Il permet de comparer les observations et est
adapté à leur nature. J’ai travaillé à la construction d’un noyau basé sur un modèle de Markov
caché pour une machine à vecteurs supports (Support Vector Machine, SVM), dans le but de
prédire la structure secondaire de protéines. J’ai aussi contribué à l’élaboration d’une borne
du risque pour des machines à vecteurs supports multiclasses [38].
[38] Y. Guermeur, M. Maumy, and F. Sur. Model selection for multi-class SVMs. In Proceedings
of the International Symposium on Applied Stochastic Models and Data Analysis (ASMDA), pages
506–517, Brest, France, 2005.
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Par souci de concision, ces travaux ne seront pas non plus détaillés dans ce document.
Après avoir été ATER au département d’informatique de l’École des Mines de Nancy
(INPL, à présent Université de Lorraine) en 2005-2006, je suis depuis septembre 2006 maître
de conférences au département Génie Industriel et Mathématiques Appliquées de cette école,
et je suis membre du projet Inria Magrit, dirigé par Marie-Odile Berger au LORIA (UMR 7503,
CNRS, Inria, Université de Lorraine). Ce sont mes travaux récents au sein du projet Magrit
qui constituent les contributions à l’analyse et au traitement des images numériques décrites
dans ce mémoire.
1.2.2 Principaux travaux, plan du mémoire
Ce mémoire s’articule en trois parties relativement indépendantes.
La première partie traite d’un problème à la base de nombreuses applications de la vision
par ordinateur, à savoir l’appariement de points d’intérêt. Lorsque l’on cherche la position
relative de deux caméras, ou la position d’une caméra dans une scène tridimensionnelle,
une possibilité est de commencer à établir des correspondances entre certains points. Dans
le premier cas, on dispose de deux images et il faut mettre en correspondance des points
d’intérêt extraits automatiquement dans les images par des algorithmes comme SIFT [Low04],
qui permettront ensuite de résoudre le problème de calibrage des caméras par l’intermédiaire
de la matrice fondamentale. Dans le second cas, on dispose d’une image et d’un modèle non
structuré de la scène (par exemple un nuage de points 3D) et il faut mettre en correspondance
des points d’intérêt de l’image avec des points 3D pour estimer position et orientation de la
caméra dans son environnement, par résolution du problème dit Perspective-n-Points [HZ00,
LF05]. Les résultats ont pour l’essentiel été obtenus dans le cadre des thèses de Nicolas
Noury [Nou11] (soutenue en 2011), Srikrishna Bhat [Bha13] (soutenue en 2013), et Pierre
Rolin (thèse commencée en septembre 2013). Ces trois thèses ont été co-encadrées avec Marie-
Odile Berger.
Le chapitre 2 porte sur l’appariement de points d’intérêt entre deux images par un
algorithme basé sur la théorie de la détection a-contrario. Les méthodes classiques d’appa-
riement consistent à pré-apparier les points d’intérêt selon une mesure de dissimilarité entre
descripteurs photométriques associés à ces points, puis à éliminer les fausses correspondances
inévitables à ce stade en imposant une contrainte géométrique par un algorithme d’échan-
tillonnage itératif comme RANSAC [FB81]. La contribution développée dans [14, 36] est
un modèle a-contrario permettant de détecter des groupes d’appariement vérifiant simultané-
ment une contrainte photométrique et une contrainte géométrique. Cette approche présente
comme avantage une meilleure précision de l’estimation de la matrice fondamentale et une
plus grande robustesse à la présence de motifs répétés dans les images, qui sont classique-
ment mal appariés. L’intégration d’un tel modèle dans ASIFT [MY09, YM11] (qui permet
l’appariement entre images présentant de forts changements de points de vue) est ensuite
discutée dans [32]. Des modèles a-contrario de détection de groupes d’appariements sous di-
verses contraintes géométriques, basés sur des points d’intérêt dont la localisation n’est connue
qu’avec une précision limitée, font l’objet de [33] et [35].
Les principales publications relatives à ce chapitre sont :
[14] F. Sur, N. Noury, and M.-O. Berger. An a contrario model for matching interest points under
geometric and photometric constraints. SIAM Journal on Imaging Sciences, 6(4):1956–1978, 2013.
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[32] N. Noury, F. Sur, and M.-O. Berger. How to overcome perceptual aliasing in ASIFT? In
Proceedings of the International Symposium on Visual Computing (ISVC), part I, volume LNCS 6453,
pages 231–242, Las Vegas, NV, USA, 2010.
[33] F. Sur. Robust matching in an uncertain world. In Proceedings of the International Conference
on Pattern Recognition (ICPR), pages 2350–2353, Istanbul, Turkey, 2010.
[35] F. Sur, N. Noury, and M.-O. Berger. Computing the uncertainty of the 8 point algorithm for
fundamental matrix estimation. In Proceedings of the British Machine Vision Conference (BMVC),
volume 2, pages 965–974, Leeds, UK, 2008.
[36] N. Noury, F. Sur, and M.-O. Berger. Fundamental matrix estimation without prior match.
In Proceedings of the IEEE International Conference on Image Processing (ICIP), volume 1, pages
513–516, San Antonio (TX), USA, 2007.
L’estimation de la pose d’une caméra, lorsqu’un modèle non-structuré de la scène tridi-
mensionnelle est disponible, fait l’objet du chapitre 3. Ce problème doit par exemple être
résolu dans des applications de réalité augmentée (de manière à insérer de manière réaliste un
objet synthétique dans une vue réelle) ou de navigation robotique visuelle (pour positionner
un robot dans un environnement préalablement modélisé). Le but est alors de disposer d’ap-
pariements entre points d’intérêt de l’image test et points 3D de la scène. Nos contributions
sont de deux ordres. D’abord, nous avons exploré l’utilisation d’un vocabulaire visuel pour
fournir des appariements à l’algorithme de Structure from Motion (SfM) permettant d’obtenir
le modèle par ajustement de faisceaux, puis pour fournir des appariements entre l’image test
et le modèle [31]. Ensuite, nous avons proposé l’enrichissement du modèle par l’intégration
de descripteurs issus de points de vue simulés [19, 22, 25]. Estimer la pose d’une image-test
présentant un fort changement de point de vue par rapport aux images disponibles de la scène
est en effet très difficile de par l’invariance limitée des descripteurs photométriques usuels.
L’enrichissement par simulation permet de faciliter l’appariement entre points d’intérêt de la
vue test et du modèle, et donc l’estimation de la pose.
Les principales publications relatives à ce chapitre sont :
[19] P. Rolin, M.-O. Berger, and F. Sur. Simulation de point de vue pour la mise en correspondance
et la localisation. Traitement du signal, 32(2-3):169–194, 2015.
[22] P. Rolin, M.-O. Berger, and F. Sur. Enhancing pose estimation through efficient patch syn-
thesis. In Proceedings of the British Machine Vision Conference (BMVC), York, UK, 2016.
[25] P. Rolin, M.-O. Berger, and F. Sur. Viewpoint simulation for camera pose estimation from
an unstructured scene model. In Proceedings of the IEEE International Conference on Robotics and
Automation (ICRA), pages 6320–6327, Seattle (WA), USA, 2015.
[31] S. Bhat, M.-O. Berger, and F. Sur. Visual words for 3D reconstruction and pose computation.
In Proceedings of the Joint 3DIM/3DPVT Conference (3DIMPVT), pages 326–333, Hangzhou, China,
2011.
La deuxième partie du mémoire est dédiée au bruit dans les images, que ce soit le
bruit blanc intrinsèque à tout capteur numérique ou un bruit périodique ou quasi-périodique
rencontré avec certains modes d’acquisition des images (principalement en télédétection sa-
tellitaire).
Le chapitre 4 présente des contributions à l’estimation des principaux paramètres d’un
capteur imageur numérique, à savoir le gain, le décalage (offset), et le niveau du bruit de lec-
ture (readout noise). À partir d’une rafale d’images prise caméra immobile, il serait tentant
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d’estimer le bruit en supposant qu’il est seul responsable des fluctuations aléatoires de l’inten-
sité lumineuse mesurée en chaque pixel. Or, cette hypothèse est en pratique prise en défaut :
la caméra n’est jamais rigoureusement immobile et l’intensité de la source lumineuse fluctue
toujours, même faiblement. Dans [9, 27], nous avons proposé un modèle de formation d’une
série d’images acquises sous une illumination scintillante et soumises à des micro-vibrations,
ce modèle s’appuyant sur un processus stochastique de Cox-Gauss. Dans ce modèle, la va-
riance temporelle du niveau de gris dépend de manière quadratique du niveau de gris moyen,
au lieu d’une dépendance affine dans le cas classique d’une illumination d’intensité constante.
Nous avons proposé un algorithme permettant, dans ce cadre a priori peu favorable, d’estimer
par simple régression l’ensemble des paramètres du capteur. Nous avons également présenté
dans [11] un algorithme d’estimation des paramètres gouvernant le niveau de bruit, basé sur
une série d’images d’une grille quasi-périodique en présence de micro-vibrations, mais sous
éclairage constant. Cet algorithme est utile pour caractériser rapidement ces paramètres dans
une expérience issue de la mécanique des solides expérimentale.
Les principales publications relatives à ce chapitre sont :
[9] F. Sur and M. Grédiac. Measuring the noise of digital imaging sensors by stacking raw images
affected by vibrations and illumination flickering. SIAM Journal on Imaging Sciences, 8(1):611–643,
2015.
[11] F. Sur and M. Grédiac. Sensor noise modeling by stacking pseudo-periodic grid images
affected by vibrations. IEEE Signal Processing Letters, 21(4):432–436, 2014.
[27] F. Sur and M. Grédiac. Sensor noise measurement in the presence of a flickering illumination.
In Proceedings of the International Conference on Image Processing (ICIP), pages 1763–1767, Paris,
France, 2014.
Le chapitre 5 traite du bruit (quasi-)périodique, qui peut affecter certaines images sous la
forme d’une texture périodique relativement haute-fréquence couvrant l’intégralité de l’image.
Si la contribution de ce type de bruit est habituellement assez bien concentrée dans le spectre
de l’image, toute la difficulté est de détecter cette contribution de manière automatique, en
discriminant les composantes spectrales du bruit périodique de celles dues aux structures
et textures présentes dans les images considérées. Nous avons proposé deux types de détec-
tion des composantes spectrales du bruit périodique, l’une basée sur un écart aux propriétés
statistiques attendues du spectre de puissance moyen [8], l’autre basée sur une détection a-
contrario [23]. Nous discutons également un algorithme d’interpolation des coefficients spec-
traux permettant de remplacer les composantes spectrales du bruit, qui s’appuie sur une
minimisation sous contrainte de la variation totale. Nous avons passé en revue dans [7] l’es-
sentiel des algorithmes de la littérature permettant de retirer le bruit quasi-périodique, dans
le cadre du calcul de champs de déformation en mécanique des solides expérimentale, ces
champs particuliers ne satisfaisant pas les hypothèses statistiques de [8, 23], plutôt adaptées
aux images naturelles.
Les principales publications relatives à ce chapitre sont :
[7] M. Grédiac, F. Sur, and B. Blaysat. Removing quasi-periodic noise in strain maps by filtering
in the Fourier domain. Experimental Techniques, 40(3):959–971, 2016.
[8] F. Sur and M. Grédiac. Automated removal of quasiperiodic noise using frequency domain
statistics. IS&T / SPIE Journal of Electronic Imaging, 24(1):013003/1–19, 2015.
[23] F. Sur. An a-contrario approach to quasi-periodic noise removal. In Proceedings of the IEEE
International Conference on Image Processing (ICIP), pages 3841–3845, Québec City, Canada, 2015.
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La troisième partie du mémoire expose des travaux relatifs à l’analyse et au traitement
d’images issues d’expériences menées en mécanique des solides expérimentale, visant à ca-
ractériser les champs de déplacement et de déformation à la surface d’un matériau soumis
à un effort de traction ou de compression. Ces champs de déplacement et de déformation
sont obtenus par des méthodes optiques dites « sans contact ». Pour permettre la diffusion
de ces méthodes dans l’industrie, il faut certifier les mesures en quantifiant des grandeurs
métrologiques comme la résolution de mesure, la résolution spatiale, ou le biais de mesure. Le
chapitre 6 est un résumé des contributions dans ce domaine. Il s’agit de résultats issus d’une
collaboration interdisciplinaire avec des collègues de l’Institut Pascal à Clermont-Ferrand
spécialistes de mécanique, Michel Grédiac et Benoît Blaysat. L’essentiel de nos contributions
vise à établir des formules prédictives pour les performances métrologiques, que l’on cherche à
améliorer par restauration des champs calculés. Ces performances sont limitées en particulier
par le bruit du capteur numérique employé. Le schéma numérique d’interpolation, indispen-
sable dans certains cas de par la nature discrète de l’image numérique, peut également jouer
un rôle sur les performances métrologiques. Le cadre de nos études est celui dit des petites
déformations, se traduisant par des déplacements sous-pixelliques sur les images du matériau
déformé.
Deux techniques sans contact de mesure des champs de déplacement et déformation ont
émergé depuis la fin des années 1990. Elles s’appuient toutes deux sur (au moins) deux images
de la surface à analyser, l’une acquise avant et l’autre après déformation. L’originalité des pro-
blèmes soulevés tient au fait que les déformations ont bien souvent une amplitude très faible,
l’évolution des images étant à peine perceptible à l’œil nu. La première technique est basée sur
la détermination des champs de déplacement par maximisation de la corrélation entre deux
vues de la surface, sur laquelle a été projeté un « mouchetis » aléatoire au cas où la surface
ne présente pas une texture suffisamment contrastée. Nous avons contribué à l’analyse des
performances métrologiques de ces méthodes basées sur la corrélation d’image (digital image
correlation, DIC [SOS09]) en caractérisant la résolution de cette méthode. Il s’agit de prendre
en compte l’interpolation nécessaire à l’établissement d’un déplacement sous-pixellique dans
l’algorithme de Gauss-Newton modifié maximisant la corrélation [5]. Une validation expé-
rimentale, prenant en compte un modèle réaliste du bruit d’un capteur numérique et les
conditions expérimentales rencontrées, est proposée dans [6]. La seconde technique est basée
sur l’analyse des déformations d’une fine grille périodique transférée sur la surface du ma-
tériau déformé, par la méthode dite de la grille [BGM09]. L’avantage de cette technique est
qu’elle ne nécessite pas de schéma numérique d’optimisation (contrairement à la DIC), ce qui
facilite son étude et permet d’établir des formules prédictives des performances métrologiques
dans le cadre de l’analyse de Fourier. Nous avons caractérisé mathématiquement le biais de
mesure et le bruit affectant les mesures (qui prend la forme d’un bruit spatialement corrélé)
dans [13], puis avons vérifié expérimentalement dans [12] les formules prédictives obtenues.
Il s’agit à notre connaissance de la première caractérisation des performances métrologiques
de la méthode de la grille. Le biais de mesure se traduisant par une équation de convolution,
nous avons proposé une première étude de la restauration des champs de déformation et dé-
placement dans [15]. Nous avons aussi étudié dans [10] le débruitage par moyennage d’une
rafale d’images perturbée par les inévitables micro-vibrations transmises par la dalle du bâti-
ment dans lequel l’expérience a lieu. L’analyse des images de grilles se faisant par analyse de
Fourier à fenêtre, nous avons étudié l’influence du choix de la fenêtre dans les performances
métrologiques de la méthode [3]. Enfin, l’étude de l’effet du repliement spectral (aliasing)
dans les méthodes de grilles est menée dans [2], où nous proposons une méthode simple pour
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l’éviter en pratique. Une revue systématique de la littérature et une analyse complète de la
méthode de la grille sont présentées dans [4].
Les principales publications relatives à ce chapitre sont :
[2] F. Sur, B. Blaysat, and M. Grédiac. Determining displacement and strain maps immune from
aliasing effect with the grid method. Optics and Lasers in Engineering, 86:317–328, 2016.
[3] F. Sur and M. Grédiac. Influence of the analysis window on the metrological performance of
the grid method. Journal of Mathematical Imaging and Vision, 56(3):472–498, 2016.
[4] M. Grédiac, F. Sur, and B. Blaysat. The grid method for in-plane displacement and strain
measurement : a review and analysis. Strain, 52(3):205–243, 2016.
[5] B. Blaysat, M. Grédiac, and F. Sur. Effect of interpolation on noise propagation from images to
DIC displacement maps. International Journal for Numerical Methods in Engineering, 108(3):213–232,
2016.
[6] B. Blaysat, M. Grédiac, and F. Sur. On the propagation of camera sensor noise to displacement
maps obtained by DIC - an experimental study, Experimental Mechanics, 56(6):919–944, 2016.
[10] F. Sur and M. Grédiac. On noise reduction in strain maps obtained with the grid method by
averaging images affected by vibrations. Optics and Lasers in Engineering, 66:210–222, 2015.
[12] M. Grédiac and F. Sur. Effect of sensor noise on the resolution and spatial resolution of
displacement and strain maps estimated with the grid method. Strain, 50(1):1–27, 2014.
[13] F. Sur and M. Grédiac. Towards deconvolution to enhance the grid method for in-plane strain
measurement. AIMS Inverse Problems and Imaging, 8(1):259–291, 2014.
[15] M. Grédiac, F. Sur, C. Badulescu, and J.-D. Mathias. Using deconvolution to improve the
metrological performance of the grid method. Optics and Lasers in Engineering, 51(6):716–734, 2013.
Enfin, la conclusion générale et des perspectives constituant mes principales directions de
recherche futures sont discutées dans le chapitre 7.
1.2.3 Encadrement scientifique
Les thèses et stages de Master recherche, tous co-encadrés avec Marie-Odile Berger, sont
les suivants :
1. Depuis octobre 2013 : thèse de Pierre Rolin. Synthèse de vues pour l’initialisation de
pose. Soutenance prévue début 2017.
2. Décembre 2008 à janvier 2013 : thèse de Srikrishna Bhat. Vocabulaires visuels pour les
problèmes d’estimation de pose. Thèse soutenue le 22 janvier 2013. S. Bhat effectue
depuis un séjour postdoctoral chez J. Heikkilä (Université d’Oulu, Finlande).
3. Septembre 2006 à octobre 2011 : thèse de Nicolas Noury. Mise en correspondance
a-contrario de points d’intérêt sous contraintes géométrique et photométrique. Thèse
soutenue le 13 octobre 2011. N. Noury a été recruté chez Archos après sa soutenance.
4. Février à juillet 2013 : stage de Master recherche de P. Rolin. Calcul de pose par
simulation de points de vue.
5. Mars à juillet 2006 : stage de Master recherche de N. Noury. Élaboration de techniques
fiables et dynamiques de mise en correspondance pour l’identification des structures et
du mouvement dans une séquence vidéo.
J’ai également pu co-encadrer des stages longs d’élèves-ingénieurs à temps plein au LORIA
dans le cadre de leur scolarité :
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1. Juin à août 2013 : N. Oishi (École des Mines de Nancy, trois mois entre la deuxième et
troisième année). Utilisation de méthodes d’égalisation d’histogrammes pour la mise en
correspondance et le calcul de pose dans le cadre d’applications de réalité augmentée.
2. Juin-juillet 2013 : G. Vandeneeckhoutte (Enseirb, six semaines entre la première et
deuxième année). Utilisation de descripteurs colorimétriques pour la mise en corres-
pondance dans le cadre d’applications de réalité augmentée.
3. Juillet à septembre 2012 : C.-E. Mabrier (École des Mines de Nancy, trois mois entre
la deuxième et troisième année). Construction de modèles texturés et calcul de pose en
conditions d’appariement difficiles.
Enfin, je propose régulièrement dans le cadre de mon service d’enseignement des projets
scientifiques en deuxième ou troisième année à l’École des Mines de Nancy. Les sujets encadrés
ces derniers années ont pour intitulés : Minimisation de la variation totale sous contrainte et
applications en traitement d’images et en finance, Optimisation convexe par algorithmes proxi-
maux et application au débruitage par décomposition parcimonieuse, Moyennes non-locales
pour le débruitage d’images, Déconvolution aveugle pour la restauration des images, Théo-
rème d’échantillonnage de Shannon et étude du phénomène d’aliasing, Analyse par ondelettes
et application aux séries chronologiques financières, Reconnaissance d’objets par une machine
à vecteurs support multiclasses, Étude statistique des descripteurs SIFT, Analyse de données
et analyse en composantes indépendantes, Analyse de données et classification non supervisée,
Modèles ARCH/GARCH et séries financières, Modèles Vectoriels Auto-Régressifs (VAR).
1.2.4 Réalisations logicielles
Lorsque la contribution s’y prête, je m’efforce de diffuser les logiciels implantant les algo-
rithmes décrits dans les articles et permettant de reproduire les expériences numériques les
illustrant.
1.2.4.1 Bibliothèques logicielles
1. The gridmethod toolbox : Analyse des images de grilles en mécanique des solides expé-
rimentale (avec M. Grédiac et B. Blaysat). Bibliothèque Matlab implantant les algo-
rithmes discutés en particulier dans :
[4] M. Grédiac, F. Sur, B. Blaysat. The grid method for in-plane displacement and strain
measurement : a review and analysis. Strain, 52(3):205–243, 2016.
Pour une meilleure visibilité, la bibliothèque est disponible sur la plate-forme :
http://www.thegridmethod.net
L’objectif est de faciliter l’utilisation de la méthode de la grille par la mise à disposition
de la communauté des chercheurs en mécanique des solides d’un ensemble de fonctions
Matlab efficaces et bien documentées.
2. Curve/matching dansMegaWave2 : Appariement a-contrario de courbes géométriques
normalisées dans les images (avec J.L. Lisani et P. Musé).
Bibliothèque de codes en langage C (une dizaine de fonctions) intégrée dans le logiciel
libre MegaWave2 implantant essentiellement les algorithmes décrits dans :
[17] P. Musé, F. Sur, F. Cao, Y. Gousseau, J.-M. Morel. An a contrario decision method for
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shape element recognition. International Journal of Computer Vision, vol. 69, no. 3, p. 295–315,
2006.
Megawave2 était un logiciel utilisé dans plusieurs universités, pour la recherche comme
pour l’enseignement en traitement et analyse d’images. Page web :
http://megawave.cmla.ens-cachan.fr/
1.2.4.2 Codes Matlab autonomes
Ils sont disponibles sur ma page web à l’adresse suivante :
https://members.loria.fr/FSur/software/
1. VerifWV : Verification of the Wigner-Ville transform of rectangular, triangular, and
Gaussian functions.
Code Matlab permettant la vérification numérique des formules établies dans :
[3] F. Sur, M. Grédiac. Influence of the analysis window on the metrological performance of
the grid method. Journal of Mathematical Imaging and Vision, 56(3):472–498, 2016.
À notre connaissance, cet article présente le premier calcul (quelque peu technique
et fastidieux) de la transformée de Wigner-Ville des fonctions triangles. Il est donc
important d’en proposer une vérification numérique.
2. NESIF : Noise Estimation by Stacking Images affected by illumination Flickering.
Code Matlab implantant l’algorithme décrit dans :
[9] F. Sur, M. Grédiac. Measuring the noise of digital imaging sensors by stacking raw images
affected by vibrations and illumination flickering. SIAM Journal on Imaging Sciences, vol. 8,
no. 1, p. 611–643. 2015.
Ce code permet de reproduire les expériences numériques de notre article et facilite
la réutilisation de l’algorithme d’estimation des paramètres d’un capteur numérique à
partir d’une série d’images affectées par des vibrations et un scintillement de l’illumi-
nation.
3. ARPENOS : Automated Removal of quasi-PEriodic NOise using frequency domain
Statistics.
Code Matlab implantant l’algorithme décrit dans :
[8] F. Sur, M. Grédiac. Automated removal of quasi-periodic noise using frequency domain
statistics. IS&T/SPIE Journal of Electronic Imaging, vol. 24, no. 1, p. 013003/1–19, 2015.
Ce code permet de reproduire les expériences de l’article ainsi que des expériences
additionnelles.
4. AC-ARPENOS : A-Contrario Automated Removal of quasi-PEriodic NOise using fre-
quency domain Statistics.
Code Matlab implantant l’algorithme décrit dans :
[23] F. Sur. An a-contrario approach to quasi-periodic noise removal. Proceedings of the IEEE
International Conference on Image Processing (ICIP), p. 3841–3845, 2015.
Ce code permet de reproduire les expériences de l’article (et d’autres). La page web
dédiée propose des images réelles affectées de bruit quasi-périodique. AC-ARPENOS
comme ARPENOS implantent l’interpolation des coefficients de Fourier par minimisa-
tion contrainte de la variation totale.
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5. Codes relatifs à mes enseignements : pour permettre aux étudiants de faire des ex-
périences numériques sur des algorithmes récents de traitement des images, j’ai pro-
grammé plusieurs algorithmes classiques de la littérature, comme la génération de
microtextures à phase aléatoire, le débruitage TV-L2, l’estimation du bruit par la
méthode de Ponomarenko et al., un simulateur de compression JPEG, ou l’édition
d’images par équation de Poisson.
Les codes Matlab correspondants sont disponibles ici :
https://members.loria.fr/FSur/enseignement/photo/
1.3 Guide de lecture
Les trois parties de ce mémoire sont largement indépendantes. Rappelons que la première
partie traite de l’appariement de points d’intérêt entre deux images ou entre une image et
un modèle de scène non structuré, avec comme objectif l’estimation de la pose d’une caméra.
La deuxième partie résume les travaux relatifs au bruit quasi-périodique et au bruit causé
par le capteur numérique. La troisième partie dresse un panorama de contributions à l’ana-
lyse d’images issues d’applications en mécanique des solides expérimentale, et en particulier
à la quantification des performances métrologiques de techniques de mesure de champs de
déformation et de déplacement.
De manière à faciliter la lecture, tous les chapitres sont organisés de la même manière :
une introduction présentant de manière synthétique le contexte et les principales contribu-
tions, suivie d’un résumé détaillé de ces contributions, pour terminer par des perspectives de
recherche ouvertes.
Les notations employées dans le mémoire peuvent différer de celles utilisées dans les articles
originaux de manière à homogénéiser la présentation.

Première partie
Contributions à l’appariement de points
d’intérêt entre deux images ou entre une
image et un modèle de scène non-structuré

Chapitre 2
Appariement de points d’intérêt entre images
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2.1 Introduction
2.1.1 Contexte
La recherche de correspondances entre points d’intérêt appartenant à deux vues (ou da-
vantage) de la même scène est bien souvent la première étape de nombreuses applications
de la vision par ordinateur. Cette opération est généralement basée sur l’appariement de
descripteurs photométriques locaux, de la manière suivante :
1. dans chaque vue, extraction des points d’intérêt et des descripteurs associés ;
2. appariement à l’aide d’une mesure de (dis-)similarité entre descripteurs ;
3. sélection de l’ensemble de correspondances le plus cohérent avec une contrainte géo-
métrique imposée par un mouvement réaliste de caméra.
L’extraction des points d’intérêt et des descripteurs photométriques locaux dans l’étape 1
a été le sujet de nombreux travaux (voir par exemple les revues [ADP12, MS04a, MTS+06,
MP07]). Les points d’intérêt peuvent être détectés comme extrema de différentes fonctions
indicatrices dans une description espace-échelle (scale space) de l’image : par exemple corner-
ness de Harris multi-échelle [MS04a], déterminant de la Hessienne [BETG08], approximation
du Laplacien [Low04]. Les descripteurs photométriques rassemblent en général des statistiques
sur la distribution de la direction du gradient dans une région autour du point d’intérêt consi-
déré. La direction du gradient présente en effet l’avantage d’être invariante aux changements
de contraste et est donc robuste aux changements d’illumination de la scène. Les régions à par-
tir desquelles les descripteurs sont construits doivent être covariantes avec une transformation
géométrique (et donc les descripteurs eux même doivent être invariants à ces transformations),
de manière à ce que l’appariement soit, dans la mesure du possible, robuste à des changements











Figure 2.1 – Illusion des « clous multiples ». On considère deux vues d’une scène 3D présentant
des motifs répétés. Même avec des caméras calibrées (la contrainte épipolaire est donc connue), il est
impossible de décider de certains appariements en utilisant seulement l’information contenue dans des
descripteurs invariants. Ici, les six points noirs ont des descripteurs identiques (car ils correspondent
à des motifs répétés : il s’agit d’une situation d’aliasing perceptuel [WB91]), et puisqu’ils sont sur le
même plan épipolaire, les trois points de l’image de gauche peuvent être associés aux trois points de
l’image de droite dans chacune des six possibilités d’appariement (seules deux sont montrées ici). Bien
sûr, seulement l’une des possibilités a un sens physique. Néanmoins, elle est indiscernable des cinq
autres en utilisant seulement l’information disponible.
de point de vue de la caméra. La plupart du temps, les descripteurs sont invariants à des trans-
formations affines ou à des similitudes comme dans l’algorithme SIFT de D. Lowe [Low04].
Dans l’étape 2, un point d’intérêt x de la première image est classiquement apparié à un point
d’intérêt y dans la seconde image si le descripteur de y est le plus proche voisin du descripteur
de x parmi tous les descripteurs extraits dans la seconde image. Pour éliminer les cas ambigus,
un seuil supérieur peut être imposé sur le rapport entre la distance au plus proche voisin et
au second plus proche voisin [Low04]. À ce stade, aucune contrainte géométrique n’est im-
posée et un certain nombre de fausses correspondances peuvent être constatées à l’issue de
cette étape. L’étape 3 est souvent effectuée par l’intermédiaire de RANSAC [FB81] ou l’une
des très nombreuses variantes [CMK03, CM05, MS04b, TM05, TZ00, ZK06]. L’objectif est
de retenir un sous-ensemble satisfaisant une contrainte géométrique parmi les appariements
issus de l’étape 2. Cette contrainte est par exemple une contrainte épipolaire dans le modèle
de caméra sténopé, ou bien une contrainte homographique si on cherche à apparier des points
sur un plan [HZ00]. La contrainte géométrique s’exprime à l’aide d’une transformation para-
métrique qui lie la position d’un point d’intérêt et celle du point qui lui est apparié. L’idée
de RANSAC est de générer aléatoirement ces transformations paramétriques à partir d’un
ensemble de points appariés jusqu’à obtenir un sous-ensemble « assez gros ». Tout le problème
dans RANSAC est de fixer le seuil au dessous duquel la contrainte géométrique est satisfaite.
Dans ce chapitre, nous étudions un certain nombre d’images présentant des motifs répé-
tés, comme des fenêtres sur une façade ou une texture répétitive. Dans une telle situation,
de nombreuses fausses correspondances peuvent être obtenues entre descripteurs semblables
dont les points d’intérêt tombent « par hasard » sur les mêmes lignes épipolaires. Les psy-
chologues de la perception connaissent cette situation sous le nom d’illusion des deux clous
(double-nail illusion) depuis un article de Krol et van de Grind dans les années 1980 [KvdG80].










Figure 2.2 – Les correspondances satisfont ici à la fois la similarité des descripteurs et la contrainte
épipolaire. Néanmoins, de nombreuses fausses correspondances peuvent être remarquées (par exemple
sur la paire du bas, des correspondances peuvent être vues avec la quatrième fenêtre de l’image de
droite qui n’est tout simplement pas visible dans la première image), et les droites épipolaires (en
jaune) correspondent aux lignes de fuite. Ceci fournit bien sûr une estimation de la pose de la caméra
incorrecte.
la figure 2.1. Dans certaines situations, cette illusion peut même faire échouer l’algorithme
d’appariement et piéger RANSAC dans une fausse géométrie épipolaire, dont les droites épi-
polaires seraient en fait des lignes de fuite. Une illustration de ce phénomène est présentée
dans la figure 2.2. Dans ces exemples, tout ensemble de points sur des droites 3D parallèles
satisfait une contrainte épipolaire dégénérée dans laquelle les épipoles sont les points de fuite,
quelque soit la manière dont les points sont appariés sur la ligne épipolaire. Si les points sur
cette droite épipolaire ont des descripteurs semblables (ce qui peut être le cas en présence
de motifs répétés), alors ces faux appariements peuvent générer le plus grand ensemble de
consensus dans RANSAC et l’emporter sur des ensembles de correspondances plus petits mais
corrects.
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2.1.2 Contributions
Nos contributions à l’appariement de points d’intérêt portent sur plusieurs aspects. L’al-
gorithme basé sur l’appariement au plus proche voisin suivi de RANSAC fait que les appa-
riements au-delà du plus proche voisin ne sont jamais considérés. Comme on l’a vu, il s’agit
d’un problème particulièrement ennuyeux en présence de motifs répétés indistinguables au
niveau des descripteurs, cas dans lequel on se retrouve dans une situation d’aliasing percep-
tuel [WB91]. Ce phénomène peut rendre l’ensemble de correspondances cohérent avec une
géométrie qui n’est pas celle induite par le véritable déplacement de la caméra. De plus, cet
algorithme nécessite de fixer plusieurs seuils d’appariement. Dans [14, 36], nous avons pro-
posé un algorithme a-contrario basé sur un critère de cohérence photométrique et géométrique
permettant de regrouper les étapes 2 et 3 évoquées au début de l’introduction de ce chapitre.
Cet algorithme est décrit dans la section 2.2. Les descripteurs utilisés ne sont pas invariants à
tout déplacement de caméra, en particulier dès que le changement de point de vue dépasse un
certain angle (30o d’après [MP07]). L’algorithme ASIFT [MY09, YM11], basé sur le principe
de la simulation de point de vue, permet d’apparier des images en présence de changements de
point de vue extrêmes. Nous présentons dans la section 2.3 les résultats de [32] : il s’agit d’une
amélioration de ASIFT utilisant notre algorithme a-contrario, de manière à rendre ASIFT da-
vantage robuste aux motifs répétés. Enfin, la section 2.4 discute brièvement une adaptation
de notre modèle a-contrario de manière à tenir compte de l’incertitude de localisation des
points d’intérêt [33, 35].
Les principales publications relatives à ce chapitre sont :
[14] F. Sur, N. Noury, and M.-O. Berger. An a contrario model for matching interest points under
geometric and photometric constraints. SIAM Journal on Imaging Sciences, 6(4):1956–1978, 2013.
[32] N. Noury, F. Sur, and M.-O. Berger. How to overcome perceptual aliasing in ASIFT? In
Proceedings of the International Symposium on Visual Computing (ISVC), part I, volume LNCS 6453,
pages 231–242, Las Vegas (NV), USA, 2010.
[33] F. Sur. Robust matching in an uncertain world. In Proceedings of the International Conference
on Pattern Recognition (ICPR), pages 2350–2353, Istanbul, Turkey, 2010.
[35] F. Sur, N. Noury, and M.-O. Berger. Computing the uncertainty of the 8 point algorithm for
fundamental matrix estimation. In Proceedings of the British Machine Vision Conference (BMVC),
volume 2, pages 965–974, Leeds, UK, 2008.
[36] N. Noury, F. Sur, and M.-O. Berger. Fundamental matrix estimation without prior match.
In Proceedings of the IEEE International Conference on Image Processing (ICIP), volume 1, pages
513–516, San Antonio (TX), USA, 2007.
Bon nombre des résultats présentés dans ce chapitre ont été obtenus par Nicolas Noury
(thèse soutenue en octobre 2011 [Nou11]), doctorant que j’ai co-encadré avec Marie-Odile
Berger.
2.2 Appariement de points d’intérêt sous contraintes
photométriques et géométriques
Une possibilité pour éviter les problèmes d’appariements en présence de motifs répétés
pourrait être d’augmenter la taille des régions d’intérêt [VS06] ou de vérifier séquentielle-
ment les correspondances par cosegmentation [CMP10]. Incorporer l’information d’échelle de
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la région dans l’appariement comme dans [TB10] permet aussi d’améliorer la distinguabilité
des descripteurs. Rendre les correspondances moins ambiguës est aussi possible en prenant
en compte la position relatives des points d’intérêt dans chaque image [DMSD06, AFE+09].
Néanmoins, lorsque trop de fausses correspondances sont présentes parmi les plus proches
voisins, il peut être intéressant de permettre d’obtenir des correspondances au delà du plus
proche voisin. Il s’agit de l’approche choisie par les auteurs de l’algorithme « RANSAC gé-
néralisé » [ZK06] qui utilise des informations géométriques et photométriques pour guider la
recherche d’homographies.
La contribution proposée dans cet esprit est un modèle a-contrario définissant une mé-
trique, le nombre de fausses alarmes, intégrant simultanément similarité photométrique et
contrainte géométrique. L’algorithme d’appariement que nous déduisons permet d’associer
des points d’intérêt au delà du plus proche voisin. Ce modèle a-contrario a été d’abord sug-
géré dans un article de L. Moisan et B. Stival [MS04b] (sous le terme colored rigidity), nous
le complétons en nous basant sur le modèle a-contrario décrit par J. Rabin, J. Delon et
Y. Gousseau dans [RDG08b, RDG08a, RDG09], qui permet d’apparier des descripteurs sans
contrainte géométrique. Le modèle a-contrario de [MS04b] ne traite que le cas de la contrainte
épipolaire ; nous l’étendons aussi au cas des homographies. Remarquons que les auteurs de
MLESAC guidé [TM05] évoquent eux aussi la possibilité d’incorporer une information a priori
de nature photométrique (la corrélation croisée d’imagettes dans leur cas) dans un modèle
bayésien mesurant la probabilité d’un ensemble d’appariements.
2.2.1 Un modèle a-contrario pour les correspondances entre points d’intérêt
sous contraintes photométriques et géométriques
Introduisons quelques notations. On suppose disposer de deux vues (images I1 et I2) de
la même scène tridimensionnelle. Notons (xi, D(xi))1≤i≤N1 (resp. (yj , D(yj))1≤j≤N2) les N1
(resp. N2) couples formés des coordonnées des points d’intérêt et des descripteurs pho-
tométriques associés venant de I1 (resp. I2). Ils sont classiquement le résultat de l’algo-
rithme SIFT [Low04].
En identifiant la caméra à un sténopé, si xi et yj sont les projections dans I1 et I2 du
même point de la scène, alors yj est situé sur la ligne épipolaire Fxi associée à xi, et xi est
situé sur la ligne épipolaire F T yj associée à yj , où F est la matrice fondamentale de I1 à I2.
Notons que si le mouvement de la caméra est une rotation autour de son centre optique ou si
les points d’intérêt sont tous sur un plan commun, la matrice fondamentale n’est pas définie
et il existe une transformation projective 2D (une homographie) H telle que yj = H(xi) et
xi = H−1(yj).
Le problème est donc de trouver un sous-ensemble S de {1, . . . , N1} × {1, . . . , N2} et une
matrice fondamentale F ou une homographie H de I1 à I2 de manière à ce que :
1. La distance entre des descripteurs en correspondance est en dessous d’un seuil δD
∀(i, j) ∈ S, dD(D(xi), D(yj)) ≤ δD (2.1)
2. La distance entre un point et la ligne épipolaire associée est en dessous d’un seuil δG,
ce qui assure que la contrainte épipolaire soit satisfaite :
∀(i, j) ∈ S, dG(xi, yj , F ) := max{dG(yj , Fxi), dG(xi, F T yj)} ≤ δG (2.2)
De manière alternative, pour la contrainte homographique :
∀(i, j) ∈ S, dG(xi, yj , H) := max{dG(yj , H(xi)), dG(xi, H−1(yj))} ≤ δG (2.3)
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Comme on va le voir, le modèle statistique a-contrario permet de sélectionner automati-
quement des seuils δD et δG.
2.2.2 Modèle a-contrario
La théorie a-contrario de la détection statistique a été introduite pour un problème de
détection d’alignements dans des images [DMM00]. Elle s’est avérée adaptée à de nombreuses
tâches de l’analyse d’images comme le groupement de Gestalts [DMM08, LvGRM14], la détec-
tion d’objets en mouvement dans des vidéos [DKP09], la détection de changement en imagerie
satellitaire [RMLHM10] ou en imagerie par résonance magnétique [RFH+07], l’identification
de formes géométriques [1], de segments [vGJMR10] ou d’arcs elliptiques [PGvG12], l’identi-
fication de regroupements de points [TMAM11], la détection d’objets multiples [RDGM10], la
détection de « taches » dans des textures [GM09], ou la détection de structures convergentes
pathologiques dans des tomosynthèse mammaires [PBM14], pour citer quelques articles très
récents. Cette théorie de la détection est basée sur l’idée selon laquelle les caractéristiques
intéressantes (appelé événements significatifs) ne peuvent être observé dans un modèle de fond
(sous une hypothèse H0) qu’avec une probabilité très faible. Contrairement à la théorie clas-
sique de la décision statistique basée sur les p-valeurs, décider si un événement est significatif
ou pas est basé sur le nombre de fausses alarmes (NFA) qui correspond à l’espérance d’oc-
currence d’un tel événement dans le modèle de fond, d’où l’expression « fausse alarme ». De
manière plus précise, dans le cas d’une statistique réelle X qui n’est pas susceptible de prendre
une petite valeur x sous H0, et supposant que l’on cherche à détecter parmi N observations,
alors le NFA de x est :
NFA(x) = N Pr(X ≤ x) (2.4)
où Pr(X ≤ x) est la valeur de la fonction de répartition de X en x sous l’hypothèse H0.
Dans les modèles a-contrario, la statistique X est en fait une fonction de variables aléatoires
indépendantes (notons que des articles récents explorent aussi la non-indépendance [Des16,
MGL13, FH11]), Pr(X ≤ x) est donc calculé à partir des lois marginales, qui sont soit para-
métriques (comme dans [DMM08]) soit estimées empiriquement (comme dans [1]). Une fois
que le NFA a été défini, les caractéristiques significatives sont généralement celles pour les-
quelles NFA ≤ 1, ce qui signifie qu’au plus une telle observation est attendue sous H0 parmi
les N testées. En ce sens, la détection a-contrario n’a pas de paramètre. Des expériences
psychophysiques suggèrent que la détection a-contrario est en adéquation avec la perception
humaine [BCM+14, DMM03]. Notons enfin que la détection par seuillage du NFA généralise
la correction de Bonferroni [Bon36] sur les seuils de p-valeurs utilisés classiquement en sta-
tistique. Dans la correction de Bonferroni, le risque global est divisé par le nombre de tests
effectués (ou de manière similaire à (2.10), la probabilité de la statistique de test est multi-
pliée par le nombre de tests) ; dans la détection a-contrario consistant à seuiller le NFA, le
nombre de tests correspond au nombre d’observations N et peut dépendre implicitement ou
explicitement de la dimensionnalité de X.
Dans le cas qui nous intéresse, nous supposons disposer d’un ensemble S de correspon-
dances, ainsi que d’une transformation A (matrice fondamentale ou homographie) et de deux
seuils δD et δG comme dans (2.1) et (2.2)-(2.3). La probabilité à estimer est :
p(S, A, δG, δD) := Pr
(
∀(i, j) ∈ S, dG(xi, yj , A) ≤ δG et dD(D(xi), D(yj)) ≤ δD | H0
)
(2.5)
Supposons également que la transformation A est estimée à partir d’un sous-ensemble
minimal s de S de cardinal m comme dans RANSAC (m = 7 si A = F et m = 5 si A = H).
Appariement de points d’intérêt sous contraintes photométriques et géométriques 27
Définition 2.1 Considérant (xi, D(xi)) et (yj , D(yj)) comme des variables aléatoires, l’hy-
pothèse H0 est définie comme :
1. (dD(D(xi), D(yj)))(i,j)∈S , et (dG(xi, yj , A))(i,j)∈S\s sont des variables aléatoires mu-
tuellement indépendantes.
2. (dG(xi, yj , A))(i,j)∈S\s sont identiquement distribués et leur fonction de répartition est
notée fG.
3. (dD(D(xi), D(yj)))(i,j)∈S sont identiquement distribués et leur fonction de répartition
est notée fD.
Comme la loi jointe de variables aléatoires indépendantes est leur loi produit, l’équa-
tion (2.5) s’exprime de la manière suivante.
Proposition 2.1
p(S, A, δG, δD) = fD(δD)kfG(δG)k−m (2.6)
où k est le cardinal de S, et m celui de s.
Dans un test d’hypothèse classique, la détection des groupes significatifs se ferait dès
que cette probabilité est en dessous d’un seuil de significativité (typiquement 5%), ce qui
aurait pour effet de favoriser les grands groupes. En effet, toutes choses égales par ailleurs,
la probabilité devient très faible lorsque k grandit. Dans le cadre d’un modèle a-contrario, on
définit le NFA en multipliant la probabilité de fausse alarme p(S,A, δG, δD) par le nombre














choix pour les ensembles minimaux permettant d’estimer la
transformation A. Chaque ensemble minimal s peut donner Q = 3 matrices fondamentales
(avec l’algorithme des « sept points ») ou Q = 1 homographie.
Par conséquent (cf colored rigidity dans [MS04b]),
Définition 2.2 Un ensemble S de correspondances est ε-significatif s’il existe
1. deux seuils δG et δD tels que :
∀(i, j) ∈ S, dG(xi, yj , A) ≤ δG, (2.7)
∀(i, j) ∈ S, dD(D(xi), D(yj)) ≤ δD, (2.8)
2. une transformation A évaluée à partir de m correspondances appartenant à S,
tels que :













où k est le cardinal de S, m = 4 et Q = 1 si A est une homographie, m = 7 et Q = 3 si A
est une matrice fondamentale.
Comme fD et fG sont croissantes, on peut obtenir la proposition suivante.
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Proposition 2.2 Un ensemble S de correspondances est ε-significative s’il existe une trans-
formation A estimée à partir de m correspondances appartenant à S tel que :











fD(δD)kfG(δG)k−m ≤ ε (2.10)
où k est le cardinal de S,
δG = max
(i,j)∈S





Les sections 2.2.3 et 2.2.4 précisent le choix des fonctions de répartitions fG et fD et des
seuils δG et δD.
2.2.3 Modélisation de la contrainte géométrique
Dans le cas A = F , L. Moisan et B. Stival [MS04b] proposent de définir dG(y, Fx) comme
la distance euclidienne entre y et la droite épipolaire Fx. Ils montrent, sous hypothèse de
répartition uniforme dans l’image, que la probabilité qu’un point aléatoire (sous hypothèse
de distribution uniforme) y soit à une distance inférieure à δG de la droite Fx est majorée
par 2DδG/S où D et S sont respectivement le diamètre et l’aire de chaque image. Sous
hypothèse d’indépendance dans la répartition des points entre les deux images, l’équation (2.2)
devient













L’influence du paramètre α est discutée dans [14].








En effet, πδ2G/S est la probabilité pour un point aléatoire dans une image d’aire S de tomber
à une distance inférieure à δG d’un point fixé.
2.2.4 Modélisation de la contrainte photométrique
Comme l’espace des descripteurs n’est ni isotrope ni homogène, toute « bonne » métrique
sur les descripteurs doit tenir compte du voisinage de D(x). Nous inspirant des travaux de
J. Rabin, J. Delon, et Y. Gousseau [RDG09], et nous basant sur [17], nous définissons :
dD(D(x), D(y)) = φD(x)(dist(D(x), D(y))) (2.16)
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où dist est une distance sur l’espace des descripteurs, et φD(x) est la fonction de répartition
de dist(D(x), D(·)) lorsque D(·) parcourt l’ensemble des descripteurs de l’image I2.
Rappelons que, sous certaines hypothèses raisonnables de régularité de φD(x), dD(D(x), D(y))
est distribué uniformément sur l’intervalle [0, 1]. Cette distance s’adapte donc automatique-
ment à l’hétérogénéité de l’ensemble des descripteurs comme une mesure de dissimilarité
contextuelle [JSHV10]. De plus, on peut simplifier l’expression de fD par fD(t) = t pour
tout t ≥ 0.
Les descripteurs Sift sont faits de N = 16 histogrammes Di (i ∈ {1, . . . , N}), chacun
d’entre eux étant composé dem = 8 baquets discrétisant l’intervalle circulaire [0, 2π[ d’orienta-





où CEMD est la distance du terrassier circulaire (circular earth mover’s distance), bien adaptée
à la comparaison d’histogrammes circulaires.
Notons, pour tout i ∈ [1, N ], ϕDi(x) la fonction de répartition de CEMD(Di(x), Di(·)).







où ⊗ est le produit de convolution. En effet, CEMD(D(x), D(y)) est la somme de N variables
aléatoires dont les distributions de probabilité sont le produit de convolution des N distribu-
tions marginales. En pratique, la distribution ϕDi(x) est estimée empiriquement à partir de
l’ensemble des descripteurs Di(y) où y parcourt l’ensemble des points d’intérêt de l’image I2.
2.2.5 Algorithme
L’algorithme permettant de détecter les groupes d’appariements les plus significatifs par
échantillonnage aléatoire est décrit sur la figure 2.1. L’heuristique H consiste à classer les
correspondances provisoires selon le produit des deux probabilités apparaissant dans (2.10).
Il s’agit de la même approche que celle proposée dans [MS04b] pour la recherche de groupes
d’appariements significatifs sous contrainte géométrique uniquement. Néanmoins, alors que
dans [MS04b] cela assure de trouver le groupe le plus significatif à F ou H fixé, ce n’est
pas le cas dans notre algorithme du fait de la compétition entre contraintes géométrique et
photométrique. Les paramètres et choix d’implantation sont discutés dans [14].
2.2.6 Expérience illustrative
Les résultats et expériences de [14] montrent que chercher les correspondances au-delà du
plus proche voisin, tout en adaptant automatiquement les seuils d’appariement, permet de
trouver des ensembles de correspondances corrects dans des cas où l’algorithme basé sur le
plus proche voisin échoue.
La figure 2.3 illustre le comportement de l’algorithme dans le cas d’une contrainte homo-
graphique, dans le cas d’une scène présentant principalement une texture répétitive. Comme
on peut le voir, l’algorithme basé sur l’appariement au plus proche voisin suivi d’un seuil sur
le rapport entre distance au plus proche et distance au second plus proche ne fournit tout
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Algorithme 2.1 Détection a-contrario de groupes d’appariements significatifs.
Entrée : deux vues de la même scène 3D.
1. À l’aide de l’algorithme SIFT, extraire les points d’intérêt et les descripteurs dans
chaque vue : (xi, D(xi))i∈{1,...N1} et (yj , D(yj))j∈{1,...N2}.
2. Pour chaque i ∈ {1, . . . N1},
(a) construire les distances empiriques dD (cf. section 2.2.4),
(b) définir un ensemble Ep de correspondances provisoires (appariement au sens
de [RDG09]).
3. Itérer :
(a) choisir aléatoirement sept (resp. quatre) points xi et sélectionner sept (resp. quatre)
points yj(i) en correspondance,
(b) calculer les trois matrices fondamentales F possibles à partir de ces sept correspon-
dances et aller en (c) pour chacune des matrices (resp. calculer l’homographie H à
partir de ces quatre correspondances et aller en (c)),
(c) sélectionner le sous-ensemble de Ep le plus significatif (heuristique H).
Sortie : le groupe le plus significatif rencontré.
simplement aucun appariement correct. L’algorithme RANSAC n’a donc aucune chance de
fournir un groupe d’appariements cohérent avec une homographie. Au contraire, l’apparie-
ment a-contrario trouve des correspondances correctes : sur les 312 appariements retrouvés,
98 sont des plus proches voisins, et 67 sont de rang plus grand que 10. Cette expérience illustre
l’intérêt d’aller au delà du plus proche voisin.
2.3 Comment rendre ASIFT davantage robuste à l’aliasing
perceptuel ?
Comme expliqué dans l’introduction, la plupart des algorithmes d’appariement de points
d’intérêt ne fonctionnent plus dès que le changement de point de vue sur la scène dé-
passe 30o [MP07]. La raison est l’invariance limitée de ces descripteurs à une gamme restreinte
de transformations affines. L’algorithme ASIFT [MY09, YM11] de J.-M. Morel et G. Yu per-
met de dépasser cette limitation par des simulations de points de vue. Dans cette section,
nous expliquons notre contribution à une amélioration de ASIFT rendant cet algorithme plus
robuste à la présence de motifs répétés. Nous nous baserons essentiellement sur l’algorithme
tel que décrit dans [MY09], qui diffère légèrement de la version disponible en ligne [YM11].
2.3.1 ASIFT
La décomposition en valeurs singulières d’une transformation affine A (de déterminant







avec λ > 0, Rψ et Rφ des matrices de rotation, φ ∈ [0, 180o), et t > 1.
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Figure 2.3 – Les deux images dans lesquelles on cherche des correspondances (sous contrainte homo-
graphique). On représente sur l’image de gauche (de droite, respectivement) le mouvement apparent des
points d’intérêt entre leur localisation dans l’image de gauche (de droite, respectivement), marquée par
une croix, et leur localisation dans l’image de droite (de gauche, respectivement), représentée par l’autre
extrémité du segment. Il s’agit d’un problème difficile d’appariement, du fait de la texture répétitive.
À gauche, correspondances établies par l’appariement classique au plus proche voisin des descripteurs.
Très peu de bonnes correspondances sont identifiées. À droite, l’algorithme a-contrario proposé fournit
un grand ensemble de bonnes correspondances. Dans ce cas, parmi les 312 appariements, 98 sont des
plus proches voisins, et 67 sont de rang supérieur à 10.
Comme SIFT est invariant aux rotations et changements d’échelle induits par la trans-
formation λRψ, une collection de descripteurs d’une image I invariants par transformation
affine est obtenue dans l’algorithme ASIFT en extrayant des descripteurs SIFT des images







En effet, la localisation des points d’intérêt SIFT est supposée covariante avec toute rotation
et changement d’échelle λRψ appliquée à It,φ, et les descripteurs associés y sont invariants.





et φ = {0, b/t, . . . , kb/t} avec b = 72o et k = bt/b · 180oc, bxc désignant le plus grand entier
inférieur au réel x.
L’étape suivante est d’apparier les descripteurs SIFT provenant des simulations sur les
deux images I et I ′. Ceci est réalisé par l’algorithme standard de [Low04] (plus proche voisin
puis rapport des distances euclidiennes entre plus proche et second plus proche descripteur).
Les correspondances obtenues sont ensuite reprojetées dans I et I ′ en commençant par les
paires d’images simulées qui ont fourni le plus grand nombre de correspondances, à la condition
qu’aucun point d’intérêt n’ait été préalablement placé à une distance plus petite que
√
3.
Cette stratégie permet d’éviter des accumulations artificielles de points d’intérêt. Une dernière
étape permet d’éliminer les fausses correspondances par RANSAC en imposant une contrainte
épipolaire.
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Figure 2.4 – Recherche de correspondances sous contrainte épipolaire. À gauche, recherche au plus
proche voisin et contrainte épipolaire imposée par RANSAC. Un grand nombre de fausses correspon-
dances peut être repéré ; elles sont causées par l’ illusion des doubles clous discutée précédemment.
Il s’agit d’un problème d’autant plus difficile que l’aspect de la façade de gauche change fortement
entre les deux prises de vue. À droite : ASIFT, qui permet de fournir davantage de correspondances
que SIFT. Beaucoup de ces correspondances s’avèrent correctes, néanmoins, l’effet de l’illusion des
doubles clous reste sensible. Ces images sont extraites de la Zürich Building Database [SSG03].
2.3.2 Modification de ASIFT
La figure 2.4 montre un exemple d’appariement de points d’intérêt en présence de motifs
répétés et de fort changement de points de vue. On voit qu’ASIFT semble davantage robuste à
la présence de motifs répétés que l’appariement SIFT classique. La raison est qu’en cherchant
les paires d’images simulées fournissant le plus grand nombre d’appariements, on favorise
les ensembles d’appariement entre des parties planaires de l’image quasiment recalées. Ce
recalage implicite fournit davantage de bonnes correspondances. Nous proposons d’imposer
explicitement ce recalage, en imposant une contrainte homographique entre appariements
d’images simulées. D’autre part, le NFA introduit précédemment nous fournit un critère
de qualité plus fin que le simple décompte du nombre de correspondances, et permet en
outre de sélectionner des correspondances au-delà du plus proche voisin. ASIFT ainsi que les
modifications que nous proposons sont décrits de manière succincte dans l’algorithme 2.2. Ces
modifications sont discutées ci-dessous.
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Algorithme 2.2 Improved ASIFT (I-ASIFT) et Standard ASIFT (ASIFT).
Entrée : deux images I et I ′.
1. Pour les deux images, générer les deux collections d’images It,φ et I ′t′,φ′ (eq. (2.20)), et
extraire les descripteurs SIFT de chaque image générée.
2. Appariement des descripteurs SIFT entre chaque paire d’images générées :
I-ASIFT - pour chaque paire (It,φ, I ′t′,φ′) extraire le groupe de correspondances avec
le plus faible NFA sous contrainte homographique (eq. (2.10)).
ASIFT - pour chaque paire, apparier chaque descripteur de It,φ à son plus proche voisin
dans I ′t′,φ′ , à condition que le rapport entre la distance au plus proche et au second
plus proche voisin est inférieur à 0,6.
3. Reprojection des points SIFT des It,φ’s et I ′t′,φ′ ’s à I et I ′ :
I-ASIFT - garder les groupes tels que log(NFA) < −50, et les trier selon les NFA
croissants. En partant du groupe le plus significatif, reprojeter une paire de descripteurs
appariés seulement si le point d’intérêt ne tombe pas dans le voisinage d’un point déjà
reprojeté. Le voisinage est défini comme la reprojection dans I (resp. I ′) du cercle
autour du descripteur extrait de l’image simulée dont le rayon est égale à l’échelle
SIFT (au minimum 2 pixels).
ASIFT - reprojeter les points appariés seulement s’il n’y a pas de point déjà placé à
une distance inférieure à
√
3 pixels.
4. Élimination des fausses correspondances :
I-ASIFT - utilisation de RANSAC a contrario [MS04b] pour imposer la contrainte
épipolaire ou homographique, au choix de l’utilisateur.
ASIFT - utilisation de RANSAC a contrario pour imposer la contrainte épipolaire.
Sortie : un ensemble de points en correspondance entre les images I et I ′.
En premier lieu, nous remplaçons dans l’étape 2 l’appariement au plus proche voisin par
notre algorithme d’appariement a-contrario sous contrainte homographique. La raison pour
utiliser une contrainte homographique est que lorsqu’on simule des transformations affine, on
attend à ce que certaines d’entre elles approchent correctement des homographies relatives
aux mêmes parties planaires de la scène. Ensuite, chaque groupe de correspondances entre
images simulées est supposé appartenir à un morceau de plan, et donc doit satisfaire une
contrainte homographique. Dans l’algorithme ASIFT standard tel que décrit dans [MY09], le
nombre de groupes est limité a priori à cinq. Au contraire, nous gardons tous les groupes tels
que log10(NFA) < −50. L’avantage du NFA est qu’il mesure la significativité du groupement :
cela a du sens d’intégrer tous les groupes très significatifs, sans limite a priori sur leur nombre.
En pratique, cela revient généralement à garder un nombre de groupes compris entre 5 pour
une scène totalement plane et de l’ordre de 70 pour une scène multi-planaire. La limite du
NFA à −50 peut sembler arbitraire, néanmoins nous avons constaté que des groupes avec
un NFA plus grand était très souvent redondants avec des groupes possédant un NFA bien
inférieur.
Pour améliorer la reprojection de l’étape 3, nous proposons d’utiliser le NFA comme critère
d’adéquation. Comme le remarquent les auteurs de [HCH10], l’appariement par simulation
de points de vue donne toujours un grand nombre de correspondances, bon nombre d’entre
elles étant concentrées dans de petites zones. Le critère du NFA réalise un compromis entre la
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Figure 2.5 – Improved Asift : Zürich Building. I-Asift donne 151 correspondances, parmi lesquelles
seulement 89 sont des plus proches voisins. Les six groupes avec les plus petits NFA sont montrés en
haut : ils correspondent bien à des appariements entre morceaux localisés de plans.
taille du groupe et sa précision : les petits groupes peuvent avoir un NFA bien plus faible que
des plus grands groupes si les descripteurs photométriques s’accordent quasi-parfaitement ou
si la contrainte géométrique est très bien satisfaite. Il nous semble que favoriser les groupes
avec un NFA le plus faible a plus de sens que favoriser systématiquement les grands groupes.
Enfin, lors de la reprojection, on sélectionne les correspondances à partir de leur échelle afin
d’éviter l’accumulation dans de petites zones.
L’application de cet algorithme à l’exemple de la figure 2.4 est illustrée par la figure 2.5.
Les correspondances sont cette fois correctes.
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2.3.3 Expériences illustratives
Les figures 2.6 et 2.7 montrent les résultats de notre algorithme sur un autre exemple
illustratif. L’algorithme I-ASIFT permet d’obtenir 210 correspondances, toutes correctes. Par
comparaison, SIFT permet d’obtenir 97 correspondances, un certain nombre d’entre elles
étant incorrectes, et ASIFT 153 correspondances, avec les mêmes correspondances incorrectes.
L’illusion des doubles clous explique les appariements incorrects de la figure 2.7. La contrainte
homographique supplémentaire sur chaque groupe imposée dans I-ASIFT contribue à les
éliminer.
D’autres expériences peuvent être trouvées dans [54].
La figure 2.8 montre deux vues distantes dans la séquence Leuven Castle [PVGV+04].
ASIFT fournit 94 appariements, principalement entre points de la façade principale. Remar-
quons que de nombreux appariements incorrects peuvent être observés. I-ASIFT fournit 118
appariements (24% seulement sont des plus proches voisins), distribués sur tout le bâtiment.
Tous ces appariement (à l’exception de deux) sont corrects. La matrice fondamentale est
estimée sur ces ensembles de correspondances, et les lignes épipolaires (en jaune) corres-
pondant à quelques points manuellement sélectionnés dans l’image de gauche prouvent que
I-ASIFT permet d’estimer correctement la géométrie épipolaire. Au contraire, le mouvement
de la caméra ne peut pas être retrouvé à partir des appariements ASIFT. En comparaison,
MSER [MCUP04] ne fournit que 5 appariements, et Harris/Hessian affine [MS04a] 20 à 30
appariements, principalement entre des motifs répétés improprement associés.
2.4 Prise en compte de l’incertitude de localisation des points
d’intérêt
Les contributions de [33] et [35] concernent la prise en compte de l’incertitude de loca-
lisation des points d’intérêt dans l’appariement selon un modèle a-contrario. Tenir compte
de l’incertitude de localisation des points à apparier est le sujet de plusieurs travaux, du re-
calage 3D [PT97] à l’appariement de points sous transformation projective [Bra06, OB06].
L’incertitude est d’une certaine manière incorporée dans Mlesac [TZ00], car la localisation
des inliers y est supposée connue avec une erreur gaussienne, d’écart-type fixé a priori. Les
auteurs de [TC05] adaptent Mlesac pour y incorporer l’incertitude sur les transformations
candidates. Les auteurs de [RFP09] proposent d’accélérer RANSAC en limitant la recherche
des correspondances aux régions correspondant à une certaine p-valeur du risque. Dans tous
ces articles, l’erreur de localisation des points d’intérêt est supposée isotrope. Dans ce cadre,
les auteurs de [KK01] donnent une réponse mitigée à la question « est-il réellement nécessaire
de prendre en compte l’incertitude de localisation ? ». Néanmoins, la définition de l’incertitude
est assez simple dans ce dernier article, en particulier elle est indépendante de l’algorithme
d’extraction des points d’intérêt. Les auteurs de [ZGS+09] analysent eux précisément l’algo-
rithme SIFT, et dérivent une incertitude de localisation anisotrope basée sur la matrice des
dérivées secondes de l’image, qu’ils valident expérimentalement.
Nous avons proposé dans [33, 35] un algorithme RANSAC a-contrario prenant en compte
l’incertitude de localisation des points à apparier, pas nécessairement isotrope. Nous donnons
ici ses grandes lignes.
Supposons qu’une liste de correspondances provisoires S faite de N paires de points d-
dimensionnels (xi, yi)1≤i≤N soit disponible (après un appariement exploitant une similarité
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groupe 1 : log(NFA) = −589 ; 53 points groupe 2 : log(NFA) = −427 ; 46 points
groupe 3 : log(NFA) = −373 ; 34 points groupe 4 : log(NFA) = −361 ; 33 points
groupe 51 : log(NFA) = −319 ; 13 points
Figure 2.6 – En haut : 210 correspondances trouvées par I-ASIFT. Chaque ellipse verte est la repro-
jection d’un cercle avec un rayon égal à l’échelle SIFT dans l’image simulée par transformation affine.
En dessous (groupes 1 à 4) : correspondances des quatre paires (It,φ, I ′t′,φ′) correspondant aux groupes
avec les NFA les plus faibles. On peut voir que ces groupes concernent en fait des points sur des mor-
ceaux de plans relativement concentrés. Dans cette expérience, 65 groupes sont gardés. Les 10 derniers
groupes ne fournissent en fait que 14 correspondances. Par comparaison, les quatre groupes montrés
en fournissent 116. Remarquons que les points sur le mur ou sur la moquette sont dispersés dans plu-
sieurs groupes. En effet, l’homographie induite étant assez marquée, elle nécessite d’être approximée
localement par plusieurs transformations affines. Dans le groupe 51, on remarque que l’appariement
est piégé par l’aliasing perceptuel : les descripteurs sont semblables mais les correspondances sont co-
hérentes avec une homographie par hasard. Dix points de ce groupe sont effectivement reprojetés, mais
tous sont éliminés par le RANSAC final qui impose la cohérence avec la géométrie épipolaire.
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Figure 2.7 – En haut : appariement par SIFT (plus proche voisin, et seuil sur le rapport à 0,8, puis
même RANSAC que dans ASIFT). 97 appariements sont trouvés. En bas : appariement par ASIFT.
153 appariements sont trouvés. Quelques points sur la moquette ne sont pas correctement appariés, et
tout un groupe d’appariement est incorrect au premier plan, car les motifs répétés tombent par hasard
sur la ligne épipolaire associée.









Figure 2.8 – En haut : résultat de ASIFT. En bas : résultat de I-ASIFT.
entre descripteurs par exemple). Les xi (resp. yi) sont modélisés comme des variables aléa-
toires gaussiennes de moyenne xi et de matrice de covariance Σxi (resp. yi et Σyi). Nous
notons xi ∼ N (xi,Σxi).
À chaque étape de RANSAC, une transformation paramétrique T est estimée, que l’on
suppose basée sur m correspondances. Par exemple, si d = 2, l’estimation d’une homographie
nécessite m = 4 correspondances, et si d = 3, m = 5. La localisation des points d’intérêt étant
incertaine, l’estimation de T sur la base de ces points l’est également.
Nous utilisons la propriété classique suivante :
Proposition 2.3 (propagation de l’incertitude) Si v est un vecteur aléatoire dans Rd de loi
gaussienne N (v,Σ), et f : Rd → Rd est une transformation affine telle que f(v) = f(v) +
A(v − v). Alors f(v) suit la loi gaussienne N (f(v), AΣAT ).
Lorsque f n’est pas affine, il est classique d’utiliser une approximation de Taylor au premier
ordre en v.
Dans [33, 35], nous montrons que l’incertitude de T (représentée par la matrice de co-
variance ΣT ) s’estime à partir de l’incertitude des 2m points ayant servi à son estimation et
de la matrice Jacobienne de la transformation qui aux 2m points associent T . Lorsque la mé-
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thode de transformation linéaire directe (Direct Linear Transform) [HZ00] est utilisée, T est
obtenue par décomposition en valeurs singulières (SVD), et le « Jacobien de la SVD » [PL00]
intervient alors dans le calcul. Dans [35], nous avons obtenu une expression analytique du
Jacobien de la SVD dans le cas de l’estimation de la matrice fondamentale par l’algorithme
dit « des 8 points ». Dans [33], nous utilisons plus simplement une estimation par différences
finies.
La métrique utilisée dans notre adaptation de RANSAC est le carré de la distance de
Mahalanobis entre couples de points d’intérêt, qui, sous certaines hypothèses d’indépendance
des points d’intérêt, suit une loi du χ2 à 2d degrés de liberté.
Plus précisément, si on note dsM (xi, yi) le carré de la distance de Mahalanobis entre couples
de points (xi, yi) appariés selon une transformation T issue d’un ensemble minimal de points s,
nous définissons les mesures suivantes de cohérence d’un ensemble S de correspondances
potentielles :
dmax(T , S, s) = max
(xi,yi)∈S
dsM (xi, yi) (2.21)
et :
dsum(T , S, s) =
∑
(xi,yi)∈S
dsM (xi, yi) (2.22)
Nous définissons alors l’hypothèse nulle H0 :
Définition 2.3 H0 : (xi, yi)i∈S\s sont des variables aléatoires gaussiennes indépendantes, xi
de loi N (xi,Σxi), yi de loi N (yi,Σyi), également indépendantes de la transformation T de loi
N (T ,ΣT ) telles que ∀i, yi = T xi.
Si δ est un réel positif, on obtient :
Pr
(











dsum(T , S, s) ≤ δ |H0
)
= fχ22(k−m)d(δ) (2.24)
où fχ2α est la fonction de répartition du χ
2 à α degrés de liberté.
Un nombre de fausses alarmes est ensuite défini comme dans l’équation (2.10). Des résul-
tats expérimentaux peuvent être trouvés dans [33, 35]. La difficulté est la non-linéarité des
transformations étudiées (matrice fondamentale et homographie) ; l’approximation par des
développements de Taylor locaux à l’ordre 1 semble assez grossière dans bon nombre de cas.
2.5 Conclusion et perspectives
Dans ce chapitre, nous avons rappelé nos résultats concernant l’appariement de points d’in-
térêt sous contraintes géométriques et photométriques, dans le cadre d’un modèle a-contrario.
Nous avons également vu comment il était possible de rendre ASIFT davantage robuste à la
présence de motifs répétés.
Un point resté en suspens à l’issue de ces travaux mériterait d’être examiné. Le NFA
« photométrique » (au sens de [RDG09], voir la section 2.2.4) fournissant une mesure de
la qualité des groupes d’appariements provisoires, c’est-à-dire avant d’imposer une contrainte
géométrique, il est tentant de s’en servir pour guider un algorithme d’échantillonnage progres-
sif. Les auteurs de PROSAC [CM05] utilisent le rapport entre distances euclidiennes des plus
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proches et seconds plus proches descripteurs comme indicateur de qualité de l’appariement,
une faible valeur de ce rapport étant censée indiquer une bonne confiance dans l’appariement.
Ils adaptent alors RANSAC en générant des hypothèses successives par tirage préférentiel
en favorisant les petites valeurs de ce rapport. Il serait intéressant de revisiter PROSAC à
la lumière d’une métrique comme celle fournie par le NFA. D’autre part, une optimisation
d’ASIFT a été récemment proposée [MMP15] : elle est basée sur différentes discrétisations de
l’ensemble des transformations affines (t et φ dans l’équation (2.20)) et différents extracteurs
de points d’intérêt. Il serait intéressant de voir si un échantillonnage progressif des para-
mètres t et φ et la recherche d’appariements provisoires dont la confiance serait mesurée par
le NFA ne pourraient pas guider la recherche des t et φ optimaux, de manière à éviter un
échantillonnage systématique.
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3.1 Introduction
3.1.1 Contexte
Ce chapitre traite de l’estimation de la pose d’une caméra, c’est-à-dire sa localisation et
son orientation dans une scène tridimensionnelle. Il s’agit d’un des problèmes fondamentaux
de la vision par ordinateur (voir la revue [LF05]), utilisé par exemple pour l’initialisation de
la manipulation d’objets par un bras robotique [CBSF09], la relocalisation dans une approche
de type Simultaneous Localization And Mapping (SLAM) en cas de perte du suivi [WKR07],
la navigation d’un robot [LSC+15, LSB+15], la reconnaissance d’objets [RLSP06], et de façon
générale pour les applications de localisation [SBS07] ou de réalité augmentée [GL06, BCL15].
Plus précisément, le problème abordé est celui de la détermination de la pose d’une
caméra à partir d’une image test et d’un modèle de la scène tridimensionnelle. Dans nos
travaux, le modèle de la scène sera essentiellement un nuage de points 3D obtenu par un
algorithme de type Structure from Motion (SfM) à partir d’une collection d’images préala-
blement acquises. En pratique nous avons utilisé les logiciels VisualSFM [Wu11, WACS11]
ou Bundler [Sna10, SSS06, SSS08]. Des descripteurs (généralement SIFT [Low04]) sont as-
sociés aux points du modèle 3D, et sont utilisés pour trouver des appariements entre des
points d’intérêt de l’image test et les points du modèle 3D. Enfin, la pose de la caméra test
est estimée à partir de ces correspondances par résolution du problème Perspective-n-Point
(PnP) [DD95, HR11, LMNF09]. Dans nos travaux, nous nous sommes limités à l’estimation
précise de la pose de la caméra dans un environnement de taille relativement limitée (une
pièce, ou les environs proches d’un bâtiment). Il s’agit d’un problème réaliste dans une appli-
cation de suivi où le calcul de pose serait utilisé pour une réinitialisation du système, ou dans
une application dans laquelle un positionnement grossier par GPS serait disponible. L’esti-
mation de pose en environnement très vaste [IZFB09] (voire mondial [LSHF12]) commence
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d’ailleurs généralement par une phase d’élagage du modèle pour en limiter l’étendue. Nous
supposons également que les paramètres intrinsèques des caméras sont connus.
Dans ce contexte, toute la difficulté du calcul de pose est que le modèle de la scène est
construit à partir d’images prises avec des distances à la scène ou orientations potentielle-
ment très différentes des conditions d’acquisition de l’image test. C’est par exemple le cas
dans des applications de conduite autonome d’un robot [CRC16], ou des applications de lo-
calisation d’un drone prenant des images aériennes d’une scène construite à partir d’images
« à hauteur d’homme » [SWC+14]. Les descripteurs utilisés n’étant invariants qu’à des chan-
gements de point de vue limités (selon les auteurs de [MP07], la robustesse de l’appariement
est limitée à des changements d’orientation d’au plus 30o), en plus des limites numériques
relevées dans [RO15], l’appariement des descripteurs préalable à la résolution du problème
PnP constitue un problème très difficile.
3.1.2 Contributions
Nos contributions concernent essentiellement l’appariement de points entre le modèle de
la scène et l’image test. Dans la thèse de Srikrishna Bhat [Bha13],[31, 34], nous avons étudié
la construction de mots visuels permettant de construire des correspondances pour l’étape
de SfM et décrire les points du modèle. Ces mots visuels sont obtenus par classification non
supervisée des descripteurs des images permettant de construire le modèle. Ces travaux sont
décrits en section 3.2. Dans la thèse de Pierre Rolin [19, 25, 40], nous avons proposé un
enrichissement des descripteurs du modèle par une technique de simulation de points de vue.
L’idée est inspirée de l’algorithme d’appariement de paires d’images ASIFT [MY09, YM11] :
en ajoutant des descripteurs synthétiques correspondant à des points de vue non présents
dans les images initiales, on facilite l’appariement d’une image test prise avec un point de vue
très éloigné de celui de ces images. Ces travaux sont décrits en section 3.3.
Les principales publications relatives à ce chapitre sont :
[19] P. Rolin, M.-O. Berger, and F. Sur. Simulation de point de vue pour la mise en correspondance
et la localisation. Traitement du signal, 32(2-3):169–194, 2015.
[22] P. Rolin, M.-O. Berger, and F. Sur. Enhancing pose estimation through efficient patch syn-
thesis. In Proceedings of the British Machine Vision Conference (BMVC), York , UK, 2016.
[25] P. Rolin, M.-O. Berger, and F. Sur. Viewpoint simulation for camera pose estimation from
an unstructured scene model. In Proceedings of the IEEE International Conference on Robotics and
Automation (ICRA), Seattle (WA), USA, 2015.
[31] S. Bhat, M.-O. Berger, and F. Sur. Visual words for 3D reconstruction and pose computation.
In Proceedings of the Joint 3DIM/3DPVT Conference (3DIMPVT), pages 326–333, Hangzhou, China,
2011.
Bon nombre des résultats présentés dans ce chapitre ont été obtenus par Srikrishna Bhat
(thèse soutenue en janvier 2013 [Bha13]) et Pierre Rolin (soutenance prévue début 2017),
doctorants que j’ai co-encadrés avec Marie-Odile Berger.
3.2 Construction de mots visuels pour le calcul de pose
Si les vocabulaires visuels sont des outils standards de la classification d’images ou d’objets
(depuis les travaux décrits dans [NS06, SZ03]), ils semblent davantage émergents pour les
problèmes de SfM et d’identification de correspondances pour le calcul de pose ; citons la
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reconstruction 3D dans des applications multimédia [AFS+11], la détection de boucles dans
une trajectoire [AFDM08], la localisation rapide en grand environnement [IZFB09], ou le
calcul de pose [XCYQ08].
L’étape préalable à la construction d’un modèle de la scène par ajustement de faisceaux
et algorithme SfM est généralement basée sur l’appariement de descripteurs SIFT [Low04] :
cette approche est notamment utilisée par les auteurs de [GL06, Sna10, Wu11]. Néanmoins,
obtenir un modèle de bonne précision par ajustement de faisceaux nécessite de construire
des ensembles de correspondances entre images balayant des points de vue assez différents,
afin de diminuer l’erreur de parallaxe. Cette construction se fait par agrégation successive des
images à partir des correspondances obtenues d’une première paire d’images. De nombreux
paramètres sont nécessaires (comme souligné dans [MMM12]), ce qui fait qu’un ensemble de
correspondances peut finalement ne concerner que des changements limités de points de vue.
C’est pourquoi nous avons proposé de grouper en mots visuels les descripteurs de l’ensemble
des images servant à construire le modèle dans une approche globale, non agrégative, préalable
à tout SfM. Si les images initiales présentent une certaine continuité dans les changements
de points de vue, une classification non supervisée devrait permettre de grouper ensemble
les descripteurs associés au même point 3D. Les mots visuels présentent aussi l’intérêt de
représenter de manière compacte l’information photométrique associée à un point du modèle.
Ces mots visuels sont ensuite utilisés pour permettre l’appariement entre les points d’intérêt
d’une image test et la scène, ce qui permet ensuite de calculer la pose.
Plus précisément, nous avons testé différentes méthodes de construction de mots visuels :
k-moyennes (à la suite de [NS06, SZ03]), mean-shift [Che95, CM02], fermeture transitive des
appariements obtenus par seuillage de la distance euclidienne entre descripteurs (de manière
similaire à [AFDM08]), ainsi que les groupes de descripteurs correspondant au même point 3D
obtenu directement en sortie d’un algorithme SfM classique.
Concernant l’appariement des points pour construire le modèle par SfM, nos expériences
montrent que les mots obtenus par fermeture transitive fournissent un modèle présentant
plus de point, et plus précis car ces mots permettent de grouper ensemble des descripteurs
associés à des images présentant une plus grande variabilité de points de vue, alors que les
mots obtenus par k-moyennes souffrent de la dépendance forte au nombre k de groupes qui
doit être fixé a priori. La construction des mots par fermeture transitive est 100 à 200 fois
plus rapide que par mean-shift.
Une fois qu’un algorithme d’appariement des descripteurs de l’image test et des mots
visuels est défini, il est possible de calculer la pose par PnP. Si nos expériences ne montrent
pas que les différentes stratégies se différencient, elles permettent de conclure que le paramètre
intervenant dans les mots visuels (le seuil sur les distances entre descripteurs) n’est pas un
paramètre sensible. Si des poses satisfaisantes peuvent être obtenues lorsque l’image test ne
présente pas une forte variabilité de point de vue par rapport aux images permettant de
construire le modèle, ce n’est plus le cas dès que la variabilité s’accroît. Ce constat motive les
travaux décrits dans la section suivante.
3.3 Simulation de points de vue pour l’appariement entre une
image test et un modèle de la scène
Nous avons proposé d’enrichir la description des points 3D en générant par simulation des
descripteurs additionnels qui correspondent à des points de vue éloignés de ceux des images
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Figure 3.1 – Le modèle 3D de la scène (points rouge), les caméras ayant servi à le construire (en rouge
pâle), une caméra éloignée dont on chercherait la pose (en cyan, position entourée), et les caméras
virtuelles (en vert), réparties ici sur une demi-sphère centrée sur la scène. Les caméras virtuelles
permettent de générer de nouveaux descripteurs pour chaque point du modèle.
ayant servi à la reconstruction initiale du modèle. Nous illustrons par plusieurs expériences
qu’enrichir ainsi le modèle augmente le degré d’invariance de la description des points 3D. Cela
facilite l’appariement, et donc le calcul de pose, lorsque la scène présente un fort changement
d’aspect dans la nouvelle vue dont on cherche la pose. La simulation de points de vue a déjà
montré son utilité dans le cadre de la mise en correspondance entre deux images présentant un
changement de point de vue important, comme dans ASIFT [MY09] ou ses variantes [BZU10,
MMP15][32]. Dans ASIFT, la simulation est faite en utilisant des transformations affines.
Dans notre cas, en supposant la scène localement plane, toutes les vues d’une région autour
d’un point 3D sont liées par des homographies avec le modèle sténopé ou des transformations
affines avec le modèle de caméra orthographique. Nos descripteurs simulés seront donc générés
à partir de vues synthétisées par un certain nombre de transformations de l’un de ces deux
types, de manière à simuler un déplacement de la caméra dans des positions non représentées
dans les images initiales. Ceci est illustré par les figures 3.1 et 3.2.
Notons qu’une méthode similaire est envisagée dans [KS14] et [WCL+08], mais les vues
simulées sont uniquement fronto-parallèles. Dans [HCH10], la simulation est utilisée pour amé-
liorer la reconnaissance d’objets, mais, contrairement à ce qui est proposé dans notre méthode,
la géométrie de l’objet n’est pas prise en compte pour faire les simulations. Dans [IZFB09] la
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vue réelle vue test
vue simulée par transformation affine vue simulée par homographie
Figure 3.2 – Un exemple de simulation. Notons le fort changement de point de vue entre la vue
test et la vue réelle la plus proche de celle-ci ayant servi à reconstruire le modèle. La vue test pourra
difficilement être appariée au modèle à partir de descripteurs issus de vues comme la vue réelle. Les
vues simulées de la couverture du livre depuis la position test sont obtenues à partir de la vue réelle.
La simulation par homographie ressemble davantage à la vue test.
simulation est utilisée dans le cadre de la localisation d’une caméra dans un grand environ-
nement, mais il semble que les changements de point de vue considérés soient relativement
faibles. Dans le cadre de la navigation robotique, les auteurs de [CRC16] simulent des vues
cohérentes avec la trajectoire estimée du robot.
La méthode que nous proposons permet de localiser une caméra par rapport à un modèle
obtenu par SfM, même lorsque la pose cherchée est très éloignée des vues ayant été utilisées
pour construire le modèle. Cette invariance aux changements de points de vue est obtenue en
complétant la description de chaque point du modèle par des descripteurs issus d’imagettes
simulées prenant en compte la géométrie locale du point 3D. Nos premières expériences sur
une scène centrée sur un objet montrent que l’ajout de vingt-cinq points de vue virtuels
permet de calculer des poses là où des méthodes basées uniquement sur SIFT (comme celle
décrite dans [GL06]) échouent. De manière plus générale, la simulation augmente le taux de
correspondances correctes entre l’image et le modèle, ce qui permet à RANSAC de converger
plus rapidement vers un ensemble de consensus fournissant la pose cherchée.
46 Détermination de la pose d’une caméra
Nous supposons disposer d’un modèle d’une scène, constitué d’un nuage de points, et que
chacun de ces points est associé à un ensemble de descripteurs SIFT provenant des vues réelles
dans lesquelles il a été repéré par l’algorithme de SfM. Nous supposons également que la scène
est localement plane autour des points 3D, et que l’on a associé à chaque point le vecteur
normal du plan sur lequel il se trouve (ce vecteur étant calculé par analyse en composante
principale locale sur le modèle 3D initial, voir [HDD+92]). Étant donnée une vue réelle d’une
zone plane autour d’un point 3D, comment synthétiser une vue de cette zone à partir d’une
nouvelle position de caméra, afin d’en extraire un nouveau descripteur SIFT ? Si on modélise
les caméras comme des sténopés, deux vues d’un même plan sont liées par une homographie.
Dans le modèle de caméras affines (lorsque la profondeur de la scène est faible devant la
focale), les deux vues sont liées par une transformation affine, ce qui n’est pas très réaliste
lorsque la différence de points de vue est assez grand et la focale relativement courte.
3.3.1 Cas des homographies
Soient deux caméras représentées par leurs matrices de projection P1 = K1[R1|T1] et
P2 = K2[R2|T2], où Ki est la matrice des paramètres intrinsèques pour un capteur à pixels
carrés (supposée connue), et Ri, Ti déterminent la pose dans un repère commun, i ∈ {1, 2}.
Considérons un plan de l’espace d’équation nTX + d = 0 (où n est un vecteur normal au
plan, d un paramètre réel, et X des coordonnées d’un point de l’espace). La transformation
induite par le plan entre les deux caméras est alors l’homographie H donnée par l’équation
homogène [HZ00] :
H = K2(R− TnT /d)K−11 (3.1)
où R = R2RT1 et T = −R2(C2 − C1) et le centre optique Ci vérifie Ci = −RTi Ti, i ∈ {1, 2}.
Remarquons que dans le cas où les deux caméras partagent le même axe optique et que
celui-ci porte le vecteur n, cette homographie se réduit à une similitude.
Si P1 est la matrice de projection d’une caméra réelle, P2 celle d’une caméra virtuelle,
et I1 et I2 les images du plan dans ces deux caméras, alors HI1 = I2, soit :
K2R2(RT1 + (C2 − C1)nT /d))K−11 I1 = I2. (3.2)
Rappelons que la matrice R2 s’écrit R2 = RZ(κ)RY (φ)RX(ω) où (X,Y, Z) est un repère
orthonormé tel que Z est l’axe optique de la caméra et (κ, φ, ω) sont les angles d’Euler
associés. Les descripteurs SIFT étant supposés invariants par similitude (plane), on voit que
toute rotation autour de l’axe optique ou tout changement de focale de la caméra 2 fournira
les mêmes descripteurs. Donc la pose de la caméra virtuelle n’a besoin d’être fixée qu’à
une rotation selon l’axe optique près, et la focale est arbitraire. Comme il l’a été souligné
dans [MY11], ce raisonnement sur des images idéales continues reste valable pour des images
discrètes sous réserve de respect de la condition de Shannon-Nyquist. Néanmoins la position
de la caméra est ici importante, T2 intervenant dans (3.2).
La donnée du plan, d’une pose de caméra réelle, et de la pose de la caméra virtuelle (à une
rotation selon l’axe optique près) permet de simuler avec l’équation (3.2) une vue de laquelle
nous allons extraire un descripteur SIFT.
3.3.2 Cas des transformations affines
Dans le cas de deux caméras affines, notons (λi, ψi, ti, φi) les éléments caractéristique de
la caméra i ∈ {1, 2} dans un repère associé à un plan repéré par son vecteur normal n,






Figure 3.3 – Position d’une caméra affine par rapport à la normale d’un morceau de plan, avec les
notations de l’équation (3.3) où t = 1/ cos(θ).
comme illustré par la figure 3.3. Les angles φi et θi sont respectivement la longitude et la
latitude de l’axe optique de la caméra. Le paramètre ti = 1/ cos(θi) est le tilt de la caméra.
Le paramètre ψi correspond à la rotation de la caméra autour de son axe optique et λi au
zoom. La transformation induite par le plan entre une vue fronto-parallèle de ce plan et la













Par composition, la transformation affine induite par le plan entre les deux caméras est :
A = A2A−11 . (3.4)
Avec les mêmes notations que dans le cas des homographies, AI1 = I2 soit A−11 I1 = A
−1
2 I2.
L’invariance aux similitudes des descripteurs SIFT nous permet d’écrire que toutes les valeurs
de ψ1, ψ2, λ1, λ2 fournissent les mêmes descripteurs SIFT, que l’on choisit donc arbitrairement
à ψ1 = ψ2 = 0, λ1 = λ2 = 1.
Ainsi la donnée des positions relatives (ti, φi) des caméras réelles et virtuelles par rapport
à la normale à une partie plane de la scène permet de simuler une vue avec l’équation (3.4)
de laquelle on extraira un descripteur SIFT.
3.3.3 Résumé de la méthode proposée
3.3.3.1 Génération des descripteurs synthétiques
Pour chaque point du modèle 3D associé à une direction normale, et pour chaque position
de caméra virtuelle, on génère une vue (selon une transformation homographique ou affine
selon la méthode choisie), puis on extrait un descripteur SIFT dans cette vue que l’on associe
au point 3D. Un exemple de simulation est visible sur la figure 3.2.
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3.3.3.2 Position des caméras virtuelles
La position des caméras virtuelles est choisie de manière à compléter les points de vue
des caméras ayant permis de construire le modèle. Comme le justifie la discussion de la
section 3.3.2, le cas affine ne nécessite que de positionner les caméras sur une demi-sphère
orientée par la normale considérée, alors que le cas homographique nécessiterait de préciser
leur distance par rapport à la scène.
Dans cette première étude nous plaçons les caméras virtuelles dans les mêmes positions
dans les deux cas : il s’agit de vingt-cinq positions régulièrement réparties sur une demi-sphère
s’appuyant sur un plan moyen de la scène, de rayon égal à la distance de la plus proche caméra
à la scène, comme dans la figure 3.1 ; les caméras sont dirigées vers le barycentre de la scène.
Nous simulons donc un grand nombre de directions d’observation de la scène, mais pas de
variations de la distance de la caméra à la scène. Néanmoins, les expérience montrent que
ces simulations son suffisantes pour calculer des poses relativement éloignées des vues de
reconstruction et des vues virtuelles.
Cet échantillonnage est arbitraire pour le moment, mais devra à terme être défini en
fonction de la géométrie de la scène et des points de vue utilisés pour construire le modèle.
3.3.3.3 Choix de la vue utilisée pour la simulation et extraction d’un descripteur SIFT
Étant donné un point du modèle 3D (associé à des descripteurs venant de plusieurs vues
réelles) et un point de vue à simuler, il faut également choisir à partir de quelle vue réelle
réaliser la simulation. Parmi les vues dans lequel le point 3D est visible, la vue à partir de
laquelle la simulation est réalisée est la plus proche angulairement du point de vue qu’on veut
simuler, ce qui est un choix classique pour limiter l’influence des spécularités et des artefacts
de discrétisation.
La simulation produit une imagette de taille 100 × 100 pixels centrée sur un point du
modèle, qui correspond à l’apparence de ce point observé à partir d’une caméra virtuelle.
L’algorithme SIFT permet alors d’extraire des couples de points d’intérêt et descripteurs
dans cette imagette. On ajoute alors à la liste des descripteurs de ce point 3D le descripteur
extrait de l’imagette dont le point d’intérêt est le plus proche de la position théorique de la
projection du point 3D, si cette distance est inférieure à 10 pixels. Ce seuil correspond à une
distance de reprojection typique des points du modèle obtenu par SfM.
3.3.3.4 Correspondances image/modèle
On commence par extraire les descripteurs SIFT de la nouvelle vue. La méthode de mise
en correspondance utilisée est celle proposée dans [GL06]. Pour apparier un point d’intérêt p1
de la nouvelle vue à un point 3D, on considère les distances d1 et d2 du descripteur SIFT de p1
aux deux plus proches classes de descripteurs. Si d1/d2 est inférieur à un seuil λ on retient la
correspondance. La recherche des plus proches voisins est accélérée comme dans [GL06] par
une recherche approchée [MA10, ML14].
3.3.3.5 Perspective-n-Points
Le calcul de pose se fait par une estimation robuste de type RANSAC [FB81] basée sur
l’algorithme PnP proposé dans [HR11]. Bien entendu, plus la proportion de correspondances
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Figure 3.4 – Les positions des 119 caméras de la base Robot Data Set (vues de dessus). Elles sont
réparties sur des cercles centrés sur la scène, non-représentée. En rouge les caméras servant à la
reconstruction par SfM, en cyan la caméra de test (en haut à gauche).
correctes dans l’étape précédente est grande, plus le nombre d’itérations requises dans RAN-
SAC peut être diminué.
3.3.4 Étude expérimentale
Les expériences suivantes montrent qu’en présence de fortes variations de direction de vue
ou de profondeur la simulation de point de vue améliore considérablement l’estimation de la
pose. La pose peut être calculée dans des situations où une approche basée uniquement sur
SIFT, telle que celle de [GL06], échoue. Plus généralement, pour un nombre fixé d’itérations de
RANSAC, la pose est calculée avec plus de précision en utilisant la simulation. À la fin de cette
section nous discutons les problèmes de temps de calcul et les améliorations envisageables.
3.3.4.1 Protocole expérimental
La méthode proposée est évaluée sur quatre séquences d’images : la séquence numéro 2
de la base Robot Data Set [ADP12] avec la première illumination proposée (la reconstruction
de la scène est présentée dans la figure 3.1 et les positions des caméras utilisées dans la
figure 3.4) et trois séquences spécialement acquises, illustrées par la figure 3.5. Ces séquences
sont composées d’images de taille 1600× 1200 pixels et les scènes associées sont globalement
planes par morceaux et centrées sur un objet.
Toutes les expériences utilisent le même protocole. Un modèle 3D de la scène est construit
avec VisualSfM. La pose d’une vue test est calculée dans trois scénarios : S où le modèle est
la reconstruction obtenue par SfM sans simulation, A où le modèle de S est enrichi par des
descripteurs issus de simulations affines, etH où le modèle de S est enrichi par des descripteurs
issus de simulations homographiques.
Pour comparer les trois scénarios, cent poses sont calculées pour la même vue test dans
chaque cas en utilisant le même nombre d’itérations de RANSAC. La variabilité de ces cent
poses est évaluée visuellement. Lorsque ces poses sont superposées, nous calculons également
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Livre Poster
Bureau Mur
Figure 3.5 – Images représentatives des quatre séquences. Livre vient de la base Robot Data
Set [ADP12]. Les autres séquences sont acquises spécialement pour l’expérience.
l’écart type (reporté dans les figures). L’échelle étant un paramètre libre de toute reconstruc-
tion SfM, les écart types sont exprimés en pourcentage de la distance à la scène. De plus,
pour chaque expérience, des contours des objets de la scène sont reprojetés dans la vue test
en utilisant les poses calculées.
Comme les taux d’inliers dans les correspondances image/modèle sont très variables d’une
séquence à une autre (par exemple de 4 % à 23 % pour le scénario S), nous utilisons un nombre
d’itérations de RANSAC différent pour chaque séquence. Cependant, pour rendre possible la
comparaison de la variabilité, le même nombre d’itérations est utilisé pour les trois scénarios.
3.3.4.2 Robustesse du calcul de pose aux changements de direction de vue
Nous montrons ici que la simulation de point de vue améliore significativement la précision
des poses calculées lorsque la vue test est éloignée des vues réelles et a donc un aspect très
différent.
Nous présentons d’abord les résultats sur la séquence Livre (figure 3.1) pour laquelle la
pose réelle de la vue test est connue. Il est donc possible de déterminer si une correspondance
2D/3D est correcte ou non, en reprojetant le point 3D en utilisant la pose de la vérité terrain.
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Si la distance de reprojection est inférieure à 20 pixels la correspondance est considérée comme
correcte (ce seuil correspond à µ+ 3σ avec µ et σ respectivement la moyenne et l’écart type
de l’erreur de reprojection de l’étape SfM ; les images sont de taille 1600× 1200 pixels). Dans
cette expérience, la proportion de correspondances correctes est de 23 % dans le scénario S,
30 % dans le scénario A et 37 % dans le scénario H.
La figure 3.6 montre la répartition des correspondances 2D/3D parmi les vues réelles et
simulées dans le scénario H. Le point de vue qui contribue le plus au calcul de pose est
virtuel et proche de la caméra test. Globalement, les points de vue simulés produisent 85 %
de l’ensemble de consensus de RANSAC. Ces graphes illustrent la pertinence de la méthode
proposée et l’augmentation du taux d’inliers obtenue grâce aux simulations.
Les résultats du calcul de pose sont illustrés dans la figure 3.7 (N = 1000). Les poses
estimées sont visuellement plus précises dans les scénarios A et H que dans le scénario S.
Avec 500 itérations dans RANSAC, le calcul de la pose échoue dans S, alors que les résultats
sont corrects dans H. En augmentant le nombre d’itérations à 1 000, la variabilité de la
pose n’est que légèrement réduite dans S alors que dans H toutes les poses calculées sont
superposées.
Un phénomène remarquable se produit dansA (et dans une moindre mesure dans S). Dans
cette expérience, les poses calculées se répartissent en trois catégories : la plupart des poses
sont proches du point de vue attendu, quelques unes sont totalement fausses et un groupe de
poses erronées se trouve face à la couverture du livre. Cet ensemble d’erreurs est provoqué
par un motif répété de la scène, à savoir l’œil de la couverture qui apparaît également sur la
tranche du livre. La reprojection des bords de la couverture dans la figure 3.7 illustre bien le
phénomène. Dans ce cas, les simulations homographiques produisent plus de correspondances
en dehors de ce motif répété, ce qui permet d’obtenir des poses correctes dans H. L’influence
des motifs répétés est discutée par exemple dans [32, 14][RSSS11].
Ces expériences ont été reproduites sur les séquences Poster et Bureau avec des résultats
similaires, comme illustré par les figures 3.8 et 3.9. Dans tous les cas présentés, la simulation
améliore la précision de l’estimation de la pose, ce qui est illustré par la meilleure superposi-
tion des positions de caméra estimées ou des quadrilatères correspondant à la projection de
contours 3D de la scène par les caméras estimées.
Le tableau 3.1 donne pour chaque séquence la taille des modèles utilisés et les temps
de calcul des étapes de mise en correspondance et de calcul de pose. Le code est exécuté
sous Matlab sur un processeur Intel Core i7 sans optimisation. Les temps de calcul sont
raisonnables pour un prototype.
La figure 3.10 (base de donnée décrite dans [CZSP12]) présente une illustration dans un
environnement plus grand. Si l’estimation de pose est possible sans simulation, l’utilisation
de la simulation améliore grandement la vitesse de convergence de RANSAC par diminution
de la proportion de fausses correspondances (outliers).
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Figure 3.6 – Séquence Livre : nombre de correspondances associées à chaque point de vue (réel en
rouge, virtuel en vert), pour l’ensemble des correspondances image/modèle (en haut à gauche) et dans
l’ensemble de consensus trouvé par RANSAC (en haut à droite). Les points de vue contribuant le plus
restent les mêmes, et sont proches de la pose cherchée. Les trois points de vue contribuant le plus et le
nombre de correspondances associées sont montrés en bas.
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Figure 3.7 – Séquence Livre : 100 poses calculées avec N = 1 000 itérations de RANSAC, et la
reprojection des bords de la couverture en utilisant ces 100 poses. Dans le scénario H l’écart type de
la position de la caméra est de 0,29 % de la distance à la scène.
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Figure 3.8 – Séquence Poster : 100 poses calculées avec N = 1 000 itérations de RANSAC, et la
reprojection des bords du livre en utilisant ces 100 poses. Dans le scénario H l’écart type de la position
de la caméra est de 0,07 % de la distance à la scène.
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Livre Poster
(1) nb de vues réelles 53 17
(2) nb de points 3D 15 269 7 552
(3) nb de descripteurs 225 207 / 403 662 / 386 970 47 643 / 161 596 / 224 923
(4) temps de calcul (s) 76,7 / 82,4 / 81,4 70,2 / 99,5 / 120,8
(5) nb de correspondances 1 272 / 809 / 1 097 1 144 / 1 293 / 1 092
Bureau Mur
(1) nb de vues réelles 17 6
(2) nb de points 3D 3 525 2 527
(3) nb de descripteurs 15 109 / 33 396 / 45 393 10 765 / 59 325 / 61 690
(4) temps de calcul (s) 11,0 / 16,9 / 22,3 3,0 / 10,2 / 10,2
(5) nb de correspondances 892 / 779 / 657 322 / 338 / 266
Table 3.1 – Nombre de vues réelles (1), nombre de points 3D dans le modèle SfM (2), nombre de
descripteurs dans les scénarios S/A/H (3), temps de calcul en secondes pour la mise en correspondance
image/modèle (4), nombre de correspondances (5).
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Figure 3.9 – Séquence Bureau : 100 poses calculées avec N = 5 000 itérations de RANSAC, et la
reprojection des bords du livre de droite en utilisant ces 100 poses. Dans le scénario H l’écart type de
la position de la caméra est de 3,04 % de la distance à la scène.
Simulation de points de vue pour l’appariement entre une image test et un modèle de la scène57
Figure 3.10 – 100 poses calculées sur la séquence venant de [CZSP12] à l’aide de RANSAC sans
simulation (à gauche) et par notre approche avec simulation (à droite). Les poses calculées figurent sur
la première ligne. Les contours de la façade en arrière-plan obtenus dans chaque cas sont superposés
à l’image test dans les illustrations de la seconde ligne. On observe une réduction significative de
la variabilité de la pose en utilisant notre méthode (les 100 poses calculées sont quasiment toutes
superposées), même si dans tous les cas l’erreur de reprojection des points 3D appariés dans l’image
test est assez faible.
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3.4 Conclusion et perspectives
Dans ce chapitre nous avons résumé nos résultats concernant l’estimation de la pose d’une
caméra à partir d’un modèle non structuré de l’environnement. Comme on l’a vu, enrichir le
modèle par des descripteurs simulés permet d’améliorer le calcul de pose dans le cas des forts
changements de point de vue.
Les travaux en cours de finalisation dans la thèse de Pierre Rolin concernent essentielle-
ment deux axes.
En premier lieu, le fort taux de correspondances erronées parmi les correspondances pro-
visoires (approximativement 90 à 50%, d’autant plus grand dans le cas où la simulation
est utilisée) fait que l’algorithme RANSAC nécessite un grand nombre d’itérations. Nous
travaillons sur une accélération de RANSAC basé sur un échantillonnage progressif des cor-
respondances provisoires, de manière à commencer par celles ayant de meilleures chances
d’être correctes. L’accélération de RANSAC est principalement possible par deux voies. Une
possibilité est d’éviter de tester les hypothèses générées sur l’ensemble des correspondances
provisoires par une approche « préemptive » comme dans [MC04, Nis05]. Néanmoins, ces ap-
proches ne semblent pas adaptées à des situations à faible taux de correspondances correctes.
Une autre possibilité est de générer les hypothèses prioritairement parmi des sous-ensembles
qui contiennent un plus fort taux d’inliers. Ceci est possible si une métrique est disponible
pour classer les correspondances des plus vraisemblables au moins vraisemblables. Il s’agit de
l’idée de base de PROSAC [CM05] : dans le contexte de l’appariement de points entre deux
images, il est proposé d’utiliser le rapport des distances entre la plus proche correspondance
et la seconde plus proche correspondance comme critère de correction. Une autre approche
est discutée dans [LSHF12], à savoir la co-occurrence de descripteurs dans les images. Nos
premiers résultats montrent qu’un algorithme similaire à PROSAC permet une accélération
significative de la recherche d’un ensemble de consensus permettant une estimation précise
de la pose.
D’autre part, le placement des caméras virtuelles décrit dans la figure 3.1 n’est possible
que lorsque la scène est de taille relativement limitée (à quelques objets par exemple) : une
telle approche n’est plus possible dans un scénario où la scène est un bâtiment tout entier
par exemple. Nous étudions le placement des caméras virtuelles sur des hémisphères centrés
sur des morceaux de plans de la scène. D’autre part, la segmentation du modèle en parties
planes, associée à des contraintes de visibilité, permet d’accélérer fortement la simulation en
procédant à une simulation des morceaux de plans visibles dans leur ensemble, au lieu de
simuler une imagette pour chaque position de caméra virtuelle et chaque point 3D comme
décrit dans la section 3.3.3.1. Il s’agit de la voie explorée dans [22].
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4.1 Introduction
4.1.1 Contexte
Le bruit est un phénomène inhérent à tout capteur d’image numérique. S’il est crucial de
bien le caractériser pour régler les paramètres d’algorithmes de débruitage (comme expliqué
par exemple dans les revues [LCBM12] ou [Mil13]), il est également important de caractériser
le bruit pour quantifier les performances métrologiques de mesures sans contact. Le bruit se
traduit en effet comme une incertitude sur le niveau de gris, qui se propage en une incertitude
sur la quantité mesurée à partir de l’image acquise. Comme nous le verrons plus précisément
au chapitre 6 dans le cadre de la mécanique des solides expérimentale, il est important d’établir
la résolution dans les cartes de déplacement ou de déformation obtenues par mesure de champ
sans contact, et cette résolution est essentiellement limitée par le bruit dans les images (voir
par exemple [12], [HR12, MN13]).
4.1.1.1 Modèle Poisson-Gauss
Dans le cadre de la sortie « brute » (raw image) d’un capteur CCD ou CMOS (c’est-à-
dire sans démosaïçage pour former une image couleur, correction γ, ou compression avec perte
d’information comme JPEG), les auteurs de [HK94] ont identifié quatre grandes sources de
bruit, à savoir :
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— le courant d’obscurité résiduel (dark current), qui dépend de la température ambiante
et de la durée de l’exposition ;
— le bruit dit « de grenaille » (shot noise), qui modélise l’incertitude quantique du dé-
compte des électrons générés par les photons incidents en un photosite ;
— le bruit de lecture (read-out noise) généré par l’amplification du signal électrique ;
— le bruit de quantification induit par la conversion du signal analogique en un signal
numérique.
Un modèle stochastique couramment utilisé pour le niveau de gris mesuré en un pixel est
le suivant [ADGM13, BKB+10, FM06, FTKE08, HK94] :
u(x, y) = g ηp(x,y)+d(x,y)(x, y) + δ(x, y) (4.1)
où :
— u(x, y) est le niveau de gris mesuré au photosite correspondant au pixel (x, y) dans
l’image brute en sortie ;
— g > 0 est le gain du système électronique ;
— le nombre d’électrons ηp(x,y)+d(x,y) générés en (x, y) est une variable aléatoire de Pois-
son, de moyenne p(x, y) + d(x, y), p(x, y) dénotant le nombre d’électrons générés par
les photons incidents (en proportion égale à l’efficacité quantique), et d(x, y) est le
nombre d’électrons dus au courant d’obscurité ;
— δ(x, y) est une variable aléatoire gaussienne de moyenne µ (un décalage fixe imposé
par le fabricant du capteur) et de variance σ2, cette variable modélisant les différentes
sources de bruit annexes comme les bruits de lecture et de quantification ;
— les variables aléatoires ηp(x,y)+d(x,y)(x, y) et δ(x, y) sont statistiquement indépendantes
entre elles, et spatialement indépendantes.
Le bruit affectant le niveau de gris est donc hétéroscédastique (sa variance n’est a priori pas
constante) et dépend du signal sous-jacent.
Dans cette formulation, l’amplitude maximale, due à la capacité limitée de chaque photo-
site, et la nature discrète du niveau de gris u(x, y) sont ignorées.
Dans les conditions expérimentales « standards » (température inférieure à 20oC et durée
de la pose égale à une fraction de seconde), le courant d’obscurité est négligeable [ADGM13,
HK94], raison pour laquelle dans tout ce chapitre on considérera d = 0.
Dans le modèle de (4.1), il est facile de calculer l’espérance et la variance du niveau de
gris mesuré [BKB+10, DLR+08, FM06, FTKE08, RVU08] :{
E(u(x, y)) = gp(x, y) + µ
Var(u(x, y)) = g2p(x, y) + σ2 (4.2)
où E et Var dénotent respectivement espérance et variance. Il s’ensuit que la variance du
bruit est affinement liée à l’espérance du niveau de gris par la relation :
Var(u(x, y)) = gE(u(x, y)) + σ2 − gµ (4.3)
4.1.1.2 Estimation des paramètres du capteur
Estimer l’ensemble des paramètres du modèle relatif au capteur (g, µ, σ) peut être effectué
par l’intermédiaire de la méthode dite de transfert de photons [emv10, Hyt06]. Néanmoins,
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cette méthode requiert un protocole expérimental rigoureux et plusieurs acquisitions de don-
nées, ici des images de mires uniformes éclairées à l’aide d’une source lumineuse à intensité
réglable.
L’estimation de la pente g et de l’ordonnée à l’origine σ2 − gµ dans l’équation (4.3) est
néanmoins suffisante dans de nombreuses applications, par exemple pour la stabilisation de
la variance du bruit par transformée d’Anscombe généralisée [MF13, MSB95] (après [Ans48])
ou l’identification du modèle de caméra [TCR14] pour ne citer que deux exemples.
Des méthodes d’estimation de g et de σ2 − gµ simples à mettre en œuvre sont dé-
crites dans divers articles. L’idée sous-jacente est la construction de différents couples de
valeurs (E(u),Var(u)) suivie d’une estimation des paramètres de la relation affine par ré-
gression. Les couples espérance / variance peuvent être estimés sur des régions d’images
homogène [DLR+08, FTKE08, RVU08] résultant d’une segmentation, ou bien par la sélec-
tions de petits imagettes (patches) homogènes [BKB+10, LTO14]. Bien sûr, ces approches ne
peuvent fonctionner lorsque l’image considérée est très texturée et présente peu de régions
homogènes. Dans ce cas, les auteurs de [UVLC13] modélisent la texture comme un Brownien
fractionnaire bidimensionnel et proposent un estimateur des paramètres du capteur. La mé-
thode développée dans [FTKE08] a été également rendue davantage robuste aux textures de
haute-fréquence dans [AF14a]. D’autre part, une estimation jointe des paramètres du bruit et
de la segmentation par l’intermédiaire d’un algorithme EM est proposée dans [JPTC14]. Les
auteurs de [AF14b] modélisent des patches arbitraires comme des mixtures de gaussiennes et
se passent de la sélection de patches homogènes. Une idée récente permet de se passer de l’es-
timation par régression, en estimant les paramètres qui donneront les meilleures performances
à une transformation de stabilisation de la variance du bruit, sous hypothèse d’un bruit de
Poisson dans [JXH14] ou d’un bruit de Poisson-Gauss dans [MF14, PH14]. Lorsque l’image
disponible a subi par exemple une compression JPEG ou une correction γ, le modèle de (4.3)
n’est plus valable ; on peut alors estimer une fonction du niveau de bruit non paramétrique,
comme les auteurs de [LSK+08] ou [CBM14]).
Les travaux de ce chapitre sont effectués sous hypothèse du modèle de Poisson-Gauss. Nous
nous sommes intéressés à l’estimation des paramètres du capteur lorsque l’on dispose d’une
séquence d’images prise avec des réglages de caméra identiques (même durée d’exposition,
ouverture, et sensibilité). Une manière simple d’estimer l’espérance et la variance du niveau
de gris serait d’utiliser des estimateurs temporels. Il s’avère néanmoins que les fluctuations
aléatoires du niveau de gris u(x, y, t) au cours du temps ne sont pas uniquement causées par
le bruit du capteur. En premier lieu, des micro-vibrations sont difficilement évitables : la dalle
en béton formant le sol dans un bâtiment est soumise à des vibrations d’amplitude non négli-
geable [ET84], et le mouvement du miroir dans un appareil photographique de type reflex ou
le mécanisme de refroidissement d’une caméra professionnelle induisent également des vibra-
tions. La turbulence atmosphérique est également une autre source potentielle d’instabilité de
la scène imagée. La seconde source de fluctuation du niveau de gris est le phénomène de flicke-
ring de la source lumineuse, que nous traduirons par scintillement. Les lumières artificielles
sont particulièrement sujettes à ce phénomène [CCM+09], de par la nature alternative du
courant domestique, en particulier les tubes à néon [Loh33] ou les lampes à diodes électrolu-
minescentes [iee10]. Dans le cas d’un appareil photographique reflex, une légère variabilité de
la durée d’obturation cause un effet équivalent. Ces phénomènes sont illustrés par la figure 4.1.
Les micro-vibrations mécaniques comme le scintillement de la source lumineuse empêchent
donc d’estimer simplement les paramètres de la relation affine (4.3) par le simple calcul de la
moyenne et variance temporelles en chaque pixel.
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Figure 4.1 – Une mire de calibration X-rite Colorchecker, éclairée par un tube au néon, est photo-
graphiée par un appareil photographique Canon EOS 350D (sensibilité ISO 100), muni d’un objectif
de 50mm et fixé à un trépied. Une rafale de 100 images est prise. En haut à gauche : une des images
brutes de la série (canal « rouge »). En haut à droite : un niveau de gris moyen est calculé sur trois
carrés de taille 10× 10 appartenant à différents patches uniformes de la grille, la moyenne ayant pour
effet d’atténuer les fluctuations aléatoires dues au bruit. Le graphique montre l’évolution de l’intensité
moyenne de ces carrés. Les fluctuations en phase entre les différents patches mettent en évidence le
scintillement de l’illumination. En bas : deux images correspondant à la différence entre deux paires de
photographies de la mire. En l’absence de vibrations, ces deux différences devraient être semblables et
n’être constituées que d’un bruit de variance proportionnelle au niveau de gris du pixel. Ici, on peut voir
les contours des patches, dans une direction puis dans l’autre : ils sont causés par les micro-vibrations
qui se traduisent par un mouvement apparent de la mire.
4.1.2 Contributions
Ce chapitre traite de l’influence des micro-vibrations mécaniques et du scintillement de
la source lumineuse sur l’estimation des paramètres du capteur. Un modèle théorique de la
formation d’une rafale d’images sous ces hypothèses est présenté en section 4.2. Un algorithme
d’estimation de chacun des paramètres g, µ, σ, ainsi que de l’amplitude des vibrations, est
expliqué en section 4.3. L’algorithme est uniquement basé sur des estimateurs statistiques
et ne requiert pas de recalage permettant de compenser les vibrations ni de segmentation
préalable. Une sélection de résultats expérimentaux est présentée en section 4.4. Ces résultats
sont discutés en détail dans [9] ; des expériences additionnelles sont présentées dans un rapport
de recherche compagnon [50], et une présentation simplifiée est disponible dans [27]. Enfin,
la section 4.2 présente une estimation des paramètres de la relation affine (4.3) robuste aux
vibrations, dans le cas de séries d’images d’une grille pseudo-périodique. La motivation de
cette dernière étude était la détermination des paramètres de la caméra sans avoir à modifier
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le protocole expérimental dans le cadre d’une application à la mécanique des solides, qui fera
l’objet du chapitre 6. Les détails de cette dernière application peuvent être trouvés dans [11].
Les principales publications relatives à ce chapitre sont :
[9] F. Sur and M. Grédiac. Measuring the noise of digital imaging sensors by stacking raw images
affected by vibrations and illumination flickering. SIAM Journal on Imaging Sciences, 8(1):611–643,
2015.
[11] F. Sur and M. Grédiac. Sensor noise modeling by stacking pseudo-periodic grid images
affected by vibrations. IEEE Signal Processing Letters, 21(4):432–436, 2014.
[27] F. Sur and M. Grédiac. Sensor noise measurement in the presence of a flickering illumination.
In Proceedings of the International Conference on Image Processing (ICIP), pages 1763–1767, Paris,
France, 2014.
Le code Matlab NESIF (Noise Estimation by Stacking Images affected by illumination
Flickering) disponible à l’URL :
https://members.loria.fr/FSur/software/NESIF/
implémente les algorithmes décrits dans [9] et [27].
4.2 Modélisation du bruit en présence d’une illumination
scintillante et de micro-vibrations
Le but est de modéliser une série de T images d’une scène statique, éclairée par une
illumination scintillante, la caméra étant soumise à des micro-vibrations.
4.2.1 Modèle cox-gaussien
Le nombre d’électrons générés par les photons étant proportionnel à l’éclairement, le
nombre moyen de ces électrons générés en un photosite (x, y) lors de l’acquisition de la t-ème
image peut s’exprimer comme :
(1 + γt)p(x+ αt, y + βt) (4.4)
où :
— (αt, βt) est le vecteur de translation modélisant les déplacements sur le plan du capteur
causés par les vibrations entre une image de référence et la t-ème image ;
— 1 + γt est la fluctuation relative de l’intensité lumineuse.
Remarquons que nous ne modélisons pas le flou de bougé, qui nécessiterait d’intégrer p au
cours du temps.
Les hypothèses de la section 4.1.1.1 permettent d’exprimer le niveau de gris u(x, y, t) du
pixel (x, y) de la t-ème image comme :
u(x, y, t) = g η(1+γt)p(x+αt,y+βt)(x, y, t) + δ(x, y, t) (4.5)
Les deux processus stochastiques γt et (αt, βt) sont considérés indépendants et identique-
ment distribués, de moyenne nulle. La variance de γ est notée σ2γ et la matrice de covariance
(de taille 2× 2) de (αt, βt) est notée Cov(α, β).
Dans un tel modèle, le paramètre de la variable de Poisson est lui-même aléatoire. Le
processus η(1+γt) est appelé processus de Poisson doublement stochastique, ou processus de
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Cox [Cox55, DVJ03]. Le niveau de gris u(x, y, t) est donc la réalisation d’un processus cox-
gaussien.
Les formules d’espérance et de variance totale permettent alors de calculer l’espérance et
la variance de u en tout pixel :
E(u(x, y, t)) = gE(p(x+ αt, y + βt)) + µ
Var (u(x, y, t)) = g2E(p(x+ αt, y + βt)) + g2(1 + σ2γ)E(p2(x+ αt, y + βt))
−g2 (E(p(·+ αt, ·+ βt)))2 + σ2
(4.6)
On peut voir que le terme E(p2(x+αt, y+βt)) ne nous permet pas d’écrire simplement Var(u)
en fonction de E(u). Néanmoins, un développement en série de Taylor donne :
p(x+ αt, y + βt) = p(x, y) + (αt, βt)∇p(x, y) (4.7)
+12(αt, βt)Hp(x, y)(αt, βt)
T +Rp(x, y, αt, βt)
où∇ est le gradient,Hp(x, y) la matrice hessienne de p en (x, y), et le reste Rp est un polynôme
multivarié en (αt, βt) avec des monômes de degré total supérieur ou égal à 3.
Après calculs, on obtient :
Var (u) = σ2γE(u)2 + (g − 2µσ2γ)E(u) + σ2 − gµ+ σ2γµ2
+ (1 + σ2γ)∇E(u)TCov(α, β)∇E(u) +Mp(x, y, αt, βt) (4.8)
avec un terme Mp négligeable devant le terme en Cov(α, β).
Ainsi, la relation affine (4.3) devient, à cause du scintillement de l’illumination, une relation
quadratique, et les micro-vibrations ajoutent un terme additionnel, bien sûr positif.
Lorsque le gradient est négligeable, la relation se simplifie en :
Var (u) = σ2γE(u)2 + (g − 2µσ2γ)E(u) + σ2 − gµ+ σ2γµ2 (4.9)
Bien sûr, σγ = 0 simplifie la relation quadratique (4.9) en la relation affine classique décrite
par l’équation (4.3).
Même dans le cas où l’illumination ne scintille pas, la relation (4.8) montre que, en présence
de vibrations, la variance est toujours plus élevée que ce qui est attendu.
L’espérance et la variance empiriques estimées par moyennage temporel en tout pixel (x, y)
sont des estimateurs non biaisés et consistants de E(u) et de Var(u).
4.2.2 Limites du modèle
Le développement de Taylor est valide sous hypothèse de mouvements faibles, typiquement
des mouvements apparents sous-pixelliques sur le capteur. On peut remarquer que la relation
(4.8) est valable localement : en d’autres termes le processus (αt, βt) peut dépendre de (x, y).
Si la partie non statique de la scène ne couvre qu’une partie limité de l’image (par exemple un
arbre se balançant sous le vent ou un passant traversant la scène) l’estimation de la majeure
partie des couples variance / espérance empiriques ne sera pas perturbée. Néanmoins, en toute
généralité les scènes non-statiques ne rentrent pas dans le cadre du modèle présenté ici.
La modélisation décrite dans la section 4.1.1.1 procède à un certain nombre de simplifi-
cations, en particulier concernant la non-uniformité des paramètres du capteur. En pratique,
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le gain, l’efficacité quantique, le bruit de lecture varient de photosite à photosite, ce qui en-
traîne les phénomènes de DSNU (dark signal non-uniformity) et de PRNU (photo response
non-uniformity) [emv10, HK94, Hyt06]. Ceci a pour effet d’introduire une variabilité supplé-
mentaire (en plus de celle due à l’estimation sur un échantillon de taille finie) dans les nuages
de points représentant les couples variance / espérance du niveau de gris.
4.3 Estimation des paramètres de la caméra
Dans l’article [9], nous avons proposé un algorithme permettant de tirer profit du scintille-
ment de l’illumination pour estimer tous les paramètres du capteur, c’est-à-dire σ, g, et µ et
pas simplement la pente g et l’ordonnée à l’origine σ2−gµ de la relation affine classique (4.3).
On suppose disposer d’une série d’images u(x, y, t), affectée par un scintillement temporel
de l’illumination, les images se formant selon le modèle stochastique décrit par (4.5). Les
grandes étapes de l’algorithme sont les suivantes :
1. Élimination des pixels (x, y, t) pour lequel le gradient moyen est trop grand pour avoir
été causé seulement par le bruit, de manière a éliminer les pixels dont l’estimation
de la variance est biaisée par les vibrations. Ceci est fait par l’intermédiaire d’un
test du χ2. Les pixels défectueux ou présentant une saturation du niveau de gris sont
également éliminés. La variance théorique des pixels restant est donc supposée satisfaire
l’équation (4.9).
2. Identification du paramètre de scintillement γt, et élimination de l’effet du scintille-
ment dans la variance estimée en chaque pixel, de manière à se ramener à la relation
affine (4.3). Cette étape centrale est détaillée dans la section 4.3.1.
3. Estimation des paramètres de bruit à l’aide d’une régression linéaire.
4.3.1 Estimation du scintillement relatif et élimination de son effet dans la
variance
Soit v(x, y, t) le rapport, à un pixel (x, y) donné, entre le niveau de gris u(x, y, t) et le
niveau de gris moyen u(x, y) :
v(x, y, t) = u(x, y, t)
u(x, y) (4.10)
On peut alors simplifier les espérances conditionnelles : E(v | γt) =
1+γt+µ/(gp)
1+µ/(gp) +O(1/T )




On peut voir de cette expression que E(v | γt) fournit une estimation de 1 + γt/(1 + µ/(gp))
avec une variance minimale pour les grandes valeurs de niveau de gris moyen E(u) = gp+ µ.
De plus, une estimation de E(v(x, y, t) | γt) peut être obtenue en moyennant, pour chaque t,
v(x, y, t) sur un ensemble de pixels pour lesquels u(x, y) est constant.
Ceci motive la définition de l’ensemble
S∗ = {(x, y), u∗ − 3σu∗ ≤ u(x, y) ≤ u∗ + 3σu∗} (4.12)
68 Estimation des paramètres d’un capteur numérique
où u∗ désigne le quantile à 99% dans la distribution empirique des niveaux de gris moyens u =
gp+µ+O(1/T ), et σu∗ est l’écart-type associé. Une estimation de E(v(x, y, t) | γt) est calculée
comme une moyenne empirique sur l’ensemble S∗.
Une fois que v∗(t) est calculée, la quantité définie pour tout (x, y, t) par ũ(x, y, t) =
u(x, y, t)− v∗(t)u(x, y) satisfait :{
E(ũ(x, y, t) | γt) = −γt µu∗ (u
∗ − µ− gp(x, y))
Var(ũ(x, y, t) | γt) = g2(1 + γt)p(x, y) + σ2
(4.13)







On voit que K ne dépend pas de t. Pour p(x, y) fixé, il y a une relation de proportionnalité
entre E(ũ(x, y, t) | γt) et E(v∗(t) − 1) pour tout t. Le coefficient de proportionnalité K peut
être estimé par régression linéaire, de la manière suivante. De la même manière que pour
l’estimation de E(v∗(t)), on remarque de (4.13) que la variance Var(ũ(x, y, t) | γt) est minimale
pour les petites valeurs p(x, y). On définit donc l’ensemble :
S∗ = {(x, y), u∗ − 3σu∗ ≤ u(x, y) ≤ u∗ + 3σu∗} (4.15)
où u∗ est le quantile à 1% de la distribution des niveaux de gris moyen u(x, y), et σu∗ est l’écart-
type associé. Une estimation de E(ũ(x, y, t) | γt) pour les pixels (x, y) tels que gp(x, y) = u∗−µ








Une régression linéaire sur le nuage des points (v∗(t)−1, v∗(t)) donne alors une estimation
de la pente K définie par (4.14).
Un simple calcul montre alors la relation :
µ = Ku
∗
K − u∗ + u∗
(4.17)
Il est donc possible de déduire de l’estimation de K une estimation de µ.
On montre alors que






est une estimation de γt pour chaque t.
Par conséquent, on définit :
û(x, y, t) = u(x, y, t)− (1 + γt)(u(x, y)− µ) (4.19)
qui satisfait : {
E(û) = µ
Var(û) = gE(u) + σ2 − gµ+O(1/T ) (4.20)
Cette expression de la variance est la même que dans le modèle affine standard (4.3). Il est
donc possible d’estimer g et σ2 − gµ par régression linéaire, puis σ2 connaissant µ.
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4.3.2 Estimation de l’amplitude des vibrations
Les pixels affectés par les vibrations sont éliminés de l’estimation précédente. Si on les réin-
tègre, on remarque alors qu’une régression linéaire multiple entre la variance empirique u2, u,
(∂u/∂x)2, (∂u/∂y)2, and ∂u/∂x·∂u/∂y dans l’équation (4.8) fournit une estimation de (αt, βt)
pour tout t.
4.3.3 L’effet « obturateur déroulant » (rolling shutter)
L’obturateur d’un appareil photographique reflex est constitué de deux rideaux parcourant
le capteur, l’espace entre les rideaux permettant d’éclairer une partie du capteur seulement,
la distance entre les rideaux permettant de contrôler la durée d’obturation. Lorsque la durée
d’exposition est inférieur au temps de synchro-X, le deuxième rideau commence sa course
avant que le premier rideau l’ait terminée, et tous les photosites du capteur ne sont alors
pas forcément éclairés simultanément. Ceci provoque l’effet rolling shutter. Notons que les
caméras basées sur un capteur CMOS peuvent être sujettes à cet effet même en l’absence
d’obturateur mécanique, l’image étant acquise ligne à ligne. Si la source lumineuse scintille à
une fréquence suffisamment élevée, le paramètre γt ne peut plus être considéré être uniforme
spatialement.
L’effet rolling shutter ne change pas la relation quadratique de (4.9) qui reste valable en
tout point, mais elle rend impossible l’estimation de γt proposée dans la section 4.3.1, car dans
cette estimation on suppose que γt est uniforme dans les ensembles S∗ et S∗. Nous proposons
dans [9] une localisation γt(y) de cette estimation, en nous basant sur une bande de pixels
entourant la ligne y parallèle à la fente inter-rideaux. Notons que fixer précisément la largeur
de la bande nécessiterait de connaître la vitesse des rideaux, le temps d’exposition, ainsi que
la taille du capteur.
4.4 Résultats expérimentaux
Nous proposons dans cette section une sélection de quelques résultats expérimentaux
parmi les expériences sur des séries d’images synthétiques ou réelles montrés dans [9]. Des
expériences additionnelles sont également disponibles dans le rapport de recherche [50].
Dans tous les cas, on suppose disposer d’une série de T images d’une scène quasi-statique
(aux micro-vibrations près), acquise à paramètres d’ouverture de diaphragme, de durée d’ex-
position, et de réglage de sensibilité constants. L’algorithme proposé permet d’estimer la
matrice de covariance du processus (αt, βt) représentant les vibrations, de γt modélisant la
fluctuation relative de l’illumination, et les paramètres du capteur g (gain), µ (décalage), σ
(bruit de lecture). Une comparaison avec le logiciel de A. Foi 1 est également présentée. Ce lo-
giciel implante l’algorithme décrit dans [FTKE08] et fournit une estimation de g et de σ2−gµ.
Il est basé sur l’analyse d’une image unique. Il n’est donc pas affecté par le scintillement de
la source et les vibrations. Afin de fournir des estimations sur la même quantité de données,
ce logiciel est lancé avec ses paramètres par défaut sur une image composite où les T images





1. v. 2.31, disponible à l’URL http://www.cs.tut.fi/~foi/sensornoise.html
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4.4.1 Exemple illustratif
La figure 4.2 montre un exemple illustratif de fonctionnement de notre algorithme. T = 100
images d’une mire X-Rite Colorchecker illuminée par un tube à néon sont prises avec un
appareil photo reflex Canon EOS 6D. Il s’agit de l’expérience correspondant à la ligne “ISO
6400” dans la table 4.1, donc une vitesse d’obturation rapide de 1/320 sec., inférieure à la
vitesse de synchro-X et donc sujette à l’effet rolling shutter. Le nuage de points formés par les
couples (v∗(t)−1, v∗(t)) pour 1 ≤ t ≤ T montre la relation de proportionnalité de penteK < 0.
La relation de proportionnalité est quasiment parfaite en dépit de l’effet rolling shutter.
Le scintillement relatif 1 + γt(y) est estimé à l’aide de la méthode décrite dans la sec-
tion 4.3.3 et on estime σγ = 0.24. La dépendance de γt(y) à y peut être remarqué. Le graphe
de la variance empirique de u(x, y, t) contre la moyenne empirique montre la tendance qua-
dratique prédite par (4.9). Le graphe de ũ(x, y, t) n’est pas linéaire lorsque γt est supposé
constant sur toute l’image : les pixels correspondants à certains patches de même couleur sur
la mire ne sont pas corrigés correctement, ce qui explique les groupes de points en dehors de
la tendance linéaire dans la partie supérieure du graphe. Dans ce cas, la droite de régression
ne donne pas une pente et une ordonnée à l’origine cohérentes avec les gains, décalages, et
niveaux de bruit de lecture attendus.
Avec une estimation effectuée selon le correctif décrit dans la section 4.3.3, la tendance
devient bien linéaire et une estimation correcte des paramètres de la caméra est possible,
comme on peut le constater dans les expériences de la section 4.4.2. Dans ces nuages de points,
les points en vert sont des données aberrantes éliminés par la première étape de l’algorithme
(pixels affectés par les vibrations), et l’estimation des paramètres de la caméra est basée sur
les points bleus.
4.4.2 Estimation des paramètres de deux appareils photographiques
Deux appareils photographiques reflex de marque Canon (EOS 350D avec un capteur
APS-C produisant des images 12 bits et EOS 6D avec un capteur 24 × 36 produisant des
images 14 bits) prennent des séries d’images de deux scènes différentes illuminées par un
tube à néon. Ces deux scènes correspondent respectivement à la mire X-Rite Colorchecker
(présentant donc de larges régions homogènes) et à des objets sur un bureau (donc assez
difficiles à segmenter), comme illustré sur la figure 4.3. Plusieurs sensibilités ISO sont testées ;
les durées d’exposition correspondantes, qui dépendent de l’ouverture du diaphragme, sont
également mentionnées.
La série de T = 100 images au format RAW est traitée linéairement avec le logiciel
dcraw 2 et le canal de Bayer correspondant au Rouge est extrait. Les autres canaux donnent
des résultats semblables, cf. [50].
Dans la table 4.1, on donne :
1. la valeur obtenue par la méthode de transfert de photon 3 (le décalage µ est estimé
indépendamment par de courtes expositions effectuées bouchon d’objectif fermé).
2. les estimations g et σ2 − gµ du logiciel de Foi et al. ;
3. les résultats de la méthode proposée ;
2. available at http://www.cybercom.net/~dcoffin/dcraw/
Options : dcraw -c -D -4 -r 1 1 1 1
3. EOS 350D : from www.astrosurf.com/comolli/strum41.htm
EOS 6D : from www.astrosurf.com/comolli/strum54.htm
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Figure 4.2 – Exemple illustratif. En haut : une image de la série, et le graphe de v∗(t) contre v∗(t)−1).
Au milieu : estimation de la fluctuation relative de l’illumination 1 + γt(y) pour différentes valeurs
de y, et graphique de la variance empirique de u(x, y, t) contre la moyenne empirique de u(x, y, t).
En bas : graphique de la variance empirique de û(x, y, t) contre la moyenne empirique de u(x, y, t)
(estimation de γt uniforme sur toute l’image, à gauche), et les mêmes statistiques où l’effet rolling
shutter est pris en compte (à droite).
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Figure 4.3 – À gauche : scène « de fouillis » pour l’expérience avec le Canon EOS 350D ; à droite :
scène « de fouillis » pour l’expérience avec le Canon EOS 6D.
4. l’estimation de la pente g et de l’ordonnée à l’origine σ2−gµ d’une droite de régression
sur (E(u),Var(u)), sans tenir compte de la tendance quadratique.
Les sensibilités ISO marquées d’une astérisque sont traitées avec la méthode décrit dans
la section 4.3.3 pour tenir compte de l’effet rolling shutter.
Les résultats de la méthode de [FTKE08] suggère que les paramètres par défaut du logiciel
ne sont pas toujours adéquats. La surestimation (attendue) de g par la quatrième méthode
montre qu’il est important de corriger le scintillement, spécialement pour les grandes valeurs
d’ISO donnant des vitesses d’obturations très rapides. On peut voir que la méthode proposée
permet d’identifier correctement g, mais aussi µ et la plupart du temps également σ.
La table 4.2 montre l’estimation de la matrice de covariance du processus modélisant les
vibrations, ainsi que de la variation relative d’illumination, pour l’appareil Canon EOS 350D
avec la scène « fouillis ».
En ce qui concerne la durée d’exposition, comme le tube à néon est alimenté par le
courant à 50 Hz, son scintillement ne devrait pas être notable pour les faibles valeurs d’ISO
car l’intégration des photons se fait sur une durée supérieure à quelques dixièmes de seconde.
Néanmoins, σγ est estimé à moins de 0.01 for t ' 1/10s, et σγ ' 0.15 for t ' 1/200s. Ceci
confirme que le scintillement à un effet notable principalement pour les durées d’exposition
courte. Ceci montre également qu’une petite variabilité dans l’exposition effective peut être
mesurée. Elle est potentiellement causée par des imperfections mécaniques ou électroniques
de l’obturateur. On peut noter comme attendu que des temps d’exposition similaires donnent
des variabilités relatives d’illumination semblables. À l’exception de quelques cas, on peut
voir aussi que l’intensité du scintillement semble être plus petite dans le canal vert que dans
les canaux rouge ou bleu. Ceci pourrait s’expliquer par la sensibilité de ces canaux au spectre
de la lumière du tube à néon. Enfin, la petite valeur de σγ explique l’estimation de moins
bonne qualité de µ pour les faibles ISO, et donc de σ.
Les résultats de la table 4.2 montrent aussi que l’estimation proposée des paramètres de
vibration est assez fiable, car ils sont du même ordre de grandeur pour les quatre canaux de

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4.1 – Estimation des paramètres de la caméra (canal Rouge).
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ISO channel σα σβ Covα,β σγ
100 R 0.047 0.19 -0.0086 0.0088
G1 0.039 0.16 -0.0065 0.0088
G2 0.039 0.16 -0.0064 0.0086
B 0.047 0.19 -0.0086 0.0099
200 R 0.043 0.059 -0.0016 0.012
G1 0.039 0.057 -0.0014 0.0092
G2 0.038 0.056 -0.0013 0.0099
B 0.037 0.059 -0.0014 0.012
400 R 0.037 0.049 -0.0014 0.057
G1 0.028 0.045 -0.0011 0.042
G2 0.025 0.045 -0.00099 0.042
B 0.031 0.044 -0.0012 0.059
800 R 0.042 0.078 -0.0015 0.058
G1 0.03 0.073 -0.001 0.042
G2 0.026 0.074 -0.00083 0.041
B 0.035 0.071 -0.0011 0.056
1600 R 0.066 0.043 -0.0021 0.17
G1 0.027 0.032 -0.00035 0.12
G2 0.027 0.03 -0.00013 0.12
B 0.037 0.058 -0.00032 0.17
Table 4.2 – Estimation de l’amplitude des vibrations et du scintillement de l’illumination.
peut voir que l’effet des vibrations tend à s’atténuer quand la durée d’exposition augmente à
cause du plus grand temps d’intégration pour former l’image.
4.5 Estimation du bruit d’un capteur par analyse d’une série
d’images de grilles pseudo-périodiques affectée par des
vibrations
Cette section traite de l’estimation des paramètres de bruit d’un capteur, mais à partir
d’une série d’images d’une grille pseudo-périodique de pas réduit à quelques pixels. Il s’agit
d’une présentation succincte des résultats de [11]. Les méthodes basées sur la segmentation
d’une image unique (comme par exemple [FTKE08]) sont ici inopérantes, les images de grilles
ne se prêtant pas à une segmentation. Le problème est motivé par un problème en mécanique
des solides expérimentale qui sera détaillé dans le chapitre 6. Dans ce cadre et par contraste
avec les résultats précédemment décrits, la lumière est supposée stable et ne pas produire de
scintillement (un guide de lumière à LED sur alimentation stabilisée est utilisé ici), seules les
micro-vibrations empêchent d’estimer la variance empirique du bruit par moyennage temporel.
Les micro-vibrations sont d’autant plus problématiques que le pas de grille n’est que de
quelques pixels.
4.5.1 Approche proposée
Plus précisément, on cherche un algorithme d’estimation de la variance du bruit dépourvue
du biais causé par les micro-vibrations, en utilisant la pseudo-périodicité de la grille. La
figure 4.4 (à gauche) montre un détail d’une grille déposée sur un échantillon déformé. Une
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Figure 4.4 – À gauche : détail d’une grille. Dans cet exemple illustratif, les déformations de la grille
sont à peine visibles à l’œil nu. À droite : évolution typique du niveau de gris de trois pixels distants
(situés entre des lignes) au cours du temps. Les oscillations « en phase » sont causées par des micro-
vibrations mécaniques et ne peuvent pas être expliquées par le bruit du capteur.
image de grille déformée est modélisée comme une fonction 2D pseudo-périodique [BGM09] :
s(x, y) = A2
(
2 + γ`(2πfx+ φ1(x, y)) + γ`(2πfy + φ2(x, y))
)
(4.21)
où A > 0 est l’illumination moyenne (supposée constante), γ ∈ [0, 1] est le contraste des
lignes de la grille, le profil des lignes ` est une fonction réelle 2π-périodique d’amplitude 1 et
de valeur moyenne 0, f est la fréquence de la grille (par exemple, f = 1/5 pixel−1 dans la
figure 4.4), et φ1(x, y) et φ2(x, y) représentent les modulations de phase de la grille porteuse,
selon les directions x et y respectivement.
En pratique, les dérivées de φ1 et φ2 sont très petites par rapport à 2πf pour la plupart
des matériaux réels (10−2− 10−4 contre 2π/5 pixel−1). Il s’agit d’une propriété fondamentale
que nous allons exploiter.
Nous montrons dans [11] par des développements de Taylor à l’ordre 1, justifiés par
les ordres de grandeur des dérivées partielles de φ1 et φ2, que l’algorithme suivant permet
de mesurer les paramètres gouvernant le bruit de capteur à partir d’une série de T images
affectées par des micro-vibrations. Chaque image de la série se modélise, avec les notations
de la section 4.2, en :
u(x, y, t) = s(x+ αt, y + βt) + ns(x+αt,y+βt) (4.22)
où n désigne le bruit, dont la variance dépend du signal sous-jacent.










ns(x+αt,y+βt)(x+ kp, y + lp, t) (4.23)
où (k, l) parcourt un ensemble de cardinal N . En pratique la somme est calculée avec des
poids gaussiens en fonction de l’éloignement au pixel considéré (x, y) de manière à localiser
l’estimation (ce qui permet de considérer que l’éclairement n’est constant que localement).
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Si N est suffisamment grand, cette moyenne fournit une estimation de s(x+αt, y+βt), et
retrancher cette quantité à (4.22) fournit la composante de bruit ns(x+αt,y+βt) pour tout x, y, t.





s(x+ αt, y + βt) = s(x, y) + (α, β)∇s(x, y) (4.24)














= as(x, y) + a(α, β)∇s(x, y) + b (4.26)
qui converge vers as(x, y) + b dès que T est assez grand.
L’algorithme proposé consiste finalement en les étapes suivantes.
1. Calcul des moyennes spatiales sur les pixels distant d’un multiple de p autour du
pixel courant (x, y) à t donné, comme dans (4.23), pour obtenir la composante « dé-
bruitée » s(x + αt, y + βt), puis soustraction aux images de la série pour obtenir la
composante de bruit ns(x+αt,y+βt) pour tout (x, y, t).
2. Estimer s(x, y) grâce à (4.24) et as(x, y) + b grâce à (4.26), puis estimer a et b par
régression linéaire.
L’étape 1 est nommée dans la suite Non-Random Signal Reduction (NRSR).
4.5.2 Expériences
On considère une série de T = 200 images de grilles acquise par une caméra PCO Sensi-
cam QE. Elle est affectée par des micro-vibrations, comme l’illustre la figure 4.4 (à droite).
La procédure décrite dans la section précédente est appliquée. Les résultats sont illustrés
par la figure 4.5. Le graphique a est la composante « débruitée » s(x + αt, y + βt), estimée
aux mêmes points que ceux suivis dans la figure 4.4 (à droite). Le graphique b est la partie
aléatoire du signal, centrée à la valeur de la moyenne temporelle. Il s’agit du résultat de
l’algorithme NRSR. Le signal résiduel est bien distribué aléatoirement, et son amplitude est
plus grande pour la ligne rouge que pour les lignes bleue et verte, ce qui est cohérent avec la
dépendance affine entre la variance du bruit et le niveau de gris. Les graphiques c et dmontrent
la distribution des variances empiriques comme fonction de la moyenne empirique sur les
données brutes (comme sur la figure 4.4) puis après NRSR (comme sur le graphique b). Le
premier graphique montre bien que les micro-vibrations induisent un fort biais sur l’estimation
de la variance. Dans notre expérience, il s’avère que les vibrations sont surtout distribuées
verticalement, et n’affectent donc pas les points de l’image de grille situés sur les lignes
verticales (voir l’équation (4.8)). Ici, ces points correspondent à la partie basse du graphique.
Le second graphique montre une tendance linéaire, et une régression linéaire donne, avec les
notations de (4.3) : a = g = 8.4547 et b = σ2d − gµδ = −5378.1. La droite de régression
est superposée en rouge. Sans NRSR, les paramètres estimés à partir du graphique c) sont
a = 21 et b = −35332. Ces valeurs peuvent être vérifiées sur les estimations du constructeur
donnée dans les caractéristiques de la caméra PCO Sensicam QE [sen05]. Il indique g = 0.519
(mode high gain), µd = 45.46 et σ2d = 1.33 sur une échelle 12 bits. Pour obtenir les valeurs
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Figure 4.5 – a : oscillations non-aléatoires estimées. b : composante de bruit autour du niveau de
gris moyen. c : variance empirique contre niveau de gris moyen sur les données brutes. d : variance
empirique contre niveau de gris moyen après NRSR (même axes que dans c).
théoriques pour a et b (sur une échelle 16 bits), il faut multiplier g par 24 et σ2d − gµδ par 28.
Ceci donne a = 24× 0.519 = 8.304 et b = (1.33− 45.46× 0.519)× 28 = −5699.5. Ces données
constructeur sont en relativement bonne adéquation avec les valeurs trouvées plus haut.
Comme application (motivée par [12] au chapitre 6), nous vérifions que les paramètres esti-
més permettent d’appliquer la transformée d’Anscombe généralisée (GAT, décrite dans [MSB95]
d’après [Ans48]) qui stabilise à 1 la variance de tout processus de Poisson-Gauss comme celui
de (4.1). Avec nos notations, la GAT s’écrit :
GAT(s(x, y)) = 2
g
√
gs(x, y) + 38g
2 + σ2δ − gµδ (4.27)
La figure 4.6 amontre la variance empirique contre la moyenne empirique après NRSR et GAT.
Le bruit est à présent homoscédastique, avec une variance approximativement constante et
effectivement égale à 1. Le bénéfice de la NRSR dans l’estimation des paramètres du bruit
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std of noise on raw data
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Figure 4.6 – a : variance empirique contre niveau de gris moyen empirique après transformée d’Ans-
combe généralisée avec les paramètres du bruit estimés par notre méthode. b : carte de l’écart-type du
bruit sur les données brutes. c : carte après GAT mais sans NRSR sur les données brutes. d : carte
après estimation des paramètres du bruit par NRSR puis GAT.
est ensuite vérifié graphiquement en comparant les distributions spatiales des écart-types
empiriques. La carte b (estimée directement depuis les données brutes, sans NRSR ni GAT)
montre clairement le motif de grille, dû à la relation (4.3) entre variance du bruit et niveau
de gris moyen. Si la GAT est appliquée sur les données brutes (avec les paramètres estimés
par régression linéaire sur ces données, c’est-à-dire la ligne rouge dans le graphique c de la
figure 4.5), alors la carte c montre toujours le motif de grille. Ceci signifie que l’estimation
par NRSR est requise pour éliminer le biais dû aux micro-vibrations dans l’estimation de la
variance. La carte d, estimée après GAT avec les données traitées par NRSR, ne présente en
effet aucun motif visible. Le bruit a maintenant une variance normalisée à 1, ce qui illustre la
robustesse de notre procédure d’estimation de a et b.
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4.6 Conclusion et perspectives
Les résultats résumés dans ce chapitre traitent de l’estimation des paramètres gouvernant
le niveau de bruit à partir d’une série d’images d’une scène quasi-statique sous les mêmes
paramètres de prise de vue. Utiliser une série d’images plutôt qu’une image unique permet
de s’affranchir des problèmes de segmentation préalable, mais rend le procédé d’estimation
sensible à des phénomènes extrinsèques comme les micro-vibrations ou un scintillement de
la source lumineuse (ou, de manière équivalente, une variabilité de l’exposition). Nous avons
proposé un modèle stochastique de Cox-Gauss de formation de l’image étendant le modèle
classique de Poisson-Gauss. Un algorithme pratique, robuste à l’effet rolling shutter, a été
également proposé. Il permet l’estimation de tous les paramètres du capteur (gain, décalage,
et niveau du bruit de lecture) avec une précision comparable à la méthode de transfert de
photon, spécialement lorsqu’un fort scintillement de la source est observé.
De manière intéressante, un lien peut être établi avec les ICCD dans lesquels un am-
plificateur multiplie les photons incidents avant acquisition par le CCD. Une relation qua-
dratique entre variance du bruit et niveau de gris moyen est établie dans [Bod99] (cité
par [RKBW13, RKWB12]). La différence avec le modèle standard décrit dans (4.1) est que le
gain g est modélisé dans un ICCD comme une variable aléatoire, donnant une relation légè-
rement différente de celle que nous établissons. Il nous semble que considérer l’amplification
comme une source de scintillement justifierait d’envisager l’ICCD comme un cas d’application
de notre modèle.
D’autre part, le caractère non-constant de l’illumination dans une rafale d’images a été
noté il y a quelques années par les auteurs de [BLMT09]. Dans une application de débruitage
dit « multi-images », basé sur une rafale, ce phénomène rend difficile l’estimation du niveau de
bruit pour un débruitage efficace. Les auteurs de [BLMT09] dépassent ce problème en égalisant
les histogrammes des images de la rafale par midway equalization [Del04], ce qui leur permet
un débruitage efficace. Cette solution ne permet néanmoins pas de garantir l’estimation des
paramètres de bruit, et il nous semble qu’il serait intéressant d’étendre notre estimation à
une rafale d’images présentant un mouvement de caméras, avec des applications potentielles
au débruitage multi-images tel qu’envisagé par exemple dans [BLMT09] ou plus récemment
dans [LYT+14].
Par ailleurs, on peut remarquer que l’hypothèse d’illumination constante est mise à mal
dans certaines applications comme l’imagerie par fluorescence dans laquelle un processus de
photo-destruction (photobleaching) peut être observé. Les auteurs de [JCP+14] proposent
alors une modélisation paramétrique de ce phénomène (la photo-destruction induisant une
décroissance exponentielle du flux de photons) et une estimation par algorithme EM. Explorer
de telles séquences d’images dans notre formalisme nous semble une perspective intéressante.
Enfin, dans le cas des grilles pseudo-périodiques utilisées en mécanique des solides expé-
rimentale, sujettes à micro-vibrations, nous avons proposé un autre algorithme simple d’esti-
mation des paramètres gouvernant le niveau de bruit. Cet algorithme est pratique car il est
simple à mettre en œuvre une fois que la manipulation a été montée, et ne nécessite donc pas
d’acquérir au préalable des images de mire uniforme sous illumination contrôlée.
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5.1 Introduction
5.1.1 Contexte
Dans certains cas, les images numériques peuvent être intégralement couvertes d’un motif
répétitif parasite. Dans la littérature, on parle de « bruit périodique » ou de « bruit quasi-
périodique » car le motif n’est souvent pas rigoureusement périodique. Le phénomène peut
apparaître à cause d’interférences électriques perturbant l’acquisition de l’image, d’un capteur
mal calibré ou de données manquantes, et est la cause, par exemple, de lignes manquantes, de
bandes parasites (phénomènes de striping ou banding), ou d’un bruit de fond plus complexe.
Les applications de télédétection comme l’imagerie satellitaire sont particulièrement sensibles
au phénomène [Sch06]. Certaines techniques de reproduction d’images peuvent aussi présen-
ter une forme de bruit périodique, comme l’impression en similigravure (halftone printing)
ou l’affichage sur moniteur à tube cathodique qui laisse apercevoir les lignes de balayage.
Certaines photographies à haute résolution de peintures laissent voir la trame de la toile, qui
se traduit par un motif périodique [CDCS12, CYG+16, HMdC87]. Enfin, une source de bruit
quasi-périodique peut aussi être l’aliasing. Le repliement de spectre lors de la numérisation de
signaux périodiques dont la fréquence ne satisfait pas la condition de Nyquist est susceptible
de générer des franges périodiques sur certaines textures. Néanmoins, l’aliasing se traduit par
un bruit périodique localisé à la zone couverte par la texture haute-fréquence.
Alors que l’estimation et l’élimination du bruit blanc est le sujet d’une littérature abon-
dante (voir par exemple les revues récentes [LCBM12, Mil13]), il s’avère que le bruit quasi-
périodique n’a été abordé que dans relativement peu d’études. La majorité des méthodes
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existantes suivent les grandes lignes de ce qui a été proposé à l’aube du traitement des images
provenant des sondes astronautiques [RDF+71]. Un bruit quasi-périodique se traduisant par
des pics assez bien localisés dans le spectre, il convient de détecter ces pics puis de les élimi-
ner par un filtre coupe-bande. Les approches élémentaires sont décrites dans [GW06], et des
problèmes pratiques discutés dans [WL10, WWN+12, ICST15], [7]. La difficulté est d’automa-
tiser la détection des pics spectraux dus au bruit, ou, de manière équivalente, la construction
des filtres coupe-bandes. Il est souvent difficile de distinguer dans le spectre ces pics de ceux
engendrés par une texture localisée ou une structure répétée, très courante dans un environne-
ment construit par l’homme. Certains auteurs [AB02, AB08, HT05] suggèrent de détecter les
pics dans le spectre à l’aide d’un filtre médian local sur le spectre d’amplitude. La propriété
de localisation d’un bruit quasi-périodique dans le spectre permet également de considérer le
problème de séparation entre l’image sous-jacente et le bruit comme une séparation de source
aveugle [ZP01]. Par exemple, ces deux composantes peuvent être supposées morphologique-
ment distinctes dans le sens de [FSBM10], c’est-à-dire qu’elles peuvent avoir une représen-
tation parcimonieuse dans deux bases dites incohérentes. Les auteurs de [SED05] présentent
quelques exemples de décomposition en composantes morphologiquement indépendantes (dé-
composition MCA), utilisant une représentation de l’image sur une base de curvelets et de
la composante périodique sur une base DCT (discrete cosine transform). Néanmoins, une
texture localisée haute-fréquence est susceptible d’être aussi représentée dans la composante
périodique, et par conséquent d’être supprimée avec le bruit quasi-périodique. Des exemples de
décomposition MCA sont montrés dans [8] et [CYG+16]. Les décompositions entre structure
et texture par approche variationnelle, comme celles discutées dans [AGCO06], mériteraient
d’être étudiées de manière approfondie dans ce cas, mais présentent a priori les mêmes limites.
Notons enfin qu’un algorithme d’élimination de bandes parasites est décrit dans [FWL12] dans
le cadre des bruits blancs convolués. Les bruits quasi-périodiques considérés dans ce chapitre
ne sont néanmoins pas bien modélisés dans ce cadre.
5.1.2 Contributions
Dans ce chapitre, nous discutons deux méthodes de détection du bruit quasi-périodique
dans les images. Toutes les deux sont basées sur la remarque que le bruit quasi-périodique
est la seule structure périodique présente dans un ensemble d’imagettes (patches) couvrant
l’intégralité de l’image, contrairement à une structure périodique localisée. Deux méthodes de
détection des coefficients spectraux du bruit sont discutées : l’une comme détection de dévia-
tions aux propriétés statistiques attendues dans le spectre d’une image naturelle (section 5.2),
l’autre dans le cadre de la détection a-contrario (section 5.3). Comme l’application d’un filtre
coupe-bande revient à mettre à zéros certains coefficients spectraux et est donc susceptible
de générer du ringing dans l’image débruitée, nous discutons également d’une méthode d’in-
terpolation des coefficients spectraux couverts par le bruit à l’aide d’une minimisation sous
contrainte de la variation totale (section 5.4).
Les principales publications relatives à ce chapitre sont :
[7] M. Grédiac, F. Sur, and B. Blaysat. Removing quasi-periodic noise in strain maps by filtering
in the Fourier domain. SEM Experimental Techniques, 40(3):959–971, 2016.
[8] F. Sur and M. Grédiac. Automated removal of quasiperiodic noise using frequency domain
statistics. IS&T / SPIE Journal of Electronic Imaging, 24(1):013003/1 – 013003/19, 2015.
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[23] F. Sur. An a-contrario approach to quasi-periodic noise removal. In Proceedings of the IEEE
International Conference on Image Processing (ICIP), pages 3841–3845, Québec City, Canada, 2015.
Le code Matlab ARPENOS (Automated Removal of quasi-Periodic NOise using frequency-
domain Statistics) disponible à l’URL :
https://members.loria.fr/FSur/software/ARPENOS/
implémente l’algorithme décrit dans [8].
Le code Matlab AC-ARPENOS (A-Contrario Automated Removal of quasi-Periodic NOise
using frequency-domain Statistics) disponible à l’URL :
https://members.loria.fr/FSur/software/ACARPENOS/
implémente l’algorithme décrit dans [23].
5.2 Détection du bruit quasi-périodique comme déviation
statistique des coefficients spectraux
En exploitant la remarque selon laquelle le bruit quasi-périodique est la seule composante
périodique présente dans un ensemble d’imagettes couvrant l’intégralité de l’image, il est
tentant de considérer le spectre d’amplitude (ou de puissance) moyen correspondant à la
moyenne des spectres d’amplitudes (ou de puissance) de ces imagettes. Dans ce spectre moyen,
les composantes spectrales dues aux textures localisées ou aux motifs répétés sont atténuées, et
les composantes dues au bruit quasi-périodique sont réhaussées. Il s’avère que l’idée n’est pas
nouvelle et a déjà été suggérée dans les années 1980 dans un court article [CLP83], avec une
application au destriping d’images satellitaire [SCW88]. Néanmoins, ces auteurs présentent le
spectre moyen comme un outil permettant de faciliter le repérage des coefficients spectraux
du bruit et la construction « à la main » du filtre coupe-bande adéquat. Nous proposons
de systématiser cette méthode et de détecter automatiquement ces coefficients comme des
déviations aux propriétés statistiques du spectre moyen, qui, en tout cas pour des images
naturelles, est censé décroître comme l’inverse d’une puissance positive de la fréquence, comme
discuté dans [Fie87, OT01, TO03, vdSvH96, HHH09]. Notons que des similarités existent avec
la contribution développée dans [CDCS12]. Les auteurs de cet article proposent en effet de
construire un filtre de Wiener pour débruiter l’image, ce qui nécessite d’estimer les fonctions
d’autocorrélation du bruit et de l’image non-bruitée. Une moyenne de patches est proposée
dans ce but. Les approches proposées dans [CDCS12] et [8] présentent donc une similitude
dans leur estimation par patches, le spectre de puissance et la fonction d’autocorrélation étant
liés par le théorème de Wiener-Khintchine.
5.2.1 Modèle d’imagette
Notre méthode est basée sur la modélisation stochastique d’une imagette. On suppose
qu’une imagette aléatoire p est la somme de la composante non bruitée p0, d’un bruit pério-
dique n, et d’un bruit blanc gaussien w, c’est-à-dire :
p(x, y) = p0(x, y) + n(x, y) + w(x, y) (5.1)
où
— p0 est une imagette aléatoire ;
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— n = τtx,ty(n0) est la translation périodique d’un motif n0 (à de petites variations près, ce
qui motive la modélisation de n0 comme une imagette aléatoire d’espérance E(n0)), par
un déplacement aléatoire (tx, ty) uniformément distribué dans [1, X]×[1, Y ]. Comme n0
représente le bruit quasi-périodique, E(n0) est la transformée de Fourier inverse d’un
spectre réduit à quelques composantes non nulles. Notons que si nous présentons ici le
modèle original de [8], on peut également simplement supposer n stationnaire.
— w est un bruit blanc gaussien de variance Var(w) ;
— les variables aléatoires précédentes sont mutuellement indépendantes.
Si on note en capitales d’imprimerie les transformées de Fourier discrètes, on conclut après
calcul que :
E(|P |2) = E(|P0|2) + E(|N0|2) +XYVar(w) (5.2)
L’espérance du spectre de puissance de l’imagette p est donc fait de trois composantes, à
savoir :
1. l’espérance du spectre de puissance de l’imagette non bruitée p0. De nombreuses études
s’attachent à la modélisation du spectre de puissance des images naturelles (voir, par
exemple, [Fie87, vdSvH96]), comme une loi de puissance en l’inverse de la fréquence.





Dans la plupart des images naturelles, α ' 2. Des modèles plus sophistiqués existent :
dans [OT01, TO03] par exemple, il est montré que A et α dépendent en fait aussi de la
direction associée aux coefficients spectraux. Nous nous contentons d’utiliser le modèle
isotrope de (5.3) ;
2. l’espérance du spectre de puissance de la composante quasi-périodique n0, qui est
principalement constituée de quelques pics ou régions bien isolées dans le spectre ;
3. la contribution du bruit blanc w, constante sur l’ensemble du spectre. Elle est domi-
née par les deux premières composantes, spécialement pour les fréquences basses et
moyennes. Elle peut néanmoins être visibles dans les hautes fréquences à cause de la
décroissance en loi de puissance de E(|P0(f)|2) et de l’aspect parcimonieux de E(|N0|2).
Si on néglige le bruit blanc, on voit que le spectre de puissance moyen des imagettes est
réduit aux pics dus au bruit quasi-périodique auxquels s’ajoutent la distribution en loi de
puissance.
5.2.2 Algorithme
Étant donnée une image affectée d’un bruit quasi-périodique, l’algorithme 5.1 détecte les
composantes du bruit périodique et les élimine.
L’estimation se fait par régression linéaire robuste sur le nuage de points des (log(f), I(f))
pour f entre f0 et f1 cycles par pixels, de la même manière que dans [OT01] par exemple.
La régression robuste donne des estimations de A et α non influencées par les pics dus au
bruit quasi-périodique. L’estimation au moindre carré donne aussi l’écart-type σ des résidus.
On restreint la détection des coefficients aberrants aux fréquences f > f2, car les basses
fréquences ne peuvent correspondre à des motifs répétés.
Les choix des paramètres sont discutés soigneusement dans [8].
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Algorithme 5.1 Élimination de bruit quasi-periodique par détection de déviations statis-
tiques à une loi de puissance.
Entrée : image i (taille X×Y , et transformée de Fourier I), taille d’imagette L.
1. Extraction des imagettes non-recouvrantes L × L distribués uniformément sur i (ce
qui fournit P imagettes) et calcul du spectre de puissance moyen |̃P |2.
2. Estimation par régression linéaire des paramètre A et α de la loi de puissance du





= A− α log(f) (5.4)





− (A− α log(f))
σ
> 3 (5.5)
où σ est l’écart-type des résidus de régression.
4. Construction de la carte des pics MPo dus au bruit quasi-périodique dans le spectre de
taille L × L tel que MPo (ξ, η) = 1 si le coefficient spectral en (ξ, η) est aberrant, et 0
sinon.
5. Interpolation de MPo de la taille L × L à X × Y , ce qui donne une carte Mo des pics
dans le spectre de l’image originale.
Sortie : n̂, estimation du bruit quasi-périodique comme la transformée de Fourier inverse
de MoI, et î, estimation de l’image débruitée, comme i − n̂ (i.e., transformée de Fourier
inverse de (1−Mo)I).
5.2.3 Exemples illustratifs
La figure 5.1 a. montre une image i de taille 600×581 pixels obtenue par la sonde spatiale
Mariner 4. Elle est affectée d’un bruit quasi-périodique. Son spectre de puissance est montré
dans la figure 5.1 b. Les pics correspondant au bruit quasi-périodique sont à peine visibles
et difficilement séparables des autres composantes, ce qui illustre la difficulté d’une détection
automatique. Ceci est confirmé par la distribution des coefficients de ce spectre de puissance
en fonction de la fréquence, qui montre une tendance décroissante mais des coefficients très
éparpillés (cf. figure 5.1 c). La figure 5.1 d. montre le spectre de puissance moyen sur un
ensemble de 870 imagettes de taille L×L = 128×128, uniformément distribuées sur l’ensemble
de l’image, à une distance de L/8 = 16 pixels l’une de l’autre (les imagettes se recouvrent
légèrement car elles sont en fait multipliées comme dans [OT01] par une fenêtre de Hann pour
éviter le biais dans le spectre moyen induit par les discontinuités aux extrémités de l’image).
La régression linéaire robuste permet d’estimer les paramètres A = 11.27 and α = 1.47, voir
la figure 5.1 e. Ici, le segment rouge correspond à la tendance linéaire (entre f0 et f1 cycles par
pixel), et le segment vert correspond à la limite à 3σ (au delà de f2). Les coefficients aberrants
sont ceux au-dessus de ce dernier segment. On peut voir qu’un simple seuil constant sur toutes
les fréquences ne peut convenir.
La figure 5.2 a. montre la localisation des coefficients aberrants dans le spectre de puissance
moyen et la figure 5.2 b. montre le spectre de l’image originale multiplié par le filtre coupe-
bande 1−Mo.
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Figure 5.1 – Expérience Mariner 4 (1). a : image originale. b : spectre de puissance (échelle logarith-
mique). c : distribution des coefficients du spectre de puissance en fonction de la fréquence. d : Spectre
de puissance moyen. e : distribution des coefficients du spectre de puissance moyen en fonction de la
fréquence.
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La sortie de notre algorithme est l’image débruitée î et le bruit quasi-périodique n̂ sont
illustrés par la figure 5.3 (a et b). Comme dans le bruit de méthode défini dans [BCM05],
cette dernière composante ne doit idéalement pas contenir de structures provenant de l’image
originale. On peut voir que le bruit quasi-périodique a été effectivement retiré de l’image î.
La composante pseudo-périodique n̂ est en fait plus complexe qu’une simple sinusoïde. Un









































Figure 5.2 – Expérience Mariner 4 (2). a : coefficients aberrants du spectre. b : Spectre de puissance
corrigé.











































































Figure 5.3 – Expérience Mariner 4 (3). a : image débruitée î. b : composante de bruit n̂. c : détail
de l’image bruitée. d : détail de l’image débruitée.
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Figure 5.4 – Expérience Floride (1). a : image bruitée. b : spectre de puissance. c : spectre de puissance
moyen. d : distribution des coefficients du spectre de puissance moyen. e : Spectre de puissance corrigé.
Une autre expérience est montrée dans les figures 5.4 et 5.5. Sur cette vue satellitaire de
la Floride, un fort phénomène de striping est visible dans la mer. Ceci explique les lignes
verticales visibles dans le spectre. De plus, des “blobs” peuvent être vus au milieu des bords
gauche/droite et haut/bas du spectre. Toutes ces composantes sont détectées comme des
coefficients aberrants. Il se trouve que l’image originale est fortement aliasée, et que dans cet
exemple l’aliasing a un effet visible sur l’intégralité de l’image, comme on le voit dans l’aspect
pixellisé des côtes dans le détail présenté dans la figure 5.5). Naturellement, notre algorithme
ne permet pas d’éliminer le bruit blanc affectant également cette image. Enfin, remarquons
dans la figure 5.5 g des franges parasites qui, même si elles ne sont pas visibles à première
vue, affectent également l’image débruitée complémentaire f. Il s’agit de ringing causé par
l’annulation de nombreux coefficients du spectre. Nous reviendrons sur ce phénomène en
section 5.4.















































































Figure 5.5 – Expérience Floride (2). f : image débruitée. g : estimation du bruit. h : détail de l’image
bruitée. i : détail de l’image débruitée.
5.3 Détection a-contrario du bruit quasi-périodique
Nous envisageons dans cette section une détection a-contrario des « pics » du spectre
causés par le bruit quasi-périodique à la place de la détection par la « règle des 3σ ». Nous ne
rappelons pas ici le principe de la détection a-contrario, qui a été détaillée dans le chapitre 2.
Plutôt que considérer le spectre de puissance moyen, nous considérons le spectre de puis-
sance minimal défini comme suit. Notons le coefficient de Fourier cpn,m de fréquences (n,m)
cycles par image de la p-ème imagette. Nous souhaitons caractériser les couples (n,m) pour
lesquels le minimum des coefficients du spectre d’amplitude cn,m = min1≤p≤P |cpn,m| ait une
valeur trop grande pour provenir d’imagettes d’une image non-bruitée. Dans ce cas, c’est qu’il
y un pic significatif en (n,m) dans le spectre de toutes les imagettes.
On définit le processus de fond pour (n,m) comme Cn,m = min1≤p≤P |Cpn,m| avec les Cpn,m
désignant des variables aléatoires indépendantes et identiquement distribuées, leur fonction
de répartition complémentaire étant notée Fn,m (il s’agit du complément à 1 de la fonction
de répartition). Grâce à l’hypothèse d’indépendance, on calcule :








∀ p, |Cpn,m| ≥ x
)
= (Fn,m(x))P (5.6)
Le problème est de modéliser la fonction de répartition des Cpn,m selon le modèle de fond,
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c’est-à-dire dans une image non bruitée. La décroissance attendue en fonction de la fréquence
nous amène à couvrir le spectre par R = L/8 anneaux concentriques (centrés sur les basses
fréquences), comme dans la figure 5.6 d, la fonction de répartition étant la même pour les
coefficients appartenant au même anneau. Chaque fonction de répartition complémentaire est
alors estimée empiriquement à partir des coefficients de Fourier des P imagettes appartenant





(n′,m′, p) t.q. |cpn′,m′ | ≥ x, (n
′,m′) ∈ R(n,m), 1 ≤ p ≤ P
}
(5.7)
où #· dénote le cardinal de tout ensemble fini, et R(n,m) désigne l’anneau auquel (n,m)
appartient.
Par hypothèse, dans un anneau donné, seulement une petite minorité des coefficients
peuvent appartenir à un pic causé par le bruit quasi-périodique. Il est donc valide de considérer
que FR(n,m)(x) ainsi estimé est la probabilité pour que |Cn,m| ≥ x dans une image non-bruité,
en accord avec le processus de fond. Le nombre attendu de fausses alarmes sur un anneau
donné R (où la fonction de répartition complémentaire est FR) est donc #R·FR(x). Comme






est une définition valide du nombre de fausses alarmes (NFA) (voir la Définition 4 et la
Proposition 2 dans [GM09]), dans le sens où il satisfait :
Proposition 5.1 L’espérance du nombre de coefficients spectraux suivant le modèle de fond
ayant un NFA inférieur à ε est plus petit que ε, c’est-à-dire :
E
(
#{(n,m) t.q. NFA(|Cn,m|) ≤ ε}
)
≤ ε (5.9)
Preuve. La preuve est classique et basée sur le lemme suivant donnant une majoration des
p-valeurs d’un estimateur statistique.
Lemme 5.1 Pour toute variable aléatoire X et tous réels s et t, si F (t) = Pr(X ≥ t), alors
Pr(F (X) ≤ s) ≤ s.
Soit Fn,m = FPR(n,m). D’après l’équation (5.8), NFA(Cn,m) = R#R(n,m)Fn,m(Cn,m). On
calcule alors successivement :
E
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#R(n,m) = 1 ; ce qui prouve la proposition 5.1. 
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Algorithme 5.2 Élimination de bruit quasi-periodique par méthode a-contrario.
Entrée : image i (taille X×Y , et transformée de Fourier I), taille d’imagette L.
1. Extraction des imagettes non-recouvrantes (pour se conformer à l’hypothèse de non-
indépendance dans (5.6)) de taille L×L distribués uniformément sur i (ce qui fournit P
imagettes) et calcul de FR par l’intermédiaire de (5.7).
2. Calcul du spectre de puissance minimum : pour tout (n,m), |cn,m| = minp=1...P |cpn,m|.
3. Pour tout (n,m), calcul de NFA(|cn,m|) avec (5.8).
4. Construction de la carte des pics MPo dus au bruit quasi-périodique dans le spectre de
taille L× L tel que MPo (n,m) = 1 si NFA(|cn,m|) ≤ 1, et 0 sinon.
5. Interpolation de MPo de la taille L × L à X × Y , ce qui donne une carte Mo des pics
dans le spectre de l’image originale.
Sortie : n̂, estimation du bruit quasi-périodique comme la transformée de Fourier inverse
de MoI, et î, estimation de l’image débruitée, comme i − n̂ (i.e., transformée de Fourier
inverse de (1−Mo)I).
Intuitivement, les fréquences (n,m) telles que minp cpn,m a un NFA inférieur à 1 ne viennent
probablement pas d’une image non-bruitée, et peuvent être considérées comme venant du bruit
quasi-périodique.
Remarquons au passage que la détection a-contrario de structures spectrales est utilisé
dans [CM10] pour détecter un aliasing et dans [XLF07] pour caractériser le flou de bougé,
sans, néanmoins, proposer de modélisation statistique du spectre en général ou du spectre
minimum en particulier.
Une fois les pics détectés, la même stratégie que celle décrite dans la section 5.2 est em-
ployée pour construire un filtre coupe-bande. L’algorithme 5.2 décrit la méthode d’élimination
du bruit quasi-périodique résultante.
5.3.1 Exemple illustratif
La figure 5.6 montre un exemple illustratif et les principales étapes de l’algorithme. a est
une image obtenue par une sonde Mariner 4, affectée d’un bruit quasi-périodique, et b montre
son spectre de puissance. c montre le spectre de puissance minimum (étape 2, ici L = 128
pixels). Quatre pics sont clairement visibles, en plus de la composante basse-fréquence centrale.
d montre la distribution des R = L/8 = 16 anneaux concentriques sur lesquels l’amplitude
des coefficients de Fourier est supposée identiquement distribuée. Le disque central (en bleu
foncé) n’est pas pris en compte dans l’algorithme de détection car les basses fréquences ne
correspondent pas à des motifs répétés, et de plus l’hypothèse de distribution identique est
douteuse dans ce disque. e est la carte des logarithmes du NFA (avec une valeur arbitraire
dans le rond central) : un grande majorité des coefficients donne un NFA supérieur à 1
(log(NFA) > 0), exceptés quatre pics avec un NFA très faible (' 10−180). f est le spectre
corrigé (1 −Mo)I (étape 5) : on peut voir qu’en plus des autre pics, quelques coefficients
ont été détectés comme significatifs (avec un NFA ' 10−1, donc proche du seuil de 1). g est
l’image débruitée î, et h est l’estimation de la composante de bruit n̂ (étape 6). Des détails
sont montrés en i.
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Figure 5.6 – a : image originale. b : spectre de puissance. c : spectre de puissance minimum sur les
imagettes de taille 128× 128 pixels. d : distribution des 16 anneaux concentriques. e : carte du NFA.
f : spectre de puissance où les composantes spectrale du bruit ont été filtrées. g : image débruitée. h :
composante de bruit. i : détail des images originales et débruitées.
5.3.2 Quelques expériences complémentaires
D’autres expériences sont présentées sur la figure 5.7. D’abord, un bruit périodique syn-
thétique a été ajouté à l’image Mandrill. L’image sous-jacente et le bruit sont visuellement
bien séparées par notre algorithme. Cela montre que la détection a-contrario est capable de
détecter les composantes spectrales du bruit même en présence d’un texture haute-fréquence
(la fourrure) dans la grande majorité des imagettes. Les deux autres images montrent des
expériences réelles.
L’image Lunar Orbiter est affectée de striping, qui est correctement enlevé. L’image Mari-
ner 6 est affecté par des motifs périodiques dont le spectre est bien plus complexe que quelques
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Figure 5.7 – De haut en bas : expériences Mandrill, Lunar Orbiter, et Mariner 6.
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Figure 5.8 – À gauche : un détail de Carry on, de Norman Rockwell. La trame de la toile est bien
visible. Au centre : bruit quasi-périodique éliminé. À droite : le bruit quasi-périodique.
pics bien séparés. L’algorithme parvient encore à séparer les composantes du bruit de l’image.
La figure 5.8 présente les résultats de la séparation entre bruit quasi-périodique et image
sous-jacente sur une image couleur, en opérant sur chaque canal rouge, vert et bleu indépen-
damment. Il s’agit d’un exemple d’élimination de la trame de la toile visible sur les images à
haute résolution de peinture. Ces problèmes sont discutés dès les années 1980 dans [HMdC87],
où des modèles auto-régressifs de textures sont utilisés pour le filtrage, et dans des articles
récents [CDCS12, CYG+16], comme précédemment mentionné.
5.4 Interpolation des coefficients spectraux par minimisation sous
contrainte de la variation totale
Dans certaines situations, appliquer un filtre coupe-bande à l’image induit un effet de
ringing. Pour éviter cet effet, il est nécessaire d’interpoler les coefficients de Fourier annulés
par le filtre. Des méthodes basiques d’interpolation sont décrites dans [7] et [AB08]. En
suivant [GM98] (voir aussi [Moi01, ZF05], nous proposons dans cette section une interpolation
par minimisation sous contrainte de la variation totale.
Soit u l’image affectée par un bruit quasi-périodique, et Ω l’ensemble des fréquences où
la contribution du bruit a été localisée par l’un des algorithmes décrits dans les sections
précédentes. Le problème est de trouver ũ de manière à ce que les spectres de ũ et u coïncident
sur le complémentaire de Ω (noté ΩC) et à ce que le spectre de ũ restreint à Ω permette de
minimiser la variation totale de ũ.






ε2 + ||∇v||2, || · || étant la norme euclidienne dans R2 et ∇ le gradient. Avec
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Figure 5.9 – Une image affectée par un bruit quasi-périodique synthétique.
une petite valeur de ε, TVε(v) est différentiable aux points où le gradient de v s’annule, sans
trop diffuser de la notion standard de variation totale.
Le problème est de trouver ũ, solution du problème suivant de minimisation sous contrainte :{
ũ = argminv TVε(v)
sous contrainte : F(v)|ΩC = F(u)|ΩC
(5.11)
où F(·) désigne la transformée de Fourier d’une image.
Comme dans [GM98, Moi01], nous utilisons un algorithme de descente de gradient projeté.
La figure 5.9 montre une image affectée d’un bruit quasi-périodique synthétique. On voit
dans la figure 5.10 l’effet de ringing provoqué par le filtre coupe-bande : la raison en est
ici la superposition de la contribution du bruit avec la contribution de segments de l’image
(des mats obliques sont parallèles à une direction d’ondulation du bruit périodique). Comme
noté dans [Moi01], le ringing est moins visible dans les régions texturées que dans les ré-
gions uniformes. La minimisation TV sous contrainte permet alors d’interpoler les coefficients
spectraux correspondant à cette contribution de manière à éliminer l’effet de ringing.
La figure 5.11 compare un détail avant et après minimisation TV. On voit que l’interpo-
lation des coefficients spectraux « reconstruit » correctement le segment causé par les mats
obliques visible dans le spectre.
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power spectrum of the regularized denoised image



































Figure 5.10 – En haut : spectre de puissance après application du filtre coupe-bande, et image corres-
pondante débruitée. En bas : spectre de puissance de l’image reconstruite par minimisation TV sous
contrainte, et image correspondante.
denoised image



























Figure 5.11 – Détail du résultat du filtre passe-bande (à gauche) et de la minimisation TV sous
contrainte (à droite). L’effet de ringing cernant le mat oblique a quasiment disparu.
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5.5 Conclusion et perspectives
Dans ce chapitre, nous avons présenté deux algorithmes de détection d’un bruit quasi-
périodique. Le premier est basé sur le spectre de puissance moyen dans lequel les composantes
du bruit sont détectées comme valeurs aberrantes dans la distribution attendue des coefficients
spectraux en 1/fα, le second est basé sur le spectre de puissance minimum et les composantes
du bruits sont détectées comme événements significatifs dans un modèle a-contrario.
Remarquons que les deux approches s’appliquent à des images pour lesquels les imagettes
présentent des propriétés statistiques semblables, donc essentiellement des images naturelles.
Nous avons pu observer par exemple que nos algorithmes ne permettent pas la détection
automatique du bruit quasi-périodique dans des cartes de déformation issues de la mécanique
des solides expérimentale, ce bruit pouvant être causé par des défauts de grille ou un problème
d’aliasing (voir la discussion de la section 6.2.2 dans le chapitre 6). Dans ce cas, la détection
des composantes spectrales du bruit par un expert reste nécessaire, voir [7]. Les spectres
de ces images présentant la particularité d’être fortement anisotropes, on pourrait analyser
une détection a-contrario dans laquelle les fonctions de répartition empirique ne seraient
plus estimées sur des régions en anneau (comme sur la figure 5.6 d) mais en imposant une
subdivision angulaire supplémentaire de ces anneaux.
Il est possible d’étendre ce travail en envisageant un modèle a-contrario pour le spectre
de puissance moyen. Avec les notations de (5.6), la distribution de C̃n,m = 1P
∑P
p=1 |Cpn,m|
est une convolution normalisée itérée P fois de la distribution de |C̃n,m| par elle-même. Un
NFA peut alors être défini de manière similaire à l’équation (5.6), dans le même esprit que
ce qui est fait dans [RDG09] pour l’appariement de descripteurs SIFT vus comme des histo-
grammes circulaires. D’après le théorème limite central, la distribution des C̃n,m peut même
être approchée, pour de grandes valeurs de P , par une distribution normale de valeur moyenne
approximativement égale à 1/fα. De la même manière, on pourrait envisager de remplacer la
répartition empirique FPn,m dans (5.6) par une fonction paramétrique issue des distributions
de Gumbel, Fréchet ou Weibull, selon la théorie des valeurs extrêmes [Col01]. La détection des
composantes du bruit peut alors se faire par détection de grandes déviations ou par détection
a-contrario.
On peut remarquer que lorsque le bruit quasi-périodique cherché est spatialement localisé
(ce qui est le cas en présence de saturation locale de l’image, ou pour l’aliasing), ses compo-
santes sont éliminées du spectre de puissance minimum dès qu’il n’est pas visible dans une des
imagettes. Il sera par contre visible dans le spectre de puissance moyen. Formaliser une dé-
tection de zones de l’image présentant des propriétés spectrales communes serait intéressant.
Des perspectives de recherche relatives à ce sujet sont discutées dans le chapitre 7.
Enfin, même si l’algorithme de descente de gradient projeté de la section 5.4 donne ici des
résultats satisfaisants (l’explication étant qu’il y a peu de coefficients spectraux à interpoler), il
semble pertinent d’envisager les méthodes récentes d’interpolation ou extrapolation de spectre
décrites dans [AM16, CJ14, Jal12], basées sur des algorithmes primal-dual.
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6.1 Introduction
6.1.1 Contexte
Un des problèmes de la mécanique des solides expérimentale est la mesure des déforma-
tions subies par un matériau soumis à des sollicitations mécaniques. Les jauges de déformation
électriques sont utilisées classiquement, mais elles ne fournissent qu’une information ponc-
tuelle. Des techniques optiques de mesure sans contact ont émergé ces dernières années. Elles
fournissent des champs entiers de mesures, ce qui est particulièrement intéressant lorsque le
champ de déformation présente une hétérogénéité. Ces techniques sont basées sur la compa-
raison d’images de la surface du matériau considéré, avant et après sollicitation mécanique
et donc déformation. Plus précisément, un motif contrasté est déposé sur la surface du ma-
tériau, et l’évolution de l’image du motif permet de déduire un champ de déplacement, puis
de déformation. Deux principales techniques ont été développées ; elles se distinguent par la
nature du motif contrasté. L’une est la méthode de grille [BGM09, BGMR09], qui est basée
sur l’analyse spectrale d’une grille régulière transférée sur la surface du matériau à analyser.
L’autre est la corrélation d’images (digital image correlation, DIC) basée sur un « mouchetis »
(speckle) déposé à la surface du matériau [SOS09]. Notons que la surface nue du matériau
peut suffire dans certains cas à établir un champ de déplacement par DIC.
Le problème est caractérisé par les très faibles déformations généralement mesurées (sou-
vent inférieures au pourcent), qui font que les déformations se traduisent essentiellement par




a. Un essai mécanique typique
Dimension 1















































b. Détail d’un « mouchetis » c. Détail d’une grille
Figure 6.1 – Illustration du protocole expérimental. a : une éprouvette est fixée aux mords d’une
machine d’essai qui permet d’imposer une compression ou une traction. Une caméra permet de prendre
une vue fronto-parallèle de la surface de l’éprouvette. Des images de la surface de l’éprouvette sont
réalisées avant et après sollicitation mécanique. b : exemple d’image de « mouchetis » déposé à la
surface de l’échantillon. c : exemple d’image de grille.
une faible variation de l’intensité lumineuse mesurée en chaque pixel, difficilement visible à
l’œil nu. Un problème majeur est de quantifier les performances métrologiques de ces mé-
thodes afin qu’elles puissent être utilisées de manière industrielle. Si la résolution des mesures
ponctuelles obtenues par les jauges de déformation électriques peut être caractérisée, ce n’est
pas encore le cas des mesures de champs sans contact, qui ne donnent souvent qu’une valeur
numérique non certifiée.
Un environnement expérimental typique est décrit sur la figure 6.1. Pour donner un ordre
de grandeur, un pixel représente une surface de côté 40 micromètres sur l’échantillon. Dans
le cas de l’image de grille, le pas est de 5 pixels. La figure 6.2 montre un exemple de champ






















Figure 6.2 – Test de compression d’un échantillon d’asphalte (à gauche), et champ de déformation
résultant obtenu par la méthode de grille (à droite). Notons qu’un asphalte est formé de granulats
enrobés dans du bitume, et que les granulats ne se déforment pas. Cette illustration est tirée de [GT13].
6.1.2 Contributions
Ce chapitre présente nos contributions à l’analyse et au traitement des images issues de
la mécanique des solides expérimentale. Les résultats obtenus sont le fruit d’une collabora-
tion avec Michel Grédiac et Benoît Blaysat, respectivement professeur et maître de confé-
rences à l’Institut Pascal à Clermont-Ferrand, dont le domaine de recherche est précisément
la mécanique expérimentale. Nous présentons nos résultats concernant la caractérisation des
performances métrologiques de la méthode de grille dans la section 6.2. Ces performances
sont essentiellement limitées par la méthode numérique d’estimation ainsi que par le bruit
inhérent au capteur numérique utilisé pour l’acquisition des images. La section 6.3 propose
des améliorations de ces performances par différentes techniques de restauration d’images.
Enfin, dans la section 6.4 nous proposons une nouvelle formule prédictive de la résolution
du déplacement lorsqu’il est mesuré par corrélation d’images. Pour les deux méthodes, nous
nous attachons à vérifier expérimentalement les formules prédictives théoriques obtenues, en
particulier en tenant compte de la nature hétéroscédastique du bruit réel.
Les principales publications relatives à ce chapitre sont :
[2] F. Sur, B. Blaysat, and M. Grédiac. Determining displacement and strain maps immune from
aliasing effect with the grid method. Optics and Lasers in Engineering, 86:317–328, 2016.
[3] F. Sur and M. Grédiac. Influence of the analysis window on the metrological performance of
the grid method. Journal of Mathematical Imaging and Vision, 56(3):472–498, 2016.
[4] M. Grédiac, F. Sur, and B. Blaysat. The grid method for in-plane displacement and strain
measurement : a review and analysis. Strain, 52(3):205–243, 2016.
[5] B. Blaysat, M. Grédiac, and F. Sur. Effect of interpolation on noise propagation from images to
DIC displacement maps. International Journal for Numerical Methods in Engineering, 108(3):213-232,
2016.
[6] B. Blaysat, M. Grédiac, and F. Sur. On the propagation of camera sensor noise to displacement
maps obtained by DIC - an experimental study. Experimental Mechanics, 56(6):919–944, 2016.
[10] F. Sur and M. Grédiac. On noise reduction in strain maps obtained with the grid method by
averaging images affected by vibrations. Optics and Lasers in Engineering, 66:210–222, 2015.
[12] M. Grédiac and F. Sur. Effect of sensor noise on the resolution and spatial resolution of
displacement and strain maps estimated with the grid method. Strain, 50(1):1–27, 2014.
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[13] F. Sur and M. Grédiac. Towards deconvolution to enhance the grid method for in-plane strain
measurement. AIMS Inverse Problems and Imaging, 8(1):259–291, 2014.
[15] M. Grédiac, F. Sur, C. Badulescu, and J.-D. Mathias. Using deconvolution to improve the
metrological performance of the grid method. Optics and Lasers in Engineering, 51(6):716–734, 2013.
Le code Matlab VerifWV (Verification of the Wigner-Ville transform) disponible à l’URL :
https://members.loria.fr/FSur/software/VerifWV/
implémente une vérification numérique des formules établies dans [3].
Le code Matlab The GridMethod toolbox disponible sur le site web dédié :
http://www.thegridmethod.net
implémente l’ensemble de nos codes Matlab permettant l’analyse des images de grilles et
l’estimation des champs de déplacement et déformation.
6.2 Quantification des performances métrologiques de la méthode
de la grille
Dans nos premiers travaux, nous nous sommes focalisés sur la méthode de grille afin d’en
quantifier les performances métrologiques et de les améliorer par différentes techniques. Nous
avons d’abord étudié un modèle mathématique des images de grille, sous hypothèse de bruit
blanc gaussien dans les images. Nous avons ensuite montré que le champ de déformation
obtenu par la transformée de Fourier à fenêtre est en fait au premier ordre la convolution
de la “vraie” déformation et de la fenêtre d’analyse. Nous avons aussi caractérisé le transfert
du bruit numérique dans les champs de déformation sous forme d’un bruit auto-corrélé. Ces
résultats théoriques reposent sur l’hypothèse des petites déformations qui justifie les approxi-
mations au premier ordre. Nous en avons ensuite déduit une caractérisation métrologique
de la méthode de la grille par l’intermédiaire des biais de mesure, résolution de mesure, et
résolution spatiale.
6.2.1 Modèle d’image de grille et estimation des champs de déplacement et
déformation
Une grille, c’est-à-dire deux réseaux orthogonaux de lignes parallèles légèrement déformées
par les contraintes mécaniques, peut être modélisée de la manière suivante lorsque les lignes
sont alignées sur les axes de l’image (voir [BGM09, Sur00]).
s(x, y) = A(x, y)2
(




— A(x, y) > 0 représente l’illumination globale, qui peut varier légèrement sur la surface
du champ imagé ;
— γ ∈ [0, 1] est le contraste des lignes ;
— le profil d’une ligne ` est une fonction réelle 2π-périodique d’amplitude 1 et de valeur
moyenne 0 sur une période. Nous notons dk les coefficients de Fourier de ` ;
— f est la fréquence nominale de la grille (supposée identique dans les deux dimensions),
le pas de grille étant p = 1/f .
— φx(x, y) et φy(x, y) représentent les phases selon les axes x et y respectivement, mo-
dulées spatialement.
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Notons que ce modèle est valide pour les images de grilles avant et après déformation, les
phases avant déformation modélisant les défauts de fabrication des grilles employées. Dans
tous les cas, les dérivées des phases sont très petites par rapport à 2πf . D’autre part, si un
profil sinusoïdal serait idéal [12], il n’est pas possible de l’obtenir en pratique. C’est pourquoi
un certain nombre d’harmoniques dk, |k| > 1, sont observées. Il est possible d’aligner les
grilles sur l’image car des réglages fins de la position de la caméra sont disponibles et on
utilise un objectif macrophotographique présentant de très faibles distorsions géométriques
sur le champ du capteur de la caméra.
Les champs de déplacement et déformation étant liés aux phases, il convient d’abord
de les estimer. La différence par rapport aux méthodes générales d’analyse de franges en
interférométrie [Kem07, Kem15] est que la fréquence spatiale de la grille est connue et n’a
pas à être estimée au préalable. Une méthode utilisant la Geometric Phase Analysis (GPA) a
récemment été proposée [DXW+14a, DXW14b]. Elle est inspirée de procédures classiques pour
le traitement de franges en interférométrie, par exemple pour la profilométrie [Tak90, TM83]
ou pour l’observation microscopique de réseaux atomiques [HSK98]. Il s’agit essentiellement
de filtrer les « lobes » dans le spectre causés par les modulations de phase et centrés sur
la fréquence nominale de la grille dans chaque direction, puis de récupérer les phases par
transformée de Fourier inverse. La quantification des performances métrologiques de cette
méthode semble difficile : cela nécessite en particulier de quantifier le « bon » filtrage des
lobes dans le spectre initial. Une autre approche, à la suite de [Sur00], a été proposée pour
l’estimation des phases, basée elle uniquement sur la fréquence nominale de la grille [BGM09,
BGMR09] et d’une complexité algorithmique considérablement réduite. Dans ce dernier cas,
nous avons établi des expressions quantifiant les différents paramètres métrologiques de la
méthode. Dans la suite du chapitre, nous focaliserons l’analyse sur cette méthode. Notons au
passage que les auteurs de [DXW+14a, DXW14b] semblent appliquer un filtre sur le spectre
des images de grille de manière à ne garder que les composantes des lobes qui émergent du
bruit. Selon la valeur du seuil, il se peut très bien que la GPA soit en fait basée uniquement
sur la composante de fréquence égale à celle de la grille, à l’instar de la méthode proposée
dans [BGM09, BGMR09].
La méthode de [BGM09, BGMR09] consiste à calculer la transformée de Fourier à fenêtre
de l’image de grille, puis à estimer les phases comme les arguments de la valeur de cette
transformée aux harmoniques principales de la grille (fréquences (f, 0) et (0, f)). Autrement
dit, si on note
Fw(f)(x, y, u, v) =
∫∫
R2
s(ξ, η)w(ξ − x, η − y)e−2iπ(ξu+ηv) dξ dη (6.2)
où w est la fenêtre d’analyse, les phases (à une constante additive près) sont estimées par :{
φx(x, y) ' arg (Fw(f)(x, y, f, 0))
φy(x, y) ' arg (Fw(f)(x, y, 0, f))
(6.3)
où arg désigne l’argument de tout nombre complexe non nul. Les phases étant déterminées
modulo 2π, l’utilisation d’un algorithme de dépliement est nécessaire [GP98, HBLG02]. On
verra dans la section suivante une expression plus fine de cette approximation. Notons que
Fw(f)(x, y, f, 0) et Fw(f)(x, y, 0, f) s’expriment comme des produits de convolution entre le
signal complexe se−2iπf · et la fenêtre symétrique w. Ceci permet en pratique de calculer ces
quantités efficacement à l’aide d’une transformée de Fourier rapide 2D [4].













les vecteurs des phases en tout point, res-
pectivement avant et après déformation, et u = (ux, uy) le champ de déplacement.
Le champ de déplacement à la surface de l’échantillon vérifie [4] :





On peut voir que le champ cherché u est solution d’une équation de point fixe. Il s’avère que
les itérations gouvernées par





pour n entier naturel, convergent vers le déplacement cherché u. La fonctionnelle est en effet
contractante : son coefficient de Lipschitz est très petit car les dérivées de phases le sont,
et quelques itérations (voire une seule) suffisent en pratique à estimer le champ u. Cette
présentation et l’algorithme itératif résultant n’étaient à notre connaissance pas employés en




était utilisée dans la littérature, jusque l’introduction dans [BGM09] d’une estimation reve-
nant à considérer u1 = − p2π
(
φ2(· + u0)− φ1
)
. Des résultats préliminaires suggèrent que
l’algorithme itératif de (6.5) permet d’améliorer l’estimation de champs de déformation d’am-
plitude assez grande (10%), pour lesquels des artefacts numériques subsistent avec une seule
itération.
Une fois que les composantes du champ de déplacement u sont connues, la quantité inté-











où i, j ∈ {x, y}.
Une revue de la littérature, une analyse complète des méthodes basées sur les grilles en
mécanique expérimentale, ainsi qu’une discussion de leurs limites pratiques, sont disponibles
dans [4].
6.2.2 Discussion du phénomène de repliement spectral
La transformée de Fourier d’une image de grille s (modélisée par l’équation (6.1)) s’écrit
de la manière suivante [2] :
F (s) (u, v) = F (A) (u, v) + γ2
∑
k∈Z












(u, v − kf) (6.7)
Si on suppose que les dérivées partielles de φl et φy sont bornées, on peut démontrer par la























où Mxl = (p/2π) max(|∂φl/∂x|) et M
y
l = (p/2π) max(|∂φl/∂y|).
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Figure 6.3 – Une illustration du phénomène d’aliasing sur le spectre d’une image de grille (à gauche,
pour une grille alignée sur les pixels ; à droite, pour une grille tournée). Les copies de F (s) trans-
latées de {(0, 1), (0,−1), (1, 0), (−1, 0)} (unité : nombre de cycles par pixel) sont montrées en couleur
atténuée, superposée à F (s) non translaté centré sur le carré gris central. Dans l’image de gauche, les
harmoniques principales en (f, 0) et (0, f) sont couvertes par un lobe venant des copies, « replié » sur
la partie centrale grise. Dans l’image de droite, le simple fait de tourner la grille imagée fait que ces
composantes repliées ne couvrent pas les harmoniques principales.
Ceci montre que le spectre d’une image de grille est essentiellement fait d’une composante
centrale causée par le terme F (A) et de « lobes » centrés aux multiples de la fréquence f le









harmoniques dk du profil des lignes de la grille.
Ainsi, dès que kf ≤ 0.5 cycle par pixel pour une k-ème harmonique non négligeable,
l’échantillonnage provoque un repliement spectral (aliasing). Dans le cas typique où f = 1/5
pixel−1, la troisième harmonique se replie. L’estimation des phases par (6.3), et par consé-
quence des champs de déplacement et de déformation, est donc susceptible d’être perturbée
par le phénomène d’aliasing dès lors qu’un lobe associé à une harmonique se replie sur le
lobe de l’harmonique principale. La transformée de Fourier étant covariante par rotation de
l’image, on remarque qu’une simple rotation des grilles permet d’éviter que l’aliasing gêne
l’estimation, comme illustré en figure 6.3. La figure 6.4 discute un exemple réel d’estimation
de champ de déformation. Remarquons que cette astuce pratique permettant de limiter l’in-
fluence de l’aliasing est indépendante du procédé d’estimation des modulations de phase et
s’applique à la GPA [DXW+14a, DXW14b, HSK98].
L’article [2] discute en détail l’influence de l’aliasing dans les méthodes de grille.
6.2.3 Biais de mesure, résolution de mesure, et résolution spatiale
Dans le cas d’images de grilles bruitées par un bruit blanc gaussien, nous montrons
dans [13] qu’une estimation plus fine que celle de l’équation (6.3) est obtenue à l’ordre 1.
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Figure 6.4 – Dans cette expérience, deux grilles sont collées de part et d’autre d’une éprouvette trouée
subissant un essai de traction. La grille de gauche présente des lignes alignées sur les axes de l’image,
la grille de droite est faite de lignes penchées d’une trentaine de degrés. Le trou est situé sur la grille
alignée au niveau de la ligne 600 sur la droite, et sur la grille tournée au niveau de la ligne 700 sur
la gauche. Les champs de déformation εx estimés devraient être en principe symétriques par rapport à
un axe vertical. Les franges parasites visibles à gauche ne sont pas visibles à droite. Elles sont causées
par le phénomène de repliement spectral : tourner la grille permet bien de l’éviter.
Elle s’exprime comme suit.{
arg (Fw(f)(x, y, f, 0)) = arg d1 + wσ ∗ φx(x, y) + nx(x, y)
arg (Fw(f)(x, y, 0, f)) = arg d1 + wσ ∗ φy(x, y) + ny(x, y)
(6.9)
où nx et ny désignent un bruit gaussien spatialement corrélé. Cette équation n’est valable
que si la taille σ de la fenêtre est suffisamment grande pour estimer une composante fréquen-
tielle de fréquence f , en accord avec le théorème d’incertitude [Mal99]. On doit imposer en
pratique σf ≥ 1. Les composantes nx et ny ont été caractérisées dans [13] pour une fenêtre
d’analyse gaussienne et dans [3] pour les principales fenêtres de la littérature. Dans le cas
d’une fenêtre gaussien, la matrice de covariance du bruit n affectant la phase s’exprime de la
manière suivante :




où v est la variance du bruit blanc gaussien affectant l’image de la grille, ∆x∆y est l’aire d’un
pixel, et P = |d1|γA/2 est une constante dépendant uniquement de l’image de grille.
Cette relation entre phase estimée et phase réelle se propage ensuite sur les champs de
déplacement, puis de déformation à l’aide des propriétés de dérivation d’un champ stationnaire
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rappelées par exemple dans [Abr97]. Elle permet d’exprimer (toujours dans le cas d’une fenêtre
gaussienne) la matrice de covariance du bruit n′ affectant la dérivée de la phase selon la
première composante par :
Covar(n′(ξ, η), n′(ξ, η)) = v∆x∆y16πσ4P 2
(







La relation symétrique est bien sûr valide pour la dérivée selon la seconde composante.
Ces équations montrent bien que la mesure des champs de déplacement et déformation
par cette méthode est principalement limitée par :
— la taille σ de la fenêtre d’analyse à cause de la convolution, qui atténue l’amplitude
des phases estimées (l’atténuation dépendant bien sûr de la fréquence des composantes
spectrales des phases) et qui corrèle spatialement les estimations ;
— le bruit spatialement corrélé nx et ny.
Les performances métrologiques de la méthode sont alors quantifiées par :
— le biais de mesure relatif [4], mesurant la perte d’amplitude relative d’une sinusoïde
de référence de fréquence donnée ;
— la résolution spatiale, définie ici à la suite de [WLLD15] comme la plus petite période
d’une sinusoïde pouvant être estimée avec un biais de mesure relatif supérieur à un
certain seuil (cette définition est bien adaptée car elle permet de comparer des fenêtres
à support compact avec la fenêtre gaussienne par exemple) ;
— la résolution de mesure, définie comme l’écart-type du bruit dans le champ de mesure
considéré (phase, déplacement, ou déformation) comme dans [CS12].
Nous avons déterminé dans [3] toutes ces quantités dans le cas d’images de grilles affec-
tées d’un bruit gaussien, pour les principales fenêtres utilisées dans la littérature, à savoir
les fenêtres birectangles [Kem07], triangle-rectangles [Sur00], bitriangles [AFV+04], ou gaus-
siennes [BGM09]. L’analyse générale de [3] est basée sur la transformée de Wigner-Ville de
ces fenêtres [Coh95, HBB92, Mal99], certains résultats étant obtenus dans [13] de manière
ad hoc dans le cas des fenêtres gaussiennes.
Plusieurs arguments sont en faveur d’une fenêtre d’analyse gaussienne. Les fenêtres à sup-
port compact doivent avoir une taille multiple de la période de la grille (ce qui peut être
difficile à réaliser en pratique lorsque le pas n’est pas un multiple entier de pixels), contraire-
ment aux fenêtres gaussiennes. Si les résolutions de mesure des déplacements sont comparables
pour toutes les fenêtres, la résolution de mesure des déformations est bien meilleure pour une
fenêtre gaussienne. Le caractère stationnaire du bruit corrélé est davantage valide dans le cas
gaussien : c’est une conséquence de la décroissance rapide de la transformée de Wigner-Ville
des gaussiennes [Fla98]. La fonction d’autocorrélation du bruit est également caractérisée
dans [3, 13] : la fonction d’autocorrélation du bruit dans les champs de déplacement et dé-
formation présente l’avantage d’être davantage régulière dans le cas des fenêtres gaussiennes,
ce qui induit un bruit assez « régulier », plus agréable à l’œil et moins susceptible de cacher
des phénomènes localisés pertinents dans ces champs.
Dans le cas plus réaliste d’un bruit numérique hétéroscédastique suivant le modèle Poisson-
Gauss rappelé au chapitre 4, nous avons montré dans [12] en analysant une succession
d’images dans une expérience réelle que la prédiction théorique de la résolution de mesure était
expérimentalement très bien vérifiée une fois qu’une transformation stabilisant la variance
(la transformée d’Anscombe généralisée [MSB95]) a été appliquée. Il convient également de
réduire l’influence des inévitables micro-vibrations entre images, empêchant en pratique d’es-
timer des variances empiriques temporelles en chaque pixel des champs de déplacement et
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déformation. À notre connaissance, cette étude constitue la première caractérisation de la
résolution de mesure due au bruit de capteur des champs de déformation par la méthode de
grille.
6.3 Restauration des champs de déplacement et déformation
L’expression établie par (6.9) laisse entrevoir une restauration des champs de déplacement
et déformation par déconvolution non-aveugle (on connaît ici le noyau de convolution, qui est
la fenêtre d’analyse), comme illustré par une expérience menée sur des images de grille synthé-
tiques présentée dans la figure 6.5. Une restauration par déconvolution permet effectivement
de réhausser certains détails.
Dans [15] nous avons étudié l’effet d’algorithmes de type Richardson-Lucy [Ric72, Luc74]
(hypothèse d’un bruit de Poisson), régularisation de Tikhonov [TA77] (hypothèse d’un bruit
blanc gaussien), filtrage de Wiener [Wie64] (hypothèse d’un bruit stationnaire de fonction de
corrélation donnée par [3, 13]). Les résultats présentés dans cet article sont encourageants
mais limités principalement par le fait que le bruit dans les images réelles n’est pas un proces-
sus gaussien, mais plutôt un processus de Poisson-Gauss comme discuté dans le chapitre 4.
Un exemple de résultat obtenu sur un champ de déformation réel est présenté sur la figure 6.6
(la figure 6.7 présente un détail). Il s’agit d’un essai de traction selon l’axe vertical sur une
éprouvette faite d’un alliage à mémoire de forme. Des détails deviennent visibles après décon-
volution, en particulier les « aiguilles de martensites » apparaissant comme de fins segments
rouges sur la figure 6.7. Ces aiguilles correspondent à un phénomène mécanique avéré car elles
deviennent franchement visibles dans le champ non-déconvolué lorsqu’une force plus grande
est appliquée à l’échantillon, cf. [DGBB12]. La restauration a donc pu révéler un phénomène
qui n’était pas clairement visible sur les champs de déformation bruts.
De manière à améliorer la résolution de mesure ou de faciliter une déconvolution, il serait
intéressant de débruiter les images de grille préalablement à l’estimation des champs de dé-
placement et déformation. Le but est ici de contrôler les performances métrologiques : il n’est
donc pas question d’utiliser directement des algorithmes généraux de traitement d’images (voir
les revues systématiques [LCBM12, Mil13]), comme les très performants BM3D [DFKE07]
ou NL-means [BCM05]. Une approche plus simple permettant de contrôler la résolution de
mesure serait de moyenner une série de T images de grille. Néanmoins, le protocole expé-
rimental nécessitant de forts agrandissements, on ne peut pas négliger les micro-vibrations
qui affectent inévitablement la stabilité de la caméra par rapport à l’échantillon imagé. C’est
l’objet de l’étude présentée dans [10]. Nous avons montré que, pour une image s quelconque,
un développement limité donne l’expression de l’espérance de la moyenne empirique v d’une
série de T images bruitées :
E(v) ' s+ 12div (Var(α, β) · ∇s) (6.12)
où s est l’image statique idéale (non-bruitée), div dénote la divergence d’un champ de vecteur,
et Var(α, β) est la matrice de covariance du processus (αt, βt) modélisant les vibrations comme
au chapitre 4.
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φx arg Ψx restauration
 
 

































































φy arg Ψy restauration
 
 
























































∂φx/∂ξ ∂ arg Ψx/∂ξ restauration
 
 




























































∂φy/∂η ∂ arg Ψy/∂η restauration
Figure 6.5 – Une expérience de restauration sur des images de grilles synthétiques générées selon
l’équation (6.1) en imposant les phases φx et φy et leurs dérivées comme les images de la colonne de
gauche. Un bruit blanc gaussien est également ajouté aux images. Les phases et dérivées de phases
estimées comme argument de la transformée de Fourier à fenêtre (colonne du milieu) semblent ef-
fectivement suivre l’équation de convolution (6.9). La colonne de droite montre la restauration par
filtre de Wiener tenant compte de l’autocorrélation du bruit caractérisée dans [13] et rappelée par les
équations (6.10) et (6.11).
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a. avant déconvolution [DGBB12] b. après déconvolution [15]
Figure 6.6 – Essai de traction sur un alliage à mémoire de forme. Champ de déformation εy, avant
(à gauche) et après (à droite) déconvolution.






























a. avant déconvolution b. après déconvolution
Figure 6.7 – Essai de traction sur un alliage à mémoire de forme. Détail de la figure 6.6 (rectangle
blanc). Le cercle blanc a un diamètre de 6σ, où σ est l’écart-type de la fenêtre gaussienne d’ana-
lyse. L’écart entre les deux aiguilles de martensite étant inférieur à cette distance, elles ne sont pas
clairement résolues dans le champ de déformation brut.
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Sans surprise, la moyenne empirique est donc un estimateur biaisé de l’image de grille non
bruitée inconnue. Nous montrons néanmoins que pour des images de grilles modélisées par
l’équation (6.1), et sous l’approximation au premier ordre donnée par (6.9), l’influence de ce
biais décroît tout de même en O(1/
√
T ) dans les champs de déplacement, et n’influence pas
les champs de déformation. Il est donc légitime de moyenner une série d’images sans se soucier
des micro-vibrations. À titre d’illustration, la figure 6.8 illustre la décroissance du niveau de
bruit quand le nombre d’images T augmente.
 
 




























































































































































































































T = 1 T = 10 T = 100
Figure 6.8 – Évolution des composantes de déformation εx (en haut), εy (au milieu), et εxy (en bas),
estimée sur la grille moyennée obtenue à partir de T ∈ {1, 10, 100} images (de gauche à droite ; T = 1
correspond à une image brute, non moyennée).
6.4 Quantification des performances métrologiques de la méthode
basée sur la corrélation d’images (DIC)
Dans les articles [5] et [6] nous avons étudié la méthode d’estimation des champs de
déplacement basée sur la corrélations d’images de « mouchetis » (DIC).
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La contribution de [5] est une nouvelle formule de prédiction de la résolution de mesure
du déplacement, limitée par le bruit affectant le capteur, qui tient en compte l’interpolation
nécessaire dans l’estimation des déplacements sous-pixelliques.
En mécanique expérimentale, de nombreuses méthodes variantes de la méthode de maxi-
misation de la corrélation entre imagettes sont utilisées et font l’objet d’une littérature abon-
dante depuis les années 1980 [CRS85], comme décrit dans les livres et revues [SOS09, SH15].
Considérons deux images de la surface du matériau testé, l’une (notée f) acquise avant dé-
formation, l’autre (notée g) après. Sous hypothèse de conservation de l’intensité lumineuse,
le champ de déformation u vérifie, au sein d’une région d’intérêt Ω, f(x) = g(x+ u(x)). On
peut voir qu’un déplacement sous-pixellique u rend nécessaire l’interpolation de g.
Dans cette section, nous nous intéressons à la formulation dans laquelle l’objectif est de
minimiser le résidu optique de manière à trouver le déplacement u∗ comme solution de :








Notons qu’il ne s’agit pas d’une corrélation au sens strict mais bien de la somme des car-
rés des résidus. En pratique, les déplacements u ne sont pas déterminés en chaque point
de la région d’intérêt mais sont cherchés dans l’espace vectoriel des cinématiques possibles,
engendrés par N fonctions de forme (φi)1≤i≤N (classiquement, des fonctions polynomiales
d’interpolation de degré 1 ou 2). Ceci permet de réduire fortement la dimensionnalité du pro-
blème tout en assurant la régularité du déplacement solution. Tout déplacement s’écrit donc
u =
∑N
i=1 λiφi. Le problème de minimisation (6.13) est donc équivalent au problème suivant,
portant à présent sur λ = (λi)1≤i≤N :















où r(λ) est le vecteur des résidus et || · || désigne la norme euclidienne. Dans la suite, nous
notons Jr(λ∗) la matrice Jacobienne de r en λ∗. Elle vérifie, pour 1 ≤ i ≤ #Ω et 1 ≤ j ≤ N ,
(Jr(λ∗))i,j = −(∇g(xi + uλ(xi)))
Tφj(xi) (6.15)
Par la simplification ∇g(xi + uλ(xi)) ' ∇f(xi), on remarque que Jr(λ∗) = −L où
Li,j = (∇f(xi))Tφj(xi) (6.16)
Nous noterons dans la suite M = LTL.
Ce problème de minimisation est résolu par un algorithme de Gauss-Newton modifié. En
propageant l’incertitude sur f et g (modélisée comme un bruit blanc gaussien de variance σ2)
par une technique similaire à celle de [35], nous avons montré dans [5] que l’incertitude sur
la valeur de λ∗ peut être modélisée par une variable aléatoire gaussienne δλ de moyenne et
matrice de covariance : {
< δλ >= A(f + Pg)
Σδλ = σ2A
(




où f et g désignent ici, par léger abus de notation, les vecteurs-colonnes des f(xi) et f(xi)
respectivement, où A = M−1JTr , et où la matrice P est formée de manière à ce que :
g(· + uλ(·)) = Pg (6.18)
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Figure 6.9 – Dans le cas d’un déplacement uniforme de α pixel (α entre 0 et 1), confrontation de
la résolution moyenne sur les λ obtenues par estimation empirique (Observed), par la formule de la
littérature (σ̂λ, cf. (6.20) ) et par les deux formules proposées (σλ donnée par la simplification Jr = −L
et σλ, cf. (6.19)).
Les interpolations usuelles (ici bilinéaires ou bicubiques) permettent bien cette écriture, car
la valeur interpolée en un point est combinaison linéaire des valeurs aux pixels entiers dans
un voisinage. Notons qu’on peut approcher comme précédemment Jr par −L.
Le terme < δλ > est connu comme étant le biais d’estimation causé par le schéma d’in-
terpolation (voir par exemple [SBS00]).
L’écart-type de l’erreur sur le coefficient λi s’écrit donc :
σλi = σ
√
[A (I + PP T )AT ]ii (6.19)
L’écart-type obtenu par la simplification Jr = −L sera noté σλ.
Il s’agit d’une généralisation de la formule précédemment disponible dans la littéra-




En effet, dans le cas où l’interpolation n’est pas prise en compte, on simplifie dans (6.19)
PP T = I et AAT = M−1LLTM−T = M−1MTM−T = M−1, d’où (6.20).
Dans [5], nous propageons ensuite ce terme d’erreur au déplacement mesuré par DIC.
Nous proposons une validation numérique sur des images simulées affectées d’un bruit blanc
gaussien. Par exemple dans le cas d’un déplacement de translation uniforme, la figure 6.9
confronte différentes valeurs prédites pour la résolution à une valeur empirique obtenue par
simulation de Monte-Carlo. Logiquement, la prédiction fournie par (6.20) ne dépend pas de la
valeur du déplacement sous-pixellique imposé car elle ne tient pas compte de l’interpolation.
La formule donnée par (6.19) est en bonne adéquation avec la valeur empirique, et la formule
simplifiée surestime l’erreur.
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Dans [6], nous avons validé expérimentalement cette formule, c’est-à-dire sur des données
issues du laboratoire, et pas des données synthétiques. Pour ce faire, nous confrontons les ré-
solutions prédites aux résolutions empiriques obtenues par estimation sur une série d’images.
Alors que les formules prédictives reposent sur l’hypothèse d’un bruit blanc gaussien, le bruit
d’un capteur numérique est en fait hétéroscédastique et dépend du signal. Prendre en compte
un tel modèle de bruit peut se faire de deux manière. Une première possibilité est de stabiliser
la variance du bruit (une fois les paramètres du capteur estimé) par la transformée d’Ans-
combe généralisée [MSB95], comme dans [12] pour la méthode de grille. Cette transformation
n’est pas linéaire et induit donc un biais dans l’estimation des déplacements. Néanmoins, ce
biais semble négligeable en pratique. Une seconde possibilité est d’intégrer dans la formule
prédictive la matrice de covariance de l’erreur sur les images f et g (respectivement Σf et Σg).
Ce sont des matrices diagonales car le bruit est supposé indépendant de pixel à pixel, mais les
valeurs diagonales ne sont pas identiques en chaque pixel. La formule (6.19) devient alors :
σλi = σ
√
[A (Σf + PΣgP T )AT ]ii (6.21)
Dans les deux cas se pose le problème de l’estimation des variances empiriques à partir
d’une série d’images. En effet, les micro-vibrations posant inévitablement des problèmes à ce
niveau d’agrandissement des images ; les moyennes temporelles sur un même pixel n’intègrent
pas uniquement la variabilité due au bruit et sont biaisées. Nous avons donc terminé la
validation en utilisant l’estimation du déplacement par corrélation sur des images de grilles, sur
lesquelles nous pouvons appliquer l’algorithme NRSR d’estimation de la variance débarrassée
de l’influence des micro-vibrations (cf. section 4.5 au chapitre 4).
La figure 6.10 montre un de nos résultats de validation dans le cas d’une série de 100
images d’un essai de translation uniforme de l’échantillon. On constate que dans les deux
possibilités évoquées, la résolution prédite est en bonne adéquation avec la résolution empi-
rique et que les deux méthodes présentent des performances similaires. Une validation dans le
cas d’un déplacement non-uniforme (déformation d’une éprouvette trouée soumise à un test
de traction) est également discutée dans [6].
6.5 Conclusion et perspectives
Dans ce chapitre, nous avons présenté nos contributions à l’analyse et au traitement
d’images servant à la détermination de champs de déplacement et de déformation en mé-
canique des solides, que ces images soient issues de la méthode de la grille ou d’algorithmes
basés sur la corrélation d’images (DIC). Notre souci est d’établir des formules prédictives
caractérisant les performances métrologiques des méthodes d’estimation, et de les valider en
conditions expérimentales réelles.
Des prolongement naturels de ces travaux sont envisageables dans plusieurs directions.
Tout d’abord, il conviendrait d’aller au delà de l’étude préliminaire de [15] dans la restau-
ration des champs de déplacement et de déformation. Cette étude tient compte de la nature
corrélée du bruit affectant ces cartes, néanmoins l’hypothèse de bruit blanc gaussien dans les
images de grille est bien trop grossière. Le fait que l’on puisse disposer facilement d’une série
d’images affectées de micro-vibrations, donc légèrement décalées les unes par rapport aux
autres, laisse entrevoir l’utilisation de techniques de super-résolution pour augmenter virtuel-
lement la résolution des images acquises, qu’elles soient de grilles ou de mouchetis. Ces deux
points sont repris dans les perspectives de recherches détaillées dans le chapitre 7.
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Figure 6.10 – Rapport entre résolution prédite et résolution observée dans un champ de déplacement.
À gauche : valeur du rapport en chaque pixel. À droite : histogramme de répartition des rapports. En
haut : après stabilisation de la variance par GAT. En bas : après intégration de la variance du bruit
en chaque pixel dans la formule prédictive. On voit que les rapports sont proches de 1 avec une faible
dispersion, ce qui permet de valider notre formule prédictive de la résolution.
Par ailleurs, il serait utile de définir une règle de décision permettant de discriminer les
détails réels du bruit spatialement corrélé affectant les champs de déformation. On peut
noter qu’un problème semblable existe en tomographie par émission de positons (PET) et
en imagerie par résonance magnétique fonctionnelle (FMRI), deux techniques produisant des
images perturbées par un bruit corrélé (voir par exemple [FCF+95]). Dans le cas d’un bruit
blanc, la détection statistique peut se faire par une simple correction de Bonferroni [Bon36]
pour contrôler le taux d’erreur. Néanmoins, cette approche n’est pas adaptée dans le cas d’un
bruit corrélé. Dans le cas de la détection en imagerie PET ou FMRI, des techniques basées
sur la théorie des champs aléatoires ont été développées [BPK03, Wor03]. Le développement
de telles techniques pour l’analyse de champs de déformation reste à faire.
Enfin, il serait intéressant d’établir des formules prédictives pour la geometric phase ana-
lysis (GPA) dans le cadre de la mécanique expérimentale [DXW+14a, DXW14b], similaires
à celles établies pour la méthode de grille, de manière à comparer les performances métrolo-
giques respectives de ces méthodes sur des bases objectives. Dans le même esprit, une image
de grille étant essentiellement un signal bidimensionnel modulé en amplitude et en fréquence
(voir l’équation (6.1)), il serait intéressant d’examiner une méthode comme la décomposition
modale empirique (empirical mode decomposition, EMD) proposée dans [HSL+98], sa généra-
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lisation aux images dans le cadre d’une analyse par ondelettes [GTO14], ou, dans un premier
temps, les différentes méthodes rappelées dans [Kem07, Kem15] pour l’analyse de franges
d’interférométrie en optique. La difficulté est bien sûr d’établir des formules prédictives des
performances métrologiques lorsque les cartes de déplacement et déformation sont estimées
par un algorithme non-linéaire.
Quatrième partie
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7.1 Conclusion générale
Les travaux de recherche présentés dans ce mémoire se situent dans les domaines de
l’analyse et du traitement des images numériques. Leurs applications vont de problèmes de
la vision par ordinateur à la caractérisation des performances métrologiques de mesures de
champ sans contact en mécanique des solides expérimentale. Une sélection de résultats récents
a été présentée, concernant l’appariement de points d’intérêt, le bruit dans les images, ainsi
que l’analyse des images et des méthodes d’estimation de la mécanique expérimentale.
À la fin de chaque chapitre, les développements naturels des résultats présentés ont été
décrits. L’objet de la section suivante est de reprendre et de développer quelques perspectives
constituant mes principales directions de recherche.
7.2 Quelques perspectives de recherche
L’analyse et le traitement des images sont intrinsèquement liés, dans la mesure où un
traitement efficace des images ne peut s’affranchir d’une analyse du contenu sémantique.
Par exemple, la restauration des images doit tenir compte de la présence de contours qui
doivent être préservés (ce qui motive les diffusions anisotropes [Wei98] ou l’introduction de la
variation totale [ROF92]), ou d’une redondance dans l’information contenue dans les images
(ce qui est à la base des algorithmes non-locaux [BCM05]). Les thèses co-encadrées traitent
de problèmes de vision par ordinateur, discipline qui enrichit l’analyse sémantique des images
en incorporant une modélisation géométrique de la formation des images dans une caméra.
Dans le futur, j’entends développer en particulier les deux directions de recherche suivantes,
dans le domaine du traitement et de l’analyse des images.
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7.2.1 Vers une analyse spectrale non-locale
Dans le chapitre 5, la recherche de méthodes de caractérisation du bruit quasi-périodique
nous a amené à introduire le spectre d’amplitude moyen et le spectre d’amplitude minimum,
définis respectivement comme la moyenne ou le minimum des modules des coefficients de
Fourier issus d’imagettes couvrant l’ensemble d’une image. Les spectres d’amplitude moyen
et minimum présentent l’avantage que leurs coefficients significativement élevés ont de bonne
chance d’être provoqués par le bruit périodique qui est la seule structure répétitive couvrant
l’intégralité de l’image. Des arguments statistiques permettent ensuite de détecter ces com-
posantes spectrales communes à toutes les imagettes.
Au delà de la moyenne ou du minimum calculé sur l’ensemble des imagettes, il serait
intéressant d’envisager une pondération des spectres d’amplitude des imagettes par un cri-
tère de similarité à une imagette donnée de manière à localiser la détection des composantes
quasi-périodiques. Des applications seraient envisageables à diverses situations, comme la dé-
tection d’un bruit quasi-périodique qui n’affecterait pas l’intégralité de l’image (à cause de
saturations par exemple), des textures haute-fréquences et de manière générale le problème
de décomposition entre structure et texture [AGCO06, BLMV10], et sans doute certaines
formes d’aliasing. Il est également envisageable de pondérer la moyenne par d’autres quan-
tités qu’une mesure de similarité entre imagettes. Par exemple, un moyennage pondéré de
spectres issus d’une rafale d’images a été récemment proposé [DS15] pour la restauration du
flou de bougé. Notons qu’il ne s’agit pas de spectres d’amplitude dans ce travail, la phase est
conservée. La pondération y est proportionnelle à l’amplitude des coefficients spectraux de
manière à favoriser les composantes spectrales venant des images peu bruitées. Un tel moyen-
nage pondéré des spectres ou des spectres d’amplitude constituerait une sorte de moyenne
non-locale [BCM05] ou de filtrage bilatéral [TM98] adaptés aux composantes spectrales. On
peut également remarquer que l’analyse de spectres issus d’imagettes similaires est à la base de
l’algorithme de débruitage BM3D [DFKE07]. Les auteurs de [LXZG15] adaptent le seuillage
permettant le débruitage par une modélisation statistique des coefficients d’une décomposition
en cosinus discret (DCT). L’avantage de ces méthodes spectrales est leur faible complexité
algorithmique, par comparaison à des méthodes variationnelles de restauration comme celles
discutées dans [AGCO06]. Dans une optique de détection localisée, adapter la forme des ima-
gettes dont on extrait les composantes spectrales semble crucial. On peut noter que c’est
l’objet de la décomposition shape adaptive discrete cosine transform (SA-DCT) [Sik95], uti-
lisée par les auteurs de [FKE07], sur la base de masques binaires locaux adaptés aux formes
sous-jacentes décrite dans [KEA06]. Plutôt qu’un masquage binaire, il serait également per-
tinent d’envisager un filtrage bilatéral comme proposé dans l’algorithme Dual-Domain Image
Denoising [KZ13] ou son extension Dual-Domaing Filtering [KZ15]. Enfin, des applications à
l’estimation des niveaux de bruit en fonction de l’intensité lumineuse ou des applications au
débruitage d’images peuvent être envisagées, à l’instar des auteurs de [CB13, PLZ+07] qui
estiment le bruit à partir de la transformée DCT d’imagettes, ou bien des auteurs de [YS11]
qui débruitent les images par seuillage des coefficients de la DCT locale.
En résumé, nous pensons qu’il serait pertinent d’unifier ces différentes méthodes basées sur
l’analyse de spectres d’imagettes, que ce soit des spectres de puissance issus de la transformée
de Fourier discrète ou de coefficients de DCT. On retrouve des méthodes similaires dans des
problèmes a priori très différents de l’analyse et du traitement des images. En ce qui concerne
les problèmes de détection comme dans le cas du bruit périodique, une méthode adaptée doit
aussi être développée, de manière à repérer les composantes spectrales saillantes. Une telle
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méthode pourrait être développée dans le cadre de la décision a-contrario ou dans celui de la
théorie des valeurs extrêmes [Col01] comme suggéré au chapitre 5.
7.2.2 Étude et amélioration des performances métrologiques en mécanique des
solides
Nous envisageons des perspectives aux travaux décrits au chapitre 6 dans, principalement,
deux directions.
Tout d’abord, nous souhaitons aller au delà de l’étude préliminaire de [15] dans la restau-
ration des champs de déplacement et de déformation issus de la méthode de grille. En effet,
si la déconvolution par filtre de Wiener étudiée dans [15] incorpore la corrélation spatiale du
bruit dans les cartes de déplacement et déformation, l’hypothèse sous-jacente est celle d’un
bruit blanc gaussien dans les images de grille. Une possibilité serait en premier lieu d’utiliser
des techniques de déconvolution tenant compte de la nature hétéroscédastique du bruit sur les
capteurs et en particulier du modèle Poisson-Gauss : le rapport signal-sur-bruit n’étant expé-
rimentalement pas très favorable, il semble important de caractériser correctement le bruit.
Il conviendrait également d’étudier l’influence de la résolution limitée de l’optique employée,
régie par sa point spread function (PSF). D’autre part, nos résultats établissent, comme at-
tendu, un compromis dans l’analyse de Fourier à fenêtre entre résolution fréquentielle (la
largeur de la fenêtre d’analyse doit être suffisante par rapport au pas de grille pour accéder
à l’information portée par la grille) et résolution spatiale (se traduisant par la relation de
convolution entre phase estimée et phase réelle imposant le biais de mesure). Or, les tech-
niques de réassignement introduites par F. Auger et P. Flandrin [AF95, FACM03] permettent
d’améliorer la localisation de l’information dans les spectrogrammes. Il serait intéressant de
voir comment ces techniques se traduisent dans l’analyse par transformée de Fourier à fenêtre
employée dans la méthode de grille, qui a pour particularité de ne nécessiter le calcul de la
transformée de Fourier qu’à la fréquence nominale de la grille, sans avoir à calculer l’intégra-
lité du spectrogramme. Il n’est pas clair que le réassignement soit, dans ce cadre, équivalent
à une déconvolution comme dans [15]. La question mérite d’être approfondie, d’un point de
vue théorique comme pratique.
Nous entendons ensuite étudier l’apport des techniques de super-résolution pour les champs
de déplacement et déformation, que ce soit par la méthode de grille ou par les approches de
type DIC. Dans un cadre applicatif proche, les auteurs de [TEC09] imposent des mouvements
contrôlés à la caméra pour reconstruire à partir d’une série d’images des champs thermogra-
phiques super-résolus, c’est-à-dire de résolution supérieure à la résolution de celui obtenu à
partir d’une image seule, et avec un niveau de bruit inférieur. Dans notre protocole expéri-
mental, il ne semble pas nécessaire d’imposer un mouvement contrôlé. De manière paradoxale,
les micro-vibrations qui affectent l’acquisition d’une série d’images et se traduisent par des
décalages sous-pixelliques pourraient en effet être employées favorablement, à condition que
l’on soit capable de les estimer précisément. Les techniques de super-résolution étant néan-
moins susceptibles d’amplifier le bruit dans les hautes fréquences, elles présentent bien sûr des
limites, discutées par exemple dans [LS04] ou [ADBS16]. Les auteurs de [LS04] mentionnent
par exemple une limite d’augmentation de la résolution des images par un facteur de 2,5 à
niveau de bruit constant. Des bornes de type « Cramér-Rao » sont établies dans [ADBS16]
pour l’estimation des déplacements entre images, avec des modèles d’images déterministes ou
stochastiques. De manière intéressante, le cadre déterministe semble bien adapté aux images
de grilles, et le modèle stochastique aux images de speckle. D’autre part, le problème de la
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super-résolution étant un problème inverse mal posé, il convient d’imposer une contrainte de
régularité de la solution. Si des contraintes de type Tikhonov ou variation totale sont très
utilisées en traitement d’images « classique » [FREM04], on peut se demander quelle serait la
contrainte la plus adaptée aux champs de déplacement ou déformation. Pour l’estimation du
décalage sous-pixellique constant entre images imposé par les micro-vibrations, les principales
méthodes mentionnées dans [TH86] doivent être analysées. Par exemple, il serait intéressant
de spécialiser les résultats de [FZB02] concernant le recalage sous-pixellique par corrélation
de phase à nos images de grilles ou de mouchetis translatées par les micro-vibrations. Citons
aussi [RMF15] quantifiant les performances de l’estimation de décalages en fonction du bruit
et de l’amplitude de ces décalages. D’autre part, dans les expériences dynamiques de charge-
ment, l’échantillon se déforme continûment et progressivement au cours du temps (du moins
dans un premier temps) sous l’effet d’une traction ou d’une compression. Dans ce cas, il n’est
plus possible de considérer que, dans une série d’images, les déplacements entre points phy-
siques soient uniquement causés par des micro-vibrations uniformes sur tout le champ. Il est
nécessaire de tenir compte de ces déformations continues microscopiques non-uniformes dans
une restauration par super-résolution ou dans un débruitage de la série d’images, la difficulté
étant que ce sont précisément ces quantités que l’on cherche à restaurer. On peut remarquer
que ce problème semble présenter des similitudes avec celui rencontré en imagerie par réso-
nance magnétique (IRM) volumique fœtale, dans lequel les acquisitions de basse résolution
doivent être recalées, comme par exemple dans [TBH+15].
Ces perspectives de recherche ne constituent pas simplement une application de tech-
niques classiques du traitement des images aux données de la mécanique des solides. D’une
part, les problèmes de traitement d’images afférents sont toujours ouverts et font l’objet de
travaux dans une communauté très active. D’autre part, l’originalité et la difficulté des tra-
vaux proposés résident dans le souci de quantifier la précision des champs de déplacement ou
déformation obtenus, de manière à certifier les performances métrologiques des méthodes d’es-
timation. Contrairement à de nombreuses applications du traitement d’images « classique », il
s’agit d’améliorer des mesures dérivées des images et pas les images elles-mêmes, ces mesures
émergeant à peine du bruit. Il s’agit bien sûr de travaux pluridisciplinaires à mener de concert
avec des collègues mécaniciens, en premier lieu Michel Grédiac et Benoît Blaysat.
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Résumé. Ce mémoire présente de manière synthétique une sélection de travaux
relevant de l’analyse et du traitement des images numériques. Il est constitué de
trois parties. La première partie traite d’un problème à la base de nombreuses ap-
plications de la vision par ordinateur : l’appariement de points d’intérêt entre deux
images d’une part, et entre une image et un modèle non-structuré de scène d’autre
part. La deuxième partie porte sur la notion de bruit. Deux problèmes sont envisa-
gés : la caractérisation et l’élimination d’un bruit périodique se manifestant par une
texture régulière couvrant l’image, et l’estimation des paramètres du bruit blanc af-
fectant toute image numérique. Enfin, la troisième partie présente des contributions
à l’analyse d’images en mécanique des solides expérimentale. Le but est d’améliorer
l’estimation de champs de déplacement et de déformation à la surface d’un matériau
soumis à un effort de traction ou de compression, tout en quantifiant les perfor-
mances métrologiques.
Abstract. This document presents a synthetic overview of works in the fields of
image analysis and processing. It is made of three parts. The first part addresses a
key problem of computer vision, namely interest point matching, whether between
two images or between an image and an unstructured scene model. The second part
deals with image noise. Two problems are addressed: characterization and removal of
periodic noise giving a repetitive texture covering the whole image, and estimation
of white noise affecting any digital image. The third part presents contributions to
image analysis in experimental solid mechanics. The aim is to enhance the estimation
of displacement and strain fields on the surface of a specimen under a tensile or
compressive test, while quantifying the metrological performances.
