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Abstract 
By  using  M-matrix  theory, some  inequality  analysis  technology  and  mathematical induction, some sufficient 
conditions are derived ensuring existence and global exponential stability of the equilibrium points of delayed cellular 
neural networks (DCNNS) with impulses. Without assuming the boundedness of signal functions, the results obtained 
have sufficient significance in design. Finally, an example with numerical simulation is given to show the 
effectiveness of the proposed method and results.  
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1. Introduction
Since  Chua  and  Yang  introduced cellular neural networks in 1988 [1], the study of dynamic
behaviors of neural networks has become an active reseach topic due to their extensive applications in 
many fields such as parallel compution, pattern recognition, associate memory, image processing, global 
optimizing, and etc. On the other hand, time delays occer in electronic implementation. So the study of 
DCCNS is known to be an importance problem in theory and applitions. Many results on the existence, 
uniqueness, stability and attactivity of the equilibrium point and almost periodic solution for delayed 
cellular neural networks have been obtained in recent years (see [2-7]). 
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However, many physical systems also undergo abrupt changes at certain moments due to instantaneous 
perturbations, which lead to impulsive effects (see [8-9]).Therefore, a neural network model with delay 
and impulsive effects should be more accurate to describe the evolutionary process of the systems. It is 
important and necessary to study the delay and impulse effects on the stability of networks. Some criteria 
on the stability of neural networks with impulses have been derived (see [10-14]) , but the activation 
funtions in most of results have been assumed to be bounded (see [12-14]). 
In this paper, we consider the following impulsive CNNs with time-varying delays: 
            (1) 
⎪
⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
=−∈=
∈=−=Δ
≥≠+−++−=
−−
= =
∑ ∑
.,,2,1],,[),()(
,)),(()()()(
,,,)))((())(()()(
00
1 1
0
nitttttx
Nktxetxtxtx
ttttIttxfbtxfatxctx
ii
kiikkikii
n
j
n
j
kijjjijjjijiii
K
&
τφ
τ
where )(tiφ  is continuous functions with })({supmax 001 sitstni φφ d n  c rresponds to the 
numbers of units in a neural network; )(txi corre  to the state of the ith unit at time t ; ))(( txf jj  
deno t of the jth unit at time t . Further, ijii baIc ,,,0> ij denotes the 
ngth of the jth unit on the ith unit at time t , ijb denotes t e ength of the jth unit on the ith unit at 
time )(tt j
τ ≤≤−≤≤=  an o
sponds
outpu are constants, 
stre
tes the ij
h str
a
τ− , (j )tτ corresp nds too  the transmission delay along the axon of the jth unit and satisfies 
ττ ≤≤ )(0 tj  ( τ =
<< 2t
 con an are tst t), kt , k ∈ he moments of impulsive perturbations and 
satisfy  and lim , corresponds to the abrupt changes of the state 
at fixed impulsive moment and and exists. 
N
(i
 
ixΔ
)+kt
L<0 tt 1 ∞=∞ kt
)( =k xt
→
i
k
x
)k
)( −ki tx
(t
kt
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the functions are continuous onike R and , ,  where 
is an equilibrium point of the following DCNNS without impulses: 
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This paper is organized as follows: in Section 2, we introduce some definitions and preliminary results 
which are needed in later sections. In Section 3, using M-matrix theory and inequality, we will prove the 
existence and global exponential stability of equilibrium point of system (1) . In Section 4, an illustrative 
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example will be given to show the effectiveness of the proposed  method.  
2. Preliminaries 
Definition 1.([15]) A real matrix  is said to be an M-matrix if ,      
and all successive principal minors of 
nnijaA ×= )( 0≤ija ,,,,2,1, jinji ≠= K
A  are positive. 
Definition 2. Equilibrium point of system (1) is said to be globally exponentially stable if there exist 
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3. Main results 
Theorem 1. In addition to (H1), assume further that  
(H3) LBACD )( +−= is a M-matrix, 
where . Then system (1) has a unique equilibrium point . ),,,( 21 nLLLdiagL L= *x
Proof.  Similar to Theorem 1 in [6], we can easily obtain that the system (2) has a unique equilibrium 
point . Noting that are continuous on*x ike R and , , the is a 
unique equilibrium point of the system (1). The proof is completed. 
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Then the unique equilibrium point  of system (1) is globally exponentially stable. *x
Proof. From Theorem 1 , system (1) has a unique equilibrium point . Let   Due 
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ith time-varying delays and impulsive effects; some sufficient conditions are derived for 
checking existence and global exponential stability of this system using the M-matrix theory, some 
ine
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