Monitoring ozone concentrations in the Earth's atmosphere using spectroscopic methods is a major activity which undertaken both from the ground and from space. However there are long-running issues of consistency between measurements made at infrared (IR) and ultraviolet (UV) wavelengths. In addition, key O 3 IR bands at 10 µm, 5 µm and 3 µm also yield results which differ by a few percent when used for retrievals. These problems stem from the underlying laboratory measurements of the line intensities. 
Introduction
The ozone molecule, O 3 , is an important constituent of the Earth's atmosphere. At high altitudes its ultraviolet (UV) absorption bands protect life from deadly solar UV radiation, while at low altitude ozone represents a dangerous, poisonous pollutant. Monitoring of ozone concentration in the Earth's atmosphere is thus a major and important activity [1] which undertaken both from the ground and from space. Much of this monitoring is based on the use of remote sensing and therefore relies on the availability of reliable laboratory spectroscopic data.
Another potential use of ozone spectroscopy is provided by remote sensing of other planets, particularly exoplanets. The use of spectra of key molecules 2 whose presence in the atmosphere of an exoplanet could point towards the possible presence of life, so-called biomarkers, is the subject of active discussion [2] . One of the most important biomarkers is the presence of methane in an oxygen-rich atmosphere [3] . As diatomic oxygen does not have a strong IR spectrum due to its symmetry, oxygen's first derivative ozone takes on the role as an important biomarker [4] alongside the O 2 A band.
Ozone can be monitored at both ultraviolet (UV) and infrared (IR) wavelengths. There are extensive compilations of spectroscopic data on ozone in general spectroscopic databases such as HITRAN [5] , GEISA [6] and the UV/Vis+ Spectral data base [7] , as well as the specialist compilations for missions such as MIPAS [8] and the ozone-specific Spectroscopy and Molecular Properties of Ozone (SMPO) database [9] . Recommended cross sections for UV absorption by ozone are regularly reviewed [10, 11] and display a reasonable measure of self-consistency [12] . The same is not true of the IR transition intensities which are neither consistent between IR or bands between the IR and UV [13] .
For atmospheric retrievals and monitoring, sub-1% accuracy in intensity is highly desirable. However, the 3 to 4 % inconsistency between various experimental observations of intensities of the ozone IR absorption lines represents the present state of knowledge. As described in detail by Smith et al. [13] , the major inconsistency is between several measurements of the strong 10 µm absorption IR bands, which differ by 4 %. Some of these measurements give atmospheric retrievals in line with the UV observation of the Hartley band at 254 nm and some of them do not. The second important inconsistency, between retrievals based on the 10 µm bands and 5 µm bands 3 intensities, is described by Janssen et al. [14] . Based on measurements due to Thomas et al. [15] , it was shown by Janssen et al. that the concentration of ozone determined by a retrieval based on data for the 10 µm band is 2 to 3 % different from that based on the 5 µm band when using spectroscopic data from HITRAN 2012 [16] .
Recently Drouin et al. [17] attempted to validate the 10 µm intensities by the simultaneous measurement of IR and microwave absorption line intensities of ozone. This study confirmed the HITRAN 2012 intensities for the 10 µm band within 1.5 %; however, the accuracy was limited by the signal to noise ratio of the IR data. As 10 µm band consists of two vibration bands, namely ν 1 and the much stronger ν 3 band, the signal to noise limitations should mean that for ν 3 band the discrepancy should be even less.
Finally there also appears to be a consistency problem with ozone intensities in the 3 µm region. For this band the HITRAN 2016 [5] compilation is based on measurements due to Bouazza et al [18] and the SMPO database [9] . However analysis by Toon [19] suggests that here too there are systematic differences with line intensities when compared with results for other wavelengths, in this case in the region of 9%.
The ozone molecule has been studied extensively both experimentally and theoretically, see Ref. [20] and references therein. In particular, an accurate ground state potential energy surface (PES) of ozone was determined long ago by Tyuterev and coworkers [21] . This PES was subsequently further improved [22] . More recently Tyuterev et al. [20] calculated an ab initio dipole moment surface (DMS) and used it to compute intensities of the 10 µm band lines belonging to the ν 1 and ν 3 band. More details of and comparisons 4 with this work are given below.
In this paper we concentrate only on 16 O 3 . We present a new ab initio and several fitted PESs for the ground electronic state of ozone, as well as a new ab initio DMS constructed for the purpose of calculating the intensities of the 10 µm, 5 µm and 3 µm bands of ozone. Section II presents our ab initio PES and DMS calculations. The ab initio PES is constructed mainly to be the starting point for obtaining a spectroscopically-determined PES. Conversely, semi-empirical adjustment of the DMS usually leads to a deterioration in the intensity calculations [23, 24] . Thus we use our ab initio DMS for all intensity calculations. Section III describes the fit of the ozone PES to spectroscopic data; we also provide a comparison of the resulting PES with the existing ones. Section IV describes the intensity calculations which are compared to the experimental values and previous theoretical results. Section V gives our conclusions and plans for further work.
Calculation of the ab initio PES and DMS
A completely global, ab initio, ozone PES was recently constructed [25] which removed previous problems with a spurious hump in the dissociation region; this means that there is an available 16 O 3 PES which is wellcharacterized for every geometry.
For our purposes we need both an analytical ab initio PES and the values of the ab initio energies at hundreds of geometries, as both are used in our procedure to fit the PES to experimental data; see, for example, Bubukina et al. [26] . This is because our fit procedure uses both empirical energies and ab initio points with a reduced weight; including these points prevents the final PES from moving too far away from the ab initio surface [27] . This is done in order to both avoid "holes" in the resulting PES, and to be able to fit more PES parameters than is possible when only a limited number of vibrational band origins are known.
We calculated both the PES and DMS at the same level of quantum chemical theory. Experience with calculations of the DMS for CO 2 [28] shows that, if the fundamental band origins of the molecule are predicted to better than 1 cm −1 , one can expect the sub-percent accuracy in the intensity calculations provided the same level of theory is used for the DMS calculation and very accurate nuclear-motion wave functions are used from a spectroscopicallydetermined PES.
These considerations resulted in the choice of the aug-cc-pwcVQZ basis set [29] and of the multi-reference configuration interaction (MRCI) method [31, 32] . Calculations at this level of theory took about 6 hours per geometry running on a single modern CPU.
We performed ab initio calculations for 4300 geometries, 2637 of which are below 7000 cm −1 with respect to the bottom of the potential well. The
Molpro package [30] was used for all electronic structure calculations.
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We fitted the ab initio energies to the following functional form
, r e = 1.282Å, θ e = 116.88
degrees.
Using 50 constants a root mean square (rms) for the ab initio energies of 1 cm −1 was obtained. Table 1 presents the J = 0 energy levels calculated using the resulting ab initio PES and compares them to experimental values.
Details of the nuclear motion calculations for rovibrational energy levels are given in the next section.
The dipole moment points were calculated using the finite field procedure.
We have demonstrated for both water [33] and carbon dioxide [28] that even though the finite field method requires more calculations, the resulting DMS is more accurate.
A polynomial functional form is used to represent the DMS:
where the angular valence coordinates differs from that used for the potential and is given by:S
where the X axis bisects the valence angle, the Y axis is perpendicular to X, and the Z axis, for which µ z = 0, is perpendicular to the molecular plane. The X and Y components of the dipole were fitted separately. µ x has the symmetry properties µ x (r 1 , r 2 , θ) = µ x (r 2 , r 1 , θ); the indices were therefore selected by j = 0, 2, 4, . . . . For µ y , the symmetry property is µ x (r 1 , r 2 , θ) = −µ x (r 2 , r 1 , θ) and the indices were restricted to j = 1, 3, 5, .
. . . 
Fitting the PES to experimental energy levels
In many different cases, such as for recent calculation for water [34] , it has been shown that the accuracy of the predicted intensities for computed absorption lines depends on the quality of the wave functions used to represent the lower and upper states in the corresponding transitions. Our ab initio PES is not good enough if we want to aim for intensity predictions accurate to better than 1 %. Thus fitting of the PES to the empirical energy levels is necessary. The ab initio PES was then fitted to selected experimental energy levels using an iterative procedure based on the method developed by Yurchenko et al. [27] .
Studies on the water molecule [34] have shown that a significantly more accurate PES can be obtained if we limit ourselves to a restricted set of empirical energy levels. In particular for water, the highest energy involved in the fitting procedure [34] was 15 000 cm −1 , whereas the levels known from conventional spectroscopy extends to 26 000 cm −1 ; indeed multi-resonance spectra [35, 36] even reach and go beyond dissociation [37] . If we do not aim at completeness or to cover all the available experimental data and concentrate on the lower energies, significantly more accurate results can be obtained. In particular, for H 2 16 O when we fitted the data up to 26 000 cm −1 [26] , the standard deviation of the fit was about 0.025 cm −1 . While limiting energies to below 15 000 cm −1 , more than a twofold improvement in accuracy was achieved with a standard deviation of 0.011 cm −1 [34] . Here we opted to fit data significantly higher than the energies of the bands we are interested in, but lower than the highest experimentally known energy levels.
Nuclear motion calculations
The nuclear-motion Schrödinger equation was solved using program DVR3D [38] , which makes use of an exact kinetic energy operator. These calculations were performed in Radau coordinates and used Morse-like oscillators [39] with the values of parameters r e = 2.8, D e = 0.1 and ω e = 0.0024 in atomic units for both radial coordinates, and associated Legendre functions for the angular coordinate as basis functions. The corresponding DVR grids contained 20, 20 and 70 points for these coordinates, respectively. The final diagonalized vibrational matrices had dimension 1500. For the rotational problem, the dimensions of the final matrices were obtained using the expression 400(J + 1 − p), where J is the total angular momentum quantum number and p is the value of parity. Atomic masses equal to 15.994915 Da were used for oxygen; using atomic rather than nuclear masses very approximately accounts for non-adiabatic effects [40] .
Optimization results
Empirical J=0 energy levels were taken from the table in SMPO data base [9] , J=2 and J=5 levels were obtained from HITRAN frequencies. This gave a total of 371 levels with energies up to 6000 cm Most of the excluded energy levels are highly excited or have high values of bending quantum number ν 2 ; these levels are not well-described within our method which concentrated on getting a very accurate representation of the stretching motions. Plots are for isosceles triangle geometries with both bondlengths kept the same. The DMS plot gives the "bisector" z-component of the dipole as for isosceles geometries the other Table 2 presents a comparison of the calculated intensities using DMS F2 of Tyuterev et al. [20] and our DMS using the wave functions produced by our PES1 for the 10 µm (001) band which is ozone's strongest IR band.
Comparison of the results shows that use of DMS F2 gives results that differ from those given by our DMS by almost 4 % when the same PES is used. We do not have access to the PES used by Tyuterev et al. [20] , hence we cannot present the results using their PES and our DMS. The results using their PES and DMS are therefore taken from the table X of their paper [20] . The difference with our results (last column) is slightly lower -only 3 %. It would seem that the difference of 4% between different DMSs is compensated by about 1 % due to the use of different PESs. The discrepancy with experiment given by our PES1 and DMS is significantly lower than other combinations:
less than 1 %. Table 3 gives a similar comparison for the much weaker (100) band at 9 µm. The difference between calculations performed with Tyuterev et al.'s DMS F2 and our DMS is the same 4 %. However, for this band the discrepancy with HITRAN 2016 is slightly worse in our calculations.
Results for the 5 µm (101) band line intensities are presented in the Table 4 . One can see that as for the strong (001) 10 µm band, that our 5 µm band predicted intensities agree with the observed intensities within the experimental uncertainties [15] .
The last region of interest for the problem of retrieval inconsistencies is 2900 cm −1 -3000 cm −1 region. As reported by Toon [19] "The 2900-3000 cm 
Conclusions
This work addresses from a theoretical perspective the long standing problem of inconsistency of the IR intensities of ozone. For the 10 µm band, for which different laboratory measurements yield results which differ by up to 4 %, our calculations coincide within 1 % with the measurements selected by HITRAN and confirmed recently by simultaneous microwave and infrared measurements [17] . Furthermore, our calculations for absorption lines in the 5 µm band using the same surfaces gives results within the experimental ac-26 curacy of about 2%. Finally, our results for 3 µm suggest that a significant lowering of the intensities given by HITRAN in this region is needed; this result would appear also to be in line with recent atmospheric observations [19] .
The next step in this study is to produce comprehensive line lists for
16 O 3 and its isotopologues, and use them as input to atmospheric radiative transfer models to demonstrate that their use does indeed lead to consistent retrievals. This involves producing multiple line lists for each isotopologue as a check on line-by-line accuracy and stability [41, 42] . Work in this direction is currently in progress.
The most important absorption of solar radiation by ozone is in the UV.
The consistency between IR and UV intensity measurements is a major outstanding problem of ozone spectroscopy. An important step towards resolving this consistency problem would be achieved with the accurate (within 1 %) computation of both IR and UV bands absorption. For the UV intensity calculation several components are necessary. A program to compute rovibronic transition intensities for triatomic molecules has been published recently by one of us [43] . An accurate ground electronic state PES is an important part of the electronic spectra calculations; this is presented here. Accurate ab initio calculated transition dipole moment surfaces and electronic excited states PES are available in the literature [44] . 
