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We introduce a quantum approximate optimization algorithm (QAOA) for continuous optimiza-
tion. The algorithm is based on the dynamics of a quantum system moving in an energy potential
which encodes the objective function. By approximating the dynamics at finite time steps, the algo-
rithm can be expressed as alternating evolution under two non-commuting Hamiltonians. We show
that each step of the algorithm updates the wavefunction in the direction of its local gradient, with
an additional momentum-dependent displacement. For initial states in a superposition over many
points, this method can therefore be interpreted as a coherent version of gradient descent, i.e., ‘gra-
dient descent in superposition.’ This approach can be used for both constrained and unconstrained
optimization. In terms of computational complexity, we show how variants of the algorithm can re-
cover continuous-variable Grover search, and how a single iteration can replicate continuous-variable
instantaneous quantum polynomial circuits. We also discuss how the algorithm can be adapted to
solve discrete optimization problems. Finally, we test the algorithm through numerical simulation
in optimizing the Styblinski-Tang function.
Introduction— Variational quantum circuits have
emerged as a new paradigm in quantum algorithmic
development. In this setting, quantum algorithms are
built by designing specific circuit architectures and subse-
quently choosing their gate parameters via classical opti-
mization techniques [1]. Circuit architectures can be cho-
sen to meet the constraints of existing hardware, while
the classical parameter optimization serves the purpose of
delegating part of the computational burden and implic-
itly adapting to errors present in the circuit [2–4]. Vari-
ational quantum circuits have been proposed for chem-
istry calculations [5], factoring [6], implementing Grover’s
search algorithm [7], quantum autoencoders [8], state di-
agonalization [9], and quantum neural networks [10–14].
Of particular interest are applications to optimization.
The term quantum approximate optimization algorithm
(QAOA) is often used to refer to this class of variational
quantum algorithms, in reference to seminal work by
Farhi et al. [15]. There are active efforts to study the
performance of QAOA and to develop improvements and
extensions [16–24]. QAOA has currently only been con-
sidered in the context of discrete optimization, yet many
problems arising in finance [25], machine learning [26],
and engineering [27] fall under the class of continuous
optimization, where the goal is to minimize a real-valued
function over a continuous domain. To enable quantum
optimization algorithms to have a wider impact in these
areas, it is necessary to extend the applicability of exist-
ing methods.
We introduce a quantum approximate algorithm for
continuous optimization. The algorithm follows the alter-
nating operator approach that characterizes QAOA: the
objective function is encoded in a cost Hamiltonian and
the algorithm proceeds by interchanging steps of time
evolution under two non-commuting operators: the cost
Hamiltonian and the mixer Hamiltonian. The time inter-
vals of each step are the variational parameters to be clas-
sically optimized. We show that for appropriate choices
of the mixer Hamiltonian, a single step of the algorithm
mimics the gradient descent methods developed in deep
learning: the starting point is updated in the direction
of the gradient of the cost function, with the addition
of a momentum-dependent displacement. By setting an
initial state in superposition over several starting points,
the algorithm can be interpreted as performing gradient
descent in superposition. Indeed, the resulting evolution
is equivalent to the quantum dynamics of a particle mov-
ing in the presence of the potential describing the cost
function. We highlight the versatility of the algorithm
by discussing how discrete and constrained optimization
problems can be tackled in this setting. Additionally,
we show that the algorithm allows Grover-like quadratic
speedups for search problems and, under standard com-
plexity assumptions, can sample from distributions that
cannot be reproduced in classical polynomial time.
An ongoing challenge in the implementation of QAOA
algorithms is to find efficient methods of optimizing the
variational parameters of the circuits [22, 24]. In our case,
it is possible to choose the gate parameters to reproduce
well-known heuristics of gradient descent algorithms used
in deep learning, which avoid overshooting and permit
the algorithm to settle in local minima. This feature can
significantly reduce the difficulty of optimizing classical
parameters. We illustrate the behaviour and properties
of the algorithm through numerical experiments, finding
that for simple optimization tasks, parameters can be set
according to gradient descent heuristics without the need
for sophisticated optimization algorithms.
Quantum algorithm— For simplicity, we describe the
algorithm in the model of continuous-variable quantum
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2computing, where registers are quantum harmonic os-
cillators characterized by position xˆ and momentum pˆ
operators [28, 29]. However, the algorithm can also be
implemented in the standard qubit model, as was stud-
ied in Ref. [14], where registers are digitally simulated
quantum harmonic oscillators.
Consider a function of N variables f(x) : RN 7→
R. A continuous optimization problem consists of find-
ing an approximate minimum x∗ such that f(x∗) ≈
minx∈Rn f(x). This can be equivalently phrased as find-
ing a state that approximately minimizes the expecta-
tion value 〈HˆC〉 of a cost Hamiltonian HˆC = f(xˆ). Fol-
lowing the alternating operator ansatz [19], we define
also a mixer Hamiltonian that does not commute with
HˆC . We first focus on what we call the kinetic mixer
HˆM =
1
2
∑N
j=1 pˆ
2
j :=
1
2 pˆ
2, but other choices are also pos-
sible. In the Heisenberg picture, evolving under the mixer
Hamiltonian, the position operator is transformed as
eiγpˆ
2/2 xˆ e−iγpˆ
2/2 = xˆ+ γpˆ. (1)
Conjugately, evolving under the cost Hamiltonian gener-
ates a translation in momentum of the form
eiηf(xˆ)pˆe−iηf(xˆ) = pˆ− η∇f(xˆ), (2)
i.e., the momentum is shifted by the negative gradient of
the cost function. This formula can be easily verified to
be valid for any analytic function f . Alternating evolu-
tion under the cost and mixer Hamiltonians leads to the
transformation
xˆ→ xˆ+ γpˆ− ηγ∇f(xˆ). (3)
This update rule has a direct analogy with gradient de-
scent with momentum: each part of the wavefunction is
updated by descending in the direction of its local gradi-
ent, with an additional momentum-dependent displace-
ment. For infinitesimal times γ, η ∼ dt, this change is
equivalent to the quantum dynamics of a particle under-
going motion in a high-dimensional potential f(x).
The algorithm is defined as follows. Given an initial
state |Ψ0〉, we apply the QAOA unitary
Uˆ(η,γ) =
P∏
j=1
e−iγjHˆM e−iηjHˆC , (4)
to produce the output state |Ψη,γ〉 = Uˆ(η,γ) |Ψ0〉, where
η = {ηj}Pj=1 and γ = {γj}Pj=1. Each register is then mea-
sured in the position basis to reveal a sample point x with
probability proportional to |〈x|Ψη,γ〉|2, where {|x〉}x∈Rn
are the eigenstates of xˆ. This process can then be re-
peated, enabling an iterative search for additional ap-
proximate solutions.
Samples can also be used as input to classical optimiza-
tion algorithms to decide how to update the variational
parameters η, γ [10, 15, 20, 22, 30]. In our case, however,
the role of the parameters is transparent: γ determines
the strengths of the shifts in momentum, while η plays
the role of the learning rates at each iteration, deciding
the amount of displacement along the local gradient. It is
therefore possible to choose the parameters in accordance
with established heuristics of gradient descent algorithms
– for instance, a gradual reduction of both the learning
rate and momentum boosts with each step of descent –
allowing the algorithm to settle in local minima. Ini-
tial parameters can be chosen using standard principles
from gradient descent, then fine-tuned through classical
parameter optimization.
Finally, it is in principle possible to choose different
mixer Hamiltonians as long as they do not commute with
the cost Hamiltonian. A concrete example is the number
mixer HˆM = nˆ =
∑N
j=1 aˆ
†
j aˆj , where aˆj is the annihilation
operator of mode j. In this case, the update rule after
a single step satisfies xˆ → xˆ + γpˆ − ηγ∇f(xˆ) + O(γ2),
reproducing the result for the kinetic mixer up to small
corrections in γ. One advantage of this mixer is that it
is readily implementable using phase shifters [31]. As for
the kinetic mixer, it can be applied as a product of inde-
pendent Gaussian transformations on each mode [31, 32].
In order to compile the exponentials of the cost Hamil-
tonian, in the cases where the function f(x) is a known
polynomial, the unitary e−iηf(xˆ) can be decomposed fol-
lowing the gate decomposition methods of [33, 34]. If
the function is a black box, then it must be queried
in superposition in order to create a phase oracle [35].
In principle, one possibility is to use a quantum neural
network to learn a functional approximation of f(x) in
an interval x ∈ [a, b]n [13, 36] and use quantum phase
kick backpropagation [14] to enact e−iηf(xˆ) on the space
span{|x〉 : x ∈ [a, b]n}. Overall, the resulting circuit
depth will depend on the specific properties of f(x). The
smallest circuit depths will result when f(x) can be well
approximated by a low-degree polynomial in the region of
interest. In principle, this region of interest can be adap-
tively shifted during the quantum-classical optimization
iterations of the algorithm such that most of the proba-
bility measure of the output wavefunction, as determined
from multiple measurements, remains within the said do-
main. The input state’s position and squeezing levels can
be adjusted accordingly to fit within each new domain of
polynomial approximation.
Constrained Optimization— In addition to uncon-
strained continuous optimization, the algorithm can be
applied to continuous constrained optimization problems,
which are of relevance in many areas [37–39]. A gen-
eral constrained optimization problem consists of find-
ing the minimum of a function minx∈Rn f(x) subject
to a set of equality constraints, {gi(x) = ci}ni=1, and
a set of inequality constraints, {hj(x) ≥ dj}mj=1. To
enforce these constraints during the optimization, we
can add energetic penalties to the cost Hamiltonian,
HˆC 7→ f(xˆ) + VE(xˆ) + VI(xˆ). Here, VE and VI are
3the constraining potentials for the equality and inequal-
ity clauses. As Eq. (3) shows, the gradient of the po-
tential induces shifts of the position of the wavefunction,
thus the key is to add potentials whose gradients drives
the wavefunction towards the region obeying the various
constraints.
For the equality constraints, a possible choice of con-
straining potential is VE(xˆ) =
∑n
i=1 λ (gi(xˆ)− ci)2 with
large λ. This potential creates a valley of low-energy
values in the landscape which drives the dynamics to-
wards the submanifold satisfying the equality constraints
{gi(x) = ci}; this happens to be where the gradient van-
ishes ∇VE(x) = 0. As for the inequality constraints,
we take an analogous approach and use the constraining
potential, VI(xˆ) =
∑m
j=1R [β(dj − hj(xˆ))] where R(x)
is an analytic approximation to the rectifier function
R(x) ≡ max {0, x}, and β is large. This rectifier function
has a linear increasing slope for positive values and is flat
for negative values, thus the VI potential will drive the
dynamics of the optimization towards the region obey-
ing the inequality constraints {hj(x) ≥ dj}mj=1. One
option for an analytic approximation is the swish func-
tion [40, 41]: choosing R(x) = ξ(x) ≡ x · σ(x), where
σ(x) ≡ 1/(1 + e−x) is the sigmoid function.
Encoding discrete optimization problems— The algo-
rithm we have introduced is ideally suited for continuous
optimization problems. However, it is versatile enough
to handle even discrete optimization tasks. A broad
class of discrete problems of interest in various fields is
polynomial unconstrained binary optimization (PUBO)
problems [42–44], which can be phrased as the task of
finding the ground state of a Hamiltonian Hˆ = f(Zˆ)
where f is a polynomial function of the Pauli opera-
tors on n qubits Zˆ = {Zˆj}nj=1, generally of the form
f(Zˆ) =
∑
b∈Zn2 αbZˆ
b where Zˆb :=
⊗n
j=1 Zˆ
bj
j , αb ∈ R.
The subclass of quadratic PUBO problems (so-called
QUBO problems [45, 46]) is of particular interest in a
wide array of applications [44], including deep learning
[10, 47].
To encode the binary polynomial f(Zˆ) as a function
over the continuum, we consider the Pauli Zˆ of each qubit
observable to be effectively equivalent to the sign of the
position observable of a corresponding quantum oscil-
lator Zˆj ↔ sgn(xˆj). As an analytic approximation to
this sign function, we use the hyperbolic tangent, Zˆj 7→
τβ(xˆj) ≡ tanh(βxˆj), where β is a tunable parameter al-
lowing for adjusting the sharpness of the step. The binary
polynomial gets converted to f(Zˆ) 7→ f(τβ(xˆ)) where
τβ(xˆ) = {tanh(βxˆj)}j . Although this prescription allows
for encoding the cost function as plateaus of a potential
in the continuum, we further add a constraining potential
to keep the wavefunctions contained in a discrete lattice
of wells. Specifically, we add to each oscillator a double-
well potential of the form Wω,λ(xˆ) =
∑
j
ω2
2 (xˆ
2
j − λ2)2.
Each oscillator then has a left (x < 0) and right (x > 0)
well. We assign the states |1〉 and |0〉 to these wells re-
spectively. If one considers this potential on its own, the
degenerate low-energy subspace of the potential forms an
effective discrete lattice subspace; that of the wells of the
potential. These wells prevent the wavefunctions from
straying too far from the origin while keeping them in
regions where the tanh well-approximates the sign func-
tion. The parameters ω and λ can be adjusted to tune
the separation of the wells and minimize cross-talk to a
negligible level.
Putting all of these ingredients together, the prescrip-
tion to encode a PUBO problem with binary polynomial
f(x) is to pick a cost Hamiltonian
HˆC ≡ f (τβ(xˆ)) +Wω,λ(xˆ), (5)
where the parameters ω, λ, β are to be tuned as described
above. The mixer Hamiltonian HˆM can be chosen to
be the kinetic or number mixer, which we introduced
previously.
Complexity— Quantum approximate optimization al-
gorithms are, by construction, heuristics, and there-
fore their merits are ultimately decided by testing their
performance on concrete problems. Nevertheless, here
we describe two notable complexity-theory statements
about the algorithm. First, we show that QAOA cir-
cuits can encode Grover’s search algorithm over contin-
uous spaces [48], which is known to achieve a quadratic
speedup compared to classical algorithms. Additionally,
we outline how a single step of the algorithm can replicate
continuous-variable instantaneous quantum polynomial
(CV-IQP) circuits, which are believed to be impossible
to efficiently simulate classically [49, 50].
Suppose that we have a target value xf ∈ RN with
corresponding oracle function f(x) = δN (x − xf ). Fol-
lowing Ref. [48], this function can be mapped to a cost
Hamiltonian by defining the indicator displaced squeezed
state |sxf 〉 := 1(2pi)n/4
∫
dx exp [− (x−xf )242 ] |x〉 and set-
ting HˆC = |sxf 〉〈sxf |. The exponential of this cost
Hamiltonian can be done with quantum state exponen-
tiation [51–53]. As for the mixer, we choose a projector
onto a state that is sharp in the momentum basis, namely
HˆM = F† |sx0〉〈sx0 | F , where F is the tensor product of
Fourier transforms on all modes and x0 is some choice
of initial momentum value. The resulting QAOA unitary
U(ν,γ) =
∏P
j=1 e
−iγjHˆM e−iνjHˆC reproduces Grover’s al-
gorithm and its speedup by setting γj = νj = pi, ∀j and
P ∼ O(
√
piN ).
The inability of classical computers to simulate quan-
tum computations over continuous variables has been
most fruitfully studied in the context of CV-IQP circuits
[49, 50]. These circuits have the following general struc-
ture: (i) inputs are multi-mode momentum-squeezed vac-
uum states, (ii) unitary operations Uˆf = e−if(xˆ) are diag-
onal in the position basis, (iii) measurements are homo-
dyne momentum measurements. By using Fourier trans-
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FIG. 1. Output probability distribution during subsequent steps of QAOA for optimizing the two-dimensional Styblinski-Tang
(ST) function f(x, y) = 1
2
(x4 − 16x2 + 5x + y4 − 16y2 + 5y). Note that the function is symmetric over x, y so axes labels
are not needed. The total number of steps in the algorithm is P = 3. The local minima of the function are shown as black
stars, with the global minimum located at (x, y) = (−2.90353,−2.90353). The initial state is a momentum-squeezed two-mode
vacuum, with squeezing parameter r = 1.0 (9 dB). After a single step of the algorithm, interference fringes become visible
and the distribution begins to spread towards regions of low function values. After two steps, the peaks of the distribution
are concentrated around the minima, and this improves further after the final step, with the mode of the distribution located
approximately at the global minimum. On the right are the results of sampling from probability distribution of the output
state of the algorithm. In the background, we show a contour plot of the two-dimensional ST function. The first 50 samples
from the output state are shown in the foreground, with the best sample corresponding to (x∗, y∗) = (−2.9027,−2.9066), which
is close to the optimum (−2.90353,−2.90353).
forms to map between position and momentum measure-
ments, the output state of a CV-IQP circuit can be writ-
ten as |Ψ〉 = Fe−if(xˆ) |σp〉 = einˆpi/4e−if(xˆ) |σp〉, where
|σp〉 is a momentum-squeezed vacuum state with squeez-
ing level σ. This corresponds to a single step of a QAOA
circuit with cost Hamiltonian HˆC = f(xˆ), and a num-
ber mixer HˆM = nˆ with parameters γ = −pi/4, ν = 1.
It has been shown in Refs. [50, 54] that sampling from
the output distribution of CV-IQP circuits in classical
polynomial time is impossible unless the polynomial hi-
erarchy collapses to third level. Thus, even for just one
algorithmic step, the optimization procedure carried out
by this variant of CV-QAOA cannot be duplicated effi-
ciently with a classical device.
Numerical examples— Much can be understood about
an optimization algorithm by testing it in practice.
We consider the problem of minimizing the non-convex
Styblinski-Tang function [55], a function often used for
benchmarking optimization algorithms, which is defined
as f(x) = 12
∑N
i=1(x
4
i −16x2i +5xi). The global minimum
is located at xi = −2.90353 for all i = 1, . . . , N . We fo-
cus on the two-dimensional case, allowing us to visualize
the full output probability distribution and to classically
simulate the algorithm with modest classical computa-
tion resources.
The QAOA parameters are chosen such that νj = γj =
T for all j = 1, . . . , P , so that only the parameter T needs
to be optimized. The guiding principle behind this choice
is that, instead of reducing the learning rate to avoid
overshooting during gradient descent, we iterate over dif-
ferent values of T until the system reaches the minima
after the final step. At this point the algorithm ends and
no further descent takes place. The initial state is chosen
as a momentum-squeezed two-mode vacuum, which cor-
responds to a large-variance Gaussian superposition over
different initial positions.
The output probability distribution – as determined
by the wavefunction of the output state – is shown in
Fig. 1 for subsequent steps of the algorithm. In this ex-
ample, we set P = 3 and find good results by setting
T = 0.1. The simulation is carried out using the Straw-
berry Fields software for photonic quantum computing
[56], with a custom quartic gate eixˆ
4
added to the library
of built-in operations. Each mode is represented in the
Fock basis, with a truncation of the Hilbert space to a
cutoff of 90 photons. After the first step, it is already
possible to identify a spreading-out of the probability
density towards the local minima, just as expected from
the gradient-descent interpretation of the algorithm. All
points of the wavefunction cascade down their local gra-
dient, and clear interference effects are influencing the
overall distribution. After the second step, most of the
distribution is concentrated around the four local min-
ima. This effect becoming more pronounced during the
final step, where the mode of the distribution is located
approximately at the global minimum.
Finally, we simulate sampling from the output state,
as illustrated also in Fig. 1. From a total of 1000 sam-
ples, the best function value observed is f(x∗, y∗) =
−78.33216, compared to the global optimum of−78.3323.
Moreover, a total of 22 points were sampled for which
the function value was smaller than −78, i.e., roughly
50 samples suffice on average to obtain good approxima-
tions to the global optimum. Indeed, samples are clus-
tered around the four local minima, in accordance with
the probability distribution of the output state shown in
Fig. 1.
Conclusion— We described a quantum algorithm that,
based on the quantum dynamics of particles in energy
potentials, can find approximate solutions to continuous
optimization problems. The algorithm can be interpreted
as performing gradient descent in superposition, a feature
that is not only intriguing but also useful in searching for
optimal parameters. The algorithm is also versatile: as
we argued, it can in principle handle both constrained
and discrete optimization problems. Moreover, in gen-
5eral, simulating its output distribution cannot likely be
done efficiently using classical computers.
The ability to encode Grover’s search algorithm is
an indicator of potential speedups achievable with this
method. Nevertheless, as with other quantum approxi-
mate optimization algorithms, it is crucial to determine
whether it can offer an advantage compared to existing
classical techniques for specific problems of practical in-
terest. Finally, it is important to note that implement-
ing the algorithm may require technologies beyond those
currently available, either with the advent of continuous-
variable quantum computers or by employing large num-
bers of qubits capable of approximating continuous de-
grees of freedom.
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