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We investigate dynamics of Gaussian states of continuous variable systems under Gaussianity preserving
channels. We introduce a hierarchy of such evolutions encompassing Markovian, weakly and strongly non-
Markovian processes, and provide simple criteria to distinguish between the classes, based on the degree of
positivity of intermediate Gaussian maps. We present an intuitive classification of all one-mode Gaussian chan-
nels according to their non-Markovianity degree, and show that weak non-Markovianity has an operational
significance as it leads to temporary phase-insensitive amplification of Gaussian inputs beyond the fundamental
quantum limit. Explicit examples and applications are discussed.
Introduction. Non-Markovian evolutions of open quan-
tum systems have been extensively studied in recent years [1–
3]. During these evolutions, memory effects appear in many
forms [1, 2, 4–16]. These effects can lead to enhancements in
quantum computation, e.g. for error correction or decoherence
suppression [17–24], in quantum cryptography [25], limiting
the information accessible to the eavesdropper, and possibly
in the efficiency of certain processes at the intersection be-
tween quantum physics and biology [26–28]. Experimental
techniques are now mature to investigate open quantum sys-
tems beyond the Markovian regime [29–39].
A quantum process defined by a completely positive (CP)
dynamical map Λt is Markovian if it is CP-divisible, i.e. such
that an intermediate map Λ˜t+τ,t, defined by Λt+τ = Λ˜t+τ,tΛt, is
CP for all t, τ > 0. A CP map can indeed be represented by
an interaction of the evolving system with an uncorrelated en-
vironment [40]: lack of correlations at each step denotes lack
of memory, hence Markovianity. On the other hand, we rec-
ognize a non-Markovian process when its description cannot
be found among CP-divisible maps. In this case, correlations
between system and environment are essential at some stage.
The association of Markovian processes with CP-divisible
maps results in important restrictions. For instance, entangle-
ment, mutual information, or quantum channel capacity, can-
not increase if a CP map is applied locally to the subsystems.
Similarly, measures of state distinguishability, like fidelity or
trace distance, are contractive under CP maps. A violation of
CP-divisibility is then witnessed by the temporary increase of
these quantities [5–13]. Proper measures of non-Markovianity
rely on direct examination of complete positivity of all inter-
mediate maps [6, 14–16]. A unified picture of several quanti-
fiers of non-Markovianity has been presented in [15], where a
hierarchy of non-Markovianity degrees was introduced, based
on the smallest degree of positivity of intermediate maps.
Further important insight into non-Markovian processes is
achieved considering evolutions of quantum states living in
infinite-dimensional Hilbert spaces, such as states of light.
These states are described by continuous variables (CV) re-
lated to quadratures (position and momentum operators) [41].
In the CV formalism, complete positivity of maps amounts to
fulfilment of the uncertainty principle for any legitimate input
state. Clearly, monotonicity of distinguishability or entangle-
ment under CP-divisible maps extends to CV systems as well.
In this Letter we consider evolutions of Gaussian quantum
states governed by Gaussianity preserving processes (Gaus-
sian maps). Taking inspiration from the line drawn in [15]
for finite-dimensional processes, and building on the meth-
ods of [14] where an elegant characterization of (non-)Marko-
vianity was accomplished for Gaussian maps in terms of CP-
divisibility, we identify a simple general hierarchy based on
the divisibility degree of Gaussian maps with Gaussian inputs.
This hierarchy, obtained by introducing an intermediate no-
tion of Gaussian k-positivity and providing necessary and suf-
ficient criteria for it, allows us to distinguish three classes of
processes: Markovian, weakly and strongly non-Markovian.
We then classify all one-mode Gaussian channels according
to their non-Markovianity degree, using an intuitive pictorial
diagram divided in three regions, one per each class of the hi-
erarchy. We relate the latter to possibilities and limitations for
quantum amplification. In particular, weakly non-Markovian
phase-insensitive channels allow, during some intermediate
time, for amplification of Gaussian inputs with less added
noise than the fundamental quantum limit [42–45]. This pro-
vides a fascinating operational interpretation for weak non-
Markovianity, which had gone unnoticed before [15].
Gaussian states and Gaussian maps. Given an n-mode
CV system, Gaussian states ρ are defined as those having
a Gaussian characteristic function in phase space [41, 46,
47]. These states are fully characterized by the first and
second statistical moments of their quadrature vector Oˆ =
{qˆ1, pˆ1, . . . , qˆn, pˆn}, where qˆ j and pˆk are canonically conjugate
coordinates satisfying [qˆ j, pˆk] = i2δ jk (in natural units, } = 1).
The first moment vector D = 〈Oˆ〉 is also called the displace-
ment vector, while the second moments (σn) jk =
1
2 〈{Oˆ j, Oˆk}+〉
form the covariance matrixσn. All physical states must satisfy
the Robertson-Schro¨dinger uncertainty relation, σn ≥ i2 Ωn,
where Ωn =
(
0 1
−1 0
)⊕n
is the n-mode symplectic matrix [48].
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2Quantum channels that preserve Gaussianity of their inputs
are known as Gaussian maps. A Gaussian map acting on n-
mode Gaussian states is represented by a pair of 2n × 2n ma-
trices (X,Y), with Y symmetric, acting on the displacement
vector D and the covariance matrix σn as follows [14, 49–53],
D → D′ = XD , σn → σ′n = XσnXT + Y . (1)
A Gaussian map described by the pair (X,Y) is CP if and only
if the following well-known inequality is fulfilled [14, 52–54]
Y − i2 Ωn + i2 XΩnXT ≥ 0 . (2)
This inequality can be obtained from the Stinespring dilation
theorem [40], i.e. considering the Gaussian map as the result
of a Gaussian unitary evolution acting on system and envi-
ronment, initialized in an uncorrelated (n+m)-mode Gaussian
state, followed by partial trace over the m environment modes,
σn → σ′n = TrE
[
S (σn ⊕ σEm)S T
]
; here one uses the fact that
a Gaussian unitary is represented by a symplectic transforma-
tion S ∈ Sp(2(n+m),R) (i.e., one that preserves the symplectic
matrix Ω) acting by congruence on covariance matrices [41].
k-positivity of Gaussian maps. We now introduce a no-
tion of k-positivity for Gaussian maps with Gaussian inputs,
inspired by the hierarchy of k-positivity for finite-dimensional
channels arising from Choi’s theorem [55]. We define a Gaus-
sian map acting on n-mode Gaussian inputs as k-positive (kP)
if its extension on k additional modes is positive, i.e. if, for all
(n+k)-mode Gaussian states described by covariance matrices
σn+k ≥ i2 Ωn+k, it holds
(X ⊕ 1k)σn+k(X ⊕ 1k)T + Y ⊕ 0k ≥ i2 Ωn+k . (3)
Interestingly, we prove in the Appendix [56] that a Gaussian
map with Gaussian inputs is CP if and only if it is kP with any
k ≥ 1. Precisely, we establish the following result.
Theorem 1. For any n, the CP condition (2) is equivalent to
the kP condition (3) with k = 1.
This means that, in the Gaussian scenario (unlike the gen-
eral finite-dimensional case [57]), one has a very simple hi-
erarchy of k-positivity, consisting of only three classes: com-
pletely positive (CP, k = 1), positive (P, k = 0) and not posi-
tive (NP) Gaussian maps. We can derive a simple (and, to our
knowledge, original) condition to distinguish between the lat-
ter two classes, in terms of the pair (X,Y). Noting that for (3)
to hold it suffices to check its validity on pure Gaussian states,
whose covariance matrix can always be written as σ = 12 S S
T
with S a symplectic transformation, we find that a Gaussian
map with Gaussian inputs is positive (k = 0) if and only if
1
2 XS S
T XT + Y − i2 Ωn ≥ 0 , ∀ S ∈ Sp(2n,R) . (4)
Conditions (2) and (4) allow one to fully classify the positivity
properties of any (n → n)-mode Gaussian map described by
the pair (X,Y) acting on Gaussian inputs. The conditions can
be easily generalized to (n→ m)-mode Gaussian maps.
Hierarchy of Gaussian non-Markovianity. Gaussian pro-
cesses which are continuous in time are represented by a pair
of time-dependent matrices (Xt,Yt) acting as in (1). Since we
are interested in the divisibility properties of these maps, we
can follow the approach of [14] and study the positivity of the
intermediate map (Xτ(t),Yτ(t)) acting on the evolving system
between times t and t + τ and affecting the covariance matrix
as usual, σ(t)→ σ(t + τ) = Xτ(t)σ(t)XTτ (t) + Yτ(t), with [14]
Xτ(t) = Xt+τX−1t , Yτ(t) = Yt+τ − Xτ(t)YtXTτ (t) . (5)
Our aim is now to provide a complete (non-)Markovian-
ity hierarchy of Gaussian maps. We first recall that imposing
complete positivity of the intermediate map for all t, τ > 0,
one obtains the condition for a Markovian evolution as in [14],
i
2 Xτ(t)ΩX
T
τ (t) + Yτ(t) − i2 Ω ≥ 0 . (6)
Any Gaussian map not complying with condition (6) at some
intermediate times is non-Markovian [14]. We can now add
an extra layer to such a dichotomic characterization. Namely,
if not all intermediate maps are CP, i.e. if for some times con-
dition (6) is violated, but the positivity condition
1
2 Xτ(t)S S
T XTτ (t) + Yτ(t) − i2 Ω ≥ 0 , ∀ S ∈ Sp(2n,R) . (7)
holds for all the maps, then the evolution is said to be weakly
non-Markovian. Finally, if there is at least one intermediate
map violating (7), the process is strongly non-Markovian.
It is worth noting that, to check CP- (respectively P-) divisi-
bility of the map (Xt,Yt), it suffices to verify that inequality (6)
[resp. (7)] holds in the limit of small τ, since the composition
of an arbitrary number of intermediate CP (P) maps is CP (P).
Complete classification of one-mode Gaussian maps. In
what follows, we focus on one-mode quantum Gaussian pro-
cesses. From the global map (Xt,Yt), we can construct, thanks
to (5), the intermediate maps given by the pairs of 2 × 2 ma-
trices (Xτ(t),Yτ(t)). In the limit of small τ, Xτ(t) and Yτ(t) are
close to the identity and to the null matrix respectively. Ex-
panding these matrices up to first order in τ we get
Xτ(t) = (1 + tτ) 1 + τ X(t) + o(τ2), Yτ(t) = τ Y(t) + o(τ2),
(8)
where X(t) and Y(t) are arbitrary real matrices, with Y(t) be-
ing symmetric. The following two Theorems (proofs in the
Appendix [56]) then completely characterize the degree of
Gaussian (non-)Markovianity of any one-mode Gaussian map
given by (Xt,Yt), in terms of the three real parameters
t ≡ ddt ln
( √
| det Xt |
)
, (9)
δt ≡ (det Xt)2 det
(
d
dt
(
X−1t YtX
−T
t
))
, (10)
κt ≡ ddt tr Yt − 2 tr
(
Yt ddt ln |Xt |
)
. (11)
Theorem 2. A one-mode Gaussian process given by (Xt,Yt)
is CP-divisible if, for all t > 0, it holds: δt ≥ 2t and κt ≥ 0.
Theorem 3. A one-mode Gaussian process given by (Xt,Yt)
is divisible into positive intermediate maps (P-divisible) if, for
all t > 0, it holds: δt ≥ 14 (|t | − t)2 and κt ≥ 0.
3The Gaussian processes for which Theorem 2 is satisfied
are Markovian. Those for which Theorem 3 is satisfied while
Theorem 2 is not are weakly non-Markovian. Those for which
Theorem 3 is not satisfied are strongly non-Markovian.
Let us now define
µt ≡
{
sgn(κt)
√
δt , for δt ≥ 0
−√|δt | , for δt < 0 . (12)
Due to Theorems 2 and 3, for a one-mode Gaussian process
we can then distinguish three regions in the space of parame-
ters  and µ as shown in Fig. 1, which correspond to the inter-
mediate map being respectively CP, P, and NP:
ΥCP ≡ {(, µ) | µ ≥ ||},
ΥP ≡ {(, µ) | 2µ ≥ || − },
ΥNP ≡ R2\ΥP.
(13)
A similar diagram can be found e.g. in [54, 58, 59]. How-
ever, the parameters there characterize global quantum chan-
nels, so regions analogous to ΥP\CP ≡ ΥP\ΥCP and ΥNP are
denoted as non-physical. Here, since the diagram is built for
intermediate maps of a globally CP process, which by them-
selves do not need to be CP, these regions are permitted.
We can in fact fully classify the Gaussian (non-)Markovian-
ity degree of any one-mode Gaussian process by studying the
paths Γt ≡ {(s, µs)}ts=0 defined by its intermediate maps on
the (, µ) diagram of Fig. 1. If an evolution is Markovian then
the trajectory will be confined at all times in the ΥCP region,
Γt ∈ ΥCP ∀ t > 0. If at some times the trajectory trespasses
in the ΥP\CP region but never trespasses in the ΥNP one, i.e. if
Γt ∈ ΥP ∀ t > 0 and ∃ s : (s, µs) < ΥCP, then the evolu-
tion is weakly non-Markovian. If at some times the trajectory
crosses into the ΥNP region, i.e. ∃ s : (s, µs) < ΥP, then the
evolution is strongly non-Markovian.
Phase-insensitive maps: Allowed trajectories and exam-
ples. We now analyze in more detail the physical constraints
imposed on processes described by CP maps (Xt,Yt), trans-
forming Gaussian states from an initial t = 0 to a later time
t. For ease of illustration, we will focus on the special case
of phase-insensitive maps, which encompass the most phys-
ically relevant bosonic processes, such as quantum Brown-
ian motion and amplitude damping [12, 14, 25, 37, 60–62].
These have intermediate maps of the form Xτ(t) = (1 + tτ) 1,
Yτ(t) = µt τ 1, with µt ≡ sgn(κt)
√
δt, obtained by setting
X(t) = 0 and Y(t) = µt1 in (8). Applying the composition
law for Gaussian maps, it is easy to show that the global map
from t = 0 to t = Nτ, such that limN→∞ limτ→0 Nτ = t > 0, is:
Xt = e
∫ t
0 sds 1, Yt =
(
e2
∫ t
0 sds
∫ t
0 µre
−2 ∫ r0 sdsdr)1 . (14)
A paradigmatic and widely studied example (see e.g. [60,
61] and references therein) is quantum Brownian motion.
With a secular and weak-coupling approximation, the mas-
ter equation is given by: ρ˙t =
∆t+γt
2 [2aˆρtaˆ
† − {aˆ†aˆ, ρt}+] +
∆t−γt
2 [2aˆ
†ρtaˆ − {aˆaˆ†, ρt}+], where aˆ, aˆ† are the ladder oper-
ators satisfying [aˆ, aˆ†] = 1, while ∆t and γt are respec-
tively the diffusion and damping coefficients, which de-
pend on the spectral density of the bath. The evolved
ϵ
μ
ΥPΥCPΥNP
FIG. 1: Pictorial diagram of parameters (, µ) characterizing one-
mode Gaussian intermediate maps. The diagonal striped pattern cor-
responds to the P- but not CP-divisible region ΥP\CP. The crosshatch
pattern identifies the CP-divisible region ΥCP. The white region cor-
responds to ΥNP. A path on the diagram denotes a process with pa-
rameters changed continuously in time. The solid black path repre-
sents a quantum Brownian motion process as described in the text.
covariance matrix of a one-mode Gaussian state undergo-
ing this dynamics is: σ(t) =
(
e−
∫ t
0 γsds1
)
σ(0)
(
e−
∫ t
0 γsds1
)
+
e−2
∫ t
0 γsds
∫ t
0 e
2
∫ s
0 γrdr∆sds 1, which corresponds to the map
(Xt,Yt) given by (14) with the substitutions t → −γt, µt → ∆t.
A trajectory on the (, µ) plane, for a system with character-
istic frequency ω0 and a zero-temperature bath with Ohmic
spectral density J(ω) = ωe−ω/ωc and cut-off frequency ωc =
ω0/2, is depicted in Fig. 1.
More generally, to have a physical evolution from a com-
position of infinitesimal phase-insensitive maps, we must im-
pose the CP condition (2) on the global map (Xt,Yt) given
by (14). The eigenvalues of the lhs of (2) are in this case:
Λ± = ± 12 + e2
∫ t
0 sds
(
∓ 12 +
∫ t
0 e
−2 ∫ r0 sdsµrdr). The conditions
Λ± ≥ 0 can be rewritten as (see Appendix [56])∫ t
0 e
−2 ∫ s0 sds (µr ± r) dr ≥ 0, ∀ t > 0 . (15)
As expected, these conditions are weaker than the condition
for CP-divisibility, allowing the trajectories in the diagram of
Fig. 1 to go beyond the region ΥCP. However, the following
constraint on the physical paths can be derived. By expanding
the lhs of inequalities (15) at first order in t we get µ0 ≥ |0|,
that is, the trajectory must begin in the CP region ΥCP. More-
over, if it starts on the boundaries of ΥCP, i.e., µ0 = |0|, then
µ˙0 ≥ |˙0|. This tells us that not only the trajectory must start in
the CP-divisibility region, but it has to have an initial “speed”
such that it will remain in there for the immediate subsequent
time. A path which starts in the origin, then moves along the
boundary of the crosshatched region up to a time ti and then
trespasses in either region ΥNP or ΥP\CP, is not allowed.
Operational significance of Gaussian non-Markovianity
degrees. The significance of the last no-go rule is related
to fundamental physical properties. Suppose indeed that at
time t = 0 an initial state is described by a thermal covariance
matrix σ = diag{ν, ν}, with ν ≥ 12 . Under the action of the
map (14) at time t˜ > 0, the product of the canonical variances
is 〈qˆ2〉〈pˆ2〉 = e4
∫ t˜
0 s ds
(
ν +
∫ t˜
0 µre
−2 ∫ r0 s ds dr)2. If Λ− < 0, we
obtain 〈qˆ2〉〈pˆ2〉 < e2
∫ t˜
0 s ds
(
e
∫ t˜
0 s dsν − sinh ( ∫ t˜0 s ds))2, which
4for a pure initial state (i.e. the vacuum or a Glauber coherent
state, with ν = 12 ) reduces to 〈qˆ2〉〈pˆ2〉 < 14 , i.e. to a violation
of the uncertainty principle, which is not physically admitted.
Indeed, a trajectory lying along the border between ΥCP and
ΥNP (representing, e.g., a damping master equation with gen-
erally time-dependent damping constant) preserves the purity
of such a state. To better understand this, let us consider the
limiting case of having a map such that −t = µt > 0 for
0 < t < ti and −t > µt for ti < t < t˜. Up to ti, the Xt part
of the map decreases both variances of the pure input state,
while the noise added by the Yt part compensates the loss and
the state remains pure. Then, for t > ti, the noise introduced
by Yt is not enough and the uncertainty relation is violated.
However, crossing the border during the evolution would
be possible if the preceding dynamics shrank the state domain
of the intermediate map such that its subsequent action, cor-
responding to a temporary dilation of this domain, would not
violate the uncertainty relation. The non-Markovian effect,
manifested in the dilation of the volume of the physical states
accessible during the dynamics, can then be seen as a back-
flow of information from the environment into the system [9].
Let us now comment on the other border of the CP region,
between ΥCP and ΥP\CP. For any dynamics with added noise
(µt > 0), a trajectory along this border is such that t = µt > 0,
which is responsible for an amplification, that is, the multipli-
cation of the displacement vector D by a factor greater than
1 and a corresponding increase of the variances. Along such
a path, the noise added is the minimum allowed for quantum
linear amplifiers [44]. Crossing this border into the ΥP\CP re-
gion at a time ti > 0 is allowed only if the noise added up
to that time is sufficient to permit a subsequent amplification
beyond the quantum limit. This is possible thanks to correla-
tions established between system and environment during the
preceding evolution. We can conclude therefore that a Gaus-
sian phase-insensitive process (with added noise) is weakly
non-Markovian if at any moment in time one observes that,
although the covariances increase, a Gaussian state evolv-
ing under such a process is amplified beating the quantum
limit. This provides an operational interpretation for the elu-
sive phenomenon of weak non-Markovianity in the context of
quantum amplification.
Conclusions. This Letter introduced a meaningful hierar-
chy of non-Markovianity for CV Gaussian processes and es-
tablished its physical significance. We provided a necessary
and sufficient condition for positivity of a Gaussian map act-
ing on Gaussian inputs. Applying this to intermediate maps,
we then distinguished three main types of Gaussian processes:
Markovian, weakly and strongly non-Markovian ones.
In the one-mode case, we gave a simple prescription to
identify to which class a Gaussian map belongs, based on its
representation as a path (t, µt) in a two-dimensional diagram,
where t and µt can be computed explicitly from the pair of
matrices (Xt,Yt) describing the action of the map. We also
studied, in the physically relevant case of phase-insensitive
channels, the constraints on these paths due to the requirement
of having a global CP map. This allowed us to give a physi-
cal interpretation to weakly and strongly non-Markovian pro-
cesses in terms of amplification beyond the quantum limit and
of information backflow from the environment, respectively.
These findings can be of importance for quantum cryp-
tography [25]. An eavesdropper with access to knowledge
whether a given communication channel is weakly or strongly
non-Markovian can amplify a state in such a way that the le-
gitimate parties may find it too noisy to be useful, discarding
it. Moreover, if the legitimate parties do not fully control the
way the shared state is prepared, unexpected behaviour can be
observed if possible non-Markovian effects are ignored.
We finally note that in all the Gaussian processes we consid-
ered explicitly (e.g. quantum Brownian model and damping
model), we found either instances of Markovian or strongly
non-Markovian evolutions, but no weakly non-Markovian
ones. This may be due to the fact that all these processes
admit a final state at thermal equilibrium with the environ-
ment. Some purely weak non-Markovian processes might be
retrieved in case an evolution in an active environment that
pumps energy into the system is analyzed. Investigating mem-
ory effects in such processes deserves further investigation.
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1Supplemental Material
Proof of Theorem 1
In order to prove Theorem 1 it is useful to prove the following Lemma first.
Lemma 4. For any 2n × 2n Hermitian matrix H the smallest eigenvalue of 12 iΩn + H is equal to the smallest eigenvalue of
1
2 iΩn−m ⊕ 1m + QHQT , (1)
for some orthogonal symplectic matrix Q and for any m < n.
Proof. Let us denote λ = min{eig(H + 12 iΩn)} which corresponds to an eigenvector
vλ =
 α + iβan−1 + ibn−1an + ibn
 , (2)
where α and β are 2n − 4 dimensional real vectors and an−1, an, bn−1 and bn are two dimensional real vectors. A transformation
Q ∈ Sp(2n,R) ∩ SO(2n) preserves the eigenvalues changing the corresponding eigenvector into v′λ = Qvλ. In order to prove
the Lemma we start showing that there exists Q1 ∈ Sp(2n,R) ∩ SO(2n) such that v(1)λ = Q1vλ is an eigenvector for both
1
2 iΩn + Q1HQ
T
1 and
1
2 iΩn−1 ⊕ 1 + Q1HQT1 for the same eigenvalue λ. Denote
v(1)λ =

α(1) + iβ(1)
a(1)n−1 + ib
(1)
n−1
a(1)n + ib
(1)
n
 . (3)
Observe the action of 12 iΩn−1 ⊕ 1 + Q1HQT1 on v(1)λ
(Q1HQT1 +
1
2 iΩn +
1
20n−1 ⊕ (1 − iΩ))

α(1) + iβ(1)
a(1)n−1 + ib
(1)
n−1
a(1)n + ib
(1)
n
 = λv(1)λ + 12

0
0
a(1)n + Ωb
(1)
n − iΩ(a(1)n + Ωb(1)n )
 . (4)
Consider the following symplectic orthogonal transformation
Q1 = 1n−2 ⊕
[
cos φ11 − sin φ1R1
sin φ1R1 cos φ11
]
, (5)
where
R1 =
[
cos θ1 − sin θ1
sin θ1 cos θ1
]
. (6)
Using this transformation we have
v(1)λ =

α(1) + iβ(1)
a(1)n−1 + ib
(1)
n−1
a(1)n + ib
(1)
n
 = Q1
 αan−1an
 + iQ1
 βbn−1bn
 =
 αcos φ1an−1 − sin φ1R1ancos φ1an + sin φ1R1an−1
 + i
 βcos φ1bn−1 − sin φ1R1bncos φ1bn + sin φ1R1bn−1
 . (7)
The term a(1)n + Ωb
(1)
n from the last term of (4) can now be written as
a(1)n + Ωb
(1)
n = cos φ1(an + Ωbn) + sin φ1R1(an−1 + Ωbn−1). (8)
Notice that for any two real two dimensional vectors r1 and r2 one can always find a rotation R1 and an angle φ1 such that
cos φ1r1 + sin φ1R1r2 = 0. Indeed, the rotation R1 directs the second vector to be parallel to the first and sin φ1 and cos φ1 adjust
the lengths. Therefore, we showed that it is possible to find a symplectic orthogonal transformation Q1, i.e. R1 and φ1, such that
the last term of (4) vanish, hence that v(1)λ is an eigenvector of
1
2 iΩn−1 ⊕ 1 + Q1HQT1 corresponding to the eigenvalue λ.
2Using an analogous argument we show that λ is also an eigenvalue of 12 iΩn−2 ⊕ 12 + Q2H˜QT2 , where H˜ = Q1HQT1 , corre-
sponding to the eigenvector v(2)λ = Q2v
(1)
λ , with
Q2 = 1n−3 ⊕
[
cos φ21 − sin φ2R2
sin φ2R2 cos φ21
]
⊕ 1 , (9)
and φ2, R2 satisfying
cos φ2(a
(1)
n−1 + Ωb
(1)
n−1) + sin φ2R2(a
(1)
n−2 + Ωb
(1)
n−2) = 0 . (10)
Iterating this procedure we find that Q = Qk · Qk−1 . . .Q2 · Q1. This completes the proof of Lemma 4. 
Proof (of Theorem 1). We want now to deliver a condition on a map (X,Y) acting on an n-mode quantum system guaranteeing
that the inequality (3) is satisfied for every σn+k where 1 ≤ k. We consider a generic bipartite n + k-modes covariance matrix
σn+k =
(
A C
CT B
)
(11)
where A is a 2n × 2n symmetric matrix, B is a 2k × 2k symmetric matrix and C is a 2n × 2k matrix. Inequality (3) reads(
XAXT + Y − i2 Ωn XC
CT XT B − i2 Ωk
)
≥ 0⇔
(
A + X−1(Y − i2 Ωn)(XT )−1 C
CT B − i2 Ωk
)
≥ 0, (12)
where we assume that X is invertible. As σn+k ≥ i2 Ωn+k, we also have that B − i2 Ωk ≥ 0. Assuming invertibility of B − i2 Ωk the
condition (12) is equivalent to positivity of the Schur’s complement of the block B − i2 Ωk, i.e.
A + X−1(Y − i2 Ωn)(XT )−1 −C(B − i2 Ωk)−1CT ≥ 0. (13)
Moreover, applying the Schur’s complement Lemma to σn+k − i2 Ωn+k we get
A − i2 Ωn −C(B − i2 Ωk)−1CT ≥ 0. (14)
Hence, the lhs of (13) can be decomposed in a positive state-dependent term and in a map-dependent one:
A − i2 Ωn −C(B − i2 Ωk)−1CT︸                               ︷︷                               ︸
state-dependent
+ X−1(Y − i2 Ωn)(XT )−1 + i2 Ωn︸                              ︷︷                              ︸
map-dependent
≥ 0 . (15)
This condition has to be satisfied for any n + k-modes state. Due to the Williamson’s theorem we can derive that for any mixed
state σmixed there exists a pure state σ
S
pure such that
σmixed = S diag{ν1, ν1, . . . , νn+k, νn+k} S T ≥ 12 S 1n+k S T = σSpure . (16)
It is then sufficient to check that inequality (15) holds for pure states to guarantee that it is satisfied for all states. By using again
the Williamson’s Theorem we find that local symplectic transformations S n and S k can bring the covariance matrix of any pure
n + k-mode Gaussian state (S n ⊕ S k)σSpure(S n ⊕ S k)T to the normal form i.e. the block form with non-zero entries only on the
diagonal of each block. For k ≤ n the blocks are
A = 12 S n
 k⊕
j=1
cosh r j1 ⊕ 1n−k
 S Tn , (17)
B = 12 S k
 k⊕
j=1
cosh r j 1
 S Tk , (18)
C = 12 S n
 ⊕kj=1 sinh r j Λ
 S Tk , (19)
where  is an 2(n − k) × 2n null matrix. We have then
C(B − i2 Ωk)−1CT = 12 S n
 k⊕
j=1
(
cosh r j1 − iΩ
)
⊕ 0n−k
 S Tn . (20)
3In consequence, (15) is satisfied for any state if
1
2 S n (iΩk ⊕ 1n−k) S Tn + X−1(Y − i2 Ωn)(XT )−1 ≥ 0 (21)
holds for every S n ∈ Sp(2n,R). Notice that for every S n
1
2 S n(iΩk ⊕ 1n−k)S Tn + X−1(Y − i2 Ωn)(XT )−1 ≥ i2 Ωn + X−1(Y − i2 Ω)(XT )−1. (22)
This inequality implies that the lhs cannot have an eigenvalue smaller than the smallest eigenvalue of the rhs. To complete the
proof of Theorem 1 it is sufficient to show that there exists S n such that the lhs and the rhs have the same the smallest eigenvalue
for any 1 ≤ k. For 1 ≤ k ≤ n, this is guaranteed by Lemma 4. Indeed, this lemma shows that there exists a symplectic orthogonal
transformation Q such that
min
{
eig
(
1
2 Q
T (iΩk ⊕ 1n−k)Q + X−1(Y − i2 Ωn)(XT )−1
)}
= min
{
eig
(
i
2 Ωn + X
−1(Y − i2 Ω)(XT )−1
)}
. (23)
If k > n, then (15) becomes equal to the lhs of (22). Summarizing, the positivity condition (3) for k = 1 is equivalent to the
positivity condition for any k ≥ 1. This completes the proof of Theorem 1. 
Alternatively, the theorem can be justified by an extension of Choi’s theorem on continuous variable systems, noting that a
single mode is already an infinite dimensional system. A formal establishment of this argument can be easily derived.
Proof of Theorem 2
Proof. Let us start with simplifying the CP condition (6): since Xτ(t) is a 2 × 2 matrix, we have that Xτ(t)ΩXTτ (t) = Ω det Xτ(t).
This allows us to reduce the CP-divisibility condition (6) to the following form
Yτ(t) +
i
2
(det Xτ(t) − 1)Ω ≥ 0 , (24)
Moreover, noticing that
Xτ(t) =
 (1 + τ) + τδ τφ
τα (1 + τ) − τδ
 + o(τ2) (25)
we have
det Xτ(t) = (1 + τ)2 − τ2(δ2 − αφ) + o(τ4) =
= 1 + 2τ + o(τ2) , (26)
and making use of (5), we find the expression for t (9):
t = lim
τ→0
det Xτ(t) − 1
2τ
= lim
τ→0
det Xt+τX−1t − det XtX−1t
2τ
=
= lim
τ→0
(
det Xt+τ − det Xt
2τ
)
det X−1t =
1
2
d det Xt
dt
1
det Xt
=
=
d
dt
ln
( √
| det Xt |
)
Now, since Yτ is a 2 × 2 real symmetric matrix, it can be diagonalized by orthogonal transformations. Moreover, through a
symplectic transformation of the form Zz ≡ diag{z, 1/z} it can be brought to a diagonal form proportional to the identity or to the
Pauli matrix σz. The proportionality factor is µt such that
µ2t = sgn(δt)δt , (27)
4where δt ≡ detY(t). Making use of (5) one finds the expression for δt (10):
detY(t) = lim
τ→0
det
(
Yτ(t)
τ
)
= lim
τ→0
det
(
Yt+τ − Xτ(t)YtXTτ (t)
τ
)
=
= lim
τ→0
det
(
Yt+τ − Xt+τX−1t YtX−Tt XTt+τ
τ
)
=
= lim
τ→0
det
Xt+τ
(
X−1t+τYt+τX−Tt+τ − X−1t YtX−Tt
)
XTt+τ
τ

= lim
τ→0
det
(
X−1t+τYt+τX−Tt+τ − X−1t YtX−Tt
τ
)
(det Xt+τ)2 =
= (det Xt)2 det
(
d
dt
(
X−1t YtX
−T
t
))
Let us consider the case δt ≥ 0, i.e. Y(t) is positive definite or negative definite, and let µt be the simplectic eigenvalue with
the sign of Y(t), i.e. µt = sgn(κt)
√
δt, where
κt = tr Y(t) = lim
τ→0
tr Yτ(t)
τ
= lim
τ→0
tr
(
Yt+τ − Xτ(t)YtXTτ (t)
)
τ
=
= lim
τ→0
tr
[
Xt+τ
(
X−1t+τYt+τX−Tt+τ − X−1t YtX−Tt
)
XTt+τ
]
τ
=
= tr
(
d
dt
(
X−1t YtX
−T
t
)
XTt Xt
)
=
= tr
(
d
dt
(
X−1t YtX
−T
t X
T
t Xt
))
− tr
(
X−1t YtX
−T
t
d
dt
(
XTt Xt
))
=
=
d
dt
tr Yt − tr
(
X−1t YtX
−T
t
dXTt
dt
Xt
)
− tr
(
X−1t YtX
−T
t X
T
t
dXt
dt
)
=
=
d
dt
tr Yt − tr
(
YtX−Tt
dXTt
dt
)T
− tr
(
X−1t Yt
dXt
dt
)
=
=
d
dt
tr Yt − 2tr
(
dXt
dt
X−1t Yt
)
=
d
dt
tr Yt − 2 tr
(
d ln |Xt |
dt
Yt
)
.
Since Yτ(t) can be brought into its diagonal form by a symplectic transformation, Ω is invariant under this transformation and
it doesn’t change the sign of the inequality, we can rewrite the CP condition as
µt 1 + i t Ω + o(τ) ≥ 0. (28)
The CP (infinitesimal) divisibility condition can then be easily expressed in terms of µt and t:
µt ≥ |t | ∀ t ≥ 0 . (29)
It is obvious that if µt < 0, i.e. if Y(t) is negative definite, the above condition is never satisfied. In the case δt < 0, with
µt =
√|δt |, through a symplectic transformation we can bring (24) into the form
± µt σz + i t Ω + o(τ) ≥ 0, (30)
which is never satisfied. 
Proof of Theorem 3
Proof. Exploiting again the property that any 2x2 matrix divided by the square root of its determinant is a symplectic matrix, the
P-divisibility condition (4) can be rewritten as
∀ S ∈ Sp(2,R) , det Xτ(t)
2
S S T + Yτ(t) − i2Ω ≥ 0 . (31)
5We first consider the case δt ≥ 0, the above inequality can be recast as
∀ S ∈ Sp(2,R) , det Xτ(t)
2
S S T + µtτ1 − i2Ω ≥ 0 . (32)
Using the Euler decomposition of symplectic transformations S = O1ZzO2, where Zz ≡ diag{z, 1/z} with z ∈ (0, 1] and Oi is
an orthogonal matrix we can further simplify the P condition as follows
∀ z ∈ (0, 1] , det Xτ(t)
2
Zz + µtτ1 − i2Ω ≥ 0 . (33)
At first order in τ, the eigenvalues of the lhs of (33) are
λ1 =
(
2 t z2
z4 + 1
+ µt
)
τ , (34)
λ2 =
z4 + 1
2z2
+

(
z8 + 1
)
t
z6 + z2
+ µt
 τ . (35)
We notice that λ2 is always positive for small τ, hence the positivity of the intermediate map depends only on λ1; in particular
we have that the intermediate map is positive if
2t z2
z4 + 1
+ µt ≥ 0 ∀ z ∈ (0, 1] , (36)
which is equivalent to
µt ≥ |t | − t2 . (37)
In the case of δt < 0 the P condition becomes
∀ z ∈ (0, 1] , det Xτ(t)
2
Zz ± µτσz − i2Ω ≥ 0 , (38)
which is never satisfied. 
Proof of Eq. (15)
The condition Λ+ ≥ 0 can be rewritten as
1 + e2
∫ t
0 sds
(
−1 + 2 ∫ t0 e−2 ∫ r0 sdsµrdr) ≥ 0
e−2
∫ t
0 sds − 1 + 2 ∫ t0 e−2 ∫ r0 sdsµrdr ≥ 0
−e−
∫ t
0 sds sinh
(∫ t
0 sds
)
+
∫ t
0 e
−2 ∫ r0 sdsµrdr ≥ 0
Noticing that
e−
∫ t
0 sds sinh
(∫ t
0
sds
)
=
∫ t
0
d
dt
[
e−
∫ t
0 sds sinh
(∫ t
0
sds
)]
dt =
=
∫ t
0
e−2
∫ r
0 rdrrdr
we finally get ∫ t
0
e−2
∫ r
0 rdr (µr − r) dr ≥ 0 ∀ t > 0 . (39)
Analogously it can be shown that the condition Λ− ≥ 0 is equivalent to∫ t
0
e−2
∫ r
0 rdr (µr + r) dr ≥ 0 ∀ t > 0 . (40)
