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ABSTRACT
Interest in meander evolution has recently been revitalized with ongoing ef-
forts worldwide to re-naturalize highly modified streams through re-meandering,
with the consequent need of assessment tools. While research on meandering
rivers has been very productive in the last five decades, among the compo-
nents associated with the process of meander migration – hydrodynamics,
sediment transport, bed morphodynamics, and bank erosion – the latter still
needs a considerable amount of research, especially with regards to how the
different processes responsible for bank erosion and retreat impact meander
migration patterns.
In this thesis, the model RVR Meander is further developed to analyze how
the bank erosion processes of fluvial erosion, cantilever failure, and planar
failure affect migration rates and shapes at reach scale.
This research analyzes how the spectrum of meander planform shapes is
affected by the type of functional form used for bank erosion and compares
the model performance against the classic approach for meander migration
based on the use of a dimensionless migration coefficient. It is shown that
the new functional relation adopted allows for broadening the spectrum of
bend shapes that can be obtained, simulating features like downstream skew-
ness of meander bends, compound loops, “rectangular” shapes, and prefer-
ential migration of some portions of a bend. It is also shown that prediction
of historically-observed migration can be improved using the proposed ap-
proach.
Proceeding from homogeneous to heterogeneous floodplains, the effects
of horizontal heterogeneity of floodplain soils on rates and shapes of me-
ander migration are evaluated. It is shown that floodplain-soil complexity
can greatly contribute to meander planform complexity. Using a stochastic
approach, the parameters governing the impact of floodplain heterogeneity
on bend statistics are identified: (i) local randomness of soil resistance to
ii
erosion, mainly controlling bend shape; (ii) cross-valley increase of soil re-
sistance, mostly controlling lateral migration and bend skewness; and (iii)
length scale of floodplain heterogeneity, with finer scale of soil heterogeneity
associated with lower variability of migration.
Introducing another element of complexity, the impact of bank mass fail-
ure processes (cantilever and planar failure), through combined horizontal
and vertical heterogeneity of floodplain soils, is investigated, with the goal of
determining if they can affect migration in a sustained fashion. Cantilever
failure continuously impacts meander migration rates and shapes, as it is
driven by fluvial erosion at the bank toe. It is shown that lateral and down-
stream migration and bend skewness are both affected to a degree depending
on size and location of floodplain soil patches, thickness of the top, less erodi-
ble, bank layer, and characteristic residence time of slump blocks. Planar
failure, although more episodic than cantilever failure, may impact meander
migration depending on the horizontal and vertical variation of geotechnical
properties such as soil cohesion, the vertical distribution of shear stress acting
on the different bank layers, bank geometry profile, and river planform.
Results show that, besides hydrodynamics and bed morphodynamics, the
horizontal and vertical structure of the floodplain soil affects meander evo-
lution. This should be considered when attempting to correlate field obser-
vations of soil distribution to the observed complexity of meander planform
shapes.
iii
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CHAPTER 1
INTRODUCTION AND RESEARCH
QUESTIONS
1.1 Research problem
1.1.1 Brief overview of research on freely meandering rivers
Research on freely meandering rivers has been very productive in the last five
decades, in terms of field and laboratory observations as well as analytical
and numerical modeling. Just to mention a few representative contributions,
studies present: empirical formulations that relate meander amplitude, chan-
nel width, wavelength, and radius of curvature (Leopold and Wolman, 1960);
theories based on minimum energy dissipation (Chang, 1979) and minimum
variance (Langbein and Leopold, 1966); theories of chaotic dynamics and
self-organization (Stolum, 1996); field evaluations of meander migration rates
as function of width, width to radius of curvature ratio, excess velocity, or
depth (Nanson and Hickin, 1983; Odgaard, 1987; Hasegawa, 1989; Pizzuto
and Meckelnburg, 1989; Howard, 1992); laboratory observations of bed to-
pography and bedform migration (Whiting and Dietrich, 1993a,b; Abad and
Garcia, 2009b) and secondary cells (Blanckaert and de Vriend, 2004; Abad
and Garcia, 2009a); field observations of sediment sorting in bends (Julien
and Anthony, 2002); models to relate near-bank velocity and depth to mean
flow properties (Ikeda et al., 1981; Blondeaux and Seminara, 1985; Crosato,
1987, 1989; Johannesson and Parker, 1989a,b; Sun et al., 1996, 2001a; Zolezzi
and Seminara, 2001), to evaluate meander stability (Ikeda et al., 1981; Ki-
tanidis and Kennedy, 1984; Blondeaux and Seminara, 1985; Odgaard, 1989),
and to predict meander migration (Johannesson and Parker, 1985; Garcia
et al., 1994; Abad and Garcia, 2006).
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1.1.2 Modeling of migration of meandering rivers
The modeling of migration of meandering rivers, which is the subject of this
dissertation, requires in general the simulation of the following processes:
hydrodynamics, sediment transport, bed morphodynamics, and bank erosion.
The hydrodynamic modeling resolves the mean and turbulent flow fields:
e.g., primary and secondary flows, Reynolds stresses, and turbulent kinetic
energy among other hydrodynamic parameters. In bends, curvature-driven
(Prandtl’s first kind) and turbulence-driven (Prandtl’s second kind) sec-
ondary flow can be present and alter the morphology of bed and banks,
which in turn affects the anisotropy of the flow (Akahori and Schmeeckle,
2002; Blanckaert and de Vriend, 2005). Since the shear stresses exerted by
the flow on bed and banks control the erosion and transport of the boundary
materials, their modeling is critical.
Modeling of the sediment transport in meandering streams simulates the
transport of sediments as a combination of bed and suspended load, because
of the flow complexity and the possible large difference between bed and bank
material particle sizes. Bed load is quantified using empirical formulations
(Garcia, 2008), and its direction is determined by the near-bed flow direction
corrected by the effect of bed slopes (Seminara and Tubino, 1989; Kovacs
and Parker, 1994; Talmon et al., 1995; Mosselman, 2005; Abad et al., 2008).
Suspended load is calculated using an advection-diffusion equation, where
the diffusion coefficient is related to the turbulence characteristics of the flow
(Lyn, 2008). Abad et al. (2008) show the application of this methodology
for the case of laboratory meandering channels.
Modeling of the bed morphodynamics provides the bed morphology at dif-
ferent spatial scales, which allows for reproducing the feedback between bed
structures and flow field (Best, 2005), like the disruption of secondary flows
because of migrating bedforms (Abad et al., 2013) and the interactions be-
tween suspended sediment particles and bed morphology (Schmeeckle et al.,
1999).
Modeling bank erosion allows for simulating the migration of the mean-
dering channel, which in turn affects hydrodynamics, sediment transport and
bed morphodynamics. In a bend, faster and deeper flow develops near the
outer bank, which causes bank erosion (Thomson, 1879). At the inner bank,
a point bar commonly forms, promoting bank accretion. Widening in me-
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andering channels may happen when outer bank retreat exceeds the rate
of accretion of the opposite bank (Nanson and Hickin, 1983). The erosion
of sediment from riverbanks is a key factor affecting a range of physical and
ecological issues in the fluvial environment: bank-derived sediments typically
contribute between about 37% and 80% of the total suspended sediment yield
emanating from catchments (Darby et al., 2007).
1.1.3 Approaches for modeling of migration of meandering
rivers
Models with different degrees of sophistication have been used to simulate
the migration of freely meandering channels. Attemps at three-dimensional
(3D) level have been limited so far. For example, Ruether and Olsen (2007)
performed 3D numerical modeling of meander initiation and migration using
Reynolds-Averaged Navier-Stokes (RANS) equations, a k-ǫ model for tur-
bulence, and considering transport of sediment both in suspension and as
bed load. Bolla et al. (2009) developed a 3D analytical nonlinear model for
low-sinuosity meanders and steady bed morphology. These models still need
coupling with bank erosion and meander evolution submodels to simulate
planform changes.
More successful and insightful has been the two-dimensional approach. An-
alytical models for hydrodynamics and bed morphodynamics, again valid for
low-sinuosity meanders and steady bed morphology, were developed, among
others, by Yen and Yen (1971), Ikeda et al. (1981), de Vriend and Struiksma
(1984), Blondeaux and Seminara (1985), Johannesson and Parker (1989a) Jo-
hannesson and Parker (1989b), Sun et al. (1996), Sun et al. (2001a), Zolezzi
and Seminara (2001), and Lancaster and Bras (2002). These models describe
the flow field in a meandering channel (velocity, depth, bed elevation) given
inputs such as discharge, slope, width, grain size, and friction coefficient. A
common method for calculating the bank migration rate, independently in-
troduced by Hasegawa (1977) and Ikeda et al. (1981), relates the migration
rate to the near-bank excess velocity multiplied by a dimensionless coeffi-
cient. This coefficient is obtained by means of calibration against field data
and is typically a very small number (order 10−7-10−8).
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1.1.4 Need for a new approach and open issues
There is an ongoing worldwide to re-naturalize highly modified streams through
re-meandering. For instance, during the last decade, the United States has
seen a rapid increase in spending to restore ecological functions and processes
of degraded streams and their floodplain (Bernhardt, 2005). A similar effort
to re-naturalize streams is taking place within the European Union under
the European Water Framework Directive (Kaika, 2003). Stream restoration
projects at corridor scale often require the establishment of a stable planform
configuration. Among this kind of projects are those that involve the creation
of a new meandering channel, often in a new alignment and generally with a
form and dimensions that are different from those of the preproject channel
(Kondolf, 2006). Figures 1.1 and 1.2 show a couple of examples. It cannot
be expected that assessment studies using the migration method based on a
calibrated migration coefficient (Section 1.1.3) will accurately simulate the
response of meandering streams to in-stream and riparian management prac-
tices over engineering time scales. “Engineering time scales” indicate here
periods of a few years to decades or, in general, periods before cutoff oc-
currence. A physically-based approach is therefore needed, which explicitly
relates meander migration to the processes controlling streambank erosion.
Bank erosion is in general characterized by a combination of fluvial shear
erosion and gravitational mass failure processes. A wide variety of specific
erosion mechanisms are involved. Depending on the shape of the bank profile
and the physical properties of the bank materials, any one of the following
mass failure mechanisms might be observed (Grissinger, 1982; Thorne, 1982;
Lawler, 1993; Lawler et al., 1997; ASCE Task Committee on Hydraulics,
Bank Mechanics, and Modeling of River Adjustment, 1998; Couper, 2004;
Rinaldi and Darby, 2007; Pizzuto and ASCE Task Committee on Hydraulics,
Bank Mechanics, and Modeling of River Adjustment, 2008): cantilever (Fig-
ure 1.3); planar or rotational (Figure 1.4); piping or sapping (Figure 1.5).
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Figure 1.1: Re-alignment of Trout Creek in the Tahoe Basin (California,
USA). Flow is from North to South. “Pre-design” refers to the original
alignment, “Design” indicates the new implemented alignment.
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Figure 1.2: Re-alignment and naturalization of West Etobicoke Creek in
Mississuaga (Ontario, Canada).
Figure 1.3: Cantilever streambank failure. (courtesy Eddy J. Langendoen)
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Figure 1.4: (Top figure) Rotational streambank failure; (Bottom figure)
planar streambank failure. (courtesy Eddy J. Langendoen)
Figure 1.5: Piping streambank failure. (courtesy Eddy J. Langendoen)
As of today, few models have been developed to provide a physical rep-
resentation of bank erosion (Mosselman, 1998; Nagata et al., 2001; Duan et
al., 2001; Darby et al., 2002; Rinaldi et al., 2008), using 2D depth-averaged
models for flow solved numerically and applying them for short reaches or
single bends and short simulation periods (single flood event). To the writer’s
knowledge, no model has tried to quantify the effect of physically-based bank
erosion on a reach-scale and for long-term meander migration.
Besides the interest for river restoration through re-meandering, which first
motivated this study, several questions are open regarding the role played
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by the processes responsible for bank erosion in the phenomenon of meander
migration. In particular, an explanation of the physical meaning of the classic
migration coefficient (Section 1.1.3) is missing at a modeling level, while very
few are the field studies that have tried to correlate its value to measurable
soil properties and bank processes (Constantine et al., 2009). It is not clear
how the different bank retreat mechanisms impact the pattern of meander
migration and the resulting planform shapes, and if mass failure mechanisms
are important in the long-term migration from the point of view of migration
magnitude and direction. While a huge effort has been put in the past in
illustrating how the complexity of hydrodynamics and bed morphodynamics
reflects into planform shape complexity (Seminara et al., 2001; Lancaster and
Bras, 2002), less attention has been given to the complexity resulting from
the bank physical processes, in the presence of homogeneous or heterogeneous
floodplain soils.
1.1.5 On the use of 2D analytical depth-averaged flow models
In order to answer the questions outlined in Section 1.1.4, analytical (and
linear) 2D modeling, opportunely coupled with a physical representation of
bank erosion, represents a very valuable tool, since it provides insights into
the physics of hydrodynamics and morphodynamics, and allows for identify-
ing the role of each of the processes in the meander migration. Although it
is strictly valid only for low curvatures of the river axis and slowly varying
bed topography, it has been extensively used for both theoretical and nu-
merical investigations of river morphodynamics, given its general agreement
with observed river evolution: nonlinear analysis has pointed out that nonlin-
ear models have a similar quantitative behavior as their linear counterparts
(Camporeale et al., 2007). Moreover, it is computationally fast and easy to
manage in terms of mesh generation. Finally, it represents an ideal tool for
meander-design purposes.
1.2 Research questions
The following three sections outline in detail the research questions addressed
in this dissertation, respectively in Chapter 3, 4, and 5.
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1.2.1 Physically-based representation of the bank erosion
processes and impact on meander migration
Natural meander patterns show that meander migration is not continuous
in time or space, giving rise to spiky or, in general, irregular and complex
planform shapes. Part of this complexity derives from the hydrodynamic
conditions. Frascati and Lanzoni (2009) were able to reproduce features
observed in nature such as upstream- or downstream-skewed simple bends,
compound bends, and multiple loops using a suitable hydrodynamic model
that accounts for the full range of morphodynamic regimes in combination
with the classic migration-coefficient approach for bank erosion. On the other
hand, the complexity of the bank erosion processes because of heterogeneity
of floodplain soils and vegetation can also produce complex patterns of me-
ander planforms and shapes of bends. In particular, the development of the
classic upstream-skewed Kinoshita shape (Seminara et al., 2001) is not often
the case, as shown in the examples in Figures 1.6, 3.10, and 3.4. In Figure
1.6, relative to the Mackinaw River (Illinois, USA), the lobes A, B, and C
develop maintaining a symmetric shape and, in the case of lobes A and B,
a tendency to form a compound loop is present. Lobe C, instead, shows
the development of a mild downstream skewness. In Figure 3.10, relative
to the Pembina River (Alberta, Canada), migration is pronounced only in
the downstream part of the bends A and B. Finally, in Figure 3.4, relative
to the Beaver River (Alberta, Canada), confinement of the valley produces
“rectangular” bend shapes.
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Figure 1.6: Example of meander planform complexity: Mackinaw River
(Illinois, USA). Aerial pictures for year 1951 (top figure) and 1988 (bottom
figure). Flow is from right to left. (Courtesy Inci Guneralp)
Figure 1.7: Example of meander planform complexity: Pembina River
(Alberta, Canada). Flow is from left to right (Parker et al., 1982).
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Figure 1.8: Example of meander planform complexity: confined meandering
Beaver River (Alberta, Canada). Flow is from left to right. (Aerial picture
from Google Earth)
As already mentioned in Section 1.1.3, a common method for computing
long-term migration relates the migration rate to the near-bank excess ve-
locity multiplied by a dimensionless coefficient, named migration coefficient
(Hasegawa, 1977; Ikeda et al., 1981):
ξ∗ = E0 (U
∗
b − U∗ch) (1.1)
ξ∗ is the migration rate (with dimensions of length over time), U∗ch is
the depth-averaged velocity at the channel centerline, and U∗b is the depth-
averaged near-bank velocity. The coefficient E0 is usually obtained via cali-
bration against historic channel centerlines, which can be affected by errors in
the rectification and digitization of the historic aerial pictures (Constantine
et al., 2009). Researchers generally agree that E0 reflects the geotechnical
properties of the bank material (Hasegawa, 1989; Wallick et al., 2006), the
effects of vegetation on near-bank flow and bank strength (Odgaard, 1987;
Pizzuto and Meckelnburg, 1989; Micheli and Kirchner, 2002; Micheli et al.,
2004), bank height and local channel slope (Hasegawa, 1989), local average
width-to-depth ratio (Larsen, 1995; Wallick et al., 2006), availability of sedi-
ment for deposition on point bars (Ikeda et al., 1981), local average velocity
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(Larsen, 1995), and median grain size of the bed at the outer bank (Hasegawa,
1989). Observing that higher and steeper banks are more likely to collapse
than lower and less steep ones, some researchers correlated migration rates
with bank height, or, equivalently, near-bank water depth (Odgaard, 1989),
still adopting the use of a calibrated migration coefficient.
The approach in Eq. 1.1 cannot adequately capture the complexity of
bank erosion at the sub-bend scale, because it predicts a smooth centerline.
Many additional limitations occur in the that approach. The linearity of
the expression implies that the only bank retreat mechanism considered is
particle-by-particle erosion (also termed hydraulic or fluvial erosion). It does
not explicitly account for local, episodic mass failure mechanisms like can-
tilever, planar, rotational, and seepage-induced failures, which can temporar-
ily change rates of local bank retreat, thereby, altering migration patterns.
The formulation does not account for an erosion threshold. Further, it does
not consider the effect of the bank geometry either, because it assumes ver-
tical sidewalls. Finally, the classic approach does not consider the impact
of the vertical heterogeneity of the bank materials and the associated differ-
ences in erodibility and shear-strength of the soils. In summary, the physical
meaning of the migration coefficient and the extent to which it depends on
characteristics of the channel or the bank material still remains unclear.
This study aims to answer the following research questions:
Impact of physically-based method for bank erosion and meander
migration: how do the migration rates and planform shapes obtained with
a physically-based representation of the bank erosion processes differ from
those obtained using the “classic” migration coefficient? Can the observed
complexity of meander planform shapes be reproduced and to what extent
do the different bank erosion processes contribute to it?
Validation for real rivers: does accounting for the physical processes
responsible for bank erosion improve upon the performance of meander mi-
gration prediction of the classic models based on the use of a calibrated
migration coefficient?
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1.2.2 The effects of floodplain soil heterogeneity on meander
planform shape
Planform complexity may result from the heterogeneity of the floodplain
soils. Figure 1.9 shows some examples where floodplain heterogeneity af-
fects river planform shapes through erodibility and soil mechanics properties
(Beaver River in Alberta, Canada and Wabash River in Illinois and Indiana,
USA), vegetation dynamics (Mackinaw River in Illinois, USA and Luangwa
River in Zambia), and land use (Beaver Creek in Ohio, USA). Examples
in Figure 1.9 show that, while most of the “signal” associated with flood-
plain heterogeneity is erased, over geological time scales, through cutoffs
that govern the statistical long-term behavior of meandering rivers (Stolum,
1996; Camporeale et al., 2005), floodplain heterogeneity can affect short- and
medium-term meander migration (i.e., migration over periods before cutoff
occurrence), whose assessment is important for economic and social reasons
(e.g., interaction with urban areas, prevention of damage to infrastructure,
reduction of agricultural land losses, maintenance of biological diversity).
13
Figure 1.9: Examples of floodplain heterogeneity effects on river planform
shapes. (a) Beaver River (Alberta, Canada), flow is from left to right.
“Rectangular” meander shapes have developed as result of lateral
constraining by resistant valley walls. The image is provided by Google
Earth (©CNES 2011 Distribution Spot Image/Astrium Services). (b)
Mackinaw River (Illinois, USA), flow is from right to left. The bend has
developed downstream skewness due to localized absence of vegetation at
the bank. The image is provided by USDA-NRCS Geospatial Data
Gateway. (c) Wabash River (Illinois and Indiana, USA), flow is from right
to left. Erosion on the actively migrating bend (up to 10 m/year in
northern direction) is locally impeded by highly resistant bank material.
The image is provided by USDA-NRCS Geospatial Data Gateway. (d)
Luangwa River (Zambia), from Perucca et al. (2007), flow is from left to
right. The bend is characterized by downstream skewness, which is the
result of the interactions between river morphology and vegetation
dynamics. (e) Beaver Creek (Ohio, USA), from Ritter et al. (2007), flow is
from right to left. Aerial pictures were collected in 1958 (e1) and 2002 (e2).
Land use change from agriculture to forest has reduced human activity
along the stream corridor, resulting in a more sinuous channel and
meanders have migrated laterally and downstream.
While several studies have investigated the streamwise variation of bank
erodibility and resulting bank erosion (e.g. Lawler et al., 1999; Hudson and
Kesel, 1992; Wallick et al., 2006; Wynn and Mostaghimi, 2006; Constantine
et al., 2009), the impact on planform shape has only lately been addressed
systematically: in particular, the contribution by Guneralp and Rhoads
(2011) has highlighted the importance of accounting for soil heterogeneity in
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river meandering models. Earlier work by Howard (1992, 1996) and Sun et al.
(1996) concentrated on the development of different features in the floodplain
caused by river migration and their influence on the future development of
the channel. In particular, Sun et al. (1996) focused on the change in erodi-
bility associated with features such as point bar, floodplain, and oxbow lake
deposits. These researchers were able to reproduce the formation of meander
belts over long time periods. Regarding planform shapes, Sun et al. (1996)
stated that the typical meander wavelength is mainly determined by flow
rate, channel dimensions, and valley slope, and is independent of the dif-
ferent erodibility properties of the various sedimentary deposits. Perucca et
al. (2007) examined the role of vegetation on meandering river morphody-
namics and the feedback between riparian vegetation dynamics and planform
dynamics. Relating bank erodibility to the biomass density, they showed the
possible occurrence of unusual meander shapes that do not show marked up-
stream skewness. Posner and Duan (2012) studied planform evolution using
(i) a migration model with a constant migration coefficient and (ii) a model
where the instantaneous migration coefficient was treated as a stochastic vari-
able satisfying either a uniform or normal distribution. They found that the
stochastic approach yielded more realistic predictions of meander-planform
evolution. Recently, Guneralp and Rhoads (2011) examined how the scale,
magnitude, and stochasticity of floodplain erosional resistance influence the
planform evolution of meandering rivers. Using the power spectra of curva-
ture series of migrated meander sequences, they showed that heterogeneity
in erosional resistance has a major influence on meander evolution. All of
the above-mentioned studies assumed that the rate of bank erosion is linearly
proportional to near-bank excess velocity through Eq. 1.1 (Howard, 1992,
1996; Sun et al., 1996, 2001b; Guneralp and Rhoads, 2011; Posner and Duan,
2012).
This study aims to answer the following research questions:
Effect of floodplain heterogeneity: what is the impact of spatial het-
erogeneity of floodplain soils on the patterns of meander migration?
Governing parameters: what are the parameters that govern the effect
of floodplain heterogeneity on meander planform shape?
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1.2.3 Meander migration in horizontally- and
vertically-heterogeneous floodplains: how and why bank
mass failure processes matter
Slump blocks caused by mass failure of river banks may modify bank erosion
rates by buffering or buttressing of the bank face and toe (Wood, 2001a)
and by reducing the shear stress acting on the bank because of a shifting of
the locus of high streamwise velocity away from the bank (Kean and Smith,
2006a,b). Thorne (1982) investigated the role of slump blocks on the bank
retreat cycle, and introduced three stages of “basal endpoint control”(BEC):
(i) impeded removal, bank mass failures supply material to the base of the
bank at a higher rate than it is removed; (ii) excess basal capacity, the rate of
fluvial erosion at the bank toe exceeds the supply rate of failed material; and
(iii) unimpeded removal, the supply and removal processes are in balance.
The BEC concept describes the notion that any erosional energy expended
when working on failure elements is unavailable for lateral erosion (Wood,
2001a). The impact of this process in modulating meander migration rates
and shapes has not been investigated so far. Feedback between mass failure
processes and meander migration is complex, because: (i) slump blocks are
not uniformly distributed along the river but concentrate where the hydro-
dynamic conditions and the topographic and geotechnical properties of the
banks allow mass failure processes to occur; (ii) bank-material stratification
affects slump block volumes, which may impact bank protection and there-
fore migration rates and patterns; (iii) differing rates of slump block supply
through mass failure and their consequent weathering, erosion, and removal
makes the impact of bank protection time-dependent.
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(a) (b)
(c) (d)
Figure 1.10: (a) Slump blocks localized at the outer bank of a bend in
Upper Truckee, California, USA; (b) Failed material at the base of a
stratified bank in Goodwin Creek in Mississippi, USA (Wood, 2001a); (c)
Planar failure of a bank of Wabash River, Illinois/Indiana, USA; (d)
Cantilever failure of a bank in Kordan River, Iran (Samadi et al., 2011).
Different methods have been used to incorporate bank protection through
slump blocks in models of bank evolution, channel evolution, and meander
migration in the recent past. Langendoen and Simon (2008) and Motta et al.
(2012a,b) increased critical shear stresses for hydraulic erosion to indirectly
account for bank protection and match observed migration. Darby et al.
(2007) and Rinaldi et al. (2008) may also have indirectly accounted for slump
block protection by calibrating the erodibility parameter to match calculated
and measured eroded volumes. Xu et al. (2011) and Parker et al. (2011)
described the phenomenon more explicitly by introducing an armor factor
as a function of the bank height (Xu et al., 2011) or the cantilever failure
volume caused by fluvial erosion of the lower cohesionless layer (Parker et al.,
2011).
This study aims to answer the following research questions:
Mass failure impact: are bank mass failure mechanisms important in
long-term meander migration?
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Governing parameters: what are the parameters that govern the effect
of mass failure mechanisms and combined horizontal and vertical heterogene-
ity of floodplain soils on meander planform shape?
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CHAPTER 2
THE RVR MEANDER MODEL
2.1 Modeling framework and purpose of the model
The modeling platform RVR Meander was developed within this study for
computation of the migration of meandering rivers at reach scale for engi-
neering time scales. It was implemented starting from the initial merging of
the functionalities of the original version of the RVR Meander model (Abad
and Garcia, 2006) and the CONCEPTS model (Langendoen and Alonso,
2008; Langendoen and Simon, 2008; Langendoen et al., 2009).
The original version of RVR Meander (Abad and Garcia, 2006) was devel-
oped as a toolbox for modeling restoration and naturalization processes in
rivers, and in particular for analyzing and modeling the planform migration
of streams. More generally, it is one of the tools for studying the risk of possi-
ble damages to infrastructures, reduction of agricultural land losses, and for
the maintenance of biological diversity in rivers. The model is available in
both Windows-based and Geographical Information System (GIS) versions
(Figure 2.1a), and was itself built on the MEANDER model implemented by
Garcia et al. (1994) as a further development of the model by Johannesson
and Parker (1985), based on the analytical solution of the 2D depth-averaged
equations for water continuity and momentum conservation and the use of
a dimensionless migration coefficient for migration (Ikeda et al. (1981)’s ap-
proach described in Section 1.2.1). Garcia et al. (1994) and Abad and Garcia
(2006) applied the model to different channelized rivers in Illinois, USA (Big
Muddy River, Leaf River, Little Wabash River, Mackinaw River, Sangamon
River, Sugar Creek, University Farm Creek, and Poplar Creek), and high-
lighted its limitation in capturing the observed outward bend growth (while
capturing fairly well the downstream migration) and suggested the prefer-
ential use of the tool for comparing different alternatives for re-meandered
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configuration (as in the case of Poplar Creek, Figure 2.1b) rather than pre-
dicting the observed migration pattern of natural rivers. Garcia et al. (1994)
and Abad and Garcia (2006) identified the need of more research to improve
the bank erosion model and gain more insights into the mechanics of bank
erosion.
Figure 2.1: (Top figure) GIS interface of the original version of the RVR
Meander model (Abad and Garcia, 2006); (Bottom figure) application to
Poplar Creek in Illinois, USA (Abad and Garcia, 2006).
The model CONCEPTS (CONservational Channel Evolution and Pollu-
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tant Transport System) is a one-dimensional hydrodynamic and morphody-
namic model that simulates channel width adjustment by hydraulic erosion
and gravitational mass failure of heterogeneous bank material (Langendoen
and Alonso, 2008; Langendoen and Simon, 2008; Langendoen et al., 2009). It
is a tool for simulating the long-term evolution of incised and restored or reha-
bilitated stream corridors. The model considers the mechanisms of hydraulic
erosion, cantilever and planar failure, and takes into account the impact of
pore-water pressures on failure dimensions and shearing resistance and the
role of riparian vegetation on matric suction, streambank permeability, and
shearing resistance. The model was tested against observed streambank ero-
sion of a bendway on Goodwin Creek in Mississippi, USA (Figure 2.2c).
Since CONCEPTS is a 1D model, it cannot capture the transversal velocity
gradient in a bend, and does not incorporate corrections for secondary flow
and transversal bed slope: therefore, its applicability in meander bends may
inaccurately estimate the shear stresses and therefore the migration rates.
Figure 2.2: Validation of the CONCEPTS model for a section in Goodwin
Creek, Mississippi, USA (Langendoen and Simon, 2008).
The new RVR Meander platform is written in C++ language and is com-
posed of different libraries for preprocessing, hydrodynamics, bank erosion,
migration, filtering, plotting, and management of input and output files, of
which the main components are hydrodynamics and bed morphodynamics
module, bank erosion module, and migration module (Figure 2.3). It runs as
stand-alone application on Windows and Linux operating systems and needs
4 input text files, specifying general parameters for simulation, channel cen-
21
terline, valley centerline, and initial bank properties (bank geometry and
erodibility and geotechnical properties). Several output files are produced,
which describe the migrated centerlines, the two-dimensional hydrodynamics
or bed topography fields, and the evolution of bank geometry. Such files can
be visualized using softwares such as Tecplot or Excel.
An ArcGIS-ArcMap interface for RVR Meander (Figures 2.4, 2.5, and 2.6)
was also developed. It was written in C Sharp language and developed for Ar-
cGIS versions 9.3/9.3.1 and 10. It consists of a toolbar that can be added to
ArcMap, containing four buttons (Figure 2.5). One of them calls a userform
where data can be entered by the user for running simulations. In partic-
ular, the tab “Layer Definition” defines channel and valley centerlines, now
input as shapefile polylines (therefore they can be created and edited in the
GIS environment). The other tabs “Channel Properties”, “Preprocessing”,
“Hydrodynamics”, “Bank Erosion”, “Migration”, “Smoothing”, and “Out-
put Files” specify other general parameters for simulation. A menu allows
importing input data into the userform, exporting input data to text file,
adding the initial bank properties as text file, and running the simulation.
The other three buttons in the toolbar are for converting a text file to shape-
file polyline or viceversa (feature useful for channel and valley centerlines)
and importing the simulation results in the GIS environment, in terms of mi-
grated centerlines (shapefile polyline) or 2D representation of hydrodynamics
or bed topography (shapefile points, from which a TIN - triangulated irreg-
ular network - can be generated to visualize the contour field of the variables
of interest).
In terms of units, the stand-alone version works exclusively with SI (Inter-
national) Units, while the ArcGIS-ArcMap interface can either work with SI
or English Units. More details on the ArcGIS-ArcMap version of the model
can be found at www.rvrmeander.org.
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Figure 2.3: Conceptual structure of the RVR Meander code.
Figure 2.4: Screenshot of the RVR Meander interface in ArcGIS-ArcMap.
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Figure 2.5: Screenshot of the RVR Meander toolbar in ArcGIS-ArcMap
with indication of functionalities and possible outputs. (courtesy Roberto
Fernandez)
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Figure 2.6: Examples of inputs and outputs of RVR Meander in
ArcGIS-ArcMap. (courtesy Roberto Fernandez)
In summary, RVR Meander allows for modeling the evolution of meander-
ing rivers at reach scale for engineering time scales (Figure 2.7).
Figure 2.7: Examples of centerline migration for the Mackinaw River in
Illinois, USA (courtesy Inci Guneralp).
Sections 2.2, 2.3, and 2.4 describe the main components of the model.
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2.2 Hydrodynamic and bed topography model
2.2.1 General characteristics of flow and bed topography in
meandering rivers
Planforms of freely meandering channels migrate by down-valley translation,
lateral expansion, or combination of both. Meandering is the result of channel
instability, and the process is associated with increasing sinuosity and reset
by cutoffs. Authors have suggested that meander migration increases for in-
creasing channel width (Brice, 1982), increasing width-to-radius of curvature
ratio (Nanson and Hickin, 1983), increasing difference between near-bank
depth-averaged velocity and reach-averaged velocity (Ikeda et al., 1981), and
increasing near-bank depth increment (Odgaard, 1989).
The dynamics of flow in bends determines whether they migrate sideways
or down-valley. In general, flow is faster at the outer bank, water-surface
superelevation and secondary flow develop, the outer bank erodes, and at
the inner bank a point bar develops (Thomson, 1879). In general, pertur-
bations of channel geometry (like variations of channel curvature or channel
width) in meandering rivers give rise to morphodynamic effects which display
themselves through the development of large-scale perturbations of bottom
topography in the form of stationary bars developing in the longitudinal
direction. The latter may then drive the lateral migration of the channel
by enhancing bank erosion at bar pools: through this mechanism local per-
turbations of channel geometry may affect the planimetric development of
meandering rivers over large time scales (Zolezzi and Seminara, 2001).
2.2.2 Review of 2D depth-averaged analytical models
Many contributions have been made, at a 2D depth-averaged and analytical
level, to relate near-bank velocity and depth to mean flow properties, and,
more extensively, to fully describe the 2D flow and topography in bends.
The general approach starts from the governing equations of water continu-
ity and momentum conservation, and solve for sediment conservation or make
an assumption for the bed transverse profile. The analysis also allows for de-
termining the stability of river channel alignment, through an analysis based
on the introduction of a small perturbation in the system of equations gov-
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erning the flow, and limited to the case of mildly curved channels, for which a
linearization approach can be followed. In general there are two categories of
stability theories: bar theories (conditions for formation of alternating bars
in straight channels) and bend theories. Bars, under certain circumstances,
can trigger bend instability and lead to meandering. Bend stability anal-
yses were presented by Ikeda et al. (1981), Kitanidis and Kennedy (1984),
Blondeaux and Seminara (1985), and Odgaard (1989).
The formulations obtained with the linear approach cannot in principle
be applied to cases characterized by high curvature, when nonlinear terms
may be important, additional secondary flow cells can develop, and multiple
point bars can form too (Whiting and Dietrich, 1993a,b). On the other hand,
linear models provide a good approximation of the fluvial processes in bends
and give formulations for velocity and depth that can be used to compute
the rate and direction of migration (Johannesson and Parker, 1985; Garcia
et al., 1994; Abad and Garcia, 2006). Linear models, valid for low-sinuosity
meanders and steady bed morphology, were developed, among others, by Yen
and Yen (1971), Ikeda et al. (1981), de Vriend and Struiksma (1984), Kitani-
dis and Kennedy (1984), Blondeaux and Seminara (1985), Crosato (1987),
Crosato (1989), Johannesson and Parker (1989a), Johannesson and Parker
(1989b), Odgaard (1989), Sun et al. (1996), Sun et al. (2001a), and Zolezzi
and Seminara (2001). In particular, the papers by Ikeda et al. (1981), Blon-
deaux and Seminara (1985), Johannesson and Parker (1989a), Johannesson
and Parker (1989b), and Zolezzi and Seminara (2001) summarize the progress
made over the years in terms of analytical modeling of flow and stability of
meandering channels, and are briefly reviewed below.
Ikeda et al. (1981) presented an analytical model based on the 2D depth-
averaged water mass and momentum conservation equations. In general, the
2D St. Venant depth-averaged momentum equations in the streamwise and
transverse directions, depth-averaged continuity equation, and sediment con-
servation equation, for steady hydrodynamic conditions and with reference
to the configuration in Figure 2.8, are
1
1 + n∗C∗
U∗
∂U∗
∂s∗
+V ∗
∂U∗
∂n∗
+
C∗
1 + n∗C∗
U∗V ∗ = − g
1 + n∗C∗
∂H∗
∂s∗
− τ
∗
s
ρD∗
(2.1)
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∂
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}
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where intrinsic coordinates are used: s∗ and n∗ are streamwise and transverse
coordinates. The superscript star indicates values with dimensions. U∗ and
V ∗ are streamwise and transverse depth-averaged velocities, g is the acceler-
ation of gravity, H∗ is water stage, τ ∗s and τ
∗
n are streamwise and transverse
bed shear stresses, ρ is water density, D∗ is water depth, η∗ is bed elevation,
t∗ is time, λp is bed porosity, and q
∗
s and q
∗
n are streamwise and transverse
bed load trasport rates. The shallow water equations presented are valid for
β = B∗/D∗ >> 1, where B∗ is half of the width of the channel. C∗ is the
local curvature. Ikeda et al. (1981) linearized the above equations (by ex-
pressing all parameters as sum of a reach-averaged value plus a perturbation
varying in s∗ and n∗) and then made them dimensionless, with assumption
of spatially-constant channel width, low-amplitude bends, quasi-steady flow,
and assumed a tranversal bed slope proportional to the local curvature (i.e.,
they did not solve Eq. 2.4), as shown in Figure 2.8b. They also assumed
that, at any location, the channel width is constant in time, which means
that erosion of the outer bank corresponds to equal deposition at the in-
ner bank. Ikeda et al. (1981) also speculated that only local variation from
reach-averaged velocity can cause bank migration, setting the migration rate
proportional to the excess velocity at the outer bank. The authors were then
able to develop a formal stability theory of channels with sinuous banks,
illustrating a “bend” theory, as opposed to the previously quoted “bar” the-
ories, finding that, for alluvial streams, bar and bend instabilities operate
at similar wavelengths when sinuosity is not too large. Relations for unsta-
ble wavenumbers were derived, and it was found that bends always migrate
downstream, whether stable (bends growing in amplitude) or unstable (bends
reducing in amplitude), and regardless of Froude number. The bend theory
incorporates the occurrence of point bars on the inside of each bend: the
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point bar location is determined by curvature, while the location of alternate
bars in straight-channel bar theories is arbitrary.
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θ
valley centerline
A
A
n*
2B*
left bank at t*+dt*
dt*
s*
Ro*
ξ∗
(a) (b)
left bank at t* right bank at t*
(outer) (inner)n* −n*
LC
D*
H*
2B*
transversal
η∗
slope (St)
reference level
A−A
Figure 2.8: Definition sketch of: (a) Planform configuration and migration
from time t∗ to t∗ +∆t∗; (b) cross-section configuration.
Blondeaux and Seminara (1985) made a step further from the work of
Ikeda et al. (1981) and performed a stability analysis including Eq. 2.4 which
describes the bed profile, considering a spatially varying friction coefficient,
and correcting the direction of bed load transport according to secondary flow
and bed slope. In bends, bed load does not have the streamwise direction
(since there is a transverse velocity component) and it is affected by bed
transverse slope and secondary flow. Thus, Blondeaux and Seminara (1985)
were able to identify the existence of a resonance phenomenon (Figure 2.9),
for which the rate of bend amplification is maximum, that occurs when the
meander wavenumber and the width-to-depth ratio of the channel take values
such as to force free spatial modes of the system consisting of free bars
which neither grow nor decay either in time or in space. In other words, the
interaction between free response (i.e., alternate bars) and forced response
(i.e., point bars) displays a resonant behavior when non-migrating and non-
amplifying alternate bars reinforce the effect of the point bars so that flow
and bed perturbations peak (Camporeale et al., 2007).
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Figure 2.9: Rate of bend amplification versus wavelength λm for given
values of half width-to-depth ratio β (Blondeaux and Seminara, 1985).
Johannesson and Parker (1989a), using Ikeda et al. (1981)’s assumption
of linear transverse bed profile, focused on the lateral distribution of the
depth-averaged primary flow velocity in sinuous channels and the impact of
the convective transport of primary flow momentum by the secondary flow.
The phenomenon of redistribution of primary momentum by secondary flow
is inaccessible from the depth-averaged St. Venant equations 2.1, 2.2, and
2.3. When the 3D flow governing equations are integrated over the depth,
the information on the vertical component is lost. Thus, a correction for
secondary flow is necessary. This can be done by either introducing an addi-
tional bed shear stress due to secondary flows, as done for example by Abad
et al. (2008), or by decomposing the transverse velocity into two components
(as originally proposed by Kalkwijk and de Vriend (1980)), of which one cor-
responds to the helical flow. Johannesson and Parker (1989a) adopted the
latter methodology, obtaining depth-averaged equations in which dispersion
terms arise, that represent the redistribution of primary flow momentum by
the secondary flow. The final result of the analysis is quite simple. The scour
factor A, which represents the coefficient of proportionality between channel
curvature and transverse slope of the linear bed transverse profile created by
the secondary current over an erodible bed (with values in the range 2.5-6 for
natural streams, Odgaard (1981)), just needs to be increased by the quantity
As, that represents the momentum redistribution effect, which increases for
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increasing depth and decreasing width or friction coefficient. Values of As
are similar in magnitude to those observed for A.
Johannesson and Parker (1989b) built upon the work of Blondeaux and
Seminara (1985), who considered the sediment conservation equation, and
Johannesson and Parker (1989a), who considered the dispersive terms due
to secondary flow. They obtained a mathematical model which retains the
full coupling between flow field, bed load transport, and bed topography.
The coupling gives rise to resonant behavior (as first observed by Blondeaux
and Seminara (1985)), which is explained by seeing the resulting second-
order differential equation for the streamwise velocity perturbation at the
outer bank as a harmonic oscillator forced by curvature: when the damping
coefficient (coefficient of first-order derivative) vanishes and the wavenumber
of the undamped homogeneous equation equals that of the forcing curvature,
resonance occurs. The coupling can also capture overdeepening (Struiksma
et al., 1985), due to redistribution of flow and sediment transport at the
entrance of a bend. The advantages of this model when compared to that of
Blondeaux and Seminara (1985) are that it is developed for arbitrarily shaped
channels, and it considers convective transport of primary flow momentum by
the secondary flow and the lag between channel curvature and secondary flow
strength (typically rather modest in natural rivers); on the other hand, it does
not account for spatial variation of the friction coefficient and the dependency
of the bed load function on local depth. Sun et al. (2001b) extended the linear
theory of Johannesson and Parker (1989b) by coupling it with the theory of
Parker and Andrews (1985) for bed load sediment transport and sorting in
meander bends.
Zolezzi and Seminara (2001) provided the most general solution of the lin-
ear problem, extending the solution by Johannesson and Parker (1989b) by
considering varying eddy viscosity with depth, spatial variation of the friction
factor, bed load dependency on depth, and full coupling between streamwise
and transverse momentum. Zolezzi and Seminara (2001) expanded the solu-
tion in Fourier series, so that the resulting solution is not only exponential
but also oscillatory, and given by the sum of infinite modes. In the solution
for all the hydrodynamic variables, five contributions are present (Figure
2.10): (1) morphodynamic influence of the downstream reach on the given
cross-section, (2) morphodynamic influence of the upstream reach, (3) local
channel curvature, (4) boundary conditions at the downstream end, and (5)
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boundary conditions at the upstream end. Observe that Ikeda et al. (1981)
and Johannesson and Parker (1989b) only identified an influence of the local
curvature and the spatial distribution of channel curvature upstream of a
given cross-section, implying that the presence of a curved reach is invari-
ably felt morphodynamically only in the curved reach itself and in the reach
located downstream. Zolezzi and Seminara (2001), instead, also identified
conditions such that the morphodynamics of meandering rivers is character-
ized by upstream influence. These conditions are known as super-resonant,
i.e. characterized by values of width-to-depth ratio greter than the resonance
value introduced by Blondeaux and Seminara (1985). The implications in
terms of meander migration are very important: in the sub-resonant case,
meanders migrate downstream developing upstream skewness, while in the
super-resonant case, meanders develop a downstream-skewed shape and mi-
grate upstream. However, as meanders develop, the associated reduction of
the average channel slope leads to increasing values of the flow depth, hence,
to decreasing values of the width-to-depth ratio. As a result, super-resonant
meanders tend to cross the resonant barrier and recover a sub-resonant be-
havior in later stages of meander growth, as observed in Figure 2.11 (Semi-
nara et al., 2001).
Figure 2.10: Regions of influence of the different contributions in the flow
solution (Zolezzi and Seminara, 2001).
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Figure 2.11: (a) Super-resonant evolution of periodic meanders, with
development of downstream-skewed bends; (b) standard (sub-resonant)
model prediction, with development of upstream-skewed bends. Flow is
from left to right (Seminara et al., 2001).
2.2.3 Hydrodynamic and bed topography model in RVR
Meander
In general, the following components are present in a 2D depth-averaged
model for flow in bends: (a) momentum balance equation in the streamwise
direction; (b) momentum balance equation in the transverse direction; (c)
water continuity equation; (d) sediment conservation equation; (e) closure for
streamwise sediment transport; (f) closure for transverse sediment transport;
(g) closure for bed shear stress; (h) closure for friction coefficient; (i) closure
for vertical eddy viscosity; (l) closure for secondary flow.
Below the details on the hydrodynamic and bed topography models imple-
mented in RVR Meander (first component in Figure 2.3) are presented. The
first model is based on that first proposed by Ikeda et al. (1981), which just
considers the components (a), (b), (c), (g), and (h). It therefore cannot fully
capture the impact of bed morphology on the flow field (because it simply
uses an idealized curvature-induced topography) and the effect of secondary
flow on streamwise momentum distribution and bed bathymetry (because it
is directly derived from the depth-averaged 2D equations, from which the
vertical structure of the secondary flow is inaccessible). Both those factors
can affect the shear stress pattern and magnitude distribution at the banks,
which ultimately drive migration. The second model, developed by Johan-
nesson and Parker (1989a), considers the dispersive terms due to secondary
flow in the streamwise momentum equation but still uses a planform-induced
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topography.
2.2.3.1 Ikeda et al. (1981)-type model
The first model implemented in RVR Meander is a slightly modified version
of that developed by Ikeda et al. (1981), which follows the derivation by
Garcia et al. (1994). The solution obtained can be reduced to that of Johan-
nesson and Parker (1985).
(i) Governing equations and closures
Only water conservation and momentum equations are solved, while the
bed morphology is described assuming that the transversal bed slope is
related to the local curvature (Zimmerman and Kennedy, 1978; Odgaard,
1981). Streamwise and transverse momentum equations and water continu-
ity equations are respectively expressed as follows
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where the meaning of all notations was already introduced in Section 2.2.2
and the superscript star indicates values with dimensions. The basic assump-
tions for the validity of the 2D shallow water equations presented above is
that the parameter β = B∗/D∗ch where B
∗ is the half width of the channel
and D∗ch is the reach-averaged water depth, must be much higher than 1 (at
least 5-10).
Bed shear stresses are expressed as follows
τ ∗ = (τ ∗s , τ
∗
n) = ρCf(U
∗, V ∗)
√
U∗2 + V ∗2 (2.8)
where Cf is the friction coefficient, calculated herein according Engelund and
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Hansen (1967)
Cf =
(
6.0 + 2.5 ln
(
D∗
2.5d∗s
))
−2
(2.9)
where d∗s is a characteristic grain size of the bed material.
(ii) Linearization approach
Assuming that the ratio ε between the half width of the channel and the
radius of curvature is much lower than one, a linearization of the governing
equations can be performed using an expansion in the small parameter ε.
The O(ε0) base flow, corresponding to uniform flow in a straight channel,
is expressed, in dimensions, by the following relations:
s−momentum⇒ τ ∗s = ρgD∗S (2.10)
n−momentum⇒ τ ∗n = 0 (2.11)
continuity ⇒ U∗D∗ = constant (2.12)
s− shear stress definition⇒ τ ∗s = ρCfU∗2 (2.13)
n− shear stress definition⇒ τ ∗n = 0 (2.14)
s−momentum⇒ gD∗S = CfU∗2 (2.15)
where S is the channel slope.
The O(ε) solution is obtained using the following linearization expressions
which express each variable as the sum of their reach-averaged value (a con-
stant) plus a perturbation (varying in s∗ and n∗):
(U∗(s∗, n∗), V ∗(s∗, n∗)) = (U∗ch, 0) + (U
∗
1 (s
∗, n∗), V ∗1 (s
∗, n∗))) (2.16)
D∗(s∗, n∗) = D∗ch +D
∗
1(s
∗, n∗) (2.17)
(τ∗s (s
∗, n∗), τ∗n(s
∗, n∗)) = (τ∗s,ch, 0) + (τ
∗
s,1(s
∗, n∗), τ∗n,1(s
∗, n∗)) (2.18)
C∗(s∗) = 0 + C∗1 (s
∗) (2.19)
Cf (s
∗, n∗) = Cf,ch + Cf,1(s
∗, n∗) (2.20)
where C∗ is the local curvature of the channel centerline. Section 2.2.3.3
reports the methodology used to compute it.
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(iii) Adimensionalization
Adimensionalization of the variables is made as follows
(U∗, V ∗) = U∗ch(U, V ) (2.21)
D∗ = D∗chD (2.22)
(τ ∗s , τ
∗
n) = ρU
∗2
ch (τs, τn) (2.23)
(s∗, n∗) = B∗(s, n) (2.24)
C∗ =
C
B∗
(2.25)
where dimensionless variables do not have a superscript star.
(iv) Linearization of the governing equations
In the s-momentum equation with dimensions, expressions of all variables
are replaced by their expression as sum of unperturbed and departure com-
ponents. Using the base flow s-momentum
−g∂H
∗
ch
∂s∗
− τs,ch
ρD∗ch
= 0 (2.26)
it is obtained
U∗ch
∂U∗1
∂s∗
= −g∂(D
∗
1 + η
∗
1)
∂s∗
− τ
∗
s,1
ρD∗ch
+ gS
D∗1
D∗ch
− n∗gSC∗1 (2.27)
From the definition of the shear stress τ ∗s , it can be derived
τ ∗s = ρCfU
∗2
ch + 2ρCfU
∗
chU
∗
1 (2.28)
The following Taylor expansion is introduced
Cf = Cf,ch + (τ
∗
s − τ ∗s,ch)
(
∂Cf
∂τ ∗
)
ch
+ (D∗ −D∗ch)
(
∂Cf
∂D∗
)
ch
+
+(τ ∗s − τ ∗s,ch)(D∗ −D∗ch)
(
∂Cf
∂τ ∗
)
ch
(
∂Cf
∂D∗
)
ch
(2.29)
that is
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Cf = Cf,ch + τ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
+D∗1
(
∂Cf
∂D∗
)
ch
+ τ ∗s,1D
∗
1
(
∂Cf
∂τ ∗
)
ch
(
∂Cf
∂D∗
)
ch
(2.30)
At linear level
Cf = Cf,ch + τ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
+D∗1
(
∂Cf
∂D∗
)
ch
(2.31)
Replacing it in Eq. 2.28
τ ∗s = ρ
(
Cf,ch + τ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
+D∗1
(
∂Cf
∂D∗
)
ch
)
U∗2ch+
+2ρ
(
Cf,ch + τ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
+D∗1
(
∂Cf
∂D∗
)
ch
)
U∗chU
∗
1
(2.32)
that is
τ ∗s = ρCf,chU
∗2
ch + ρτ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
U∗2ch + ρD
∗
1
(
∂Cf
∂D∗
)
ch
U∗2ch+
+2ρCf,chU
∗
chU
∗
1 + 2ρτ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
U∗chU
∗
1 + 2ρD
∗
1
(
∂Cf
∂D∗
)
ch
U∗chU
∗
1
(2.33)
that is, at linear level,
τ ∗s = ρCf,chU
∗2
ch + ρτ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
U∗2ch + ρD
∗
1
(
∂Cf
∂D∗
)
ch
U∗2ch + 2ρCf,chU
∗
chU
∗
1
(2.34)
that is
τ ∗s = τ
∗
s,ch + ρτ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
U∗2ch + ρD
∗
1
(
∂Cf
∂D∗
)
ch
U∗2ch + 2ρCf,chU
∗
chU
∗
1 (2.35)
Therefore
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τ ∗s,1 = ρτ
∗
s,1
(
∂Cf
∂τ ∗
)
ch
U∗2ch + ρD
∗
1
(
∂Cf
∂D∗
)
ch
U∗2ch + 2ρCf,chU
∗
chU
∗
1 (2.36)
that is
(
1− ρ
(
∂Cf
∂τ ∗
)
ch
U∗2ch
)
τ ∗s,1 = ρU
∗
chCf,ch
(
D∗1
(
∂Cf
∂D∗
)
ch
U∗ch
Cf,ch
+ 2U∗1
)
(2.37)
that is
τ ∗s,1 = ρU
∗
chCf,ch


(
∂Cf
∂D∗
)
ch
U∗ch
Cf,ch
1− ρ
(
∂Cf
∂τ∗
)
ch
U∗2ch
D∗1 +
2
1− ρ
(
∂Cf
∂τ∗
)
ch
U∗2ch
U∗1

 (2.38)
that is
τ ∗s,1 = ρU
∗
chCf,ch (s1U
∗
1 + s2D
∗
1) (2.39)
with
s1 =
2
1− c∗T
(2.40)
s2 =
c∗D
1− c∗T
(2.41)
where
c∗T = ρU
∗2
ch
(
∂Cf
∂τ ∗
)
ch
(2.42)
c∗D =
U∗ch
Cf,ch
(
∂Cf
∂D∗
)
ch
(2.43)
With
Cf,ch =
(
6.0 + 2.5 ln
(
D∗ch
2.5d∗s
))
−2
(2.44)
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it is obtained
c∗T = 0 (2.45)
c∗D = −5
U∗ch
D∗ch
C
1/2
f,ch (2.46)
s1 = 2 (2.47)
s2 = −5U
∗
ch
D∗ch
C
1/2
f,ch (2.48)
Therefore the s-momentum equation becomes
U∗ch
∂U∗1
∂s∗
= −g∂(D
∗
1 + η
∗
1)
∂s∗
+gS
D∗1
D∗ch
−n∗gSC∗1−
U∗ch
D∗ch
Cf,chs1U
∗
1−
U∗ch
D∗ch
Cf,chs2D
∗
1
(2.49)
With
τ ∗n,1 = ρCf,chU
∗
chV
∗
1 (2.50)
the n-momentum equation becomes
U∗ch
∂V ∗1
∂s∗
− C∗1U∗2ch = −g
∂(D∗1 + η
∗
1)
∂n∗
− Cf,chV
∗
1 U
∗
ch
D∗ch
(2.51)
The continuity equation can be reduced to
D∗ch
∂V ∗1
∂n∗
+D∗ch
∂U∗1
∂s∗
+ U∗ch
∂D∗1
∂s∗
= 0 (2.52)
In summary, the two momentum equations and the continuity equation
are
U
∗
ch
∂U∗
1
∂s∗
= −g
∂(D∗
1
+ η∗
1
)
∂s∗
+ gS
D∗
1
D∗
ch
− n
∗
gSC
∗
1
−
U∗ch
D∗
ch
Cf,chs1U
∗
1
−
U∗ch
D∗
ch
Cf,chs2D
∗
1
(2.53)
U
∗
ch
∂V ∗
1
∂s∗
− C
∗
1
U
∗2
ch = −g
∂(D∗
1
+ η∗
1
)
∂n∗
− Cf,ch
V ∗
1
U∗ch
D∗
ch
(2.54)
D
∗
ch
∂V ∗
1
∂n∗
+D
∗
ch
∂U∗
1
∂s∗
+ U
∗
ch
∂D∗
1
∂s∗
= 0 (2.55)
(v) Solution for streamwise velocity perturbation
In the n-momentum equation, from an order of magnitude analysis per-
formed by Smith and McLean (1984), the following terms can be neglected
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U∗ch
∂V ∗1
∂s∗
, −Cf,chV
∗
1 U
∗
ch
D∗ch
(2.56)
so that the
−C∗1U∗2ch = −g
∂(D∗1 + η
∗
1)
∂n∗
(2.57)
that is
−C∗1U∗2ch = −g
∂H∗1
∂n∗
(2.58)
From different researchers (Zimmerman and Kennedy, 1978; Odgaard,
1981), the transverse bed profile can be assumed as linear with a slope pro-
portional to the local curvature through a coefficient of proportionality A
named scour factor
η∗1
D∗ch
= −AC∗1n∗ (2.59)
which can be rewritten as
D∗1 = C
∗
1n
∗
(
U∗2ch
g
+ AD∗ch
)
(2.60)
which, introduced in the s-momentum equation gives
U∗ch
(
∂U∗1
∂s∗
+
Cf,chs1U
∗
1
D∗ch
)
=
n∗
(
−U∗2ch
∂C∗1
∂s∗
+ Cf,chC
∗
1
(
U∗4ch
gD∗2ch
+ (A− 1)U
∗2
ch
D∗ch
− s2U∗ch
(
U∗2ch
gD∗ch
+ A
)))
(2.61)
where it was used the assumption of normal flow
S =
Cf,chU
∗2
ch
gD∗ch
(2.62)
With
F 2ch =
U∗2ch
gD∗ch
(2.63)
the s-momentum becomes
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∂U∗1
∂s∗
+
Cf,chs1U
∗
1
D∗ch
=
= n∗
(
−U∗ch
∂C∗1
∂s∗
+ Cf,chC
∗
1
(
U∗ch
D∗ch
F 2ch + (A− 1)
U∗ch
D∗ch
− s2
(
F 2ch + A
)))
(2.64)
With
E =
Cf,chs1
D∗ch
(2.65)
F (s∗) = −U∗ch
∂C∗1
∂s∗
+ Cf,chC
∗
1
(
U∗ch
D∗ch
F 2ch + (A− 1)
U∗ch
D∗ch
− s2
(
F 2ch + A
))
(2.66)
the equation is
∂U∗1
∂s∗
+ EU∗1 = n
∗F (s∗) (2.67)
whose solution is
U∗1 (s
∗, n∗) = const e−Es
∗
+ e−Es
∗
∫ s∗
0
n∗F (s∗)eEs
∗
ds∗ (2.68)
which can be reworked, with
M =
U∗ch
D∗ch
F 2ch + (A− 1)
U∗ch
D∗ch
− s2
(
F 2ch + A
)
(2.69)
as
U∗1 (s
∗, n∗) = const e−Es
∗
+ e−Es
∗
∫ s∗
0
n∗
(
−U∗ch
∂C∗1
∂s∗
+ Cf,chC
∗
1M
)
eEs
∗
ds∗
(2.70)
that is
U
∗
1
(s
∗
, n
∗
) = const e
−Es∗
+ e
−Es∗
∫
s∗
0
n
∗
(
−U
∗
ch
∂C∗
1
∂s∗
)
e
Es∗
ds
∗
+ e
−Es∗
∫
s∗
0
n
∗
(
Cf,chC
∗
1
M
)
e
Es∗
ds
∗
(2.71)
that is
U
∗
1
(s
∗
, n
∗
) = const e
−Es∗
+ e
−Es∗
n
∗
(
−U
∗
ch
∫
s∗
0
∂C∗
1
∂s∗
e
Es∗
ds
∗
+ Cf,chM
∫
s∗
0
C
∗
1
e
Es∗
ds
∗
)
(2.72)
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that is
U
∗
1
(s
∗
, n
∗
) = const e
−Es∗
+ e
−Es∗
n
∗
(
−U
∗
ch
(
C
∗
1
e
Es∗
−
∫
s∗
0
C
∗
1
Ee
Es∗
ds
∗
)
+ Cf,chM
∫
s∗
0
C
∗
1
e
Es∗
ds
∗
)
(2.73)
that is
U
∗
1
(s
∗
, n
∗
) = const e
−Es∗
+ n
∗
(
−U
∗
chC
∗
1
+
(
U
∗
chE + Cf,chM
)
e
−Es∗
∫
s∗
0
C
∗
1
e
Es∗
ds
∗
)
(2.74)
Applying the boundary condition at s∗ = 0
U∗1 (s
∗ = 0, n∗) = U∗1 (0, n
∗) (2.75)
the constant of integration is found
const = U∗1 (0, n
∗) + n∗U∗chC
∗
1 (s
∗ = 0) (2.76)
In conclusion, recalling C∗1 = C
∗
U∗1 (s
∗, n∗) = a1 (n
∗) e−a2s
∗
+ n∗
(
a3C
∗(s∗) + a4e
−a2s∗
∫ s∗
0
C∗(s∗)ea2s
∗
ds∗
)
(2.77)
with
a1 (n
∗) = const = U∗1 (0, n
∗) + n∗U∗chC
∗(s∗ = 0) (2.78)
a2 = E =
Cf,chs1
D∗ch
(2.79)
a3 = −U∗ch (2.80)
a4 =
U∗ch
D∗ch
Cf,ch
(
F 2ch + (A− 1 + s1)−
D∗ch
U∗ch
s2(F
2
ch + A)
)
(2.81)
The solution for streamwise velocity perturbation is therefore governed by
four dimensionless parameters: scour factor A, half-width to depth ratio β,
Froude number Fch, and friction coefficient Cf,ch. The complete solution for
velocity is also affected by another dimensionless parameter, sinuosity (de-
fined as ratio between distances measured along river and valley centerlines),
which affects the reach averaged-values of the flow variables.
(vi) Solution for depth perturbation From Eq. 2.60, with C∗1 = C
∗, it is
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D∗1 = C
∗n∗
(
U∗2ch
g
+ AD∗ch
)
(2.82)
(vii) Solution for transverse velocity perturbation
From the continuity equation
U∗ch
∂D∗1
∂s∗
+D∗ch
∂U∗1
∂s∗
+D∗ch
∂V ∗1
∂n∗
= 0 (2.83)
Recalling
D∗1 = C
∗
1n
∗
(
U∗2ch
g
+ AD∗ch
)
(2.84)
and
∂U∗1
∂s∗
=
(
−U∗ch
∂C∗1
∂s∗
+ Cf,chMC
∗
1
)
n∗ − a2U∗1 (2.85)
it is obtained
∂V ∗1
∂n∗
= a2U
∗
1 + a5n
∗ (2.86)
where
a5 = U
∗
ch
∂C∗1
∂s∗
(1− A)− F 2chU∗ch
∂C∗1
∂s∗
− Cf,chMC∗1 (2.87)
Using the expression for U∗1
∂V ∗1
∂n∗
= a2
(
a1 (n
∗) e−a2s
∗
+ n∗
(
a3C
∗
1 (s
∗) + a4e
−a2s∗
∫ s∗
0
C∗1 (s
∗)ea2s
∗
ds∗
))
+
+a5n
∗
(2.88)
Integrating
V
∗
1
(s
∗
, n
∗
) = a2
(
e
−a2s
∗
∫
n∗
0
a1
(
n
∗
)
dn
∗
+
n∗2
2
(
a3C
∗
1
(s
∗
) + a4e
−a2s
∗
∫
s∗
0
C
∗
1
(s
∗
)e
a2s
∗
ds
∗
))
+
+a5
n∗2
2
+ const
(2.89)
With
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∫ n∗
0
a1 (n
∗) dn∗ =
∫ n∗
0
(U∗1 (0, n
∗) + n∗U∗chC
∗(s∗ = 0)) dn∗ =
=
∫ n∗
0
U∗1 (0, n
∗)dn∗ + U∗chC
∗(s∗ = 0)
n∗2
2
(2.90)
it is
V ∗1 (s
∗, n∗) = a2e
−a2s∗
(∫ n∗
0
U∗1 (0, n
∗)dn∗ + U∗chC
∗(s∗ = 0)
n∗2
2
)
+
+a2
n∗2
2
(
a3C
∗
1(s
∗) + a4e
−a2s∗
∫ s∗
0
C∗1(s
∗)ea2s
∗
ds∗
)
+ a5
n∗2
2
+ const
(2.91)
that is
V ∗1 (s
∗, n∗) = a2
n∗
2
e−a2s
∗
(
2
n∗
∫ n∗
0
U∗1 (0, n
∗)dn∗ + U∗chC
∗(s∗ = 0)n∗
)
+
+a2
n∗
2
n∗
(
a3C
∗
1 (s
∗) + a4e
−a2s∗
∫ s∗
0
C∗1 (s
∗)ea2s
∗
ds∗
)
+ a5
n∗2
2
+ const
(2.92)
that is
V ∗1 (s
∗, n∗) = a2
n∗
2
e−a2s
∗
(
2
n∗
∫ n∗
0
U∗1 (0, n
∗)dn∗ + a1(n
∗)− U∗1 (0, n∗)
)
+
+a2
n∗
2
n∗
(
a3C
∗
1(s
∗) + a4e
−a2s∗
∫ s∗
0
C∗1(s
∗)ea2s
∗
ds∗
)
+ a5
n∗2
2
+ const
(2.93)
that is
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V ∗1 (s
∗, n∗) = a2
n∗
2
e−a2s
∗
(
2
n∗
∫ n∗
0
U∗1 (0, n
∗)dn∗ − U∗1 (0, n∗)
)
+
+a2
n∗
2
(
a1(n
∗)e−a2s
∗
+ n∗
(
a3C
∗
1(s
∗) + a4e
−a2s∗
∫ s∗
0
C∗1(s
∗)ea2s
∗
ds∗
))
+
+a5
n∗2
2
+ const
(2.94)
that is
V ∗1 (s
∗, n∗) = a2
n∗
2
e−a2s
∗
(
2
n∗
∫ n∗
0
U∗1 (0, n
∗)dn∗ − U∗1 (0, n∗)
)
+
+a2
n∗
2
U∗1 (s
∗, n∗) + a5
n∗2
2
+ const
(2.95)
that is
V ∗1 (s
∗, n∗) = a2
n∗
2
((
2
n∗
∫ n∗
0
U∗1 (0, n
∗)dn∗ − U∗1 (0, n∗)
)
e−a2s
∗
+ U∗1 (s
∗, n∗)
)
+
+a5
n∗2
2
+ const
(2.96)
Using the boundary condition
V ∗1 (s
∗, n∗ = ±B∗) = 0 (2.97)
it is
0 = a2
B∗
2
((
2
B∗
∫ B∗
0
U∗1 (0, n
∗)dn∗ − U∗1 (0, B∗)
)
e−a2s
∗
+ U∗1 (s
∗, B∗)
)
+
+a5
B∗2
2
+ const
(2.98)
that is
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const = −a2B
∗
2
((
2
B∗
∫ B∗
0
U∗1 (0, n
∗)dn∗ − U∗1 (0, B∗)
)
e−a2s
∗
+ U∗1 (s
∗, B∗)
)
+
−a5B
∗2
2
(2.99)
which introduced in the general equation gives
V
∗
1
(s
∗
, n
∗
) = a2
n∗
2
((
2
n∗
∫
n∗
0
U
∗
1
(0, n
∗
)dn
∗
− U
∗
1
(0, n
∗
)
)
e
−a2s
∗
+ U
∗
1
(s
∗
, n
∗
)
)
+ a5
n∗2
2
+
−a2
B∗
2
((
2
B∗
∫
B∗
0
U
∗
1
(0, n
∗
)dn
∗
− U
∗
1
(0, B
∗
)
)
e
−a2s
∗
+ U
∗
1
(s
∗
, B
∗
)
)
− a5
B∗2
2
(2.100)
that is
V
∗
1
(s
∗
, n
∗
) =
a2
2
e
−a2s
∗
(
n
∗
(
2
n∗
∫
n∗
0
U
∗
1
(0, n
∗
)dn
∗
− U
∗
1
(0, n
∗
)
)
− B
∗
(
2
B∗
∫
B∗
0
U
∗
1
(0, n
∗
)dn
∗
− U
∗
1
(0, B
∗
)
))
+
+
a2
2
(
n
∗
U
∗
1
(s
∗
, n
∗
)− B
∗
U
∗
1
(s
∗
, B
∗
)
)
+
a5
2
(
n
∗2
− B
∗2
)
(2.101)
that is
V ∗1 (s
∗, n∗) =
a2
2
e−a2s
∗
(
2
∫ n∗
B∗
U∗1 (0, n
∗)dn∗ − n∗U∗1 (0, n∗) +B∗U∗1 (0, B∗)
)
+
+
a2
2
(n∗U∗1 (s
∗, n∗)− B∗U∗1 (s∗, B∗)) +
a5
2
(
n∗2 −B∗2)
(2.102)
where
a5 = U
∗
ch
∂C∗
∂s∗
(1− A)− F 2chU∗ch
∂C∗
∂s∗
− Cf,cha6C∗ (2.103)
where
a6 = M =
U∗ch
D∗ch
F 2ch + (A− 1)
U∗ch
D∗ch
− s2
(
F 2ch + A
)
(2.104)
(viii) Dimensionless solutions
The dimensionless solution for U1 is
46
U1(s, n) = a
′
1(n)e
−a′2s + n
(
a′3C(s) + a
′
4e
−a′2s
∫ s
0
C(s)ea
′
2sds
)
(2.105)
with
a′1 = U1(0, n) + nC(s = 0) (2.106)
a′2 = Cf,chs1β (2.107)
a′3 = −1 (2.108)
a′4 = βCf,ch
(
F 2ch + (A− 1 + s1)−
D∗ch
U∗ch
s2(F
2
ch + A)
)
(2.109)
where
β =
B∗
D∗ch
(2.110)
The solution for D1 is
D1(s, n) = C(s)n
(
F 2ch + A
)
(2.111)
The solution for η1 is
η1(s, n) = −AC(s)n (2.112)
The solution for V1 is derived from
V ∗1 (s
∗, n∗) =
a2
2
e−a2s
∗
(
2
∫ n∗
B∗
U∗1 (0, n
∗)dn∗ − n∗U∗1 (0, n∗) +B∗U∗1 (0, B∗)
)
+
+
a2
2
(n∗U∗1 (s
∗, n∗)− B∗U∗1 (s∗, B∗)) +
a5
2
(
n∗2 − B∗2)
(2.113)
that is
U
∗
chV1(s, n) =
a2
2
e
−a2B
∗s
(
2
∫
n
1
U
∗
chU1(0, n)B
∗
dn− B
∗
nU
∗
chU1(0, n) +B
∗
U
∗
chU1(0, 1)
)
+
+
a2
2
B
∗
U
∗
ch (nU1(s, n) − U1(s, 1)) +
a5
2
B
∗2
(
n
2
− 1
) (2.114)
that, made dimensionless with U∗ch, gives
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V1(s, n) =
a2B
∗
2
e−a2B
∗s
(
2
∫ n
1
U1(0, n)dn− nU1(0, n) + U1(0, 1)
)
+
+
a2B
∗
2
(nU1(s, n)− U1(s, 1)) + a5
2
B∗2
U∗ch
(
n2 − 1)
(2.115)
that is
V1(s, n) =
a′2
2
e−a
′
2s
(
2
∫ n
1
U1(0, n)dn− nU1(0, n) + U1(0, 1)
)
+
+
a′2
2
(nU1(s, n)− U1(s, 1)) + a
′
5
2
(
n2 − 1) (2.116)
with
a′2 = a2B
∗ =
(
Cf,chs1
D∗ch
)
B∗ = Cf,chs1β (2.117)
a′5 =
B∗2
U∗ch
a5 =
B∗2
U∗ch
(
U∗ch
∂C∗1
∂s∗
(1− A)− F 2chU∗ch
∂C∗1
∂s∗
− Cf,chMC∗1
)
=
=
∂C
∂s
(1− A)− F 2ch
∂C
∂s
− Cf,cha6C B
∗
U∗ch
(2.118)
where
a6 =
U∗ch
D∗ch
F 2ch + (A− 1)
U∗ch
D∗ch
− s2
(
F 2ch + A
)
(2.119)
(ix) Water surface elevation
Depth-averaged velocities U∗ and V ∗ and flow depth D∗ are the three
unknowns obtained from the three available equations (two momentum and
one continuity equations). Therefore, water surface elevation can be obtained
from bed elevation (planform-induced in this model) and water depth. The
dimensionless water surface elevation perturbation is expressed as follows
H1(s, n) = η1(s, n) +D1(s, n) (2.120)
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which corresponds, in dimensions, to
H∗1 (s
∗, n∗) = H1(s, n)D
∗
ch =
= (η1(s, n) +D1(s, n))D
∗
ch = η
∗
1(s
∗, n∗) +D∗1(s
∗, n∗)
(2.121)
Using Eq. 2.111 and Eq. 2.112, it can be obtained
H∗1 (s
∗, n∗) = (η1(s, n) +D1(s, n))D
∗
ch =
F 2chCnD
∗
ch = Cn
U∗2ch
g
= C∗n∗
U∗2ch
g
(2.122)
The water surface elevation is expressed as
H∗(s∗, n∗) = η∗(s∗, n∗) +D∗(s∗, n∗) =
= H∗ch(s
∗) +H∗1 (s
∗, n∗) =
= η∗(s∗, n∗ = 0) +D∗ch +H
∗
1 (s
∗, n∗)
(2.123)
(x) Reduction to Johannesson and Parker (1985)’s solution
The derivation provided above considers a perturbation of the friction co-
efficient Cf (Eq. 2.29), i.e. the variation of Cf in space according to the vari-
ations in the water depth D∗, from which the term s2 arises (Eq. 3.13). If the
friction coefficient is taken to be spatially constant and equal to the reach-
averaged value calculated with Eq. 3.14 using the reach-averaged depth,
s2 = 0 and the solution reduces to that by Johannesson and Parker (1985).
This solution provides more flexibility because high curvatures may develop
during the meander migration simulations, the friction coefficient computed
using Eq. 3.14 can become undefined because of a negative local depth at
inner banks.
(xi) Analytical solution sine-generated channel and stability analysis
For the case of sine-generated channel and spatially-constant friction coef-
ficient, Johannesson and Parker (1985) report an analytical solution for the
stremwise velocity perturbation.
The sine-generated curve is defined by
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θ = θ0 cos(ks) = θ0 cos φ (2.124)
where θ is the angle between the channel centerline axis and the horizontal
axis, θ0 is the value of the angle θ at the crossover point, k is the dimensionless
wavenumber, s is the dimensionless streamwise distance, and φ = ks. It is
k =
2π
λ
=
2πB∗
λ∗
= B∗k∗ (2.125)
where λ and λ∗ are the dimensionless arc-wavelength and the arc-wavelength
with dimensions respectively, and B∗ is the half width of the channel.
The dimensionless curvature is computed as
C = −dθ
ds
= kθ0 sin(ks) (2.126)
The analytical solution, according to Johannesson and Parker (1985), is
U1 (n = 1) = kθ0 (a1 cos(ks) + b1 sin(ks)) (2.127)
where
a1 = −kβCf,ch (A+ F
2
ch + 1)
k2 + 4β2C2f,ch
(2.128)
and
b1 =
2β2C2f,ch (A+ F
2
ch − 1)− k2
k2 + 4β2C2f,ch
(2.129)
Using the analyitical solution for U1 (n = 1), the expression for maximum
wavenumber kmax for bank instability can be derived. Bend instability means
that bends grow in amplitude, which happens if the tangential flow velocity
is higher at the outer bank than the inner bank at the bend apex. The
expression is
kmax =
√
2Cf,chβ
(
A− 1 + F 2ch
)0.5
(2.130)
where Cf,ch is the friction coefficient, β is the half width-to-depth ratio, A
is the scour factor, and Fch is the Froude number. kmax is a dimensionless
wavenumber. Condition for meander growth is therefore
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k∗ < k∗max (2.131)
or, equivalently, in terms of arc-wavelength,
λ∗ > λ∗min (2.132)
From Eqs. 2.130 and 2.131 it can be seen that meander instability is more
likely the larger the scour factor A, the friction coefficient Cf,ch, and the
half-width to depth ratio β.
2.2.3.2 Johannesson and Parker (1989a)-type model
The main theoretical limitations of the model presented in Section 2.2.3.1
are that coupling between hydrodynamics and sediment dynamics is absent
and that the lateral redistribution of streamwise momentum because of sec-
ondary currents is not taken into consideration (Camporeale et al., 2007).
The first issue can only be overcome by using a more refined model which
fully couples flow, sediment transport, and bed morphodynamics (e.g. Jo-
hannesson and Parker, 1989b; Zolezzi and Seminara, 2001). Without such
coupling, only the sub-resonant response can be described and resonance
cannot emerge, because curvature is the only forcing for the flow (Lanzoni
et al., 2006; Frascati and Lanzoni, 2009). However, the use of prescribed,
planform-induced, topography has been considered a good approximation in
the study of long-term meandering river dynamics (Howard, 1984; Sun et al.,
1996; Stolum, 1996; Edwards and Smith, 2002) and in practical applications
(Johannesson and Parker, 1985; Garcia et al., 1994; Camporeale et al., 2007).
The second issue is addressed in this section which presents the second model
implemented in RVR Meander, which was originally developed by Johannes-
son and Parker (1989a).
(i) Transverse flow decomposition
In order to capture the impact of secondary flow, the vertical velocity
structure in the central region of the channel for streamwise and transverse
velocities u∗ and v∗ are expressed as follows:
u∗ (s∗, n∗, ζ) = U∗ (s∗, n∗) T (ζ) (2.133)
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v∗ (s∗, n∗, ζ) = V ∗ (s∗, n∗) T (ζ) + ν∗ (s∗, n∗, ζ) (2.134)
where U∗ and V ∗ are the depth-averaged streamwise and transverse velocities
at a certain location (s∗, n∗), T (ζ) is a shape function (which does not depend
on the local position (s∗, n∗)), and ν∗ is the transverse secondary flow. It is
also:
ζ =
z∗
D∗
(2.135)∫ 1
0
T (ζ)dζ = 1 (2.136)∫ 1
0
ν∗dζ = 0 (2.137)
where z∗ is the distance upward normal from the bed and D∗ is the water
depth.
(ii) Derivation of the solution for hydrodynamics and bed topography
The main passages of the derivation of the solution for streamwise velocity,
water depth, and water surface elevation can be found in Johannesson and
Parker (1989a) and are not reported here.
Observe that, within the linearization approach adopted here, every vari-
able is expressed in the form
U∗ = U∗ch (1 + U1) (2.138)
whereas, in Johannesson and Parker (1989a)’s work, it is expressed in the
form
U∗ = U∗ch
(
1 + ΨoU˜1
)
(2.139)
where Ψo is defined as
Ψo =
B∗
R∗min
(2.140)
where R∗min is the minimum radius of curvature. However, from expressions
for variables such as U˜1 reported by Johannesson and Parker (1989a), ex-
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pressions for variables such as U1 can be derived by noticing that curvature
and secondary flow strength can be expressed either in terms of σ and σs
(as in Johannesson and Parker (1989a)) or C and Cs (as in here), and those
variable are simply related by the expressions
C = Ψ0σ (2.141)
Cs = Ψ0σs (2.142)
It is suitable to provide here a summary of the different expressions for
curvature. The curvature with dimensions C∗ is given by
C∗ =
1
r∗
= − dθ
ds∗
(2.143)
where r∗ is the radius of curvature, θ is the angle between the channel cen-
terline axis and the horizontal axis, and s∗ is the streamwise distance.
The dimensionless curvature C is obtained as follows
C∗ = − 1
B∗
dθ
ds
=
C
B∗
(2.144)
where B∗ is the half width of the channel, from which
C = −dθ
ds
= C∗B∗ (2.145)
The variables C and C∗ are those used for curvature in the models for
hydrodynamics and bed topography reported here.
The expression in Eq. 2.141 is obtained as follows. With
r∗ = rR∗min (2.146)
where R∗min is the minimum radius of curvature, and using Eq. 2.143 and
Eq. 2.145, it can be derived
C =
B∗
rR∗min
(2.147)
Recalling Eq. 2.140, with
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σ =
1
r
(2.148)
it is obtained
C = Ψ0σ (2.149)
(iii) Solution for hydrodynamics and bed topography
The solution for secondary flow strength Cs and U1 (also reported as gen-
eral solution of the C-problem in Johannesson and Parker (1989b)) is
Cs (s) = Cs (0) e
−fs + fe−fs
∫ s
0
efsC(s)ds (2.150)
U1(s, n) =
a′1(n)e
−a′2s + n
(
a′3C(s) + a
′
4SC1e
−a′2s
∫ s
0
C(s)ea
′
2sds+ a′4SC2e
−a′2s
∫ s
0
Cs(s)e
a′2sds
)
(2.151)
with
f = Cf,chβδ (2.152)
a′1 = U1(0, n) + nC(s = 0) (2.153)
a′2 = 2Cf,chβ (2.154)
a′3 = −1 (2.155)
a′4SC1 = βCf,ch
(
F 2ch + 1
)
(2.156)
a′4SC1 = βCf,ch (A+ As) (2.157)
The secondary flow correction factor (that adds up to the scour factor A)
is expressed as
As = 181
(
D∗ch
B∗
)2
1
χ1
(
2χ2 +
4
5
χ+
1
15
)
(2.158)
with
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χ1 =
A√
Cf,ch
=
0.077√
Cf,ch
(2.159)
χ = χ1 − 1
3
(2.160)
Figure 2.12 plots the secondary-flow-correction factor As as function of
width-to-depth ratio 2B∗/D∗ch for varying friction coefficient Cf,ch. As in-
creases for decreasing width-to-depth ratio (that is, decreasing width or in-
creasing depth) or decreasing friction coefficient. This means that As in-
creases for increasing sinuosity.
Figure 2.12: Secondary-flow-correction factor As as function of
width-to-depth ratio 2B∗/D∗ch for varying friction coefficient Cf,ch.
The lag between curvature and secondary flow strength is governed by the
parameter δ, given by
δ =
χ21
(
χ+ 1
4
)
1
12
χ2 + 11
360
χ+ 1
504
(2.161)
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δ decreases for increasing friction coefficient Cf,ch.
For water surface elevation
H1 = F
2
chχ20nC (2.162)
where
χ20 =
1
χ31
(
χ3 + χ2 +
2
5
χ +
2
35
)
(2.163)
is a coefficient close to unity.
For bed elevation
η1 = −ACsn (2.164)
Therefore, for depth
D1 = H1 − η1 = F 2chχ20nC + ACsn =
(
F 2chχ20C + ACs
)
n (2.165)
(iv) Analytical solution sine-generated channel
Solution for sine-generated curve, for which
θ = θ0 cos(ks) = θ0 cos φ (2.166)
from which
C = −dθ
ds
= kθ0 sin(ks) == ψ0σ (2.167)
The analytical solution according to Johannesson and Parker (1985) is
U1 (n = 1) = kθ0 (a1 cos(ks) + b1 sin(ks)) (2.168)
where
a1 = −kβCf,ch (A+ F
2
ch + 1)
k2 + 4β2C2f,ch
(2.169)
and
b1 =
2β2C2f,ch (A+ F
2
ch − 1)− k2
k2 + 4β2C2f,ch
(2.170)
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The expressions for a1 and b1 are, according to Johannesson and Parker
(1989a), as follows
a1 = −
β2C2f,ch
k2 + 4β2C2f,ch
{
k
βCf
[
χ20
(
F 2ch + 2
) − 1 + (A+As) cos2 σSL]+ (A+As) sin 2σSL
}
(2.171)
and
b1 =
β2C2f,ch
k2 + 4β2C2f,ch
{
2
[
χ20F
2
ch − 1 + (A+As) cos2 σSL
]− k
βCf
[
k
βCf
χ20 +
1
2
(A+As) sin 2σSL
]}
(2.172)
and
Cs = kθ0 cosσSLsin (ks− σSL) (2.173)
where
tanσSL =
k
βCfδ
(2.174)
(v) Verification against flumes
The correctness of the numerical implementation of the models presented
in Section 2.2.3.1 and 2.2.3.2 was verified against their respective analyti-
cal solution for sine-generated channel. Furthermore, the solution in Section
2.2.3.2 was verified against the experiments by Rozovskii (1957) and Stru-
iksma et al. (1985) reported by Johannesson and Parker (1989a).
2.2.3.3 Computation of centerline curvature
Two alternative methods are implemented in RVR Meander for the computa-
tion of local curvatures, once known the coordinates (x, y) (or, alternatively,
(x∗, y∗)) of the centerline nodes (i.e., the discrete points describing the cen-
terline).
(i) “Parametric” method
The first, “parametric”, method is taken from Johannesson and Parker
(1985) and is expressed as follows:
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C = −
(
dx
ds
d2y
ds2
− d
2x
ds2
dy
ds
)
(2.175)
The terms in Eq. 2.175 are evaluated numerically. Following Garcia et al.
(1994), a central difference scheme is adopted for the first derivatives, while
the simplest three-point stencil is adopted for the second derivatives, as fol-
lows
dx
ds
≈ xi+1 − xi−1
∆si+1 +∆si
(2.176)
dy
ds
≈ yi+1 − yi−1
∆si+1 +∆si
(2.177)
d2x
ds2
≈ xi+1 + xi−1 − 2xi
(0.5 (∆si+1 +∆si))
2 (2.178)
d2y
ds2
≈ yi+1 + yi−1 − 2yi
(0.5 (∆si+1 +∆si))
2 (2.179)
where
∆si =
√
(xi − xi−1)2 + (yi − yi−1)2 (2.180)
∆si+1 =
√
(xi+1 − xi)2 + (yi+1 − yi)2 (2.181)
where i is the index of the centerline node where curvature needs to be
computed, while (i− 1) and (i+ 1) are the indices of the centerline nodes
immediately upstream or downstream. Note that Eq. 2.175 gives a positive
value for curvature to the right and a negative value for curvature to the
left, consistently with Eq. 2.145: for curvature to the right, θ decreases for
increasing s, whereas it increases for curvature to the left.
(ii) Fitting-circle method
In the second method, the curvature of the local circle passing through the
three consecutive nodes (i− 1), i and (i+ 1) is computed. The coordinates
of the center of the circle are given by
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xcenter =
mamb (yi−1 − yi+1) +mb (xi−1 + xi)−ma (xi + xi+1)
2 (mb −ma) (2.182)
ycenter = − 1
ma
(
xcenter − xi−1 + xi
2
)
+
yi−1 + yi
2
(2.183)
where
ma =
yi − yi−1
xi − xi−1 (2.184)
mb =
yi+1 − yi
xi+1 − xi (2.185)
The radius of curvature R at the node i is therefore given by
Ri =
√
(xcenter − xi)2 + (ycenter − yi)2 (2.186)
The module of the curvature at the node i is given by
|Ci| = 1
Ri
(2.187)
and the curvature is positive if the bend turns right, negative if the bend
turns left.
2.2.3.4 Computation of the reach-averaged quantities
A particular channel planform configuration is associated to a certain sinuos-
ity Ω (defined, as mentioned earlier, by the ratio between distances measured
along river and valley centerlines). From the valley slope S0, the channel slope
S corresponding to that planform configuration is computed as
S =
S0
Ω
(2.188)
Knowing channel slope S and channel width 2B∗, the reach-averaged,
uniform-flow, quantities D∗ch (water depth) and U
∗
ch (flow velocity), and the
three dimensionless quantities Cf,ch (friction coefficient), Fch (Froude num-
ber), and β (half-width to depth ratio) can be computed.
If Eq. 3.14 is used for computing the friction coefficient, the uniform flow
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momentum equation, given by
Cf,chU
∗2
ch = gD
∗
chS (2.189)
becomes
(
6.0 + 2.5 ln
(
D∗ch
2.5d∗s
))
−2(
Q
2B∗D∗ch
)2
= gD∗chS (2.190)
where Q is the flow discharge and the continuity equation
U∗ch =
Q
2B∗D∗ch
(2.191)
is used. Eq. 2.190 is implicit in D∗ch and solved with the Newton-Raphson
iterative scheme.
In case Manning’s roughness coefficient n is used to characterize bed fric-
tion (option allowed only if the flow solution characterized by s2 = 0 is used),
the following explicit formulation is used
D∗ch =
(
Qn
2B∗
√
S
) 3
5
(2.192)
An advantage of using Manning’s n instead of d∗s as measure of bed friction
is that, in some cases, the back-calculation of d∗s from the estimated value of
Cf gives rather large d
∗
s values, whereas Manning’s n is a measure that can
be more easily related to the type of river.
Once computed D∗ch with either Eq. 2.190 or Eq. 2.192, the other reach-
averaged quantities can be computed.
2.2.3.5 Range of scour factor values
A range of possible values for the scour factor A can be obtained from differ-
ent authors. Engelund (1974) developed a theory based on sediment balance
to obtain a first approximation of the large scale bottom geometry in bends
and suggested a value of 4. Kikkawa et al. (1976) compared their theory of
flow and bed topography with field data by Rozovskii (1957) and estimated
a value of 8. From the experiments in circular flumes by Zimmerman and
Kennedy (1978), an average value of 4.3, with values between 1.55 and 8.80,
can be estimated. Based on these data as well as the work by Odgaard
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(1981), Johannesson and Parker (1985) suggested a value between 3 and 8
and used a fixed value of 6 for modeling the migration of Minnesota rivers.
Johannesson and Parker (1989b), from linearization of the Exner conserva-
tion equation for sediments, indicated a typical value of 4.82. Garcia et al.
(1994) suggested a range between 3 and 10.
2.3 Bank erosion
Two alternative methods are used in RVR Meander for computing bank
erosion (second component in Figure 2.3) . The first is the method inde-
pendently introduced by Hasegawa (1977) and Ikeda et al. (1981), already
mentioned in Section 1.1.3 and Section 1.2.1, and indicated hereafter as mi-
gration coefficient (MC) approach. The second is a new method based on
the modeling of the physical processes responsible for bank retreat, indicated
hereafter as physically-based (PB) approach.
2.3.1 MC approach for bank erosion
According to this method, the outer bank erosion, which equals channel cen-
terline displacement within a framework that assumes channel width constant
in time and space, is given by the near-bank excess velocity multiplied by a
dimensionless coefficient (Eq. 1.1).
2.3.2 PB approach for bank erosion
2.3.2.1 Bank erosion processes
A new physically- and process-based method is herein proposed that relates
channel migration to the streambank erosion processes of hydraulic erosion
and mass failure. Hence, channel migration depends on measurable soil prop-
erties, natural bank geometry, both horizontal and vertical heterogeneity of
floodplain soils, and distribution of riparian vegetation.
As mentioned in Section 1.1.4, the processes responsible for bank retreat
are classified as follows: hydraulic (fluvial) erosion, and cantilever, planar, ro-
tational, and piping streambank failure (Figures 1.3, 1.4, and 1.5). The RVR
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Meander model implements algorithms for fluvial erosion, and cantilever and
planar failure.
2.3.2.2 Fluvial erosion
Formulation
Hydraulic erosion requires that the local boundary shear stress exceeds the
critical value to initiate motion of the soil particles.
From a modeling perspective, the lateral hydraulic erosion rate E∗ (with
dimensions of length over time) is modeled, for each bank-material layer,
using an excess shear stress relation, typically used for fine-grained materials
(Partheniades, 1965), but also applicable to non-cohesive materials. The
relation is expressed as
E∗ =M∗
(
τ ∗
τ ∗c
− 1
)
= k∗ (τ ∗ − τ ∗c ) (2.193)
where M∗ is the erosion-rate coefficient, τ ∗c is the critical shear stress, k
∗ is
the erodibility, and τ ∗ is the shear stress acting on the bank. Again, note
that the superscript star indicates values with dimensions. From Eq. 2.193
it follows
k∗ =
M∗
τ ∗c
(2.194)
Erodibility parameters
The parameters M∗, τ ∗c , and k
∗ are all site-specific. The critical erosional
strength denotes the cohesion strength provided by interparticle forces of at-
traction or repulsion acting at the microscopic level, including electrostatic
forces, Van der Waals forces, hydration forces, and biological forces (Pa-
panicolaou et al., 2007). Although the form of Eq. 2.193 is rather simple,
complexity and uncertainty are introduced when assigning appropriate val-
ues for the erodibility parameters. These are all highly spatially-variable,
which explains why observed rates of fluvial erosion range over several orders
of magnitude (Darby et al., 2007). Locally, values of the resistance to erosion
parameters are time dependent, because of the effects of subaerial exposure,
weathering, vegetation, or variations in soil water (Wynn et al., 2008). The
erodibility parameters are estimated in situ: Hanson and Cook (2004) il-
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lustrate how a submerged jet erosion test, with a so-called Jet Test device
(Figure 2.13), is used to estimate erodibility k∗ and critical shear stress τ ∗c
based on the assumptions that the equilibrium depth is the scour depth at
which the stress at the boundary is no longer sufficient to cause additional
downward erosion (i.e. critical stress τ ∗c ), and the rate of change in the depth
of scour prior to reaching equilibrium depth is a function of the maximum
stress at the boundary and the erodibility coefficient k∗. Note that the Jet
Test device is used indifferently for cohesive and non-cohesive bank mate-
rial (Constantine et al., 2009). Constantine et al. (2009) and Darby et al.
(2010) also highlighted that a weakness of the data collected with the jet
erosion test is that often it cannot be repeated primarily because of time
limits on site access, resulting in small data sets. The Cohesive Strength
Meter (CSM) (Figure 2.14) is a more portable alternative to the Jet Test
device (Darby et al., 2010), even though it exclusively estimates the critical
shear stress. It is based on firing submerged jets of increasing intensity at
the target surface and detecting the onset of erosion by monitoring optical
transmission within an opaque test chamber that houses the jet nozzle. A
certain amount of variability of the erodibility parameters for a given bank
should be expected as a result of local variability in bank material grain size
and, in the case of cohesive bank material, subaerial exposure and weath-
ering. Darby et al. (2007) and Rinaldi et al. (2008) observed that, because
of the high variability of the erodibility parameter k∗, it can be obtained
via calibration of a numerical model (i.e., by forcing best agreement between
calculated and measured eroded volumes). Laboratory experiments can also
be performed on undisturbed samples of the bank sediment to determine the
critical erodibility parameters (Papanicolaou et al., 2007).
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Figure 2.13: Jet Test for field measurement of erodibility and critical shear
stress.
Figure 2.14: Cohesive Strength Meter (CSM) for field measurement of
critical shear stress.
Shear stress acting on bank The shear stress acting on the river bank, which
drives the process of hydraulic erosion, and therefore can trigger mass failure
mechanisms, is the sum of the stress resulting from drag on bedforms and
the stress acting on the soil particles (Constantine et al., 2009). Therefore,
in Eq. 2.193, τ ∗ has to be interpreted as effective shear stress acting on the
soil particles. In terms of modeling, relating near-bed and near-bank shear
stresses is challenging. Several methodologies are used to calculate the shear
stress in natural cross sections and implemented into 1D models (Lundgren
and Jonsson, 1964; Khodashenas and Paquier, 1999). The effect of secondary
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currents in the near-bank shear stress was studied for straight channels with
trapezoidal cross sections (Knight et al., 2007; Rodriguez and Garcia, 2008)
and cohesive river banks (Papanicolaou et al., 2007). Those findings still need
validation for meandering configurations: in fact, depending on planform
configuration and bed morphodynamics, the distributions of near-bed and
near-bank shear stresses could differ dramatically from straight channels. At
field scale, detailed measurements of shear stresses are available, however,
most of the time, values reflect particular cases and no generalization can
be obtained. Lane (1955) proposed a methodology that relates the near-
bed and the near-bank shear stress through a proportionality factor. This
parameter is influenced, in bends, by secondary flow, bank slope, width-to-
depth ratio, difference in roughness between bed and bank, and bedform
progression (Abad et al., 2013). For example, Papanicolaou et al. (2007)
showed that the presence of secondary currents increases the magnitude of
the depth-averaged sidewall shear stress at least by a factor of 2. Therefore,
the use of the depth-averaged sidewall shear stress, calculated with laboratory
formulae like those by Guo and Julien (2005), may be a good approximation
for simple channel geometries but not for natural channels characterized by
complex geometries.
Notwithstanding all mentioned issues to quantify the erosion-resistance
parameters and the boundary shear stress, Eq. 2.193 has performed well for
assessing streambank erosion in incised streams in the midcontinental US
(e.g. Langendoen et al., 2000, 2009). Resistance to erosion values were mea-
sured using a jet erodibility tester (Hanson and Cook, 2004) and boundary
shear stress was computed using a one-dimensional flow model.
Vertical distribution of shear stress on bank
In the case of straight channel, integration of the streamwise, depth-
integrated momentum equation over a portion of wetted perimeter of interest
allows computing the averaged stress over that portion. By neglecting mean
convective term and Reynolds stresses, the method of Lundgren and Jons-
son (1964) is obtained (Parker, 1978). According to this method, the shear
stress acting on each of the layers of bank material is obtained by scaling the
shear stress at the toe τ ∗b = τ
∗
s (n = ±1) (where τ ∗s (n = ±1) is the computed
bed shear stress at the bank with the linear hydrodynamic model) using the
hydraulic radius of the flow area insisting on the layer. For example, in the
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case of a three-layer soil system (numbered from 1 to 3 from top to bottom),
the shear stress exerted by the flow on each i-th soil layer is computed as
τ ∗i = τ
∗
b (AiP3/A3Pi) where Ai is the flow area insisting on layer i and Pi
is the wetted perimeter of layer i. A further simplification of this method
adopts the local depth instead of the hydraulic radius for scaling. In spite of
the shortcomings associated with these methods and their strict validity for
straight channels, they are adopted for their simplicity and hence efficiency
to perform medium- to long-term simulations of channel evolution.
Fluvial erosion formulation as functional form for bank erosion
The use of the functional form for bank erosion in Eq. 2.193, containing the
erodibility parameters τ ∗c and M
∗ (or k∗), does not only allow for capturing
the effect on resistance to bank erosion due to soil cohesion. The expression
can also be used to “lump”, in the erodibility parameters, the effects due to
the following factors:
(i)Riparian vegetation. Riparian vegetation affects bank erosion through
several mechanisms and depending on the type of vegetation (Micheli and
Kirchner, 2002). It can reduce flow velocities and shear stresses at the bank
because of the increased resistance to the flow caused by additional form drag
provided by the riparian vegetation itself or the large woody debris (LWD)
produced by it. Analogously to the impact of vegetation on bed resistance
(Manga and Kirchner, 2000), this effect is expected to depend on spacing be-
tween LWD and percentage of flow “blocked” by them. Riparian vegetation
also affects turbulence intensity and Reynolds stresses (Lopez and Garcia,
2001), creating a buffer zone at the bank with consequent shifting of the
maximum values of shear stresses away from the bank. LWD can extend fur-
ther away from the banks and significantly affect primary flow and secondary
circulation patterns (Daniels and Rhoads, 2004). Vegetation also reduces the
sediment transport capacity of the flow at the bank causing sorting and de-
position of sediment (Gorrick and Rodriguez, 2012), with possible increase
of bank cohesion. Riparian vegetation affects bank stability too: it increases
mass loading on banks, controls the pore water pressure distribution in the
bank, and adds tensile strength and cohesion through the roots. The effects
on flow listed above generally translate in reduction of bank erosion, while
the effects on bank stability can be either positive or negative. In terms of
observed bend migration rates, Micheli and Kirchner (2002) found, for herba-
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ceous vegetation, that estimated values for the migration coefficient E0 for
dry meadow streambanks (sagebrush) are roughly ten times greater than the
erodibility of wet meadow streambanks (rushes and sedges). Johannesson
and Parker (1985) and Odgaard (1987) observed, for rivers in Minnesota and
Iowa, that riparian forest vegetation reduces bank erodibility by a factor of
two.
(ii) Slump block protection. Bank slump blocks, generated by mass
failure processes such as cantilever failure and planar failure, can armor the
toe of the bank (Thorne, 1982; Wood, 2001a; Wood et al., 2001b; Parker
et al., 2011), with consequent reduction of bank erosion. If this effect is not
accounted explicitly though an armor factor (as illustrated in Section 2.3.2.5),
it can be indirectly accounted for by increasing τ ∗c or decreasing M
∗, within
a framework characterized by the presence of only one bank layer which can
be thought of having layer-averaged properties.
(iii) Bank armoring due to bank material coarsening. In banks
characterized by the presence of a coarse, mainly cohesionless, bottom layer,
fluvial erosion and shallow mass failures can winnow the finer grains, with
consequent increase of the median sediment diameter and the boundary shear
stress required to mobilize the material (Darby et al., 2002). This effect can
be modeled with increase of τ ∗c and/or decrease of M
∗.
(iv) Bankforms. Drag on small-scale topographic features, commonly
found on river banks, can substantially alter the near-bank flow field and
therefore the shear acting on the grains (Kean and Smith, 2006a), and de-
pends on the magnitude of the shape parameters of bank topography (Kean
and Smith, 2006b). Bankform roughness may be a major component of the
spatially-averaged total shear stress Darby et al. (2010), therefore limiting
bank erosion. This reduction of effective (skin) shear stress, responsible for
fluvial erosion, can be indirectly accounted for by increasing the parameter
τ ∗c .
(v) Stress “transfer” from bed to banks. The hydrodynamic model
described in Section 2.2 provides the value of shear stress on the river bed at
the banks (n = ±1). As illustrated in Section 2.3.2.2, the relation between
this value and that acting at the base of the bank is complex and affected by
many factors. Experimental data are available (e.g. Hicks et al., 1990), but
a generalization is rather challenging to achieve. The uncertainty associated
to this can be compensated by calibration of τ ∗c .
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(vi) Compensation for uncertainties in the flow model. Mosselman
(1998) and Rinaldi et al. (2008) suggested to calibrate the erodibility param-
eters to compensate for uncertainties associated to the computed 2D depth-
averaged hydrodynamics close to river banks, where similarity of velocity
profiles is not valid and vertical components of velocity become important.
When using values of τ ∗c and M
∗ to account for factors (i) to (vi), locally-
measured physical erodibility parameters do not directly relate to the values
used for modeling. Their proper calibrated values are analogous to the proper
calibrated value for hydraulic roughness, i.e. they account on a large scale
for both physical aspects and numerical schematization.
2.3.2.3 Cantilever failure
Cantilever or overhanging banks are generated when erosion of an erodi-
ble layer in a stratified or composite bank leads to undermining of overlying,
erosion-resistant layers (Figure 2.15, which shows a typical bank vertical pro-
file, with unconsolidated alluvium on top and underneath a layer of coarser
non cohesive material), or simply by the erosion of the bank below the water
surface.
In the case of cantilever failure, for given unit weight and shear-strength
properties, the extent of the overhang (or undercut) determines its stability.
Stability can therefore be assessed using an arbitrary undercut threshold.
Observe that just the shear-type failure is considered here (Figure 2.15),
primarily for reasons of simplicity: the other two mechanisms, toppling and
tensile failures, are more difficult to model (Darby et al., 2007).
Figure 2.15: Sketch of shear-type cantilever failure.
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An estimate of the undercut threshold for cantilever failure D can be made
by simplifying Eq. 11 in Langendoen and Simon (2008). By setting the factor
of safety for cantilever failure to one, neglecting the effect of pore water force,
and assuming rectangular overhanging block of vertical dimension L and
horizontal dimension D, the following balance between cohesion and weight
of the overhanging block is obtained
cL = γLD (2.195)
where c is cohesion and γ is saturated unit weight. It follows that
D =
c
γ
(2.196)
Figure 2.16 shows the computed value of D for different values of c and γ.
Figure 2.16: Undercut threshold as function of soil saturated unit weight
and cohesion.
2.3.2.4 Planar failure
The stability of a bank with regards to mass failure depends on the balance
between gravitational force, which tends to move soil downslope, and forces of
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friction and cohesion, with resist movement (Pizzuto and ASCE Task Com-
mittee on Hydraulics, Bank Mechanics, and Modeling of River Adjustment,
2008). In high banks with shallow slope angles (< 60◦), the failure surface is
curved and the block tends to rotate back toward the bank as it slides in a
rotational slip (Figure 1.4). Steep banks characteristically fail along almost
planar surfaces (Figure 1.4), with the detached block of soil sliding downward
and outward into the channel in either a planar slip or a toppling failure.
Planar failure is analyzed in RVRMeander using a limit equilibrium method
in combination with a search algorithm to determine the smallest factor of
safety (stability factor), which is the ratio of available shear strength to
mobilized shear strength. The available shear strength is a combination of
cohesive and frictional forces. The expression for FS is given by
FS =
Fc − Fp + Fn
Fgsinβ − Fwcosβ (2.197)
where β is the angle formed by the potential failure plane with the horizontal
and the forces per unit streamwise length are the following: Fc (stabilizing
force): cohesion force, which can include the effect of vegetation; Fp (stabiliz-
ing or destabilizing force): pore pressure force, positive if the planar failure
surface is below the groundwater table, or negative (therefore stabilizing)
if the planar failure surface is above the groundwater table; Fn (stabilizing
force): Coulomb resistance force along the planar failure surface; Fg (desta-
bilizing force): weight of the potential failure block; Fw (stabilizing force):
water pressure force, assuming, for simplicity, hydrostatic distribution of the
pressure on the bank face. The possibility of occurrence of tension cracks,
which truncate the effective length of the potential failure surface, tending
to destabilize the bank and reducing its stability relative to that predicted
without considering them, is accounted for in the model.
The bank is unstable if the factor of safety is smaller than one, and a failure
is then simulated. Potential failure blocks are subdivided in vertical slices
(Figure 2.17), and a stability analysis is performed for each slice and for the
entire failure block. Three different methods can be used for the computation
of the factor of safety (Langendoen and Simon, 2008): (1) ordinary method,
which does not consider interslice forces (forces Ej andXj in Figure 2.17); (2)
Janbu simple method, which considers only interslice normal forces; and (3)
Morgenstern-Price method, which considers both interslice normal and shear
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forces. Data and parameters that affect planar failure are bank geometry
profile, groundwater level in left and right bank, number of material layers,
and, for each layer, unit weight, cohesion, friction angle, and matric suction
angle. Typical values are reported in Table 2.1.
Figure 2.17: Planar failure block configuration and definition sketch of
forces acting on each slice (Langendoen and Simon, 2008).
Table 2.1: Typical values for bank material parameters (Selby, 1982).
Description Friction angle Cohesion Saturated unit weight Matric suction angle φb
◦ kPa N/m3 ◦
Gravel 36 0 20000 10
Angular sand 36 0 18000 15
Rounded sand 27 0 18000 15
Silt 25 5 18000 15
Stiff clay 10 15 18000 15
Soft clay 30 10 16000 15
2.3.2.5 Slump block protection
Here, analogously to Parker et al. (2011) and Xu et al. (2011), the impact
of mass failure (cantilever and planar failure) on bank retreat and river mi-
gration rates is parameterized through a “reduction factor” Karmor of the
unarmored fluvial erosion rate E∗ at the bank toe. The factor is a function
of the slump block volume: the larger the slump block volume, the higher
the measure of bank protection, and the smaller the reduction factor. More
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specifically
Karmor = exp (−cAblock,total) (2.198)
E∗ = KarmorE
∗
unarmored = KarmorM
∗
(
τ ∗ − τ ∗c
τ ∗
)
(2.199)
where τ ∗ is the acting shear stress, M∗ is the erosion-rate coefficient, τ ∗c is
the critical shear stress, Ablock,total is the volume per unit streamwise distance
of the slump blocks, generated by cantilever and planar failure processes,
and c is a coefficient that, if greater than 1.0, amplifies the effect of slump
block bank protection, whereas, if lower than 1.0, dampens it. A simple
exponential form was used to describe the relation Ablock,total vs. Karmor in
Eq. 5.1, analogously to Xu et al. (2011) for their armoring factor, because,
at this stage, a physically-based description of bank armoring due to slump
blocks is missing. c is expected to be site-specific and likely related to the
size of the river: the larger the size of the river (and therefore implicitly
discharge), the smaller c. That is, the effect of bank protection per unit
volume of slump block produced is larger for smaller rivers and discharges.
The parameterization in Eqs. 5.1 and 5.2 “lumps” the effects of direct bank
armoring and reduction of the shear stress acting on the toe. For Ablock,total =
0, Karmor = 1 (no armoring); for Ablock,total → ∞, Karmor → 0 (no bank
erosion).
The approach illustrated is different from Xu et al. (2011)’s because it
uses a physically-based approach for bank erosion instead of Ikeda et al.
(1981)’s method based on the use of a dimensionless migration coefficient.
The approach is also different from Parker et al. (2011)’s approach since: (i)
the fluvial erosion formula is used for the bank toe (instead of assuming purely
cohesionless bottom bank layer); (ii) the process of planar failure is considered
and the bank failure volumes are directly computed using the algorithms for
cantilever and planar failure; (iii) bank profile geometry is arbitrary and its
time evolution recorded; (iv) actual, measurable soil erodibility properties
are considered; (v) the parameterization of the reduction factor is simply
a function of the slump block volume and does not make any assumption
on block disaggregation and rearrangement at the toe of the bank, because
describing the distributions of block sizes and locations is, as of today, still
challenging. Wood (2001a) observed that the block size distribution can show
a unimodal (skewed towards smaller elements) or bimodal pattern according
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to the governing fluvial and subaerial processes, which also impact the spatial
arrangement of blocks. Here, this complexity is lumped into the factor c.
2.4 Meander migration
Analogously to bank erosion, meander migration (third component in Figure
2.3) is carried out in RVR Meander alternatively with MC or PB approach.
2.4.1 MC approach for meander migration
The expression in Eq. 1.1 can be rewritten as
ξ∗ = E0u
∗
b (2.200)
where ξ∗ is the rate of centerline migration at a particular location, E0 is the
dimensionless migration coefficient, and u∗b is defined as
u∗b = U
∗
b − U∗ch (2.201)
where U∗b is the depth-averaged near-bank velocity and U
∗
ch is the depth-
averaged velocity at the channel centerline. The migration rate ξ∗ can also
be expressed as
ξ∗ =
dn∗b
dt∗
(2.202)
where n∗b is the tranverse coordinate of the eroding bank and t
∗ is time. The
following adimensionalization is adopted
n∗b = B
∗nb (2.203)
t∗ =
B∗
U∗ch
t (2.204)
u∗b = U
∗
chub (2.205)
where B∗ is the half width of the channel. From Eq. 2.200 and 2.202 it
follows
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dn∗b
dt∗
= E0u
∗
b (s) (2.206)
B∗
U∗ch
B∗
dnb
dt
= E0U
∗
chub (s) (2.207)
dnb
dt
= E0ub (s) (2.208)
The last expression can be rewritten as
∆nb
∆t
= E0ub (s) (2.209)
∆nb = E0∆tub (s) (2.210)
∆nb = E0
(
∆t∗
U∗ch
B∗
)
ub (s) (2.211)
∆nb = FACTRub (s) (2.212)
which provides the dimensionless displacement of the centerline in a given
time step ∆t∗, where
FACTR =
E0U
∗
ch
B∗
∆t∗ (2.213)
2.4.2 PB approach for meander migration
Two alternative methods are proposed for meander migration within the PB
approach.
Option 1 (Figure 2.18a). The centerline displacement is calculated from
the physically-based erosion of outer and inner bank. This option is sug-
gested for relatively short-term migration scenarios. In particular, the cen-
terline displacement ξ∗∆t∗ is calculated at each cross-section from the lateral
displacement of the toe of the right bank S∗i,right and that of the toe of the
left bank S∗i,left
ξ∗∆t∗ =
[
S∗i,left (t
∗ −∆t∗)− S∗i,left (t∗)
]
2
−
[
S∗i,right (t
∗)− S∗i,right (t∗ −∆t∗)
]
2
(2.214)
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Alternatively, the intersect of the bank and the water surface can be con-
sidered instead of the bank toe. After each time step ∆t∗, the new width of
each i-th cross-section is then:
(B∗i )new =
(
S∗i,right
)
new
− (S∗i,left)new (2.215)
To migrate the dimensionless centerline, its displacement is normalized
by the half width of the channel B∗. The new dimensioned geometry can
be recovered by multiplying by the half width. Because the channel width
changes after each time step, the dimensionless centerline coordinates x and
y are rescaled as:
(xnew, ynew) = (xold, yold)
B∗old
B∗new
(2.216)
Use of this option will result in a new channel width that varies along the
stream. Observe that the use of the first option implies a varying channel
width along the channel. On the other hand, the solution for hydrodynamics
and bed topography reported in Section 2.2 is valid for constant channel
width. The hydrodynamics model therefore assumes a constant width, which
is defined as the minimum width among all cross-sections:
B∗new = min
(
B∗i,new
)
(2.217)
This choice is governed by the fact that the model imposes a slip boundary
condition at the sidewalls, which means that only the central region of the
channel, where the effect of the sidewalls is not present, is actually modeled.
Hence, for a series of cross sections characterized by different widths, the only
constant-width channel which can represent the central region for all cross
sections is that having a width equalling the minimum width among all the
cross sections. A sensitivity analysis of the hydrodynamic solution showed
that changes in bed shear stress along the outer bank are relatively larger
for increasing channel width than decreasing channel width. Therefore, the
selection of minimum width minimizes possible errors in calculated long-term
migration rates introduced by this method.
Option 2 (Figure 2.18b). The centerline displacement is equal to the
physically-based displacement of the outer bank (defined as the bank that
experiences more erosion). The inner bank follows the outer bank so that
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the channel width remains constant, as empirically observed for long-term
migration (Ikeda et al., 1981).
Simulations in Chapter 3 adopts both Option 1 and 2, while simulations
in Chapter 4 and 5 exclusively use Option 2.
CL
EL
0.5(ER−EL)
CL
CL
ER
(A) Initial cross−section
CL
(B) Bank erosion
(C) New centerline
CL
ER
CL
ER(b)
(A) Initial cross−section
(B) Bank erosion
(C) New centerline
(a)
Figure 2.18: Centerline migration options for the proposed physically-based
approach for meander migration: (a) Option 1 and (b) Option 2. Bank toe
displacements (EL and ER at left and right bank respectively) determine
centerline (CL) migration. Alternatively, the intersect points between
banks and water surface can be used, instead of the bank toes.
2.4.3 Migration of channel centerline
As mentioned, the river centerline is described by centerline nodes, i.e. dis-
crete points describing the centerline. At each of those, centerline displace-
ment, which is normal to the centerline, is computed with the method de-
scribed in Section 2.4.1 or 2.4.2. Therefore, at each centerline node, it is
necessary to compute the angular amplitude (angle between channel center-
line axis and horizontal axis) and the components of centerline displacement
in x∗ and y∗.
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2.4.3.1 Computation of the angular amplitude
At each centerline node i, the angular amplitude θ is calculated as follows
θi = arctan
(
yi+1 − yi
xi+1 − xi
)
(2.218)
where x and y are the node spatial coordinates, and i and i + 1 are the
centerline node of interest and the node right downstream of it, respectively.
Eq. 2.218 provides a value between −π/2 and π/2.
In order to obtain a value of θ that is between 0 and 2π, the expression in
Eq. 2.218 needs to be corrected for Quadrants II, III, and IV (Figure 2.19)
as follows:
 if xi+1 < xi and yi+1 > yi (Quadrant II)
θi = π + arctan
(
yi+1 − yi
xi+1 − xi
)
(2.219)
 if xi+1 < xi and yi+1 < yi (Quadrant III)
θi = π + arctan
(
yi+1 − yi
xi+1 − xi
)
(2.220)
 if xi+1 > xi and yi+1 < yi (Quadrant IV)
θi = 2π + arctan
(
yi+1 − yi
xi+1 − xi
)
(2.221)
The value θ for the node i computed with the expressions in Eq. 2.218,
2.219, 2.220, and 2.221 is the angle between the horizontal axis and the seg-
ment of channel centerline connecting nodes i and i + 1. An alternative
method considers, as value θ for the node i, the angle between the horizontal
axis and the direction orthogonal to the direction bisecting the angle de-
scribed by nodes i− 1, i, and i+1. In order to do this, the values computed
with Eq. 2.218, 2.219, 2.220, and 2.221, now indicated as θold, are updated
as follows:
 θold,i−1 in Quadrant I and θold,i in Quadrant IV or viceversa
θi =
θold,i + θold,i−1
2
+ π (2.222)
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 θold,i−1 in Quadrant II and θold,i in Quadrant IV or viceversa
– θold,QIV > θold,QII + π
θi =
θold,i + θold,i−1
2
+ π (2.223)
– Else
θi =
θold,i + θold,i−1
2
(2.224)
 θold,i−1 in Quadrant I and θold,i in Quadrant III or viceversa
– If θold,QIII > θold,QI + π
θi =
θold,i + θold,i−1
2
+ π (2.225)
– Else
θi =
θold,i + θold,i−1
2
(2.226)
 Else
θi =
θold,i + θold,i−1
2
(2.227)
The value of θ for the node at the downstream end of the centerline is
found from linear interpolation of the values at the two nodes right upstream
of it.
2.4.3.2 Computation of the centerline displacement
In Figure 2.19, the vector of migration rate ξ (equal to ξ∗/U∗ch, where U
∗
ch
is the reach-averaged flow velocity) is drawn in the positive direction of the
transverse n axis, identified using the right hand rule (thumb indicates the z-
axis, pointing upwards, the index indicates the s-axis, pointing downstream,
and the the middle finger indicates the n-axis).
The migration rate of the centerline node i in the x and y direction is
expressed as follows
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dxi
dt
= −ξsinθi (2.228)
dyi
dt
= +ξcosθi (2.229)
where xi = x
∗
i /B
∗ and yi = y
∗
i /B
∗ are the dimensionless coordinates of the
centerline node (B∗ is the half width of the channel), and time is normalized
as t = t∗U∗ch/B
∗.
Eqs. 2.228 and 2.229 are numerically discretized, over a simulation time
step ∆t, as
xi(t+∆t) = xi(t)− ξ(t)sinθi(t)∆t (2.230)
yi(t +∆t) = yi(t) + ξ(t)cosθi(t)∆t (2.231)
Eq. 2.228 and 2.229 are valid for all four quadrants. With reference to
Figure 2.19:
 Quadrant I (0 < θ < π/2)
– ξsinθ > 0: since it has to be ∆x < 0, where ∆x is the centerline
node displacement rate in the x direction, a minus sign is needed
in front of ξsinθ.
– ξcosθ > 0: since it has to be ∆y > 0, where ∆y is the centerline
node displacement rate in the y direction, a plus sign is needed in
front of ξcosθ.
 Quadrant II (π/2 < θ < π)
– ξsinθ > 0: since it has to be ∆x < 0, a minus sign is needed in
front of ξsinθ.
– ξcosθ < 0: since it has to be ∆y < 0, a plus sign is needed in front
of ξcosθ.
 Quadrant III (−π < θ < −π/2)
– ξsinθ < 0: since it has to be ∆x > 0, a minus sign is needed in
front of ξsinθ.
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– ξcosθ < 0: since it has to be ∆y < 0, a plus sign is needed in front
of ξcosθ.
 Quadrant IV (−π/2 < θ < 0)
– ξsinθ < 0: since it has to be ∆x > 0, a minus sign is needed in
front of ξsinθ.
– ξcosθ > 0: since it has to be ∆y > 0, a plus sign is needed in front
of ξcosθ.
Figure 2.19: Angular amplitude θ and migration vector ξ for different
quadrants. The segment connecting the nodes i and i+ 1 is a centerline
segment.
2.4.4 Selection of modeling discharge
One important issue is the selection of the modeling discharge for meander
migration computations. As observed by Blondeaux and Seminara (1985),
by using a constant discharge, it is implicitly assumed that the effect of a
variable regime of a river can be satisfactorily modeled in terms of a “forma-
tive” discharge. The selection of this discharge is not trivial, since different
flow discharges produce different flow patterns for the same alignment and
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therefore different migration patterns. Therefore, the selection of modeling
discharge is crucial if the objective is to reproduce historically-observed mi-
gration or predict future migration.
In the literature, authors who tried to apply these type of meander migra-
tion models to real rivers and reproduce their planform evolution using the
MC approach (Johannesson and Parker, 1985; Garcia et al., 1994) adopted
the bankfull discharge in their meander migration models. However, both
groups of authors often noticed a failure in capturing the observed lateral
migration of bends: Johannesson and Parker (1985) even solved the issue
by calibrating, besides the migration coefficient E0, the friction coefficient
Cf,ch to values up to one order of magnitude larger than those satisfying the
zero-th order momentum equation. The issue highlighted by those authors
could have been solved by considering a different modeling discharge, pro-
ducing a different pattern of the core of high flow velocity and therefore a
different pattern of migration. Other authors suggested the use of a mod-
eling discharge based on statistical considerations, such as the mean annual
discharge (Blondeaux and Seminara, 1985; Camporeale et al., 2007). This
selection seems odd considering that bank erosion and meander migration
only occur for flow events which are large enough to cause erosion of outer
banks. This highlights a limitation of the classic MC approach for migration:
being based on excess velocity, it allows migration for any flow, because any
flow, in curved alignments, produces excess velocity at outer banks. The
proposed PB approach, instead, is based on exceedance of a critical shear
stress for bank erosion and meander migration, therefore it forces the use of
a discharge for which the river banks experience erosion.
A more detailed, multi-discharge approach, would adopt the geomorphic
work concept for banks, considering the whole spectrum of discharges able
to move the banks. This is beyond the scope of this dissertation, because
it needs to be solved first at bank scale. Different flow discharges are as-
sociated to different degrees of slump block production and protection, and
frequency and time spacing between bank eroding events is expected to affect
the dynamics of slump block protection.
In Chapters 3, 4, and 5, justification of the modeling discharge used for
the different simulations is provided.
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2.4.5 Simulation duration and selection of time step
Meander migration simulations with the PB method can be either run in (i)
real time, using an intermittency factor i (fraction of time during which the
formative discharge is flowing in the river (Paola et al., 1992)), such that, for
each time step ∆t∗, bank erosion occurs for a duration equal to i∆t∗ or, (ii)
flood time, such that, for each ∆t∗, bank erosion occurs for a duration equal
to ∆t∗.
As regards the impact of the value of time step ∆t∗ used for meander
migration simulations, it practically does not affect MC simulations, whereas
it may affect PB simulations since the PB method is based on an erosion
threshold (the impact is analogous to that of the time step when solving
numerically the Exner equation for mobile bed). The sensitivity to ∆t∗
depends on planimetric configuration and value of critical shear stress. If
including mass failure mechanisms through an armor factor, the value of ∆t∗
has a further effect, because it scales the slump block volume. This is further
discussed in Chapter 5.
2.4.6 Ancillary components of the model
2.4.6.1 Curvature filtering
In order to avoid the propagation of numerical errors related to the compu-
tation of the channel curvature C, a filtering technique is implemented in
the code, in the form of weighted moving average. As suggested by Crosato
(1990) and Crosato (2007), the filter is expressed as follows:
Ci,filtered =
Ci−1 + 2Ci + Ci+1
4
(2.232)
where i − 1, i and i + 1 are consecutive centerline nodes. This filter re-
moves spurious node-to-node oscillations in calculated curvature caused by
the inaccuracies of the curvature calculation method.
2.4.6.2 Regridding or addition of centerline nodes
Crosato (2007) demonstrated that simulating long-term channel migration
eventually introduces spurious oscillations into the centerline geometry be-
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cause of non-equidistant, increasing cross-section spacing caused by centerline
elongation. Following Sun et al. (1996), Parametric Cubic Splines (PCS) are
used in RVR Meander for regridding of centerline nodes in order to make
them equally-spaced after centerline migration, or for addition of centerline
nodes when the river sinuosity increases (Figure 2.20). PCS are run through
all the original nodes describing the centerline and a new set of equally-
spaced centerline nodes is extracted on them, preserving the original number
of centerline nodes (centerline-node regridding) or increasing it such that the
spacing between consecutive centerline nodes remains below a user-specified
threshold (expressed in half-width units). PCS preserve slope and curvature
continuity at the original centerline nodes. Their expression (Guneralp and
Rhoads, 2008) is
x(sˆ) = ax,j(sˆ− sˆj)3 + bx,j(sˆ− sˆj)2 + cx,j(sˆ− sˆj) + dx,j (2.233)
y(sˆ) = ay,j(sˆ− sˆj)3 + by,j(sˆ− sˆj)2 + cy,j(sˆ− sˆj) + dy,j (2.234)
where ax,j, bx,j, cx,j, dx,j, ay,j , by,j , cy,j and dy,j are coefficients of the par-
ticular cubic spline function fitted between two consecutive centerline nodes.
The variable sˆ is characterized by a method called chord-length parameteri-
zation, where break points (sˆj) are defined from the direct distance between
centerline nodes
sˆj+1 = sˆj +∆sˆj (2.235)
with
∆sˆj =
√
(xj+1 − xj)2 + (yj+1 − yj)2 (2.236)
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Figure 2.20: Parametric Cubic Splines run through centerline nodes, for
regridding or addition of centerline nodes (Guneralp and Rhoads, 2008).
2.4.6.3 Bank interpolation
Redistribution and addition of centerline nodes require the interpolation of
bank geometry and materials. Right and left bank geometry at a newly in-
troduced centerline node are obtained by interpolation of the bank geometry
of the two existing centerline nodes located immediately upstream and down-
stream of the new node. Figure 2.21 illustrates the interpolation procedure.
First, main chords are defined that connect the toe, top bank, and floodplain
points of the existing banks. Minor chords are then generated by connecting
existing points on one left or right bank profile to interpolated points on the
other left or right bank profile. The two points defining a minor chord have
the same proportional distance to the main chords connecting toe and top
bank points. A tolerance on minimum distance avoids closely-spaced minor
chords. Linear interpolation along minor and main chords provides the bank
geometry at the new centerline node. Soil properties for each bank-material
layer are similarly obtained.
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Figure 2.21: Bank interpolation, through linear interpolation of existing
bank geometry along main and minor chords. The main chord connecting
the floodplain points is not shown.
2.4.6.4 Savitzky-Golay centerline filtering
The approach of physically-based migration may locally produce large gradi-
ents in centerline curvature, which requires the use of a filter to smooth the
migrated centerline to avoid numerical instability. The RVR Meander model
adopts the Savitzky-Golay smoothing filter (Savitzky and Golay, 1964) which
may be applied to the coordinates of the migrated centerline. It is a low-pass
filter for smoothing noisy data and it is applied to a series of equally-spaced
data values, in this case the coordinates of the centerline nodes. It is essen-
tially a generalization of the moving-window averaging, with an underlying
function within the moving window which is not a constant, but a polynomial
of higher order. The main advantage of this approach is that it tends to pre-
serve features of the distribution such as relative maxima, minima and width,
which are usually flattened by moving averaging techniques. For each point,
a polynomial is least-squares fitted to all the points in the moving window.
A polynomial of degree k is used to perform a local regression on a series of
at least k + 1 nodes. There are particular sets of filter coefficients for which
the weighted average automatically accomplishes the process of polynomial
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least-squares fitting. The coefficients of the Savitzky-Golay smoothing filter
are calculated as:
cn =
{(
AT · A)−1 · (AT · en)}
0
(2.237)
where n = −nL, −nL + 1, ..., 0, ..., nR − 1, nR; i = −nL, −nL + 1, ..., 0, ...,
nR−1, nR; nL is the number of points to the left; nR is the number of points
to the right; j = 0, 1, ..., M ; M is the degree of polynomial; Aij = i
j ; and
en is the unit vector of direction n.
The filtered coordinates (xnew, ynew) of the centerline nodes are therefore
obatined from the original coordinates (xold, yold) as follows:
xnew,i =
k=i+nR∑
k=i−nL
ckxold,k (2.238)
ynew,i =
k=i+nR∑
k=i−nL
ckyold,k (2.239)
The filter can be applied more than one time. The following input param-
eters for the Savitzky-Golay filter are needed: number of times of application
of the filter, order p of the polynomial, and number m of nodes included in
the filter window (a symmetric averaging window around the node is used).
Following Fagherazzi et al. (2004) and Legleiter and Kyriakidis (2007),
the model employs 2nd and 4th-degree polynomial filters with averaging win-
dows of 5 to 13 nodes (Table 2.2). Close to the upstream and downstream
ends, asymmetric averaging windows are used, and in few cases the order
of the polynomial i downgraded from 4 to 2, in order to get coefficients for
the required average window. The centerline nodes at the upstream and
downstream ends are found by linear extrapolation of the two closest nodes.
In contrast to the curvature filter (Section 2.4.6.1), the use of the Savitzky-
Golay filter is optional because it is not meant to filter spurious node-to-
node oscillations in channel centerline geometry but to smooth very large
curvature gradients that may arise, for example, for highly skewed bends. In
the RVR Meander model, the Savitzky-Golay filter can be applied before or
after applying the PCS (Section 2.4.6.2).
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Table 2.2: Parameters for Savitzky-Golay centerline filtering.
m m m m m
p = 2 5 7 9 11 13
p = 4 - 7 9 11 13
2.4.6.5 Neck cutoff
RVR Meander implements a simplified algorithm for neck cutoff. If the dis-
tance of non consecutive centerline nodes is lower than half the channel width,
neck cutoff occurs and the channel centerline is updated accordingly.
87
CHAPTER 3
PHYSICALLY-BASED REPRESENTATION
OF THE BANK EROSION PROCESSES
AND IMPACT ON MEANDER MIGRATION
3.1 Summary of the chapter
The present chapter focuses on the following research questions (as also re-
ported in Chapter 1, Section 1.2.1):
Impact of physically-based method for bank erosion and meander
migration: how do the migration rates and planform shapes obtained with
a physically-based representation of the bank erosion processes differ from
those obtained using the “classic” migration coefficient? Can the observed
complexity of meander planform shapes be reproduced and to what extent
do the different bank erosion processes contribute to it?
Validation for real rivers: does accounting for the physical processes
responsible for bank erosion improve upon the performance of meander mi-
gration prediction of the classic models based on the use of a calibrated
migration coefficient?
As mentioned in Chapter 1, Section 1.1.3, the rate of migration, calcu-
lated by numerical models of river meandering, is commonly based on a
method that relates the rate of migration to near-bank excess velocity mul-
tiplied by a dimensionless coefficient. Notwithstanding its simplicity, since
the early 1980s this method has provided important insight into the long-
term evolution of meander planforms through theoretical exercises. Its use
in practice has not been as successful, because the complexity of the physical
processes responsible for bank retreat, the heterogeneity in floodplain soils,
and the presence of vegetation, make the calibration of the dimensionless
coefficient rather challenging. In this chapter, the approach that calculates
rates of meander migration using physically-based streambank erosion for-
mulations, presented in Chapter 2, is compared to that of the more simple
classic method through the application to several test cases for idealized and
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natural planform geometry. The advantages and limitations of the approach
are discussed, focusing on simulated planform pattern, the impact of soil
spatial heterogeneity, the relative importance of the different processes con-
trolling bank erosion (hydraulic erosion, cantilever, and planar failure), the
requirements for obtaining stable migration patterns (centerline filtering and
interpolation of bank physical properties), and the capability of predicting
the planform evolution of natural rivers over engineering time scales (i.e.,
50 to 100 years). The applications show that the improved physically-based
method of bank retreat is required to capture the complex long-term migra-
tion patterns of natural channels, which cannot be merely predicted from
hydrodynamics only.
Results presented here can also be found in the paper by Motta et al.
(2012a).
3.2 Introduction
Few attempts have been made to relate the classic migration coefficient E0
(Eq. 1.1) to physical properties characterizing bank erodibility. A significant
investigation was carried out by Constantine et al. (2009), who sought to
establish a relation between E0 and measurable physical characteristics of
the materials of the channel boundary using data from the Sacramento River
in California (USA). They discovered that variability in the erodibility coef-
ficient for hydraulic erosion k∗ (Eq. 2.193) explains much of the variability
in the migration coefficient E0 (Figure 3.1). However, the results by Con-
stantine et al. (2009) are limited to a single study site: further investigation
is needed to confirm the minor importance of mass failure mechanisms for
long-term migration rates and the impact of vegetation, which is carried out
in the current and the next two chapters. Furthermore, the work by Con-
stantine et al. (2009) did not specify how the change in functional relation
for bank erosion from Eq. 1.1 to Eq. 2.193 changes migration patterns and
planform shapes obtained, which is mainly the object of this chapter.
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Figure 3.1: Correlation between migration coefficient E (E0 in Eqn. 1.1)
and erodibility coefficient k (k∗ in Eqn. 2.193) for the Sacramento River
(Constantine et al., 2009).
3.3 Model of Meander Migration
The model of meander migration RVR Meander, described in Chapter 2, is
used. Its main components are briefly summarized below for the reader’s
convenience.
For hydrodynamics and bed topography, the Ikeda et al. (1981)-type model,
described in Section 2.2.3.1, is used. It provides an analytical solution of the
2D depth-averaged shallow water equations (Eqs. 2.1, 2.2, and 2.3) through
linearization and adimensionalization techniques. The model does not ex-
plicitly solve for the morphodynamics of the bed, but prescribes it:
η∗1
D∗ch
= −AC∗n∗ (3.1)
where A is the scour factor, η∗1 is the bed elevation deviation from the bed
elevation of the channel centerline at a particular cross section, D∗ch is the
reach-averaged water depth for uniform flow, C∗ is the local curvature of
the centerline, and n∗ is the transverse coordinate. The superscript star
indicates values with dimensions. The model is a slightly modified version of
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that developed by Ikeda et al. (1981) and Johannesson and Parker (1985).
Following is the solution of the dimensionless depth-averaged flow velocity
components in s- and n-directions (U and V , respectively) and the flow depth
(D) that is composed of the solution for a straight channel (identified by the
subscript ch) and a perturbation because of channel curvature (identified by
the subscript 1)
(U(s, n), V (s, n), D(s, n)) = (1, 0, 1) + (U1(s, n), V1(s, n), D1(s, n)) (3.2)
The solution is normalized as U = U∗/U∗ch, V = V
∗/U∗ch, and D = D
∗/D∗ch,
where U∗ch and D
∗
ch are the reach-averaged velocity and flow depth at a partic-
ular time (a particular planform configuration). The perturbation variables
U1, V1, and D1 are
U1(s, n) = a
′
1(n)e
−a′2s + n
(
a′3C(s) + a
′
4e
−a′2s
∫ s
0
C(s)ea
′
2sds
)
(3.3)
V1(s, n) =
a′2
2
e−a
′
2s
(
2
∫ n
1
U1(0, n)dn− nU1(0, n) + U1(0, 1)
)
+
+
a′2
2
(nU1(s, n)− U1(s, 1)) + a
′
5
2
(
n2 − 1) (3.4)
D1(s, n) = C(s)n
(
F 2ch + A
)
(3.5)
where C = B∗C∗ = −B∗dθ/ds∗ = B∗/r∗ is curvature, B∗ is channel half-
width, θ is the angle between the channel centerline axis and the horizontal
axis, r∗ is local radius of curvature, Fch is reach-averaged Froude number,
and
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a′1(n) = U1(0, n) + nC(s = 0) (3.6)
a′2 = Cf,chs1β (3.7)
a′3 = −1 (3.8)
a′4 = βCf,ch
(
F 2ch + (A− 1 + s1)−
D∗ch
U∗ch
s2(F
2
ch + A)
)
(3.9)
a′5 =
(
1− A− F 2ch
) ∂C
∂s
− Cf,cha′6
B∗
U∗ch
C (3.10)
a′6 =
U∗ch
D∗ch
F 2ch + (A− 1)
U∗ch
D∗ch
− s2
(
F 2ch + A
)
(3.11)
s1 = 2 (3.12)
s2 =
U∗ch
Cf,ch
(
∂Cf
∂D∗
)
ch
= −5U
∗
ch
D∗ch
√
Cf,ch (3.13)
where β = B∗/D∗ch and the friction coefficient Cf reads (following Engelund
and Hansen (1967))
Cf =
(
6.0 + 2.5 ln
(
D∗
2.5d∗s
))
−2
(3.14)
where d∗s is a representative sediment particle size.
The bed shear stress components in s and n directions are calculated as
(τ ∗s , τ
∗
n) = ρCf(U
∗, V ∗)
√
U∗2 + V ∗2 (3.15)
where ρ is the density of water.
The above expressions allow for calculating the depth-averaged flow, bed
shear stress, and bed elevation distributions at any given time step and for
any given channel planform shape represented by the curvature of the channel
centerline.
Given the channel centerline described by a discrete set of centerline nodes,
local curvature is computed using the “parametric” method expressed by
Eq. 2.175. To avoid the propagation of numerical errors related to the
computation of the channel curvature, the three-point curvature smoothing
reported in Eq. 2.232 is used after every time step.
The normal rate of bank retreat ξ∗ is computed either with the migration
coefficient (MC) method or the physically-based (PB) method, illustrated in
detail in Chapter 2. The MC method, developed independently by Hasegawa
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(1977) and Ikeda et al. (1981) is given by
ξ∗(s) = E0 (U
∗
b (s)− U∗ch) = E0U∗1 (s, n = 1) (3.16)
where E0 is the dimensionless migration coefficient, U
∗
b is the depth-averaged
near-bank velocity, and U∗1 (s, n = 1) is the perturbation velocity at the
outer bank. The dimensionless migration coefficient E0 is usually obtained
via calibration against historic channel centerlines. In the MC method, the
outer bank displacement rate equals the centerline displacement rate (thus
maintaining constant channel width).
The PB method relates the rate of bank erosion directly to the physical
processes controlling bank retreat, i.e. hydraulic erosion and mass failure,
using the bank erosion methods of Langendoen and Simon (2008) and Lan-
gendoen et al. (2009). The lateral rate of hydraulic erosion E∗ for each
bank-material layer is modeled using an excess shear stress relation
E∗ = M∗
(
τ ∗
τ ∗c
− 1
)
(3.17)
whereM∗ is the erosion-rate coefficient (with dimensions of length over time)
and τ ∗c is the critical shear stress. For the case of the bank lower layer, or the
unique layer present, it is assumed that the bank shear stress τ ∗ equals the
near-bank bed shear stress predicted by the hydrodynamic model at n = ±1.
At the banks the magnitude of the shear stress is equal to that of the shear
stress in the streamwise direction (τ ∗ = τ ∗s ) since V
∗ = 0. Cantilever failures
occur when overhanging blocks of bank material, generated by preferential
retreat of more erodible layers at depth or simply by the erosion of the
bank below the water surface, fail. For given unit weight and shear-strength
properties, the extent of the overhang (or undercut) determines its stability.
Planar failure is analyzed using a limit equilibrium method in combination
with a search algorithm to determine the smallest factor of safety (stability
factor), which is the ratio of available shear strength to mobilized shear
strength.
Within the PB approach, two alternatives exist to compute the centerline
migration, as reported in detail in Section 2.4.2. The first option (Option
1) consists of calculating the centerline displacement at each cross-section
from the lateral displacement of the toes of right and left banks. The second
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centerline-migration option (Option 2) equates the dimensioned centerline
displacement to the displacement of the outer bank.
Parametric Cubic Splines (PCS) are used to extract a set of equally-spaced
centerline nodes after each migration step. When the amplitude of meander
bends increases, additional centerline nodes are introduced using PCS to
reduce the spacing between consecutive centerline nodes. Redistribution and
addition of centerline nodes require the interpolation of bank geometry and
materials. Finally, the approach of physically-based migration may locally
produce large changes in centerline curvature, which requires the use of a
Savitzky-Golay filter to smooth the migrated centerline to avoid numerical
instability (Section 2.4.6.4).
3.4 Model applications
The performance of the new physically-based channel migration method is
evaluated for three different cases. Table 3.1 reports the run parameters.
Because reach-averaged Froude number, friction coefficient, and half-width
to depth ratio change over time as the reach-averaged depth varies with
changing sinuosity, Table 3.1 reports the values corresponding to a straight
channel inclined at the valley slope. The channel centerline alignment of the
first two cases follows a sine-generated and a Kinoshita curve, respectively.
The goal of these two cases is to illustrate the features and limitations of the
new approach, the variety in calculated planform shapes, and the differences
between the planform shapes simulated by the classic approach and the new
approach. The third case tests the model against the observed migration of
a reach on the Mackinaw River in Illinois, USA, and compares the results
to those obtained using the classic approach. Because high curvatures may
develop during the simulations, the friction coefficient computed using Eq.
3.14 can become undefined because of a negative local depth at inner banks.
Therefore, it is assumed s2 = 0 and a spatially constant, reach-averaged
friction coefficient was used in the simulations.
3.4.1 Case 1: sine-generated channel
The centerline of a sine-generated meandering channel is expressed as
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Table 3.1: Test case run parameters. (Q is discharge; 2B∗ is channel width;
S0 is valley slope; F
2
0 is squared Froude number for straight channel
characterized by valley slope; Cf0 is friction coefficient for straight channel
characterized by valley slope; β0 is half-width to depth ratio for straight
channel characterized by valley slope; and A is transverse bed slope
parameter).
Q 2B∗
Case Shape (m3/s) (m) S0 F
2
0
Cf0 β0 A
1 Sinusoidal 20 30 0.0011 0.162 0.0070 22.96 5
2 Kinoshita 20 30 0.0010 0.146 0.0069 22.16 5
3 Mackinaw River 46.2 38 0.0009 0.109 0.0082 17.06 5
θ = θ0 sin
(
2πs
Λ
)
(3.18)
where θ0 is the angle θ at the crossover point and Λ is the length of the
channel centerline over one meander wavelength.
This case considers a 2,040-meter long (2,000-meter long sinuous section
with 20-meter long straight entrance and exit sections) and 30-meter wide
channel with Λ = 250 m and θ0 = 55
◦, which corresponds to a relatively low
sinuosity Ω = 1.27 (Figure 3.2). 511 equally-spaced nodes describe the initial
centerline, yielding a node spacing of 4 m. To accuratetely represent the
channel planform evolution the maximum grid spacing is limited by imposing
∆s∗ < 0.9B∗. The channel width is 30 m.
The centerline evolution was simulated for a 300-year period and employed
a time step of 0.2 years and centerline-migration Option 2 using the displace-
ment of the bank toes to compute the migration distance. The Savitzky-
Golay smoothing filter was not applied. Table 3.1 lists the various simu-
lation parameters. Two runs were conducted in which only fluvial erosion
and cantilever failures of homogeneous banks were simulated for two different
sets of critical shear stress (τ ∗c ) and erosion-rate coefficient (M
∗) values. The
erosion-rate coefficient was 5·10−7 m/s for each run, while critical shear stress
equalled 11.5 and 12 Pa, respectively. The maximum size of the cantilever
overhang was arbitrarily set to 0.1 m.
Figure 3.2 shows the simulated shear stress distribution in streamwise di-
rection (τ ∗s ) at the start of the simulation. The combination of width to depth
ratio, sinuosity, Froude number, and friction coefficient produces a peak bank
shear stress (> 12 Pa) just upstream of the crossovers, whereas it is below
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τ ∗c at the channel apices. This case therefore resembles that of a confined
meandering river, e.g. Nicoll and Hickin (2010).
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Figure 3.2: Simulated shear stress distribution in streamwise direction (τ ∗s )
for the initial planform of the sine-generated channel. Flow is from left to
right.
Figure 3.3 shows the simulated migration pattern. The use of a critical
shear stress threshold for hydraulic erosion prevents some channel portions
from migrating. As a consequence, the simulated migration pattern after
300 years is strongly skewed and locations characterized by high curvature
gradients arise. The lower critical shear stress results in a higher rate of
downstream migration. The simulated planform is very similar to that of
confined meandering channels as is shown by the observed series of river
bends along the Beaver River, Canada (Figure 3.4).
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Figure 3.3: Simulated migration pattern of a sine-generated channel using
the physically-based bank retreat method with two different critical shear
stress values for hydraulic erosion. Flow is from left to right.
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Figure 3.4: Meander bends along the confined meandering Beaver River in
Alberta, Canada (54◦ 15’ 35” N and 109◦ 59’ 08” W). The image is
provided by Google Earth ((c)CNES 2011. Distribution Spot
Image/Astrium Services).
Figure 3.5 shows the comparison between the simulated migration pattern
obtained using the classic method and the new physically-based method.
The migration coefficient values used in the MC approach are E0 = 2 · 10−9,
E0 = 3 · 10−9, and E0 = 4 · 10−9. The PB and MC methods predicted
different planform shapes. The MC approach cannot reproduce the pattern
predicted by the PB approach. As the PB approach, the MC method also
predicted a downstream migration of the meander bends with little growth
of the meander amplitude, however, it cannot produce the strong asymmetry
simulated by the PB approach. From Figure 3.5 it is evident that the bank
retreat model strongly affects the migration pattern. The MC approach is
only capable of simulating such strong planform asymmetry by assuming non-
erodible valley boundaries. Howard (1992) and Howard (1996) did follow this
approach for the confined Beaver River.
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Figure 3.5: Comparison between the simulated migration patterns of a
sine-generated channel using the PB (τ ∗c = 11.5 Pa) and MC approaches.
MC 1, E0 = 2 · 10−9; MC 2, E0 = 3 · 10−9; and MC 3, E0 = 4 · 10−9. Flow is
from left to right.
3.4.2 Case 2: Kinoshita channel
Kinoshita-generated meandering channels are described by (Kinoshita, 1961)
θ = θ0 sin (κs) + θ
3
0 (Js cos (3κs)− Jf sin (3κs)) (3.19)
where Js and Jf are the skewness and flatness coefficients respectively, and
κ = 2π/Λ is the wave number.
A 4,200-meter long (4,000-meter long meandering section with 100-meter
long straight entrance and exit sections) and 30-meter wide channel with Λ =
500 m, Js =±1/32 (positive for upstream-skewed configuration and negative
for downstream-skewed configuration), Jf = 1/192 and θ0 = 110
◦, which cor-
responds to a high sinuosity Ω = 3.28 is considered. These parameters result
in locally high-curvature reaches which violate the assumption of mild cur-
vature of Ikeda et al.’s (1981) model. The below model tests were designed,
however, to minimize the impact of the high-curvature reaches on the model
results. The channel width is 30 m. 421 equally-spaced nodes describe the
initial channel centerline, which yields a node spacing of 10 m.
The performance of the new approach was assessed for four different sce-
narios: (1) a comparison with the MC method regarding the evolution of
upstream- and downstream-skewed meander bends; (2) spatially heteroge-
nous floodplain soils; (3) sensitivity analysis of the centerline migration
method (cf. Sections 3.3 and 2.4.2) and centerline smoothing method (cf.
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Sections 3.3 and 2.4.6.4); and (4) influence of planar failures on centerline
migration. Table 3.1 lists the main parameters used in the simulations.
3.4.2.1 Evolution of upstream- and downstream-skewed meander bends
A 5-year simulation was performed using: a time step of 0.2 years; centerline
migration Option 2 using the displacement of the bank toe to compute the
migration distance; and the Savitzky-Golay smoothing filter with second
order polynomial regression, an averaging window of 5 nodes, and applied
every 10 iterations. Only hydraulic erosion and cantilever failure processes
are considered, of homogeneous banks with τ ∗c = 5 Pa and M
∗ = 5 · 10−7
m/s.
Figures 3.6 and 3.7 show the simulated centerline migration patterns for
upstream- and downstream-skewed meander bends, respectively. The downstream-
skewed meander bends migrate faster than those skewed upstream, as specu-
lated by Abad et al. (2013). Also, whereas the upstream-oriented bends tend
to preserve the orientation, the downstream-oriented bends are changing the
orientation towards upstream. As pointed out by Lanzoni et al. (2006),
the hydrodynamic model used here can only describe sub-resonant mor-
phologic regimes and is, therefore, bound to produce, in homogeneous soil,
upstream-skewed planform features. As later illustrated in the paper, how-
ever, floodplain soil heterogeneity can preserve downstream-oriented bends
(Figure 3.12), which motivated the use of an initial downstream-skewed con-
figuration for the simulations in Figures 3.7 and 3.12. Compared to the PB
approach, the MC approach, with E0 = 2.5 · 10−7, simulates similar trends,
see Figures 3.8 and 3.9. The results of the PB approach, however, show a
more dramatic tendency towards the formation of necks for the downstream-
skewed configuration, which is commonly observed for natural rivers. In
Figure 3.6 and especially in Figure 3.7 some portions of bend are below the
critical shear stress for hydraulic erosion, enhancing the spatial discontinuity
of the migration process and generating zones characterized by very strong
local curvature and curvature gradient. Although the above scenarios are
idealized, they capture the preferential migration of only portions of a bend,
which is often observed in nature such as in the case of the Pembina River
in Alberta, Canada (Figure 3.10).
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Figure 3.6: Simulated migration pattern and shear stresses using the
physically-based migration method for an upstream-skewed Kinoshita
channel. Flow is from left to right.
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Figure 3.7: Simulated migration pattern and shear stresses using the
physically-based migration method for a downstream-skewed Kinoshita
channel. Flow is from left to right.
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Figure 3.8: Comparison of the simulated migration patterns obtained with
the MC and PB approaches for an upstream-skewed Kinoshita channel.
Flow is from left to right.
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Figure 3.9: Comparison of the simulated migration patterns obtained with
the MC and PB approaches for a downstream-skewed Kinoshita channel.
Flow is from left to right.
Figure 3.10: Preferential migration of bend portions at lobes A and B in
the Pembina River in Alberta, Canada (Parker et al., 1982). Flow is from
left to right. A reach characterized by very strong local curvature and
curvature gradient is present in the downstream portion of lobe B.
3.4.2.2 Spatially heterogenous floodplain soils
Two simulation scenarios were conducted to study the effect of floodplain
soil heterogeneity on meander migration. The first scenario considers an
upstream-skewed Kinoshita channel with different soil critical shear stresses
for the left-most 67% and right-most 33% of the river valley (Figure 3.11).
The erosion-rate coefficient is the same for each soil (M∗ = 5 · 10−7 m/s),
whereas the critical shear stresses are 4 and 10 Pa, respectively. In the sec-
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ond scenario the Kinoshita channel is downstream-skewed and the upper and
lower halfs of each meander bend are located in two different floodplain soils.
The two soils alternate in downvalley direction (Figure 3.12). The rate of
erosion coefficient is the same for each soil (M∗ = 5 · 10−7 m/s), whereas the
critical shear stresses are 5 and 8 Pa, respectively. These idealized scenarios
are able to show that differences in bank soil properties can invert the mi-
gration pattern of upstream- and downstream-skewed Kinoshita channels in
homogeneous soils (cf. Figures 3.6 and 3.7).
Figure 3.11 shows the results of the first scenario. The more erosion-
resistant soil (i.e., soil A) locally inhibits channel migration. Figure 3.11a
shows that upstream skewness increases compared to the homogeneous sce-
nario (cf. Figure 3.6) if the majority of the channel is located within flood-
plain soil B (the more erodible soil). If the majority of the channel is located
within soil A, the migration of the meander bends located within floodplain
soil B causes these bends to become downstream-oriented (see Figure 3.11b).
Figure 3.12 shows the results of the second scenario. The cyclic variation in
soil erosion resistance increases the rate of migration of every other meander.
As a consequence, the tendency of the downstream-oriented bends to change
their orientation towards upstream is moderated (cf. Figure 3.7).
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Figure 3.11: Simulated migration pattern of an upstream-skewed Kinoshita
channel using the physically-based migration method. The floodplain
comprises two different soils: in zone A, τ ∗c = 10 Pa and M
∗ = 5 · 10−7 m/s;
and in zone B, τ ∗c = 4 Pa and M
∗ = 5 · 10−7 m/s. Flow is from left to right.
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Figure 3.12: Simulated migration pattern of a downstream-skewed
Kinoshita channel using the physically-based migration method. The
floodplain comprises two different soils: in zone A, τ ∗c = 8 Pa and
M∗ = 5 · 10−7 m/s; and in zone B, τ ∗c = 5 Pa and M∗ = 5 · 10−7 m/s. Flow
is from left to right.
3.4.2.3 Sensitivity to migration and smoothing methods
A sensitivity analysis was performed to study the effects of the centerline
migration (see Sections 3.3 and 2.4.2) and smoothing (see Sections 3.3 and
2.4.6.4) methods. Table 3.2 lists the 16 cases evaluated. The impact of using
either the displacement of the bank toe or that of the intersect between
water surface and bank profile in calculating centerline migration was also
analyzed. The Kinoshita channel was upstream-skewed and its configuration
is the same as for the above test cases. The simulation period was 10 years.
Figure 3.13 presents the most relevant results of the analysis. Only minor
differences occur between the various cases in the zones characterized by high
curvature (indicated with circles in Figure 3.13a), because shear stress only
exceeds the critical shear stress downstream of the bend apex (cf. Figure
3.6). Figure 3.13b shows that near the crossover points, however, the center-
line migration method has the largest effect on the planform evolution. The
simulated centerline migration in cases 3 and 7 is significantly different from
that in cases 11 and 15. The rates of migration are lower when using Option
1 because the displacement of the eroding outer bank is partially counter-
acted by that of the eroding inner bank (Figure 2.18a). This then raises the
question: which method is more appropriate? Observations show that many
meandering alluvial streams, in the long term, maintain a roughly constant
width even while actively migrating (Ikeda et al., 1981). Alluvial streams
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Table 3.2: Sensitivity analysis test cases (IF = Iteration Frequency, i.e.
iteration interval for the application of centerline filtering or bank
interpolation).
Centerline Bank point used Bank
Case migration method for migration Filtering interpolation
1 Option 1 Toe No No
2 Option 1 Toe Yes (IF = 10) No
3 Option 1 Toe No Yes (IF = 10)
4 Option 1 Toe Yes (IF = 10) Yes (IF = 10)
5 Option 1 Water surface intersect No No
6 Option 1 Water surface intersect Yes (IF = 10) No
7 Option 1 Water surface intersect No Yes (IF = 10)
8 Option 1 Water surface intersect Yes (IF = 10) Yes (IF = 10)
9 Option 2 Toe No No
10 Option 2 Toe Yes (IF = 10) No
11 Option 2 Toe No Yes (IF = 10)
12 Option 2 Toe Yes (IF = 10) Yes (IF = 10)
13 Option 2 Water surface intersect No No
14 Option 2 Water surface intersect Yes (IF = 10) No
15 Option 2 Water surface intersect No Yes (IF = 10)
16 Option 2 Water surface intersect Yes (IF = 10) Yes (IF = 10)
accomplish this by balancing erosion at one bank with deposition at the op-
posite bank. We, therefore, suggest Option 2 for long-term simulations in
which the assumption of constant width is reasonable from empirical obser-
vations. The model, however, does not provide a physically-based description
of the deposition processes which lead to the reconstruction of the inner bank.
Option 1 requires the selection of a representative channel width to calcu-
late the hydrodynamics and the bed morphodynamics because Ikeda et al.’s
(1981) analytical model assumes a constant channel width. Obviously this
introduces an error, which however can be considered negligible compared to
other approximations introduced in the modeling if the simulation period is
not too long (a few years). Then, the differences between the hydrodynamics
and bed morphodynamics computed for a constant-width channel are not too
different from those calculated for a varying-width channel. We, therefore,
suggest to use Option 1 for relatively short-term simulations, which are as-
sociated with small longitudinal changes in channel width resulting from net
erosional processes. A more accurate description of the hydrodynamics and
morphodynamics of varying-width channels requires either a fully non-linear
2D depth-averaged numerical model or an analytical solution which also con-
siders width variations, such as that developed by Luchi et al. (2010). The
cross-section geometry obtained with Option 1 is not that corresponding to
morphologic equilibrium, because only the flow in the central region of the
channel is actually computed. Bank shape, however, is in equilibrium after
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the bank erosion processes are solved.
Simulations in the next sections and the next two chapters exclusively
adopt Option 2 for centerline migration.
From results in Figure 3.13 it can be observed that centerline Savitzky-
Golay filtering and bank interpolation do not significantly affect meander
migration.
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Figure 3.13: Comparison of simulated migration patterns for the different
test cases listed in Table 3.2. Flow is from left to right.
3.4.2.4 Effects of planar failure mechanics on channel centerline migration
The impact of planar bank failures on migration patterns by varying the shear
strength of the bank soil was studied. The Kinoshita channel is upstream-
skewed with a similar geometry as used earlier. The initial streambanks are
vertical, however, and comprise a single soil with τ ∗c = 5 Pa, M
∗ = 5 · 10−7
m/s, and a saturated unit weight of 18 kN/m3. The cohesion of each soil
was 5 kPa, whereas the friction angle was varied as 26◦ (soil 1) and 20◦ (soil
2). The Morgenstern-Price bank stability analysis method was used for the
computation of the factor of safety. The lateral displacement of the intersect
of bank and water surface determined centerline migration.
At a monitoring cross-section located in the downstream portion of one
of the Kinoshita bends, a planar failure (factor of safety is 0.91) occurs at
the beginning of the simulation in the case of soil 2 (Figure 3.14d). The
bank then retreats because of the combined action of hydraulic erosion and
cantilever failure and preserves the shape of the bank profile. No planar
failures occur in the case of soil 1 during the simulation period at the cross-
section considered (Figure 3.14c); the soil shear-strength and limited bank
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height inhibit bank failure. In both cases the rate of bank retreat decreases
in time because the channel tends to straighten at the location considered
with consequent decrease of the streamwise shear stress at the bank. At
the end of the first year of simulation, bank retreat is greater in the case of
soil 2, because of the occurrence of planar failure. After ten years, however,
bank retreat is greater for the case of soil 1, because of the evolution of the
local hydrodynamic conditions, which are determined by local and upstream
curvatures.
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Figure 3.14: Impact of the planar failure mechanism on the simulated
migration pattern for an upstream-skewed Kinoshita channel. Flow is from
left to right. (a) Simulated migration pattern after 10 years with soils 1 and
2 ; (b) detail of the simulated migration pattern (centerlines every one year
for soil 2 and final centerline only for soil 1) with location of the monitoring
node; (c) evolution of the left bank geometry at the monitoring node with
soil 1; (d) evolution of the left bank geometry at the monitoring node with
soil 2.
The impact of planar failures is mainly limited to the shape of the cross-
section, whereas the rates and distances of migration are only weakly affected
(Figures 3.14a and b). Mass failures will generally, however, affect the local
flow field and failed material may temporarily protect the bank toe from
eroding. This process is considered in Chapter 5, where slump block protec-
106
tion is taken into account and multiple planar failure events are simulated in
presence of vertical variation of bank soil cohesion and stress acting on bank.
3.4.3 Case 3: Mackinaw River
The new meander migration model was tested against the observed migration
of a reach on the Mackinaw River in Illinois, USA, and compared the results
to those obtained using the MC approach. The reach is located in Tazewell
County about 15 kilometers upstream of the junction of the Mackinaw River
with the Illinois River between the towns of South Pekin and Green Valley
(Figure 3.15c). Figure 3.16 shows aerial imagery of the study reach in the
years 1951 and 1988.
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Figure 3.15: Mackinaw River study reach.
107
Figure 3.16: Historic aerial photographs of the Mackinaw River study reach
in the years 1951 and 1988. Flow is from right to left.
An equidistant grid of 350 nodes with a spacing of 11.4 m describes the
initial channel centerline (year 1951). Channel width is 38 m and valley slope
is 0.0009 m/m (Garcia et al., 1994). The mean sinuosity of the study reach
is 1.34. From an analysis of the discharge record between 1922 and 1956 at
the USGS station 05568000 near Green Valley, the model flow discharge was
selected as 46.2 m3/s, which corresponds to the 10.4% duration discharge
according to the daily flow record at USGS station 05568000 near Green
Valley. It was determined by trial-and-error to be the discharge that captures
the increasing-sinuosity pattern observed in the Mackinaw River after 1951.
Table 3.1 lists the values of the other parameters which characterize the
simulation. The upstream boundary for modeling was set in a straight reach.
Because the velocity distribution is not known there, a uniform profile in the
transverse direction was assumed for simplicity.
Simulated bank retreat in the PB method is a combination of hydraulic
erosion and cantilever failures. Because no bank-material data are available,
homogeneous bank material was assumed andM∗ = 1.2·10−6 m/s and τ ∗c = 9
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Pa were calibrated. This rather large value of critical shear stress accounts
for the effects of temporary bank toe protection by failed bank materials
and the presence of riparian vegetation visible in Figure 3.16, and implicitly
accounts for the absence of a transfer function from near-bed to near-bank
shear stress and the omission of shear-stress partitioning between skin fric-
tion, responsible for hydraulic erosion, and bedform friction. Further, it was
used: (a) channel centerline migration Option 2 using bank toe displacement;
(b) a 2nd-order Savitzky-Golay filter with an averaging window of 5 nodes
applied every 10 iterations. For the MC approach, two alternative values of
migration coefficient E0 were calibrated: 5.0 · 10−7 and 6.5 · 10−7.
Figure 3.17 compares the simulated centerlines using the MC and PB meth-
ods to that observed in 1988. The simulated channel centerline using the PB
method agrees well with that observed away from the boundaries of the
model reach. In terms of planform shapes, the PB approach can capture the
growth of the four upstream lobes (L1, L2, L3, and L4), which preserve the
symmetry while migrating. The MC method produces shapes for lobes L1,
L3, and L4, which are characterized by strong upstream skewness. Lobes L1
and L3 develop a compound-loop shape which cannot be reproduced by the
MC approach. The PB method also performs remarkably well also in the
downstream portion of the reach (lobes L5, L6, and L7). Tuning the value
of the migration coefficient (MC 1 or MC2 in Figure 3.17) can match the
observed pattern in one bend or the other, but in general the predicted mi-
gration is biased in terms of lateral migration (especially in the downstream
portion of the reach) and downstream migration.
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Figure 3.17: Comparison between historic and simulated 1988 channel
centerlines of the Mackinaw River study reach. MC: migration coefficient
method (MC 1, E0 = 5.0 · 10−7; MC 2, E0 = 6.5 · 10−7). PB:
physically-based method (M∗ = 1.2 · 10−6 m/s and τ ∗c = 9 Pa). Flow is
from right to left.
As a measurement to quantify model performance, the ratio of the area
between simulated and observed centerlines to the length of the observed
centerline was computed, which is equivalent to an average distance between
simulated and observed centerlines. This distance is 94.6 m (about 2.5 times
the channel width) for the MC 1 simulation, 126.5 m (3.3 times the channel
width) for the MC 2 simulation, and 67.1 m (1.8 times the channel width)
for the PB simulation. Therefore, the prediction error using the new method
is, respectively, 29 and 47% smaller than that of the classic method.
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3.5 Conclusions
To quantify the migration of meandering streams researchers have been using
an empirical formulation that relates the rate of channel migration to excess
near-bank velocity and a migration coefficient. This approach requires the
calibration of the migration coefficient against historic channel centerlines,
and, therefore, does not explicitly relate channel migration to the processes
controlling streambank retreat. A new physically- and process-based method
was developed that relates channel migration to the streambank erosion pro-
cesses of hydraulic erosion and mass failure. Hence, channel migration de-
pends on measurable soil properties, natural bank geometry, distribution of
riparian vegetation, and vertical and horizontal heterogeneity of floodplain
soils. This approach is suitable for long-term simulation of migration patterns
of natural rivers.
The presented test cases show that the planform shapes obtained with
the physically-based migration method differ from those produced using the
classic approach. The new approach is able to simulate features such as
high skewness and sharp necks, which are commonly observed in nature. In
particular, it is capable of modeling downstream skewness of meander bends
(Figure 3.11b), compound loops (Figure 3.17), “rectangular” shapes (Figure
3.5), and preferential migration of some portions of a bend (Figures 3.6 and
3.7). The test cases also show that spatial heterogeneity of floodplain soils is
as important as the simulated hydrodynamics in determining the planform
evolution. Mechanisms of mass failure, like planar failures, are important
but can be represented by modifying the resistance to erosion parameters
τ ∗c and M
∗ to quantify long-term rates of migration. Application of the
proposed approach to the Mackinaw River in Illinois, USA, showed significant
improvements over the classic approach in predicting the migration of natural
streams.
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CHAPTER 4
THE EFFECTS OF FLOODPLAIN SOIL
HETEROGENEITY ON MEANDER
PLANFORM SHAPE
4.1 Summary of the chapter
The present chapter focuses on the following research questions (as also re-
ported in Chapter 1, Section 1.2.2):
Effect of floodplain heterogeneity: what is the impact of spatial het-
erogeneity of floodplain soils on the patterns of meander migration?
Governing parameters: what are the parameters that govern the effect
of floodplain heterogeneity on meander planform shape?
Past analytical studies of meander planform development have mostly fo-
cused on the complexity of the governing equations, i.e. hydrodynamics, and
less so on the effect of spatial heterogeneity of the stream bank resistance
to erosion, which is difficult to describe deterministically. This motivated
the use of a Monte Carlo approach to examine the effects of floodplain soils
and their distribution on planform development, with the goal of includ-
ing bank erosion properties in the analysis. Simulated bank erosion rates
are controlled by the resistance to hydraulic erosion of the bank soils using
an excess shear stress approach. The spatial distribution of critical shear
stress across the floodplain is delineated on a rectangular, equidistant grid
with varying degrees of variability. The corresponding erodibility coefficient
is computed using a field-derived empirical relation which provides a func-
tional relation correlating erodibility and shear stress, for the purpose of
generating erosion-resistance distributions used in the Monte Carlo simu-
lations. For a randomly-disturbed (RD) distribution, in which the mean
resistance to erosion exponentially increases away from the valley center-
line, two relevant parameters are identified: the standard deviation of the
critical shear stress distribution, which controls skewness and variability of
the channel centerline, and the cross-valley increase in soil resistance, which
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constrains lateral migration and also affects bend skewness. For a purely
random (PR) distribution, migrated centerlines exhibit larger variability for
increasing spatial scales of floodplain-soil heterogeneity. For equal stochas-
tic variability of the corresponding governing parameters, relating meander
migration to hydraulic erosion of the bank soils produces more variability
and shape complexity than the “classic” bank migration approach of Ikeda
et al. (1981) which relates migration rate to excess velocity at the outer bank.
Finally, the proposed stochastic approach provides a foundation for estimat-
ing a suitable spatial density of measurements to characterize the physical
properties of floodplain soils and vegetation.
Results presented here can also be found in the paper by Motta et al.
(2012b).
4.2 Introduction
As mentioned in Chapter 1, ever since the seminal work of Ikeda et al. (1981),
numerous two-dimensional depth-averaged analytical models have been de-
rived to study the hydrodynamics, bed morphodynamics, and migration of
meandering rivers (e.g. Blondeaux and Seminara, 1985; Crosato, 1987, 1989;
Johannesson and Parker, 1989b; Sun et al., 2001a; Zolezzi and Seminara,
2001), and the degree of planform-shape complexity that can be obtained
(Seminara et al., 2001; Frascati and Lanzoni, 2009). Less studies (Howard,
1992, 1996; Sun et al., 1996, 2001b; Guneralp and Rhoads, 2011; Posner
and Duan, 2012) have been carried out to address the impact of floodplain
heterogeneity through erodibility and soil mechanics properties, vegetation
dynamics, or land use (Figure 1.9).
The PB method for modeling meander migration at the reach scale, de-
scribed in Chapter 2, can be used either by: (i) considering the presence of
vertical layers in banks and parameterizing bank protection through slump
blocks produced by mass failure of the upper portion of the bank (as done
in Chapter 5), similarly to the approach proposed by Parker et al. (2011);
or (ii) adopting a single “representative” soil layer, which will produce the
same bank retreat as method (i). The latter is the approach followed in this
chapter, because the focus is on the horizontal heterogeneity of the flood-
plain. The rate of lateral hydraulic erosion E∗ (m/s) is modeled using the
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excess shear stress relation in Eq. 2.193 and also reported below
E∗ =M∗
(
τ ∗
τ ∗c
− 1
)
= k∗ (τ ∗ − τ ∗c ) (4.1)
where M∗ is the erosion-rate coefficient (m/s), τ ∗c is the critical shear stress
(Pa), k∗ is the erodibility or detachment coefficient (m3/(Ns)), and τ ∗ is the
shear stress acting on the soil particles (Pa). Variables with a superscript star
are dimensional. As reported in Section 2.3.2.2, the erodibility parameters
can “lump” the effects of modification of macro-scale flow around slump
blocks and stress partitioning near the banks due to bankforms or woody
debris, which can be taken into account indirectly by increasing τ ∗c and may
also be associated with significant spatial variability in τ ∗c .
The present chapter evaluates the impact of horizontal heterogeneity of
floodplain soils on meander-migration rates and patterns using a stochas-
tic approach. The variability in meander planform development is deter-
mined as a function of the spatial variability in floodplain soil resistance to
erosion and the spatial scale of this variability. The study extends the re-
cent work by Guneralp and Rhoads (2011), while introducing a relation for
bank erosion computations which explicitly accounts for different erodibility
properties associated with soil heterogeneity. For homogeneous soil, it was
shown in Chapter 3 that Eq. 4.1 produces greater planform-shape complex-
ity when compared to the classic approach in which the migration rate is
based on excess velocity at the outer bank (Hasegawa, 1977; Ikeda et al.,
1981). The comparison between the two methods is herein extended to the
case of heterogeneous floodplain soils. Two different spatial distributions for
floodplain heterogeneity are used. Simulations are performed using a Monte
Carlo probabilistic method to evaluate how the variability in erodibility pa-
rameters affects meandering-river migration at the reach scale, analogously
to the approach followed, at the local scale, by Parker et al. (2008) and
Samadi et al. (2011) for the computation of the factor of safety for planar
and cantilever failure, respectively. This chapter identifies to what extent
meander migration is affected by floodplain heterogeneity, the parameters
that govern this effect, and how their variability affects migrated-centerline
variability. Furthermore, study outcomes could be useful to determine fea-
sible space and time scales for deterministic simulations of bend evolution
when, for instance, there is interest in re-meandering a stream for restoration
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and naturalization purposes.
4.3 Model of Meander Migration
The model of meander migration RVR Meander, described in Chapter 2, is
used. Its main components are briefly summarized below for the reader’s
convenience.
Hydrodynamics and bed topography are computed according to the linear
model of Garcia et al. (1994), which is a modified version of the model by
Johannesson and Parker (1985), derived from the 2D St. Venant Equations
written in streamwise and transverse coordinates (Eqs. 2.1, 2.2, and 2.3).
The bed morphology is described by assuming that the transverse bed
slope is proportional to the local curvature through the scour factor A, as in
Eq. 2.59, also reported here
η∗1
D∗ch
= −AC∗n∗ (4.2)
where η∗1 is the bed elevation deviation from the bed elevation of the channel
centerline at a particular cross section, D∗ch is the reach-averaged water depth
for uniform flow, C∗ is the local curvature of the centerline, and n∗ is the
transverse coordinate.
As reported in Section 2.2.3.1, an analytical solution of the linearized Eqs.
2.1-2.3, for low curvature, constant discharge Q and channel width 2B∗,
is obtained for streamwise and transverse velocities and water depth. The
solution is expressed as the sum of their uniform-flow reach-averaged value
(indicated by subscript ch) and a perturbation (indicated by subscript 1),
which varies in both the streamwise and transverse directions. The solution
depends on upstream and local curvature, sinuosity, half-width to depth ratio
β = B∗/D∗ch, reach-averaged Froude number Fch, reach-averaged friction
coefficient Cf,ch, and the scour factor A. The solution for the streamwise
depth-averaged flow velocity is reported in Eq. 2.105 and also reported below
U(s, n) = 1 + U1(s, n) (4.3)
U1(s, n) = a
′
1(n)e
−a′2s + n
(
a′3C(s) + a
′
4e
−a′2s
∫ s
0
C(s)ea
′
2sds
)
(4.4)
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where the variables have been normalized by the corresponding reach-averaged
quantities as U = U∗/U∗ch, s = s
∗/B∗, n = n∗/B∗, and C = B∗C∗. The pa-
rameters a′1, a
′
2, a
′
3, and a
′
4 are functions of β, F
2
ch, Cf,ch, A, and velocity and
curvature at the upstream boundary (see Chapter 2 for details). Following
Engelund and Hansen (1967), the friction coefficient Cf,ch is calculated as
Cf,ch =
(
6.0 + 2.5 ln
(
D∗ch
2.5d∗s
))
−2
(4.5)
where d∗s is a measure of the bed grain size. Here, the friction coefficient
is assumed to be constant everywhere in the channel for a given channel
planform configuration (i.e., a given D∗ch). In other words, the parameter s2
is set to zero (see Section 2.2.3.1 for details).
The streamwise bed shear stress is then calculated as
τ ∗s = ρCf,chU
∗
√
U∗2 + V ∗2 (4.6)
The two alternative methods implemented in RVR Meander for the com-
putation of bank erosion and centerline migration (MC and PB, see Chapter
2) are used here and are briefly summarized here. In the migration-coefficient
method (MC method), the outer bank displacement rate equals the centerline
displacement rate (maintaining constant channel width), and is proportional
to the excess velocity at the outer bank through a dimensionless migration
coefficient (Hasegawa, 1977; Ikeda et al., 1981)
ξ∗ = E0 (U
∗
b − U∗ch) (4.7)
where ξ∗ is the rate of migration (with dimensions of length over time) and
U∗b is the depth-averaged near-bank velocity. The dimensionless migration
coefficient E0 is usually obtained via calibration against historic channel cen-
terlines.
In the second, physically-based, method for bank erosion (PB method), the
centerline displacement rate is equal to the displacement rate of the outer
bank. The outer bank is defined as the bank that experiences more ero-
sion (see Section 2.4.2) as estimated by Eq. 4.1. Therefore, the terminology
“physically-based” refers to the way bank erosion is modeled. In terms of
channel width evolution, it is still assumed that channel width is constant in
space and time. While generally being supported by empirical observations
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(Ikeda et al., 1981), this assumption is a mathematical and physical simplifi-
cation to obtain the analytical solution solution given by Eq. 4.3 and is not
a result of modeling conservation of sediment mass. All applications shown
in this chapter adopt the PB method, except for the case when MC and PB
methods are compared for the case of heterogeneous floodplains in Section
4.5.5.
4.4 Representation of Floodplain Soils
4.4.1 Generation of Resistance to Erosion Values
The spatial distribution of erosion resistance across the floodplain can be
highly variable, and depends on sediment redistribution, soil development
from the evolution of the fluvial system through channel migration and over-
bank deposition, vegetation dynamics, land use, and anthropogenic modi-
fications. Quantitative information is usually limited. For instance, in the
United States, the USDA National Resources Conservation Service (NRCS)
soils database (http://soildatamart.nrcs.usda.gov/ ) includes information on
soil erodibility, but is described in terms of RUSLE parameters (Renard et al.,
1997). Database fields are available for critical shear stress and other param-
eters, however these fields are usually empty due to the lack of resources for
field observations.
In this study the resistance to erosion properties of the floodplain soils are
represented on a rectangular, equidistant grid characterized by grid spacing
∆x∗ and ∆y∗ in the x∗ and y∗ direction, respectively, and assigned a priori
(i.e., before meander migration). The parameters M∗ (or k∗) and τ ∗c (for PB
method) or E0 (for MC method) are stochastically assigned at each grid node.
Two distributions are used to generate the values of critical shear stress τ ∗c (or
E0, in case of the MC method) at floodplain-grid nodes. The first distribu-
tion is purely random, which represents the situation of laterally unconfined
valleys containing soil anomalies. Such anomalies can be caused by: spatial
differences in clay-silt content (Schumm, 1960; Hooke, 1980); variations in
particle size, bulk density and ionic strength (Bull, 1997); or weathering,
physical, biological, and chemical processes (Wood, 2001a). Furthermore,
irregularities in the modern floodplain can be remnants of the natural mean-
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dering evolution and floodplain re-working over geologic time scales. Parker
et al. (2008) distinguish between micro-scale variability (at the order of one
cross-section bank) and meso-scale variability (at the order of several cross-
sections). The focus here is on the latter, larger scales, which is discussed
below. The second distribution is characterized by decreasing erodibility in
the cross-valley direction, which represents (i) a diffusion-dominated flood-
plain environment where sediment size and consequently erodibility decrease
away from the channel (Pizzuto, 1987), or (ii) a situation where cutoff de-
posits tend to confine the lateral extent of migration across the valley. This
confined region is known as the meander belt (Allen, 1965; Sun et al., 1996).
4.4.1.1 Purely random distribution
The first method employs a purely random (PR) distribution, analogously
to Guneralp and Rhoads (2011). Values of τ ∗c (or E0) are generated from
a normal distribution (µ, σ), where µ and σ are mean and standard devi-
ation respectively, using the Box-Muller transform (Box and Muller, 1958)
in the polar form (Bell, 1968; Knopp, 1966). The Gaussian distribution
was selected in analogy to the work by Guneralp and Rhoads (2011), who
assumed, as first approximation, a Gaussian distribution of the migration
coefficient E0. Furthermore, studies on the natural variability of geotechni-
cal parameters at bend scale (Parker et al., 2008) and reach scale (Samadi
et al., 2011) have shown that Gaussian fits of parameter distributions are sta-
tistically significant. In particular, Parker et al. (2008) demostrated, using
the D’Agostino-Pearson statistical test for normality, that sampling variabil-
ity may be in general the only factor responsible for any deviations from a
Gaussian distribution for cohesion, friction angle, and saturated unit weight;
Samadi et al. (2011) observed that values of coefficient of determination of
data-fitted Gaussian probability density function curves for cohesion and ma-
tric suction angle are close to unity. Therefore it can be reasonably expected
to have a similar Gaussian distribution for critical shear stress since, like cohe-
sion, τ ∗c also represents the bond strength between particles. Unfortunately,
even the largest database of τ ∗c and k
∗ known to the authors (Simon et al.,
2010) does not have sufficient spatial resolution to determine the statistical
distribution of these parameters in the field. Because of physical consistency,
whenever a negative random value is generated, it is re-generated until it
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is positive. While re-generation introduces a skewness in the normal dis-
tribution, its magnitude is negligible, since the probability associated with
negative values is very small (about 10−3 or smaller) for the values of µ and
σ adopted here. Therefore re-generation happens very rarely.
The length scale over which soil-property variations occur can be expressed
in terms of channel widths (Sun et al., 1996) or channel-centerline wave-
length or amplitude (Guneralp and Rhoads, 2011), which themselves can be
related to one another using commonly used, empirically-derived equations
(e.g. Williams, 1986). As mentioned above, herein micro-scale variability is
ignored. The focus is on meso-scale variability, which is modeled by length
scales equal or greater than one channel width; features produced by migra-
tion of entire bends correspond to length scales in the order of one meander
wavelength as assumed in Section 4.5.3.
4.4.1.2 Randomly-disturbed distribution
The second method is a randomly-disturbed (RD) distribution, where the
mean value of the critical shear stress increases exponentially as a function
of the distance l to the valley centerline
µτ∗c (l) = µτ∗c (0) exp (bl) (4.8)
where b is the rate of increase in the cross-valley direction. The exponential
form is analogous to that derived analytically by Pizzuto (1987) to model
cross-valley grain size trends associated with overbank flows and to that
adopted by Sun et al. (1996) for the temporal increase of the erodibility
in oxbow lakes because of silt infilling (note that time and distance from
valley centerline are correlated). At each floodplain-grid node, the actual
value of critical shear stress is then generated using a Gaussian distribution
characterized by a mean given by Eq. 4.8 and an assigned standard deviation
σ.
4.4.1.3 Assignment of erodibility parameters
After τ ∗c is assigned at a floodplain-grid node, the corresponding value of
erodibility k∗ in m3/(Ns) is computed using the expression developed by Han-
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son and Simon (2001) for channels in the loess areas of the mid-continental
USA and also recently adopted by Darby et al. (2010):
k∗ = c (τ ∗c )
−0.5 (4.9)
which can be rewritten in terms of erosion-rate coefficient in m/s as
M∗ = c (τ ∗c )
0.5 (4.10)
where c = 0.2 · 10−6 m2/(N0.5s).
Note that, in general, measured values of k∗ and M∗ do not necessarily
satisfy Eq. 4.9 or 4.10. Scatter of k∗ over about one order of magnitude is
present in the data collected by Hanson and Simon (2001) from which the
equations were derived. Applications at the cross-section scale have high-
lighted the need to calibrate the erodibility coefficient to obtain the best
agreement between calculated and measured bank retreat rates (Darby et
al., 2007; Rinaldi et al., 2008). Calibrated values are within the range of the
scatter in k∗. In the case of meander migration modeling, proper calibration
also depends on the numerical smoothing of curvatures and channel center-
lines (Crosato, 2007). Eq. 4.10 provides a functional relation that correlates
M∗ and τ ∗c , for the purpose of generating erosion-resistance distributions used
in the Monte Carlo simulations. The impact of deviations in M∗ from Eq.
4.10 on meander migration rates and shapes is discussed later.
4.4.2 Estimating erosion-resistance parameters at an
arbitrary location
The value V ∗ of the resistance to erosion properties at an arbitrary loca-
tion (x∗, y∗) is computed by inverse-distance weighting (IDW) interpolation
(Shepard, 1968):
V ∗ (x∗, y∗) =
∑4
i=1 V
∗
i (x
∗
i , y
∗
i )wi (x
∗, y∗)∑4
i=1wi (x
∗, y∗)
(4.11)
with
wi (x
∗, y∗) =
1(√
(x∗ − x∗i )2 + (y∗ − y∗i )2
)p (4.12)
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where (x∗i , y
∗
i ) are the coordinates of each vertex of the grid cell containing
the arbitrary point (x∗, y∗), and p is a positive real number. In this study,
p equals 1. A sensitivity analysis showed no major impact of p on meander
migration.
In summary, for the PB migration model, values of τ ∗c andM
∗ are assigned
at floodplain-grid nodes, where they satisfy Hanson and Simon (2001)’s re-
lation 4.10. Inside the floodplain-grid cells, both values of τ ∗c and M
∗ are
obtained through IDW interpolation of the corresponding values at the ver-
tices of their cell, using Eq. 4.11. As a consequence interpolated values of
τ ∗c and M
∗ do not exactly satisfy Eq. 4.10, though the deviation is small. It
was verified that the selected procedure does not have any significant impact
on simulated meander migration. Also note that if instead τ ∗c and k
∗ were
interpolated and M∗ was computed as M∗ = k∗τ ∗c , a slightly different value
would be obtained when compared to that obtained from direct interpolation
of M∗. Again, it was verified that the effects of this procedure on meander
migration are very small.
The approach, used here, of assigning resistance-to-erosion values of flood-
plain soils at grid nodes is different from that adopted by Guneralp and
Rhoads (2011), who assigned resistance-to-erosion values at cells (patches).
A grid of point values in stead of patches is similar to a data set of erosion-
resistance parameters obtained from a field campaign to characterize flood-
plain soils. While floodplain-soil properties at grid nodes are random, values
at an arbitrary location (x∗, y∗) are obtained through interpolation using Eq.
4.11, and are therefore deterministic. Hence, the grid-cell size is an indicator
of the spatial variability of the floodplain-soil properties.
As the river migrates across the floodplain, the parameters τ ∗c andM
∗ (PB
approach) and E0 (MC approach) along the right and left bank are computed
at the beginning of each migration time step using Eq. 4.11. The size of the
floodplain grid is set large enough to contain the possible migration of the
channel centerline. In the case of the PB approach, the potential erosion
distance is computed at both banks (according to the corresponding shear
stress and critical shear stress at that bank) and the greatest value determines
the direction of migration and is taken as the meander migration distance.
In the case of the MC approach, E0 at left bank is used if the positive excess
velocity is at the left bank, otherwise E0 at the right bank is adopted.
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4.5 Test Cases
4.5.1 Introduction
The impact of the horizontal heterogeneity of floodplain soils on rates and
patterns of meander migration is evaluated for various distributions of soil
erodibility and two initial channel alignments: a sine-generated channel and
the Mackinaw River, Illinois. Table 4.1 reports the run parameters used to
simulate hydrodynamics and bed topography for the two channel alignments.
For convenience, the value of Manning’s roughness coefficient corresponding
to the value of the friction coefficient is also listed. Because reach-averaged
Froude number, friction coefficient, and half-width to depth ratio change over
time as the reach-averaged depth varies with changing sinuosity, Table 4.1
reports the values corresponding to a straight channel of the same width and
having the valley slope S0.
Table 4.1: Run parameters for the two channel alignments used, where: Q
is discharge, 2B∗ is channel width, S0 is valley slope, F0 is Froude number
for a straight channel with slope S0, Cf0 is friction coefficient for a straight
channel with valley slope S0, β0 is half-width to depth ratio for a straight
channel with slope S0, A is transverse bed slope parameter (scour factor),
and n0 is the Manning’s roughness coefficient for a straight channel with
slope S0.
Channel Shape Q 2B∗ S0 F 20 Cf0 β0 A n0
(m3/s) (m) (m/m) (s/m1/3)
1 Sine-generated 20.0 30.0 0.0005 0.026 0.0194 12.44 5.0 0.046
2 Mackinaw River,IL 46.2 38.0 0.0009 0.109 0.0082 17.06 5.0 0.030
To assess the variability in erosion-resistance properties of floodplain soils,
which are generated stochastically, the Monte Carlo method was used. Dif-
ferent distributions of the erodibility properties of the floodplain soils were
generated repeatedly, and the corresponding channel migration was simu-
lated. Each simulation period was smaller than the time to cutoff, such that
all planform complexity is caused by floodplain heterogeneity and not by
cutoff dynamics. Note that reported simulation periods and time steps are
scaled, and can be converted to actual times using the intermittency of the
modeling discharge.
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4.5.2 Simulated Meander Migration for RD Floodplain-Soil
Distribution
Monte Carlo simulations for the RD floodplain-soil distribution were carried
out for a sine-generated channel aligned parallel to the valley centerline. The
channel centerline is expressed as
θ = θ0 sin
(
2πs∗
Λ∗
)
(4.13)
where θ is the angle between centerline and valley axis, θ0 is its value at
the crossover point, Λ∗ is the length of the channel centerline over one me-
ander wavelength, and s∗ is the streamwise distance. A 2,040-meter long
(2,000-meter long sinuous section with 20-meter long straight entrance and
exit sections) and 30-meter wide channel with Λ∗ = 250 m and θ0 = 55
◦
is considered, which corresponds to a relatively low sinuosity of 1.27. 200
equally-spaced nodes describe the initial centerline, yielding a node spacing
of about 10.2 m. The channel contains 17 bends. The centerline evolution
was simulated for a 20-year period employing a time step of 0.2 years. Table
4.1 lists the various simulation parameters (Channel 1).
Table 4.2 reports the floodplain soil characteristics of six Monte Carlo
simulations using the RD distribution, which are represented by two different
values of b (indicator of the cross-valley increase of soil resistance) and three
different values of σ (indicator of the local variability in soil properties). In
particular, values of σ were selected to cover the range between quasi-uniform
erodibility distribution in the down-valley direction (low σ, see examples in
Figures 4.1c,d) and highly variable erodibility distribution in the down-valley
direction (high σ, see examples in Figures 4.1e,f). Table 4.2 indicates the
critical shear stress variability Vτ∗c at the valley centerline, where variability
is hereafter defined as two times the coefficient of variation, that is 2στ∗c /µτ∗c
(Samadi et al., 2011). The grid-cell size ∆x∗ = ∆y∗ = 60 m was selected to
produce noticeable variability of the migrated centerlines (see Section 4.5.3
for in-depth analysis of the effect of the grid-cell size). This cell size is equal to
two times the channel width, almost two times the amplitude of the initial
centerline, and about one-third of the wavelength of the initial centerline
measured along the valley axis. One of the rows of the floodplain grid nodes
coincides with the axis of the initial centerline at y∗ = 34.4 m. Five hundred
floodplain-soil distributions were generated for each RD distribution. It was
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verified that 500 simulations were enough to compute robust and repeatable
statistics and to describe the envelope of migrated centerlines.
Table 4.2: RD floodplain-soil distribution parameters for Monte Carlo
simulations of a sine-generated channel.
Case Grid size (m) y∗axis (m) µτ∗c (0) (Pa) b (1/m) στ∗c (Pa) Vτ∗c (0)
RD1 60.0 34.4 6.0 0.001 1.0 33%
RD2 60.0 34.4 6.0 0.003 1.0 33%
RD3 60.0 34.4 6.0 0.001 0.5 17%
RD4 60.0 34.4 6.0 0.003 0.5 17%
RD5 60.0 34.4 6.0 0.001 2.0 67%
RD6 60.0 34.4 6.0 0.003 2.0 67%
Figure 4.1 shows an example realization of a generated floodplain-soil spa-
tial distribution and all the simulated final channel centerlines for the six test
cases. Generally, higher values of σ lead to higher variability in centerline
migration. Furthermore, higher values of b produce less lateral migration and
a more pronounced tendency towards upstream skewness.
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Figure 4.1: Example realization of an RD floodplain-soil spatial distribution
(left) and all simulated migrated channel centerlines (right) for the six
sine-generated channel test cases: (a) case RD1, (b) case RD2, (c) case
RD3, (d) case RD4, (e) case RD5, and (f) case RD6 (cf. Table 4.2). Flow is
from left to right. The initial centerline is colored red, simulated centerlines
are colored gray, and the migrated centerline corresponding to
homogeneous floodplain characterized by mean values of erodibility
parameters is colored black.
Following the approach of Posner and Duan (2012), statistics were com-
puted using the (x∗, y∗) coordinates of the centerline nodes at the end of each
simulation on a bend-by-bend basis, taking advantage of the configuration
selected for initial channel centerline and valley axis. To quantify lateral
migration, the mean value of the coordinate y∗ of a meander lobe is used
my∗ =
∑n
i=1 y
∗
i
n
(4.14)
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where n is the number of centerline nodes describing a lobe. The streamwise
orientation of a lobe is described by the skewness of the coordinate x∗
gx∗ =
∑n
i=1
(
x∗i−mx∗
sx∗
)3
n
(4.15)
where sx∗ is the standard deviation of the coordinate x
∗
sx∗ =
√∑n
i=1 (x
∗
i −mx∗)2
n
(4.16)
A positive (negative) value of gx∗ represents upstream (downstream) skew-
ness. Whereas Posner and Duan (2012) used these statistics to compare
simulated and measured bend migration, here the statistics are used to de-
scribe and compare the migrated-centerline variability associated with dif-
ferent floodplain-soil distributions.
Figure 4.2 compares the median values of my∗ (Figure 4.2a), the interquar-
tile range (difference between 75th and 25th percentiles) of my∗ (Figure 4.2b),
the median value of gx∗ (Figure 4.2c), and the interquartile range of gx∗(Figure
4.2d) for the lobes of the final centerline. Note that the absolute values of
my∗ are actually plotted in Figures 4.2a,b.
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Figure 4.2: Summary statistics for the six RD sine-generated channel test
cases (cf. Table 4.2): (a) median value of |my∗ |, (b) interquartile range of
|my∗|, (c) median value of gx∗, and (d) interquartile range of gx∗ . Different
curves correspond to different combinations of parameters b and σ.
For increasing b (indicator of cross-valley increase in soil resistance), the
value ofmy∗ (indicator of lateral migration) generally decreases (Figure 4.2a).
Furthermore, high b values enhance the tendency toward upstream-skewed
bends (increased gx∗), which is clearly shown in Figure 4.2c. This is the result
of constrained lateral migration. A limit condition of lateral constraining
is analyzed in Figure 4.3, where non erodible valley walls are modeled by
equating E0 andM
∗ locally to zero in the MC and PB approach, respectively.
However, the floodplain soils are still erodible; their resistance to erosion is
increasing linearly in longitudinal direction. Upstream-skewed bends develop
as a result of the lateral constraining, while longitudinal heterogeneity affects
longitudinal migration in the erodible corridor. Note that the PB approach
reproduces more closely the shapes typically observed in confined meandering
rivers such the Beaver River in Canada (Figure 1.9a).
The parameter σ (indicator of the local variability in soil erodibility) does
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not significantly affect my∗ as long as its value is not too high. In this case,
patches of less erodible soil constrain lateral migration. Upstream skewness
is reduced for larger σ (Figure 4.2c). However, the variation in both my∗
and gx∗ increases for larger values of σ (Figures 4.2b,d), which means that
a broader spectrum of planform shapes can be obtained both in terms of
lateral migration and bend skewness.
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Figure 4.3: Effect of constraining lateral erosion on channel centerline
migration: (a) MC approach and (b) PB approach. Flow is from left to
right. Background colors represent the floodplain-soil spatial distribution,
dashed line is the initial centerline, and the solid line is the migrated
centerline. Longitudinal heterogeneity is modeled with decreasing E0 and
increasing τ ∗c in the x direction for MC and PB approaches, respectively.
Top and bottom valley side walls are non erodible, E0 = 0 and M
∗ = 0
m/s, for MC and PB approaches, respectively.
4.5.3 Effect of the Length Scale of Floodplain Soil
Heterogeneity
To better appreciate the spectrum of migrated planform shapes and the ef-
fect of length scale of floodplain soil heterogeneity, Monte Carlo simulations
were made for a PR floodplain-soil distribution and a natural channel align-
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ment. The alignment considered is a 4 km long reach of the Mackinaw River
in Illinois, USA. The reach is located in Tazewell County about 15 kilome-
ters upstream of the junction of the Mackinaw River with the Illinois River
between the towns of South Pekin and Green Valley. The 1951 historic cen-
terline was taken as starting centerline for the tests presented here.
The initial channel centerline was represented by an equidistant set of 350
nodes with a spacing of 11.4 m. Channel width is 38 m and valley slope is
0.0009 m/m (Motta et al., 2012a). The mean sinuosity of the study reach is
1.34. The model flow discharge was selected as 46.2 m3/s, which corresponds
to the 10.4% duration discharge according to the daily flow record at USGS
station 05568000 near Green Valley. It was determined by trial-and-error to
be the discharge that captures the increasing-sinuosity pattern observed in
the Mackinaw River after 1951. The upstream model boundary was set in a
straight reach. Because the transverse velocity distribution at the upstream
boundary is not known, it was assumed constant. The centerline evolution
was simulated for a 40-year period and a time step of 0.2 years. Further,
a 2nd-order Savitzky-Golay filter (averaging window of 5 nodes and applied
every 10 iterations) was used to smooth the simulated channel centerline.
See Section 2.4.6.4 for details of this method. Table 4.1 reports the various
simulation parameters (Channel 2).
Monte Carlo simulations were performed for different values of grid-cell
size (∆x∗,∆y∗) (i.e., different length scales of floodplain heterogeneity). The
grid size ranged from one to ten times the channel width. The greater grid-
cell size was selected to obtain patches of substantially uniform material with
spatial dimensions in the order of the dominant arc-wavelength of the initial
centerline (about 450 m). A value µτ∗c = 9 Pa was adopted, as used by Motta
et al. (2012a) for simulating the migration of the Mackinaw River reach in
homogeneous floodplain soils, to account for slump block bank protection
and vegetation. Two values were selected for σ, 1 Pa (Figure 4.4) and 2.25
Pa (Figure 4.5), which correspond to Vτ∗c equal to 22% and 50% respectively.
The latter case allows for modeling dramatic spatial gradients of floodplain
soil properties that can occur in natural floodplains at clay plugs, i.e. former
oxbow lakes filled with fine-grained alluvial deposits (Fisk, 1947). One thou-
sand floodplain-soil distributions were generated for each Monte Carlo simu-
lation, which allowed for computing robust migrated-centerline envelopes and
statistics. Table 4.3 summarizes the combinations of parameters adopted.
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Figures 4.4 and 4.5 show that smaller grid-cell sizes are associated with
lower variability in centerline migration. Variability of the migrated cen-
terlines VCL is defined here as the ratio between the area occupied by all
migrated centerlines (whose bounds were manually digitized) and the length
of the migrated centerline obtained for a homogeneous floodplain character-
ized by mean floodplain-property values (τ ∗c = 9 Pa, M
∗ = 6.0 · 10−7 m/s),
and normalized by the channel width 2B∗. VCL increases less than linearly
for increasing grid-cell size (Table 4.3 and Figure 4.6). Figure 4.6 shows that
the relation between length scale of heterogeneity and centerline variability
can be represented, at least for these case and erodibility parameters, by
an exponential decay formula, which suggests that there is an upper limit
for VCL. The decreasing rate of increase of channel-centerline variability
with floodplain-heterogeneity length scale is due to two reasons. First, the
existence of larger patches of floodplain characterized by low resistance to
erosion, which are present for larger grid-cell sizes. In other words, while
large patches of easily erodible material allow more meander migration and
lead to the increasing pattern in Figure 4.6, the coexistence of large patches
of hardly erodible material limits this trend, which becomes less than linear.
The second reason is the reduction of shear stresses resulting from an increase
in channel sinuosity and a decrease in channel slope. A threshold approach
for bank erosion as in Eq. 2.193 is associated to decreasing bank erosion
rates in time for increasing sinuosity. The impact of this reduction depends
on the magnitude of the critical shear stress. For the quite high values of τ ∗c
used here to indirectly account for the effect of slump block bank protection
and vegetation, this effect is marked. For longer time scales, this pattern of
shear stress reduction is counteracted by periodic bend cutoff, which rejuve-
nates channel activity (Hooke and Yorke, 2010) and again increases overall
flow velocities and shear stresses. Up to that point, however, the preferen-
tial occupation of highly erodible sections of floodplain by the channel (as in
the examples in Figure 4.7) and simultaneous reduction of slope and shear
stresses yield lower erosion rates. Increasing the critical shear stress vari-
ability Vτ∗c enhances centerline variability (Figure 4.5), but does not affect
the pattern of the relation between heterogeneity length-scale and center-
line variability (Figure 4.6). Therefore, the present analysis generalizes and
extends the conclusions reached by Guneralp and Rhoads (2011) regarding
the increasing impact of floodplain heterogeneity for increasing heterogeneity
130
length scale and magnitude of stochastic variability of erodibility. Further-
more, by using the formulation given by Eq. 4.1 for bank erosion, it was
found that this trend is not indefinite but mitigated by the river evolution
itself.
Table 4.3: Mackinaw River, IL, test cases to examine the effects of the
length scale of floodplain soil heterogeneity on migrated-centerline
variability VCL.
Case ∆x∗ = ∆y∗ (m) ∆x∗/(2B∗) = ∆y∗/(2B∗) VCL for Vτ∗c = 0.22 VCL for Vτ∗c = 0.50
PR1 38.0 1.0 2.37 4.79
PR2 76.0 2.0 3.34 7.05
PR3 114.0 3.0 3.95 8.63
PR4 152.0 4.0 4.34 9.21
PR5 190.0 5.0 4.53 10.21
PR10 380.0 10.0 5.02 11.35
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Figure 4.4: Example realization of floodplain-soil spatial distribution (left)
and all simulated migrated channel centerlines (right) for three of the
Mackinaw River, IL, test cases with Vτ∗c = 0.22: (a) case PR1, (b) case
PR5, and (c) case PR10 (cf. Table 4.3) . Flow is from right to left. The
initial centerline is colored red, simulated centerlines are colored gray, and
the migrated centerline corresponding to homogeneous floodplain
characterized by mean values of erodibility parameters is colored black.
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Figure 4.5: Example realization of floodplain-soil spatial distribution (left)
and all simulated migrated channel centerlines (right) for three of the
Mackinaw River, IL, test cases with Vτ∗c = 0.50: (a) case PR1, (b) case
PR5, and (c) case PR10 (cf. Table 4.3). Flow is from right to left. The
initial centerline is colored red, simulated centerlines are colored gray, and
the migrated centerline corresponding to homogeneous floodplain
characterized by mean values of erodibility parameters is colored black.
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Figure 4.6: Relation between length scale of heterogeneity, normalized by
the channel width, and centerline variability VCL, for the Mackinaw River,
IL, test cases and PR soil distribution.
4.5.4 Complexity of Planform Shapes
While the value of Vτ∗c (or, equivalently, σ) does not affect the pattern of the
relation between floodplain-heterogeneity length scale and VCL, it does affect
planform shapes. The model simulates shapes different from the upstream-
skewed features, which Garcia et al. (1994)’s model for hydrodynamics and
bed morphodynamics produces in subcritical conditions in homogeneous soil
(Seminara et al., 2001), especially for large floodplain-heterogeneity length
scales. Figure 4.7 shows examples of migrated centerlines obtained for case
PR10 with Vτ∗c = 0.50 (cf. Table 4.3). More complex shapes can be observed,
such as downstream-skewed bends, compound loops, elongated bends, and
compound bends.
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Figure 4.7: Example planform complexity that can be obtained for large
values of floodplain-heterogeneity length scale and σ of the PR floodplain
soil distribution using the 1951 Mackinaw River, IL, channel alignment.
Migrated centerlines are those at the end of select Monte Carlo simulations
performed for the case PR10 with Vτ∗c = 0.50 (cf. Table 4.3). Flow is from
right to left. Meaning of acronyms: CL = compound loop; EB = elongated
bend; DSB = downstream-skewed bend; CB = compound bend; USB =
upstream-skewed bend.
Though the diversity of planform shapes that can be obtained in hetero-
geneous floodplains has been previously studied using a one-parameter MC
approach (e.g. Guneralp and Rhoads, 2011), the two-parameter PB method
allows for identifying another factor contributing to planform complexity,
namely the relation between τ ∗c and M
∗. In the cases shown so far erodibil-
ity at floodplain nodes was based on relation 4.10. However, that relation was
empirically derived through regression analysis by Hanson and Simon (2001).
Actual values of M∗ can differ as much as several orders of magnitude due
to variations in soil water content and its chemistry, or organic content (e.g.
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Hanson and Hunt, 2007; Wynn et al., 2008). Figure 4.8 exemplifies the effect
of such deviation, where the spatial distribution of erosion-rate coefficient
M∗ was generated at floodplain-grid nodes either using Eq. 4.10 (referred to
as M∗HS) and 1.5 and 0.5 times M
∗
HS. For larger values of M
∗, migration dis-
tance increases and there is a greater tendency towards downstream skewed
bends (see lobes L1, L2, and L3 in Figure 4.8), which is caused by higher
erosion rates in the areas of the floodplain where the shear stress at the bank
exceeds the critical shear stress.
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Figure 4.8: Impact of the erosion-rate coefficient M∗ on channel migration
for fixed PR spatial distribution of τ ∗c using the 1951 Mackinaw River, IL,
channel alignment. Flow is from right to left. The initial centerline is
colored red, migrated centerlines are colored black.
4.5.5 Comparison of MC and PB Approaches for
Heterogeneous Floodplain Soils
The effect of MC and PB migration approaches on migrated-centerline vari-
ability was examined using PR distributions of the parameters E0 (for the
MC approach) and τ ∗c or M
∗ (for the PB approach). Test cases are summa-
rized in Table 4.4. Mean values of E0, τ
∗
c , and M
∗ were selected to produce
comparable reach-averaged migration distances. In the case of the PB ap-
proach, for randomly generated τ ∗c values, the corresponding values of M
∗
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were computed using Eq. 4.10, whereas for randomly generated M∗ val-
ues, the corresponding values of τ ∗c were computed using the inverse of Eq.
4.10. A grid size ∆x∗ = ∆y∗ = 2B∗ = 38 m was used and a period of 20
years was simulated. For this analysis it was verified that 500 simulations for
each Monte Carlo simulation were enough to compute robust statistics and
describe the envelope of migrated centerlines.
Table 4.4: Resistance to erosion values used in the test cases to compare
the variability in channel-centerline migration produced by the MC and PB
methods.
Case Parameter µ σ VParameter VCL
E01 E0 5.0 · 10−7 5.6 · 10−8 0.22 0.47
E02 E0 5.0 · 10−7 1.3 · 10−7 0.50 0.91
E03 E0 5.0 · 10−7 2.3 · 10−7 0.90 1.54
PBtau1 τ ∗c (Pa) 9.0 1.0 0.22 1.50
PBtau2 τ ∗c (Pa) 9.0 2.25 0.50 3.10
PBM1 M∗ (m/s) 6.0 · 10−7 6.7 · 10−8 0.22 2.77
PBM2 M∗ (m/s) 6.0 · 10−7 1.5 · 10−7 0.50 4.42
Two kinds of comparisons between MC and PB approaches were made: (i)
comparison of migrated centerline variability VCL for two values of variability
(V equals 22% and 50%) in E0, τ
∗
c , or M
∗; and (ii) comparison of centerline
complexity for similar VCL.
With respect to the first comparison, Figure 4.9 and Table 4.4 show that
the PB method produces greater variability in channel-centerline migration
than the MC method. The variability VCL in the PB approach is between 3.2
to 5.9 times greater than that of the MC approach for the cases examined
herein.
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Figure 4.9: Comparison of variability in simulated centerline migration
using the MC and PB approaches for the 1951 Mackinaw River, IL, channel
alignment: (a) Case E01, (b) Case E02, (c) Case PBtau1, (d) Case PBtau2,
(e) Case PBM1, and (f) Case PBM2 (cf. Table 4.4). Flow is from right to
left. The initial centerline is colored red, simulated centerlines are colored
gray, and the migrated centerline corresponding to homogeneous floodplain
characterized by mean values of erodibility parameters is colored black.
To compare the MC and PB approaches for similar VCL, an additional
Monte Carlo simulation was performed (Case E03 in Table 4.4), which pro-
duces a VCL similar to Case PBtau1. Following the approach of Guneralp
and Rhoads (2011), the power spectra of the curvature series of all migrated
centerlines for both Monte Carlo simulations E03 and PBtau1 (Figure 4.10)
were computed. Both the MC and PB approaches produce spectra with one
or more major low-frequency peaks and many minor high-frequency peaks,
which, as observed by Guneralp and Rhoads (2011), is typical of natural
rivers. However the PB approach is able to produce features with higher
dimensionless frequency (minor peaks with dimensionless frequency greater
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than 0.1 in Figure 4.10) than the MC approach for similar VCL. In other
words, the PB approach is associated with greater planform complexity, con-
firming for heterogeneous floodplain what was already observed in Chapter
3 for homogeneous floodplains. Comparisons (i) and (ii) also show that me-
ander migration patterns obtained with the PB method cannot be replicated
by using the MC method, no matter how the variability of the migration
coefficient E0 is increased.
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Figure 4.10: Comparison of power spectra of curvature series as function of
streamwise distance of all 500 migrated centerlines for Monte Carlo
simulations (a) E03 and (b) PBtau1 (cf. Table 4.4) using the 1951
Mackinaw River, IL, channel alignment. Frequency is defined as the ratio
between channel width and meander curvilinear wavelength.
Comparing the MC and PB migration approaches, the former is linear in
the velocity at the bank (Eq. 4.7), while the latter is quadratic (the fluvial
erosion rate is proportional to the shear stress, Eq. 4.1, which depends
on the squared velocity, Eq. 4.6). However, Xu et al. (2011) showed that
this difference cannot explain the observed increase in migrated-centerline
variability and planform complexity, which are mainly caused by the presence
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of an erosion threshold in the PB approach instead. The MC approach
without an erosion threshold (meander migration always occurs as long as
there is an excess velocity at the outer bank, Eq. 4.7) predicts a smooth
migration pattern. Further, the increased migrated-centerline variability for
the PB approach is also caused by the use of two parameters, τ ∗c and M
∗
(even if correlated by Eq. 4.10), whereas the MC approach only uses one,
E0.
4.6 Discussion
The presented work can be used to determine characteristic space and time
scales required to perform deterministic simulations of meander migration be-
fore cutoff occurrence. The illustrated stochastic methodology may provide a
foundation for determining a suitable spatial density of measurements needed
to characterize the physical properties of floodplain soils and vegetation. The
spatial density can be represented by the grid cell size, which is an indica-
tor of the floodplain heterogeneity length scale. Being the PB approach for
bank erosion based on physical parameters, soils samples and information on
vegetation distribution can help specify an appropriate value of Vτ∗c , whereas
it would be difficult to define a priori a suitable value of VE0 for the MC
approach. For low variability in erosion-resistance properties of the soils, the
envelope of migrated centerlines is a relatively narrow corridor (for instance,
see Figures 4.1a,b,c,d and 4.4a). For spatially highly-variable floodplain soil
distributions (for example, where multiple cufoffs have historically happened
or for a non-uniform distribution of vegetation), it is important to identify
the highly and hardly erodible floodplain sections. In other words, if the
floodplain is characterized by small-scale patches of soil material, computed
meander migration is similar to that obtained in homogeneous floodplain;
in case it is characterized by large-scale patches, their location needs to be
described to accurately model meander migration. Hence, a finer resolution
of floodplain soil properties reduces the variability in the predicted migra-
tion of the channel centerline. Because the increase in centerline variability
with increasing length scale of heterogeneity is less than linear, curves similar
to those in Figure 4.6 may assist in determining the spatial density of field
measurements.
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Other factors may contribute to planform complexity, such as hydrody-
namics and bed morphodynamics (Seminara et al., 2001; Frascati and Lan-
zoni, 2009). In this study steady bed morphology was assumed (for a given
planform configuration), which is related to the local curvature (Eq. 4.2), in-
stead of explicitly simulated by solving the sediment mass conservation equa-
tion (Garcia, 2008). More sophisticated meander migration models are avail-
able, such as the linear models of Crosato (1987), Crosato (1989), Johannes-
son and Parker (1989b), Zolezzi and Seminara (2001), and Luchi et al. (2010),
or the fully nonlinear models of Abad et al. (2008) and Bolla et al. (2009).
Camporeale et al. (2007) showed that models which include the free response
of the bed sediments can give rise, or wash away, multilobed planimetries in
homogeneous floodplain. Seminara et al. (2001) demonstrated that mean-
dering streams display alternating upstream- and downstream-skewed loops
as well as multiple loops in the super-resonant regime without accounting
for cutoff processes, spatial heterogeneity of bank erodibility or human con-
straints. Migrating bedforms (Abad et al., 2013) as well as changes or sea-
sonal variability in watershed hydrology can also impact meander migration.
The importance of all these factors on producing complex meander channel
planform, relative to the distribution of erosion-resistance properties of flood-
plain soils, could be studied further by incorporating the above-mentioned
linear and non-linear models into the physically-based migration modeling
system presented herein.
4.7 Conclusions
A stochastic analysis of the impact of the horizontal heterogeneity of flood-
plain soils on rates and patterns of migration of meandering streams was
performed. Meander migration was caused by fluvial erosion of the stream-
banks. The hydrodynamics and bed topography of the meandering stream
were simulated using a simple Ikeda et al. (1981)-type model. Three param-
eters were analyzed: the local variability (or randomness) in soil resistance
to erosion (σ), the cross-valley increase of soil resistance (b), and the spatial
scale of heterogeneity represented by the cell size of the grid used to delineate
the floodplain soils.
The analysis most importantly showed that floodplain-soil complexity con-
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tributes to planform complexity (e.g., elongated bends, symmetric compound
loops, and compound bends), and can produce downstream-skewed lobes,
which an Ikeda et al. (1981)-type model cannot produce in a homogeneous
floodplain. The analysis also highlighted three key parameters and the na-
ture of their impact on river migration in heterogeneous floodplains. The
parameter σ mainly controls bend shape. Larger values increase the pos-
sibility of occurrence of downstream-skewed bends and generally produce a
broader range of bend skewness values. The parameter b mostly controls the
extent of lateral migration. However, higher b values are associated with more
pronounced upstream skewness of bends. A smaller grid-cell size, i.e. finer
scale of soil heterogeneity, results in lower variability in simulated channel-
centerline migration, confirming what was found recently by Guneralp and
Rhoads (2011) using a MC approach for migration. Further, the increase
in variability with increasing grid-cell size is less than linear. Finally, com-
parison of stochastic MC and PB migration methods showed that the PB
approach is intrinsically associated with greater migrated-centerline variabil-
ity and planform complexity, primarily because of the use of a two-parameter
erosion relation in combination with an erosion threshold to characterize bank
migration.
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CHAPTER 5
MEANDER MIGRATION IN
HORIZONTALLY- AND
VERTICALLY-HETEROGENEOUS
FLOODPLAINS
5.1 Summary of the chapter
The present chapter focuses on the following research questions (as also re-
ported in Chapter 1, Section 1.2.3):
Mass failure impact: are bank mass failure mechanisms important in
long-term meander migration?
Governing parameters: what are the parameters that govern the effect
of mass failure mechanisms and combined horizontal and vertical heterogene-
ity of floodplain soils on meander planform shape?
This chapter evaluates the effect of bank mass failure processes - of can-
tilever and planar failure type - and combined horizontal and vertical het-
erogeneity of the floodplain soils on meander migration. Simulation periods
smaller than the time to cutoff are considered, such that all planform com-
plexity is caused by bank erosion processes and floodplain heterogeneity and
not by cutoff dynamics. Discussion on how and to what extent the explicit
inclusion of mass failure mechanisms in meander-migration models affects
meander migration rates and shapes is presented. Cantilever failure contin-
uously affects meander migration, because it is driven by the fluvial erosion
at the bank toe; it has an important impact on migration rates and, through
horizontal and vertical distribution of soil erodibility, on meander shapes.
Planar failure, which depends on geometric and geotechnical properties of
banks, exhibits a more episodic pattern than cantilever failure; however, in
floodplains characterized by smaller cohesion values, it can affect meander
evolution in a sustained fashion and drive preferential migration. Results
show that besides hydrodynamics, bed morphology, and horizontal flood-
plain heterogeneity, the vertical structure of the floodplain affects meander
evolution and needs to be accounted for when estimating meander migration
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within floodplains.
Results presented here can also be found in the paper by Motta et al.
(2013).
5.2 Introduction
As illustrated in Section 1.2.3, slump blocks caused by mass failure of river
banks may affect bank erosion rates by buffering or buttressing of the bank
face and toe (Wood, 2001a) and by reducing the shear stress acting on the
bank (Kean and Smith, 2006a,b). This chapter investigates the impact of
this process in modulating meander migration rates and shapes. Feedback
between mass failure processes and meander migration is complex, because
of the non uniform distribution of slump blocks along the river bank, bank-
material stratification, and time-dependency of bank protection associated
to supply and removal of slump blocks.
Different methods have been used to incorporate bank protection through
slump blocks in models of bank evolution, channel evolution, and meander
migration in the recent past. Langendoen and Simon (2008) and simulations
in Chapters 3 and 4 increased critical shear stresses for hydraulic erosion to
indirectly account for bank protection and match observed migration. Darby
et al. (2007) and Rinaldi et al. (2008) may also have indirectly accounted for
slump block protection by calibrating the erodibility parameter to match cal-
culated and measured eroded volumes. Xu et al. (2011) and Parker et al.
(2011) described the phenomenon more explicitly by introducing an armor
factor as a function of the bank height (Xu et al., 2011) or the cantilever fail-
ure volume caused by fluvial erosion of the lower cohesionless layer (Parker
et al., 2011). The presented research uses the physically- and process-based
method for bank erosion developed by Langendoen and Simon (2008) and
already used in meander migration calculations in Chapters 3 and 4. This
method explicitly considers the impact of both horizontal and vertical soil
heterogeneity on cantilever and planar failure mechanisms. This chapter
analyzes how the combination of horizontal and vertical heterogeneity of
floodplain soils can affect meander migration and enhance planform com-
plexity. As in Chapter 4, the studied migration scenarios do not consider
meander cutoff and its associated planform complexity. Note that current
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computational algorithms for meander cutoff are quite simplified and only
model neck cutoff (e.g. Sun et al., 1996; Xu et al., 2011). Any inclusion of
such algorithms may therefore distort the results.
5.3 Model of meander migration
5.3.1 Hydrodynamics and bed topography
The meander model for hydrodynamics and bed topography adopted here
is analytical and obtained from linearization of the two-dimensional depth-
averaged Saint Venant equations of motion. It follows the approach first
developed by Ikeda et al. (1981), and adopts the secondary flow correction
derived by Johannesson and Parker (1989a), who introduced an “effective
centerline curvature” - the secondary current cell strength - which lags behind
the local channel curvature and determines the bed transverse slope through
a coefficient of proportionality named scour factor. Section 2.2.3.2, as well as
Johannesson and Parker (1989a), provide details of the analytical solution.
Important model assumptions are: spatially- and temporally-constant chan-
nel width; bed topography is only a function of channel planform (no free
response of sediment); and spatially-constant friction coefficient.
5.3.2 Bank erosion and meander migration
In the physically-based meander-migration approach described in Chapter 2,
simulated bank retreat is controlled by the resistance to hydraulic erosion
and the occurrence of cantilever and planar failure. Erosion of streambanks
by sapping or piping, that is, by exfiltrating seepage (Hagerty, 1991a,b), is
not considered here.
Hydraulic erosion requires that the local boundary shear stress exceeds the
critical value to initiate motion of crumbs or peds rather than that related to
the primary soil particles (Pizzuto and ASCE Task Committee on Hydraulics,
Bank Mechanics, and Modeling of River Adjustment, 2008) and is modeled
with an excess shear stress relation. An average erosion distance is computed
for each layer comprising the composite bank material.
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Shear stress distribution on banks in bends is influenced by various factors,
such as secondary flow strength, bank slope, width-to-depth ratio, difference
in roughness between bed and bank, and bedform progression (Abad et al.,
2013). As a first approximation, the method of Lundgren and Jonsson (1964)
can be used to obtain the vertical distribution of shear stress acting on banks.
According to this method, the shear stress acting on each of the layers of bank
material is obtained by scaling the shear stress at the toe τ ∗b = τ
∗
s (n = ±1)
(where τ ∗s (n = ±1) is the computed bed shear stress at the bank with the
linear hydrodynamic model) using the hydraulic radius of the flow area in-
sisting on the layer. A further simplification of this method adopts the local
depth instead of the hydraulic radius for scaling.
Cantilever failure is the collapse of an overhanging slab of soil formed by
preferential retreat of more erodible underlying layers or simply by the ero-
sion of the bank below the water level with respect to its upper, unsaturated
portion. Here, only the shear collapse mechanism is considered and beam
and tensile collapse mechanisms (Thorne and Tovey, 1981) are neglected.
The occurrence of cantilever failure is determined from geometrical consider-
ations, once an undercut threshold is exceeded. The undercut threshold can
be defined as the ratio of cohesion to soil unit weight (see Section 2.3.2.3).
In cohesive materials, mass failures of whole blocks may occur, along a
planar or curved failure surface. In high banks with shallow slope angles
(slope lower than 60 degrees), the failure surface is curved and the block
slides in a rotational slip, whereas steep banks tend to develop planar-failure
surfaces that are often truncated by tension cracks (Pizzuto and ASCE Task
Committee on Hydraulics, Bank Mechanics, and Modeling of River Adjust-
ment, 2008). The latter case here is considered here, since eroding banks are
often steep at the outer margins of meander bends. As explained in Section
2.3.2.4, in the model, the planar failure is solved using a limit equilibrium
method based on the method of slices in combination with a search algorithm
to find the failure block configuration with the smallest factor of safety (Lan-
gendoen and Simon, 2008). Factor of safety is the ratio of available shear
strength to mobilized shear strength, and when smaller than one the bank
is unstable. The method accounts for the effects of pore-water pressure on
soil shear strength, confining hydrostatic pressure provided by the water in
the channel, and can automatically insert tension cracks if the upper portion
of the failure block is under tension. Data and parameters that affect pla-
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nar failure are bank geometry profile, groundwater elevation, bank material
stratigraphy, and, for each soil layer, unit weight, cohesion, friction angle,
and matric suction angle.
5.3.2.1 Parameterization of slump block protection
Section 2.3.2.5 explains how the impact of mass failure (cantilever and planar
failure) on bank retreat and river migration rates is parameterized through
a “reduction factor” Karmor of the unarmored fluvial erosion rate E
∗ at the
bank toe. We summarize here, for the reader’s convenience, the relations
used
Karmor = exp (−cAblock,total) (5.1)
E∗ = KarmorE
∗
unarmored = KarmorM
∗
(
τ ∗ − τ ∗c
τ ∗
)
(5.2)
where τ ∗ is the acting shear stress, M∗ is the erosion-rate coefficient, τ ∗c is
the critical shear stress, Ablock,total is the volume per unit streamwise distance
of the slump blocks, generated by cantilever and planar failure processes,
and c is a coefficient that can amplify or dampen the effect of slump block
bank protection. It is expected to be site-specific and likely related to the
size of the river, being the effect of bank protection per unit volume of slump
block produced larger for smaller rivers and discharges. Section 2.3.2.5 illus-
trates how this approach is different from Xu et al. (2011)’s and Parker et al.
(2011)’s.
In the simulations presented in this chapter, time is measured as flood time,
when bank erosion and meander migration occur. The hydrologic regime of
the river is crudely simplified as follows: floods are modeled with a single for-
mative discharge, characterized by a certain intermittency i, i.e., the fraction
of time during which it is flowing in the river (Paola et al., 1992). Hence,
the effect of a variable regime and spectrum of flows that are able to erode
and cause meander migration (e.g. Hooke, 1980) is “lumped” into a single
discharge (Blondeaux and Seminara, 1985). The remaining time is character-
ized by low flow. For instance, if the formative discharge has intermittency of
0.05, 1 year in floods corresponds to 20 years of real time. It is assumed here,
for simplicity, that a single flood event occurs every year: this means that in
one year, for intermittency i, the duration of the flood event Tflood is equal
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to i years, followed by a low-flow period Tlow flow equal to (1− i) years. For
instance, for intermittency of 0.05, Tflood = 0.05 years and Tlow flow = 0.95
years. Using a one-dimensional channel evolution model Langendoen (2013)
showed that, in the case of formative discharge, this temporal scaling yields
very similar predicted long-term morphodynamic changes as those observed
for a meandering stream in northern California.
Migration is computed in discrete time steps which are either equal to
Tflood (i.e. one time step models one flood) or smaller (several time steps
model a single flood). At the beginning of each time step ∆T of erosion, the
volume per unit streamwise distance Ablock,total of slump blocks at the toe of
the bank, which determines the value of Karmor through Eq. 5.1, is obtained
by summing the soil volumes (if any) generated by cantilever failure and
planar failure during the previous time step and the volume remaining from
previous time steps. For the first time step of a flood event, block decay
has to be considered too. Block decay occurs during the low-flow periods
between floods, when slump blocks undergo degradation due to weathering,
particle-by-particle erosion, general disintegration, or removal (Wood et al.,
2001b). The relation for decay reported by Parker et al. (2011) is adopted
here:
dAblock,total
dt
= −Ablock,total
Tblock
(5.3)
which gives, at the end of the low flow period,
Ablock,total = Ablock,total,initial exp
(
−Tlow flow
Tblock
)
(5.4)
where Ablock,total,initial is the volume of slump blocks generated during the
last flood, and Tblock is a characteristic period of existence for slump blocks
lumping the dynamics of slump block decay. Weathering and surface erosion
via fluvial processes may cause reduction in block size, which increases the
probability of their entrainment by the flow (Wood, 2001a). Furthermore,
vegetation growth can enhance their resistance to erosion with consequent
increase of Tblock and bank protection (Murgatroyd and Ternan, 1983).
Two alternative “conceptualizations” were adopted to capture the mech-
anism of bank protection due to slump blocks and its impact on meander
migration. First, the time step ∆T adopted for the simulations is equal to
Tflood: slump block protection is due to bank material at the toe of the bank
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inherited from the previous floods. The slump blocks produced during a flood
affect the next flood because the flow of the next flood will have to remove
them before eroding the bank toe, resulting in an overall reduction of erosion
rate parameterized through Karmor. Second, single floods are modeled by
more than one time step: slump blocks generated during a flood also affect
erosion during the flood itself. It will shown that the patterns of migration
response obtained with the two alternative conceptualizations are the same.
While simplified hypotheses have been formed on the general dimensions
of the material deposited at the toe (Wood, 2001a; Darby et al., 2002)), it
was chosen not to consider the impact of slump blocks on bank geometry.
Furthermore, it was assumed that slump blocks are attached to the bank,
because detached blocks may actually increase the fluvial impingement on
the bank toe, enhancing bank retreat instead of reducing it. This effect is
beyond the scope of the present paper.
The number of cross sections is set at the beginning of the simulation.
Floodplain elevation and soil properties of the different floodplain layers are
assigned at the beginning of the simulation on a rectangular, equidistant
grid, and an inverse-distance weighting (IDW) interpolation is used to com-
pute floodplain properties at any given time and spatial location (see Section
4.4.2). No model for floodplain aggradation and stratigraphy formation is
present, as the interested here is on the response of meander migration to
given stratigraphy and geologic time scales are not considered.
5.4 Results and discussion
Idealized meander-migration simulations are presented for the case of an
initial sine-generated alignment with arc-wavelength of 1000 m and crossover
angle of 70◦ with respect to the valley direction, which corresponds to a
sinuosity of 1.51. Channel width was assumed equal to 60 m. Flow discharge,
valley slope, and Manning’s roughness coefficient were respectively set to 120
m3/s, 0.0005, and 0.030 sm−1/3. For the initial centerline, channel slope S
= 0.00033, reach-averaged friction coefficient Cf,ch = 0.0070, reach-averaged
squared Froude number F 2ch = 0.048, and channel half-width to depth ratio
β = 14.65. Selected ratios between channel width and water depth and
between meander wavelength and channel width are typical of natural rivers
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(Williams, 1986). A typical value of 5.0 was selected for the scour factor.
This value, together with the selected value of friction coefficient and width
to depth ratio, are such that initial bends quickly start growing laterally (i.e.,
in the cross valley direction). Furthermore, flow parameters were selected to
obtain significant initial downstream migration of bends in absence of slump
block protection, since the goal is to evaluate the impact of slump block
protection on both downstream and lateral migration, as well as on planform
shape. The value of channel width was selected towards the lower end of the
range for lowland rivers, since from experience it is expected that in large
rivers (width of hundreds of meters and bank height of several meters) slump
blocks have little influence on migration as they are easily carried away by
the flow or only protect a small portion of the bank; on the other hand, in
very small rivers, slump blocks may profoundly limit migration.
Initial bank height, when measured in straight reaches, equals 2.5 m,
enough to contain the formative, quasi-bankfull discharge. Note that, as
sinuosity increases, water depths increase as a consequence of the decreasing
channel slope; therefore, the water surface elevation gets progressively closer
to the bank top over time. Groundwater level is constant in time and equal
to the top elevation of the bank. Floodplain soils are described on a 20 m
x 20 m grid. Patches of soil material characterized by different properties
are distributed ad hoc and a priori across the floodplain in order to identify
effects on migration patterns. Regarding soil stratigraphy, the focused here
is on the simplest and common case characterized by the presence of two soil
layers, which is typical of alluvial rivers, where the bottom bank layer mainly
comprises coarse-sediment bar deposits and is overlain by finer-grained ma-
terial deposited during large or overbank flow events. The floodplain ground
level, as well as the interface between the two layers, are assumed to be
inclined at a slope equal to the valley slope in the direction of the valley.
In order to quantify the impact of streambank failure and horizontal/vertical
floodplain heterogeneity on meander migration and identify patterns of re-
sponse, statistics were computed for one of the lobes of the migrated center-
lines where slump blocks are produced. “Lobes” are the different bends of
migrated centerline identified by the valley axis (Figure 5.1). Bend skewness
and averaged lateral migration were computed as illustrated in Chapter 4,
while bend length (Figure 5.1b) was used as indicator of downstream me-
ander migration. Note that bend length is herein computed as the linear
150
distance between points A and A’ in Figure 5.1b, not as arc-length of the
bend. Values of statistics were then normalized by their value in absence of
the patch.
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Figure 5.1: Definition sketch of bend geometry characteristics used for
statistical analysis.
5.4.1 Impact of cantilever failure
Within the model used, cantilever failure occurs when an overhang threshold
is exceeded. Supplied slump block volume is proportioned by the rate at
which the overhang forms, which is in itself controlled by the erosion resis-
tance of the bank material layers and the distribution of shear stress on the
bank, and the thickness of the top layer or the thickness of bank above the
water surface level. Simulations were performed to investigate the effect of
vertical variation of soil erodibility and varying thickness δtop layer of the top,
less erodible layer. Slump block protection was not considered except for a
patch of the floodplain, where δtop layer was assumed to be constant and able
to produce slump blocks as the lower layer gets eroded at a higher rate. Nine
combinations were used for planimetric size and location of the floodplain
patch. As shown in the example in Figure 5.3, patch size was varied as 1,
0.5, and 0.25λ, where λ is the initial linear meander wavelength, and patch
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locations were centered over the bend apex or over upstream or downstream
crossovers.
Note that, in nature, the thickness δtop layer scales with the difference be-
tween top bank elevation and upper elevation of the point bar at the inner
bank, because the bottom layer is mainly formed by bar material deposited
at the inner bank during meander migration. For the model adopted, in
bankfull conditions, δtop layer = D
∗
ch (1− AσB∗) where D∗ch is the depth at
channel centerline, A is the scour factor, B∗ is the half-width of the channel,
and σ is the secondary flow strength (computed by convolution of channel
curvature). Hence, for a naturally-formed floodplain, δtop layer is expected to
vary spatially because it depends on the channel curvature at the time of
point bar formation. In the simulations presented here a simplified config-
uration was used where δtop layer is constant over a patch, with the goal of
isolating the effect of different values of δtop layer on meander migration.
Table 5.1 reports the parameters used for different set of simulations. For
each of the combinations of parameters reported in Table 5.1, the nine com-
binations of patch size/location were simulated. Data from Wood (2001a)
were used to determine the order of magnitude of Tblock. Fitting Eq. 5.4
to the time series of the intermediate axes of the largest elements (used as
proxy of slump block volume) in Goodwin Creek, yields Tblock ≈ 250 to 400
days, which provides a reference for the order of magnitude of the slump
block residence time (Figure 5.2). Note that parameters for Goodwin Creek
and the present test case are dissimilar (in Goodwin Creek, bank height is
about 4.5 m, large discharges are about 30 to 40 m3/s, top width is 35 m,
and cohesion is about 6-7 kPa). However, the data available for Goodwin
Creek were considered to obtain information on the order of magnitude of
Tblock, given the lack of data from other sources.
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Figure 5.2: Estimation of slump block residence time Tblock from the data
series of intermediate axes of the largest slump block elements reported by
Wood (2001a) for the Goodwin Creek. Eq. 5.4 was applied between points
A and B (Estimate 1), C and D (Estimate 2), and E and F (Estimate 3).
Estimate 1: Tlow flow = 248 days, Axisinitial = 0.60 m, Axisfinal = 0.23 m,
Tblock = 259 days. Estimate 2: Tlow flow = 303 days, Axisinitial = 0.72 m,
Axisfinal = 0.34 m, Tblock = 404 days. Estimate 3: Tlow flow = 276 days,
Axisinitial = 0.49 m, Axisfinal = 0.18 m, Tblock = 275 days.
For the lower layer τ ∗c = 3.5 Pa. This value is larger than a typical critical
shear stress of purely cohesionless material, as a certain degree of cohesion is
always present in the lower layer due to presence of silt and clay, with conse-
quent increase of the value of τ ∗c of up to one order of magnitude (Mitchener
and Torfs, 1996; Panagiotopoulos et al., 1997; Kothyari and Jain, 2008).
Presence of gravel may provide armoring of the lower layer too. Values of
erosion-rate coefficientM∗ were selected using the relation developed by Han-
son and Simon (2001) as a reference for the order of magnitude. Note that
the use of these values, as of the fluvial erosion formula adopted in Eq. 5.2,
could be replaced by a better and site-dependent parameterization, which is
beyond the scope here.
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Table 5.1: Parameters for cantilever failure simulations. T is the simulation
duration (in flood time), ∆T is the simulation time step, c is the parameter
in Eq. 5.1, i is the intermittency of the formative discharge, τ ∗c is the
critical shear stress of bank material, M∗top layer is the erosion-rate coefficient
of the bank top layer, M∗bottom layer is the erosion-rate coefficient of the bank
bottom layer, δtop layer is the thickness of the bank top layer, and Tblock is
the slump block residence time.
Scenario Parameter changed T ∆T c i τ∗c M
∗
top layer M
∗
bottom layer δtop layer Tblock Vertical stress
(years) (years) (m−2) (Pa) (m/s) (m/s) (m/s) (days) distribution on bank
1 - 4.0 0.05 1.5 0.05 3.5 2.0E-07 8.0E-07 1.0 200.0 No
2 δtop layer 4.0 0.05 1.5 0.05 3.5 2.0E-07 8.0E-07 0.5 200.0 No
3 Tblock 4.0 0.05 1.5 0.05 3.5 2.0E-07 8.0E-07 1.0 400.0 No
4 M∗top layer 4.0 0.05 1.5 0.05 3.5 4.0E-07 8.0E-07 1.0 200.0 No
5 c 4.0 0.05 0.75 0.05 3.5 2.0E-07 8.0E-07 1.0 200.0 No
6 Vert. stress dist. on bank 4.0 0.05 1.5 0.05 3.5 2.0E-07 8.0E-07 1.0 200.0 Yes
7 ∆T 4.0 0.025 1.5 0.05 3.5 2.0E-07 8.0E-07 1.0 200.0 No
Simulated migrated centerlines in Figure 5.3 show that both size and lo-
cation of the soil patch, where slump blocks are produced, affect patterns
of meander migration. Simulated centerline migration outside the patch is
solely determined by the erodibility characteristics of the lower layer. Size
and location of the patch reflect the extent of the portion of bend impacted by
slump blocks and therefore bank protection. Bank protection due to slump
blocks does not only reduce bank erosion rates, but also affects meander
shape. The slump block volume scales with the thickness of the top layer
and the difference in erosion between top and bottom layer. The larger the
thickness of the top layer and the larger the difference in erodibility between
bottom and top layer, the larger the slump block volume per unit streamwise
distance Ablock,total, and consequently, the larger the bank armoring (Eq. 5.1)
and the smaller the future erosion rate of the bottom layer (Eq. 5.2).
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Figure 5.3: Examples of cantilever failure impact on meander migration
according to size and location of floodplain-soil patches. The soil patch
characterized by the presence of a bank top layer which produces slump
blocks is in blue color. Panels (a) to (i): simulations for Scenario 1 (see
Table 5.1). The bend considered for the computation of statistics is
highlighted in green. In all panels, flow is from left to right, and the initial
channel centerline is dashed, while the final, migrated centerline, is
continuous.
Figure 5.4 shows the normalized values of bend length, lateral migration
and bend skewness for varying size and location of the patch and for the
different scenarios in Table 5.1, with reference to the lobe indicated in Figure
5.3.
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Figure 5.4: Two-dimensional plots of normalized statistics of bend length
(first row), lateral migration (second row), and bend skewness (third row)
as function of patch size and location. Each column corresponds to a
different scenario (see Table 5.1). Statistics refer to the lobe indicated in
Figure 5.3 and are normalized with respect to their value in absence of
slump block protection. Contour plots were generated by interpolation from
the computed values for the nine combinations given by patch size (1, 0.5,
and 0.25λ) and patch location (centered over the bend apex or over
upstream (US) or downstream (DS) crossovers).
From Figure 5.3 and Figure 5.4 several trends can be observed for bend
length, bend skewness, and lateral migration.
(i) Bend length increases for upstream-located patch and decreases for
downstream-located patch (Figure 5.4, plots in first row). As mentioned, the
focus here is on the effect of the patch on a single bend (that highlighted in
green in Figure 5.3 for the case of Scenario 1 listed in Table 5.1). Obviously, in
a train of sine-generated bends, the bends located upstream or downstream of
it are also affected; however, the scope here is to compare the effect of different
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combinations of patch size and location on the same bend. The increase of
bend length for upstream-located patch is explained by the reduced rate
of downstream migration of the portion of the bend upstream of the bend
apex. Analogously, the decrease of bend length for downstream-located patch
is due to the reduced rate of downstream migration of the portion of the
bend downstream of the bend apex. The effect of increase (or decrease)
of bend length is larger for larger thickness δtop layer of the top layer in the
patch (Figure 5.4, compare plots (a1) and (b1)), given the larger slump block
volume Ablock,total and the smaller factor Karmor. An equivalent effect can be
obtained by increasing the slump block residence time Tblock (Figure 5.4,
compare plots (a1) and (c1)).
(ii) Lateral migration generally decreases as result of production of large
slump block volumes (Figure 5.4, plots in second row). The decrease is
larger for larger downstream-located patches; this is because the direction of
meander migration is downstream. The decrease of lateral migration is also
more pronounced for larger δtop layer or Tblock (Figure 5.4, compare plot (a2)
with (b2) and (c2)).
(iii) The effects of cantilever failure and horizontal/vertical floodplain het-
erogeneity on bend skewness (Figure 5.4, plots in third row) are more com-
plex, causing deviation from the typical upstream-skewed pattern to which
meander bends evolve according to “classic” meander migration models based
on the use of a dimensionless migration coefficient approach in uniform flood-
plain. It generally increases for small downstream-located patch, and reduces
for small upstream-located patch. Decrease of bend skewness means that the
migrated centerline is less upstream-skewed than that obtained in absence
of the patch. The decrease of bend skewness for upstream-located patch is
a product of the reduced rate of downstream migration of the portion of the
bend upstream of the bend apex. This process can even lead to a negative
value of skewness, that is, bend is downstream-skewed (e.g., plots (a1), (c1),
and (e1) in Figure 5.4). As for the case of bend length and lateral migra-
tion, slump block residence time Tblock and top layer thickness δtop layer affect
the magnitude of skewness modification, not the general patterns highlighted
(Figure 5.4, compare plot (a3) with (b3) and (c3)). For patch size in the or-
der of the meander wavelength, skewness is generally reduced as the process
of development of upstream skewness is delayed by slump blocks protection.
Further observations can be derived from Figure 5.4. Reducing the pa-
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rameter c in Eq. 5.1 (i.e., reducing the degree of bank protection per unit
volume of slump block) reduces the magnitude of the response to horizontal
and vertical floodplain soil heterogeneity but not its patterns (Scenario 5 in
Figure 5.4). Modeling flood events with multiple time steps (second “concep-
tualization” described in Section 5.3.2.1), to account for bank protection by
blocks generated during the flood itself, enhances the effect on bend statistics
(compare columns (a) and (e) in Figure 5.4) but again patterns of response
stay the same. Further, considering the vertical shear stress distribution on
bank or increasing the erosion-rate coefficient of the top layer (Scenarios 6
and 4 in Table 5.1 respectively, not shown in Figure 5.4) does not change the
conclusions. This implies that the thickness of the top layer δtop layer is the
important parameter that scales the effect of bank toe protection by blocks
that will have to fall at some time and deposit at the toe of the bank.
For the approach described as second conceptualization in Section 5.3.2.1,
it is interesting to investigate the effect of the selection of the simulation time
step ∆T as well as the overhang threshold for cantilever failure. Note that the
time step ∆T for migration computation does not affect Ikeda et al. (1981)’s
migration approach which linearly relates migration to the excess velocity at
the outer bank. Also, it does not significantly affect the method presented
in Chapters 3 and 4, which is based on the use of fluvial erosion formula
(Eq. 5.2) with no explicit account for slump block protection as Karmor = 1
(the degree of impact of ∆T on predicted migration depends on river plan-
form and erodibility parameters, since the method adopts a threshold for
bank erosion). If cantilever failure is explicitly taken into consideration in
producing slump block volume, ∆T affects the volume of cantilever block
generated every time step. Figure 5.5 shows an example of time evolution of
failed volume per streamwise distance Ablock,cantilever due to cantilever failure
(panel (a)), slump block volume per streamwise distance Ablock,total (panel
(b)), and armor factor Karmor (panel (c)) at the outer bank at a location
downstream of the bend apex, for two different values of time step and over-
hang threshold. In Figure 5.5, different floods are separated by minima of
Ablock,total or, equivalently, maxima of Karmor (recall that, during dry weather
between floods, slump blocks decay). Within each flood, Ablock,total increases
and Karmor decreases, as erosion takes place. Using a larger overhang thresh-
old (that is more cohesive material) causes some time steps not to contribute
any Ablock,cantilever (Figure 5.5, panel (a)). However, the cumulative effect
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produced by different time steps or overhang thresholds on erosion distances
and planform shape was found to be not significant. In other words, meander
migration was found not to be significantly affected by the selection of time
step or overhang threshold.
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Figure 5.5: Examples of time evolution of (a) failed volume per streamwise
distance Ablock,cantilever due to cantilever failure, (b) slump block volume per
streamwise distance Ablock,total, and (c) armor factor Karmor. Ablock,total is
the result of previous mass failures and block decay, while Ablock,cantilever is
the volume generated at a particular time step. In the legends, OT means
overhang threshold.
5.4.2 Impact of planar failure
Planar failure is controlled by the bank geometry profile and the geotech-
nical properties of the bank materials. When using a constant modeling
discharge, occurrence of planar failure is specifically caused by the follow-
ing mechanisms: (i) spatial distribution of geotechnical properties in the
floodplain; (ii) temporal changes in bank height caused by variations in toe
elevation following the evolution of the planform-induced bed topography of
the river. Bank height changes due to floodplain formation have a similar
effect for geologic time scales, not considered here; (iii) oversteepening at the
bank toe, because of faster retreat due to larger acting shear stress. Note
that banks that can fail as large planar failure blocks are investigated here,
therefore with a significant degree of cohesion. Mainly cohesionless bottom
layers, where surface landsliding (Daerr and Douady, 1999) acts to mitigate
the ovesteepening, are not being considered here; (iv) change in distance be-
tween water surface elevation and bank top due to variation in water depths
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as sinuosity changes. Xu et al. (2011) considered the latter as indirect indi-
cator for slump block protection, but did not explicitly solve for the planar
failure process.
As mentioned, phenomena of sapping or piping, when cycles of water sat-
uration and desaturation of the bank associated to water level variation in
the river can trigger multiple mass failure events, are not considered here;
the issue addressed here is whether spatial changes in geotechnical properties,
which do affect bank stability (Parker et al., 2008), can affect meander migra-
tion in a sustained fashion. Among the geotechnical parameters (saturated
unit weight, cohesion, friction angle, and matric suction angle), the impact of
cohesion is considered here, since it strongly controls bank stability when all
other factors are kept constant (Parker et al., 2008; Langendoen and Simon,
2008; Samadi et al., 2009). Note that Langendoen and Simon (2008) showed
that similar variations in factor of safety can be obtained when varying each
of the other parameters listed above, though by different amounts.
For the simulations presented here, the cohesion of the floodplain soil was
set at 15 kPa, which is one standard deviation above the mean of the Simon
(1989) dataset on West Tennessee rivers. In a floodplain patch of size equal
to one meander wavelength and centered over the apex of a bend, lower
cohesion values were assumed, down to 1 kPa, corresponding to one standard
deviation below the mean from the cohesion dataset of Simon (1989). Table
5.2 summarizes the parameters used for the different simulation scenarios.
Five bank material layers are considered, to capture the vertical variation of
shear stress acting on the bank. Other parameters were set as follows: critical
shear stress = 3.5 Pa, erosion-rate coefficient = 8.0 · 10−7 m/s, unit weight
= 18 kN/m3, friction angle = 25◦, matric suction angle = 15◦, Morgenstern-
Price method of slices for computation of bank factor of safety, simulation
duration in flood time = 4 years, time step = 0.05 years, intermittency =
0.05, coefficient c (Eq. 5.1) = 1.5, and slump block residence time = 200
days.
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Table 5.2: Parameters for planar failure simulations. For shear distribution
on bank: 1 = shear stress constant over the different bank layers; 2 = shear
stress scaled using ratio area/wetted perimeter on each layer.
Scenario Number of layers Cohesion C Shear stress distribution on bank Set tension crack depth (m)
1 5 All layers: C = 1 kPa 1 0.5
2 5 All layers: C = 1 kPa 2 0.5
3 5 Top two layers: C = 15 kPa, bottom three: C = 1 kPa 2 0.5
3 (V1) 5 Top two layers: C = 5 kPa, bottom three: C = 1 kPa 2 0.5
3 (V2) 5 Top two layers: C = 15 kPa, bottom three: C = 1 kPa 2 1.5
3 (V3) 5 Top two layers: C = 1 kPa, bottom three: C = 15 kPa 2 0.5
Initially-vertical banks were assumed; their (immediate) planar failure ini-
tializes slump block volume and armor factor. Other planar failure events
may occur at later stages; otherwise, the bank experiences “parallel” retreat
as result of fluvial erosion and cantilever failure. It was assumed that can-
tilever failure, although active, does not contribute to the slump block volume
at the bank toe, in order to isolate the effect of planar failure on meander
migration.
Differently from the case of Ablock,cantilever (Figure 5.5a), the time evolution
of the failed volume per streamwise distance Ablock,planar due to planar failure
has in general an episodic pattern (Figure 5.7), since planar failure events
occur if bank geometric and geotechnical properties allow. Planar failure
events are associated to abrubt positive contributions to Ablock,total, followed
by periods of block decay: as a consequence, Karmor drops right after a planar
failure event, to then recover.
Figures 5.6, 5.7, and 5.8 show how the vertical variation of both bank
material cohesion and acting stress, as well as bank geometry and height,
affect the occurrence of planar failure events and, therefore, bank protection
and migration patterns.
Figure 5.6 shows a typical evolution of bank profile for the different scenar-
ios in Table 5.2. In Scenario 1, planar failure occurs only at the beginning of
the simulation. Then, the bank experiences parallel retreat, because no ver-
tical variation of shear stress or cohesion is considered; therefore, the slope
of the bank is preserved impeding new planar failure events. In Scenario
2, which considers vertical variation of acting shear stress and is character-
ized by low cohesion, the oversteepening at the bank toe, combined with the
restoration of vertical bank profile due to cantilever failure, is associated to
multiple planar failure events (Figures 5.6 and 5.7a). In Scenario 3, for which
the top two layers have larger cohesion, less events occur (Figures 5.6 and
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5.7b). However, when they occur, they involve the whole bank, since the
lower portion of the bank is characterized by lower cohesion. In Scenario 3
(V1), compared to Scenario 3, the top two layers have less cohesion (5 kPa
instead of 15 kPa): this allows for more large-volume planar events to occur
(Figures 5.6 and 5.7c). In Scenario 3 (V2), a deeper tension crack allows
for triggering more planar failure events than in Scenario 3, but less than
Scenario 3 (V1). In Scenario 3 (V3), characterized by lower cohesion just for
the top two layers, only small-volume, top-bank planar failure events occur.
Therefore, if a large-enough portion of the bank soil is characterized by
lower cohesion (especially the lower layers) and stress distribution on the
bank is considered, the frequency of planar failure events is high and expected
to cause consistent impact on bend shape and migration rates. Note also that,
as the factor of safety decreases for increasing bank height, the evolution of
channel planform, which affects the elevation of the bank toe, affects the
occurrence of planar failure. This can be observed in Figure 5.6 for scenarios
3, 3 (V1), and 3 (V2): mass failures involving the whole bank occur where toe
elevation is lower and bank height is higher. Therefore some portions of the
bend, initially subject to planar failures, may not be subject to planar failures
anymore as the bend migrates, and other portions, initially not subject to
planar failures, may become subject to planar failures, potentially leading
to preferential migration patterns. Figure 5.8 shows the impact on meander
migration. Lateral migration is reduced because planar failure is more likely
to occur close to bend apex where channel curvature and outer bank height
are large. The reduction of migration rates is larger the higher the frequency
of planar failure events. The shape obtained is different if compared to that
in absence of planar failure.
Two methods were devised to characterize quantitatively the frequency of
planar failure events. The first method computes the number of planar failure
events occurred during the simulation, normalized by the simulation time.
This method presents the disadvantage of being dependent on the number
of centerline nodes adopted for centerline discretization. The second method
evaluates the total planar failure volume produced during the simulation,
normalized by the stream length within the floodplain patch characterized
by the presence of layers with lower cohesion and by the simulation time, to
obtain a measure of volume per unit length per year per bank. For the Sce-
narios 3 and 3 (V1) plotted in Figure 5.8, a value of 0.03 and 0.18 m2/year per
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bank is respectively obtained; in Scenario 3 (V1), a 6 times larger frequency
allows for planar failure to impact meander migration.
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Figure 5.6: Bank retreat at the outer bank at a section initially located
right downstream of the bend apex, where bank height is large, for the six
scenarios in Table 5.2. Just the first one flood year is shown for clarity, at
intervals of one time step. “L1” to “L5” indicate the five layers of the
floodplain. Vertical red arrows indicate bank profiles modified by the
occurrence of planar failure.
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Figure 5.7: Examples of time evolution of failed volume per streamwise
distance Ablock,planar due to planar failure, slump block volume per
streamwise distance Ablock,total, and armor factor Karmor, for (a) Scenario 2,
(b) Scenario 3, and (c) Scenario 3 (V1) in Table 5.2. Ablock,planar is the
volume generated at a particular time step. Ablock,total is the result of
previous mass failures and block decay during the dry period, and the value
plotted at one time affects the bank erosion for the next time step. Just the
first two flood years are shown for clarity, at intervals of one time step.
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Figure 5.8: Example of planar failure impact on meander migration for
Scenario 3 and 3 (V1) in Table 5.2. The soil patch characterized by one or
more layers with lower cohesion is in blue color. Flow is from left to right,
and the initial channel centerline is dashed, while the final, migrated
centerlines, are continuous.
5.5 Conclusions
This chapter investigated how meander migration is modulated by slump
block protection of the bank toe, as a result of the interaction of hydro-
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dynamics, bed topography, and mass failure processes, which depends on
channel planimetry and floodplain soil horizontal and vertical distribution.
The model adopted here, although presenting simplifications - namely, con-
stant modeling discharge, bed in “equilibrium” (no aggradation or degrada-
tion), spatially- and temporally-constant width, and spatially-constant fric-
tion coefficient - allowed identifying patterns of response of river migration
to cantilever and planar failure processes.
Simulations showed that the process of cantilever failure, which occurs
continuously during the history of migration because it is driven by the flu-
vial erosion at the bank toe, has an important impact on migration rates
and, through horizontal and vertical distribution of soil erodibility, on me-
ander shapes. In particular, while the impact of slump block protection to
reduce lateral migration is expected, bend length can either increase or de-
crease and bend skewness can be modified, even with possible achievement
of downstream skewness. The magnitude of such effects is modulated by the
thickness of the less erodible top layer and the characteristic slump block
residence time.
The process of planar failure, which depends on geometric and geotechnical
properties of banks, displays a more episodic pattern than cantilever failure;
however, it can still significantly affect meander migration. Migration rates
are reduced, while shapes are modified because planar failures concentrate
where bank heights are large. As a consequence, bank protection due to pla-
nar failure slump blocks depends on the planform-induced topography of the
river and can cause preferential directions of meander migration. Therefore,
smaller-cohesion floodplain soil patches can contribute to the complexity of
river planform geometry.
Results show that, besides hydrodynamics, bed morphodynamics, and hor-
izontal floodplain heterogeneity, the vertical structure of the floodplain soil
affects meander evolution. This should be considered when attempting to
correlate field observations of soil distribution to the observed complexity of
meander planform shapes.
The approach described in this chapter, based on the explicit computation
of slump block volumes and the use of an armor factor, allows for overcoming
the need of calibrating the erodibility parameters to indirectly model the
effect of slump block protection, and is more physical because it accounts for
the fact that blocks are not uniformly distributed along bends.
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Additional research is needed to describe deterministically the slump block
residence time, which is dependent on processes such as weathering, particle-
by-particle erosion, general disintegration, and removal (Wood et al., 2001b),
and the coefficient c (Eq. 5.1), which depends on the mechanics of slump
blocks and the effect on the local hydrodynamic field. This may lead to
distinguish the impact of mass failure mechanisms for different river scales.
Furthermore, the impact of streambank erosion by sapping or piping at reach
scale should also be investigated in the future by including a more refined
model for saturation conditions in banks during and after flood events.
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CHAPTER 6
DISCUSSION
6.1 Summary of the approach used
The RVR Meander model simulates meander migration at reach scale, in
homogeneous floodplain or horizontally- and vertically-heterogeneous flood-
plain assigned stochastically or ad hoc. The model adopts a “physically-based
migration coefficient” approach for bank erosion, rather than a “physically-
based” approach tout court, because no mass conservation equation is solved
for the sediment eroded from banks; instead, a fluvial erosion formulation
based on the local shear stress acting on the bank is used. Mass failure pro-
cesses - namely, cantilever and planar failure - are modeled too. The model
can be used either by (a) considering the presence of vertical layers in the
banks and parameterizing bank protection through slump blocks produced
by mass failure (cantilever and planar failure); or (b) adopting a single “rep-
resentative” soil layer, which will produce the same bank retreat as method
(a). The latter approach “lumps” in the erodibility parameters the effects of
important factors affecting bank erosion, such as riparian vegetation, slump
block protection, bank armoring due to bank material coarsening, stress par-
tition due to bankforms, and allows for compensating for uncertainties in the
flow model as well.
The model adopts few simplifying assumptions: constant modeling dis-
charge, bed in “equilibrium” (no aggradation or degradation), spatially-
constant channel width (mathematical and physical assumption made to ob-
tain the analytical solution for hydrodynamics and bed topography, not a
result of the modeling), and spatially-constant friction coefficient.
Notwithstanding the above limitations, the model allowed for investigating
patterns of meander migration in homogeneous and heterogeneous floodplain
and identifying the role played by the different bank erosion processes in
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driving or mitigating meander migration, as summarized in the next section.
6.2 Key contributions
6.2.1 Physically-based representation of the bank erosion
processes and impact on meander migration
The “classic” method for meander migration, which relates the rate of migra-
tion to the near-bank excess velocity multiplied by a dimensionless coefficient,
has been quite popular since the early 1980s and has provided much insight
in understanding the effects of hydrodynamics and bed morphodynamics on
migration patterns; however, its use in predicting the observed migration of
natural rivers has not been as successful, due to the complexity of the physical
processes responsible for bank retreat, the heterogeneity in floodplain soils,
and the presence of riparian vegetation. These factors make the calibration
of the dimensionless coefficient rather challenging and the use of the classic
functional form for bank erosion not capable of capturing the complexity of
meander shapes. The performance of the approach described in Section 6.1
was compared to that of the classic method for a few test cases for idealized
and natural planform geometry.
The main findings of the investigation, illustrated in Chapter 3, can be
summarized as follows:
 Changing the functional relation for bank erosion and meander migra-
tion allows for obtaining meander planform shapes which are different
from those produced using the classic migration coefficient method,
both in terms of migration rates and shapes.
 As regards planform shapes, the proposed approach is capable of simu-
lating features like downstream skewness of meander bends, compound
loops, “rectangular” shapes, and preferential migration of some por-
tions of a bend. In other words, bank erosion processes contribute to
enhance planform complexity, widening the spectrum of bend shapes
that can be obtained.
 Bank material heterogeneity is as important as the simulated hydrody-
namics in determining the planform evolution and skewness of meander
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bends.
 Prediction of historically-observed migration of natural rivers can be
improved using the proposed approach.
6.2.2 The effects of floodplain soil heterogeneity on meander
planform shape
Few studies of meander planform development have focused on the impact
of the spatial heterogeneity of the bank resistance to erosion. A Monte Carlo
approach was used to analyze it, considering two types of soil distributions,
assigned a priori : “randomly-disturbed” (where the mean resistance to ero-
sion exponentially increases away from the valley centerline) and “purely
random”. Bend planform statistics were adopted to analyze the results.
The main findings of the investigation, illustrated in Chapter 4, can be
summarized as follows:
 A stochastic approach is needed to address the impact of horizontal
heterogeneity of floodplain soils on rates and patterns of migration of
meandering streams.
 Three parameters govern the effects of floodplain heterogeneity on me-
ander migration: (i) local randomness of soil resistance to erosion: it
mainly controls bend shape, with high values associated to a broader
range of bend skewness values; (ii) cross-valley increase of soil resis-
tance: it controls mostly the extent of lateral migration, with higher
values producing more pronounced upstream skewness of bends; and
(iii) length scale of floodplain heterogeneity: finer scale of soil hetero-
geneity results in lower variability of migration, and the increase in
variability with increasing heterogeneity scale is less than linear.
 Floodplain-soil complexity can greatly contribute to planform complex-
ity (e.g., downstream-skewed bends, symmetric compound loops and
compound bends).
 The PB approach is intrinsically associated with greater migrated-
centerline variability (due to two-parameter erosion relation with a
threshold) than the MC approach.
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 The proposed stochastic approach provides a base for determining a
suitable spatial density of measurements for characterizing the physical
properties of floodplain soils and vegetation.
6.2.3 Meander migration in horizontally- and
vertically-heterogeneous floodplains
An investigation was carried out to determine how and to what extent the
explicit inclusion of mass failure mechanisms in meander-migration models
affects meander migration rates and shapes, using the approach (a) illus-
trated in Section 6.1, which considers bank armoring due to slump blocks.
Test cases were simulated for floodplains whose horizontal and vertical soil
distribution was assigned a priori and ad hoc to evaluate the effects on mi-
gration rates and planform shapes.
The main findings of the study, illustrated in Chapter 5, can be summarized
as follows:
 The bank mass failure processes of cantilever and planar failure, as well
as the combined horizontal and vertical heterogeneity of the floodplain
soils, affect meander migration patterns.
 Cantilever failure continuously impacts meander migration rates and
shapes, as it is driven by the fluvial erosion at the bank toe. Lateral
and downstream migration and bend skewness are affected to a degree
depending on size and location of floodplain soil patches, thickness of
the top, less erodible, layer, and characteristic residence time of slump
blocks at the bank toe.
 Planar failure impacts meander migration depending on the horizontal
and vertical variation of geotechnical properties, the vertical distribu-
tion of shear stress acting on the different bank layers, bank geometry
profile, and river planform.
6.3 Future perspectives
Based on this dissertation work, several research issues were found to be still
open and worth of future investigation efforts:
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 Formulation of a different parameterization of the fluvial erosion for-
mulation in bank systems characterized by predominantly cohesionless
bottom layer.
 Investigation of the impact of a more sophisticated model for hydro-
dynamics and bed morphodynamics (either linear or non linear) on
the interaction between hydrodynamics, bed morphodynamics, bank
erosion processes, and meander migration.
 Rigorous definition of formative discharge for bank erosion and meander
migration and evaluation of the effect of the whole spectrum of flow
discharges able to erode banks and drive meander migration. Particular
attention should be given to the frequency and distance in time between
floods and how this affects the dynamics of bank protection due to
slump blocks.
 Evaluation of the effect of real-world bathymetry (with varying channel
width and possible presence of slump blocks) and roughness on the
hydrodynamic field and consequently on migration rates and directions.
 Inclusion of channel width variation with formulation of the deposition
process at the inner bank, with and without riparian vegetation.
 Evaluation of the effect of cutoff in enhancing the planform complexity
due to horizontal and vertical floodplain soil heterogeneity.
 Field validation of the effects of slump block dynamics on meander
migration. The analysis should be extended to investigate how they
depend on the scale of the river. It is in general expected that, the
larger the river, the larger the ratio between channel width and depth,
as well as the larger the bank height: this should lead to a decreasing
effect of slump block protection for increasing river scale. Furthermore,
additional work is required to study how the presence of slump blocks
may also affect the mean flow and modify erosion patterns, depending
on how far blocks fall from the bank.
 Analysis of the effect of piping and sapping on long-term migration
patterns of meandering rivers. This would require the development of
a dedicated sub-model able to model water and sediment discharges
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associated to piping and sapping. The analysis would introduce a new
important parameter which may be able to impact bank erosion and
meander migration, which is the hydraulic conductivity of the soil.
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