The paper presents complexity reduction of an on-line handwritten Japanese text recognition system by selecting an optimal off-line recognizer in combination with an on-line recognizer, geometric context evaluation, and linguistic context evaluation. The result is that a surprisingly simple off-line recognizer, which is weak on its own, produces nearly the best recognition rate in combination with other evaluation factors in remarkably small space-and-time complexity. Generally, lower dimensions with fewer principal components produce a smaller set of prototypes, which reduces memory-cost and time-cost. This degrades the recognition rate, however, so we need to reach a compromise. In an evaluation function with the above-mentioned multiple factors combined, the configuration of only 50 dimensions with as few as 5 principal components for the off-line recognizer keeps almost the best accuracy 98.23% (the best accuracy 98.34%) for text recognition while it reduces the total memory-cost to 1/3 (from 99.4 MB down to 32 MB) and the average time-cost of character recognition for text recognition to 4/5 (from 0.1672 ms to 0.1349 ms per character) compared with the traditional off-line recognizer with 160 dimensions and 50 principal components.
Introduction
With the development of pen-based or touch-based mobile terminals, handwriting recognition systems running on such mobile terminals need to be developed. The relatively small RAM of mobile terminals requires handwriting recognition systems to be as small as possible while keeping accuracy high. This paper focuses on constructing an on-line handwritten Japanese text recognition system running on such terminals. Japanese uses thousands of ideographic characters of Chinese origin, two sets of phonetic characters, the Roman alphabet, numerals, and symbols, so the method is general and applicable to other languages, especially those that use many sets of characters.
Handwritten character recognition mainly includes two types of methods: on-line and off-line recognition. The on-line method is robust to stroke connection and deformation but not to stroke order variation. On the other hand, the off-line method is robust to stroke order variation and duplicated strokes but not to stroke connection and deformation. To overcome the disadvantage of the on-line method, off-line recognition is combined with on-line recognition to form a combined recognizer (Tanaka et al., 1999) .
For Chinese and Japanese character recognition, MQDF (Modified Quadratic Discriminant Function) proposed by Kimura et al. (1987) has been often used, but its performance is dependent on two parameters: the size of feature dimensions and the number of principal components. Using the different number of dimensions and principal components, we can obtain a variety of off-line recognizers with different performances, memory-costs, and recognition speeds. The required memory ranges from a few MB to about 100 MB, time-cost ranges from a few ms to tens of ms, and so on. Therefore, there are many choices for off-line recognizers in handwritten character recognition systems.
For on-line handwritten text recognition, an entire system includes not only an off-line character recognizer but also an on-line recognizer and other components for linguistic context, geometric context, and so on (Zhou et al., 2007; Nakagawa et al., 2005; Zhu et al., 2010) . Therefore, we must design the off-line character recognizer so that it performs as well as possible with other components while satisfying memory and speed constraints. This is true for each of the other components, but the off-line recognizer based on MQDF is large and time consuming, so its design makes up a large portion in the entire system design. Being not only important but also scalable by adjusting parameters, the off-line recognizer can be designed to optimize the system.
In our previous work, we reported an example of such a system composed of off-line and on-line recognizers with bi-gram context (Oda et al., 2007) . In this paper, by using improved components, we consider the effect of scaling off-line recognizer in the entire text recognition system more thoroughly and report even higher recognition rate while decreasing the dimension size and the number of principal components even further. The rest of this paper is organized as follows: Section 2 describes an overview of the text recognition system. Sections 3 to 5 explain the process of constructing the combined recognizer; Section 6 presents the evaluation function for optimal path search. Section 7 reports experimental results and analysis. Finally, we make the concluding remarks.
2. Overall system and evaluation database 2.1. Overall system Fig. 1(a) shows the flow chart of our on-line handwritten Japanese text recognition system. We can see that the process mainly consists of three modules: pre-processing, generation of a candidate segmentation and recognition lattice (csr-lattice), and optimal path search. The pre-processing part is used to normalize and smooth each stroke (a time-sequence of pen-tip coordinates from pen-down to pen-up) of handwritten text. In the stage of constructing a csr-lattice, a stroke sequence for a text string is segmented into blocks (primitive segments) in accordance with the geometric features such as off-strokes (a vector from pen-up to the next pen-down) and overlap of bounding boxes of adjacent strokes. One or more consecutive primitive segments form a candidate character pattern marked by solid line boxes as shown in Fig. 1(b) . Concatenation of consequent primitive segments to form a candidate character pattern is limited by a clear segmentation point judged by the geometric features or their total length. Then, each candidate character pattern is recognized, and several pairs of a character recognition candidate and its score are listed with the candidate character pattern. A csr-lattice represents multiple ways of segmentation and multiple ways of recognition in the form of a lattice. Fig. 1(b) shows an example where each node represents a candidate character pattern and each arc represents segmentation. Each node stores multiple pairs of a character recognition candidate and its score by a character recognizer. For instance, three starting character patterns shown leftmost in Fig. 1(b) have their recognition candidates and scores shown in Fig. 1(c) . Those for other nodes in Fig. 1 (b) are omitted for simplicity. Each path in a csr-lattice represents a sequence of candidate character patterns and character categories recognized for them. Handwritten text recognition integrates character segmentation and recognition because character patterns cannot be reliably segmented without being recognized due to the irregularity of character size and spacing (Nakagawa et al., 2005) . It is made by optimal path search in a csr-lattice, which will be described in Section 6.
Evaluation database
To evaluate performance of recognizers constructed in different stages, we experimented with the TUAT HANDS database, Kuchibue and Nakayosi databases of on-line handwritten Japanese characters (Nakagawa and Matsumoto, 2004) , and Kondate database of on-line text. The Kuchibue database contains on-line handwritten character patterns of 120 writers, 11,962 patterns per writer covering 3356 character classes. The 11,962 patterns per writer include two parts: the sentential part consisting of 10,154 characters, often used for text recognition testing and 1808 single characters that appear less often. The Nakayosi database contains the samples of 163 writers, 10,403 patterns covering 4438 character classes per writer. Therefore, Kuchibue in total contains 11; 962Â 120 = 1,435,440 character patterns and Nakayosi 10; 403Â 163 = 1,695,689 patterns.
For Kuchibue and Nakayosi, each character pattern was written in each writing box, while for Kondate, character patterns were written freely without any writing grid and even without line drawings by 100 writers.
On-line character recognizer and evaluation
The character recognition in text recognition is based on a combining an on-line and an off-line recognizer. This section describes the on-line recognizer briefly and its performance. Although the Hidden Markov Model (HMM) is a directed graph, it just matches pen-points (feature points) of an input pattern with states for each character class probabilistically (Katayama et al., 2008) . However, the Markov Random Field (MRF) can effectively integrate the information between neighboring pen-points such as binary and triple pen-points and information from single pen-points to improve robustness to classification (Li, 1995; Zeng et al., 2005) . We have shown that MRF provides better recognition than HMM for Japanese character recognition in our previous work (Zhu et al., 2011) .
Feature points extraction
In on-line handwritten character recognition, it is more effective and efficient to use extracted feature points instead of all the pen-tip points to express character patterns. We normalize an input character pattern linearly to a standard size while preserving the horizontal-vertical ratio and extract its feature points. For each stroke, first, the start and end points are picked up as feature points; then, the point farthest from the straight line through adjacent feature points is selected as a feature point while the distance is greater than a threshold. This process continues recursively until no more feature points are selected (Ramer, 1972) , which is described by Fig. 2(a) .
MRF model
We represent feature points from an input pattern as sites S ¼ fs 1 ; s 2 ; . . . ; s I g and states of a character class C as labels L ¼ fl 1 ; l 2 ; . . . ; l J g. We assume a linear-chain MRF (Markov Random Field) for each character class as shown in Fig. 2 (b) , where each label has a state and each state has three transitions. Moreover, we represent the mapping from S to L for character recognition as F ¼ fs 1 ¼ l i ; s 2 ¼ l j ; . . . ; s I ¼ l k g, which is called as a configuration as shown in Fig. 2(c) . Since there are more than one configuration F, making matching under all Fs is intractable. Therefore, we just consider the best figuration F best which is obtained by the Viterbi algorithm (David Forney, 1973 (2). The detail of the energy function of MRF is described in our previous work (Zhu et al., 2011) .
As for the MRF model for each character class, it consists of means and variances of unary features extracted from single-site sites, means and variances of binary features extracted from adjacent feature points, and the transition probability between adjacent feature points, based on Eq. (1). 
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Evaluation of on-line recognizer
We use Eq.
(1) to obtain evaluation score between an input pattern and each candidate character class. It is addressed that the evaluation score does not meet the value range is from zero to one, but meets the characteristic of similarity: the greater the value, the greater reliability of the candidate character class. Therefore, the candidate character class with the largest evaluation score is considered as the recognition result. In our system, the evaluation score ranges in [0, 2000] , mainly falls in [0, 600] . After the Nakayosi database is used to train the MRF model and the Kuchibue database is used for testing, the accuracy of the on-line recognizer is 92.77%, the memory-cost is 12 MB and average time-cost of per character is about 21 ms. The experiment is done on a computer with Intel Core 2 Duo CPU E8500 of 3.16 GHz and 4-GB RAM.
Off-line character recognizer and evaluation
In this section, we describe feature extraction, an algorithm for feature reduction, and a discriminant function for the off-line recognizer.
Feature extraction
For the off-line recognizer, we extract directional features: histograms of normalized stroke direction (Liu et al., 2006) from an on-line character pattern (a sequence of stroke coordinates). For coordinate normalization we apply pseudo 2D bi-moment normalization (P2DBMN) (Liu and Marukawa, 2005) . The local stroke direction is decomposed into 8 direction planes, and 8 Â 8 regions are extracted from each direction plane by the Gaussian blurring, so the dimensionality of feature vectors is 512. This process is shown in Fig. 3 . To improve the Gaussianity of feature distribution, each value of the 512 features is transformed by the Box-Cox transformation (Heiden and Gren, 1997 ) (also called variable transformation).
Fisher linear discriminate analysis
Fisher discriminant analysis (FDA) is well known and common in pattern recognition and feature reduction. Suppose there are C known character classes x 1 ; x 2 ; . . . x C and the ith class with N i training samples, in total N training samples. . . . N j Þ is a set of samples with ndimensions where N j is the number of samples of jth class. The mean vectors of each class and all classes can be expressed as
Let the between-class and within-class scatter matrices be defined as:
The process to obtain the transformation matrix is maximizing the following quotient, called the Fisher discriminant criterion (Belhumeur et al., 1997; Duin et al., 2001) .
where fw i ji ¼ 1; 2; . . . ; mg are m n-dimensional eigenvectors of S À1 w S b corresponding to the m largest eigenvalues. w opt is a n Â m matrix composed of the m n-dimensions eigenvectors. By the transformation matrix w opt , we can reduce the feature dimensions from ndimensions to mÀdimensions.
MQDF2
We employ MQDF since it has been most often employed for Chinese and Japanese character recognition. It is superior to Quadratic Discriminant Function (QDF) in recognition rate, speed and memory size. Historically, the Nearest Neighbor method was first employed for OCR (Optical Character Recognition) but replaced by MQDF. Neural Network has been tested but could not cope with thousands of categories. Discriminative classifiers such as support vector machine (SVM) are also candidates, but statistical classifiers can generalize better than discriminative ones when the amount of sample patterns is limited. In addition, parametric statistical classifiers are resistant to outliers (non-characters), whereas discriminative classifiers are susceptible to outliers because their decision regions tend to open. Considering that the amount of training patterns is limited and the off-line recognizer in this paper is employed for text recognition, in which there are many non-character candidate patterns during generation of csr-lattice, we employ the most established statistical classifier: MQDF rather than discriminative classifiers such as SVM. Kimura et al. proposed two types of Modified Quadratic Discriminant Functions (MQDF1 and MQDF2) which are less sensitive to the estimation error of the covariance to QDF in Kimura et al. (1987) . MQDF1 employs a kind of Bayesian estimate of the covariance matrix instead of the maximum likelihood estimate, while MQDF2 is a smoothed version of QDF by replacing the minor eigenvalues with a larger constant.
For an input character pattern X ¼ ðx 1 ; . . . ; x n Þ T , the MQDF2 for class x i ; i ¼ 1; 2; . . . ; N, is obtained as
where k ij and u ij ; j ¼ 1; 2; . . . ; k, denote the eigenvalues of covariance of class x i sorted in decreasing order and the corresponding eigenvectors, respectively; k denotes the number of principal components and D c ðXÞ is the squared Euclidean distance in the complementary subspace shown in Eq. (7); the parameter d i can be set as a class-independent constant, computed by Eq. (8) and trð P i Þ denotes the trace of covariance.
Then, the size of the off-line prototype dictionary S is depended on the data type of the parameters u i ; k ij ; u ij ; d i which are labeled as T u ; T k ; T u ; T d , respectively. In our system, T u ; T k ; T u are integers with 16 bits; T d is a long integer with 32 bits. We can have the total size of the prototype dictionary given by Eq. (9) and N is the number of the character categories. In our system, N is 4438.
Evaluation of off-line recognizer
To evaluate performance of the off-line recognizer, we use the Nakayosi database as training data and the Kuchibue database as the testing data. The evaluation is implemented on Intel Core 2 Duo CPU E8500 of 3.16 GHz and a 4-GB RAM computer.
In the process of recognizer training, we extract 512-dimensional features and then reduce them to lower dimensions by FDA. So far, reduction to the range from 60 to 180 has been common. We call this group common lower dimensions (CLD). On the other hand, we consider much lower dimensions from 20 to 50. We call them super lower dimensions (SLD). In CLD, we consider various dimensions from 60 to 180 with the step 20 and in SLD, we consider variations from 20 to 50 with the step 10. For each dimension in CLD, we take a different number of principal components from 10 to 60 with the step 10 so that we produce 42 different off-line recognizers. Similarly, for SLD we take a different number of principal components as 2, 5, 10, 13, 16, and 20, so that we obtain 24 off-line recognizers. We measure the accuracy, memory-cost, and average time-cost per character for the 66 different off-line recognizers (42 in CLD and 24 in SLD) as shown in Table 1 , respectively.
From the above table, the variation of accuracy among different recognizers is within 23.9% (from 76.8% to 90.7%); the memorycost ranges from 0.6 MB to 93.9 MB and the time-cost ranges from 0.115 ms to 1.590 ms. The extreme values of accuracy, memorycost and time-cost ranges in Table 1 are highlighted by bold font. 
Combined recognizer and evaluation
This section describes the method of combining the on-line recognizer (described in Section 3) and the off-line recognizer (described in Section 4). We firstly apply coarse classification with the memory-cost about 10 MB and then apply the on-line and off-line recognizers to obtain the combined candidates by sum rule (Kittler et al., 1998) . 
We use the Minimum Classification Error (MCE) criterion (Juang et al., 1997) to optimize the parameters. On each training pattern, a loss function is computed to approximate the classification error and the empirical loss is minimized to optimize the combining parameters on training patterns. The misclassification measure of a pattern from the class c i is given by Eq. (11), where f r com is the evaluation of the closest rival class. The misclassification measure is transformed to give the loss as given by Eq. (12).
On all the training patterns fðs n ; c n Þjn ¼ 1; 2; . . . ; Ng, the empirical loss is computed by Eq. (13) where c n is the class label of pattern s n ; IðÁÞ is an indicator function and M denotes the number of character classes. We minimize f L by stochastic gradient descent to obtain the optimal parameters. The value of n should be inversely proportional to the magnitude of mean value of u c i on training samples based on initial parameters k 1 and k 2 .
Evaluation of combined recognizer
We combine the on-line recognizer introduced in Section 3 with each of 66 different off-line recognizers described in the previous section to generate 66 different combined recognizers by the combining approach shown in Section 5.1. Using Nakayosi as the training data and Kuchibue as the testing data, we obtained the accuracy and average time-cost per character of 66 different combined recognizers shown in Table 2 (a) and (b), respectively. We use the pair of parameters for the off-line recognizer to mark the combined recognizer in Table 2 , because only the off-line recognizer is variable during the combination of on-line and off-line recognizers. Similarly, the extreme values of accuracy and time-cost ranges in Table 2 are also highlighted by bold font.
In Table 2 (a), the accuracy among different combined recognizers varies from 91.10% to 95.74%, within 14.7%; Moreover, in Table 1 (a) and Table 2 (a), we can see that the accuracy is 5 points higher (95.74% when k = 40 and n = 180 in Table 2 (a)) than that of the single off-line recognizer in the best conditions (90.7% when k = 60 and n = 180 in Table 1 (a)). In Table 2 (b), the time-cost of recognition per character is from 0.0972 to 0.1786 ms, the maximum difference is about 0.0814 ms; moreover, in Table 1 (c)  and Table 2 (b), the time-cost is decreased from 1.59 to 0.1786 ms after combination, maximally.
The memory-costs of all combined recognizer are summations among the memory-costs for the coarse classification (10 MB), the on-line recognizer (12 MB) and the corresponding off-line b) . Therefore, the total memory-cost is 22 MB (10 MB + 12 MB) plus memory-cost of the corresponding offline recognizer. The evaluation experiment was also implemented on the same hardware environment as that in off-line recognizer evaluation.
Path evaluation and search for text recognition
In Section 2, we described the construction process of the csrlattice shown in Fig. 1(b) and (c) . To obtain the optimal csr-lattice (optimal recognition path), we use the beam search strategy to search for optimal recognition path. Each path is evaluated by the path evaluation criterion proposed by Zhu et al. (2010) , which combines the scores of character recognition, linguistic context, and geometric features (character pattern sizes, inner gaps, single-character positions, pair-character positions, candidate segmentation points) with the weighting parameters estimated by the genetic algorithm.
Denote Xðx 1 ; . . . ; x m Þ as successive candidate character patterns of one path, and every candidate character pattern x i is assigned candidate class c i . Then f ðX; CÞ is the score of the path ðX; CÞ where C ¼ c 1 ; . . . ; c m . The path evaluation criterion is expressed as follows:
where P h ðh ¼ 1; . . . ; 6Þ stand for the probabilities of Pðc i jc iÀ2 c iÀ1 Þ is the tri-gram linguistic context probability. In our system, we use smoothed tri-gram model by interpolation of unigram, bi-gram and tri-gram shown in Eq. (15), where i is also composed of two items. The two items are vertical distance between top edges of bounding boxes of two adjacent character patterns in text line and that of between bottom edges of bounding boxes. To obtain the inner gap of one character pattern, we obtain the statistical histograms of the pattern in horizontal and vertical direction by projecting the character pattern into the two directions; we divide each of histograms into three slices and the gap of slit in each slices normalized by the average size of text line that was denoted as acs are extracted as feature value of each items in feature vector q i as shown in Fig. 4(b) . Pðb i jc i Þ; Pðq i jc i Þ; Pðp u i jc i Þ and Pðp b i jc iÀ1 c i Þ are evaluated by four quadratic discriminant function (QDF) classifiers trained by the Nakayosi database and they are together called geometric context. g j is the between-segment gap feature vector (Zhu et al., 2008) . We approximate Pðg j i jSPÞ and Pðg j jNSPÞ using a SVM classifier with a binary output trained by the feature data of sampled segmentation points labeled as SP (segmentation point) or NSP (not segmentation point) in the Kondate database.
P smooth ðc
i jc iÀ2 c iÀ1 Þ ¼ k 1 Â Pðc i jc iÀ2 c iÀ1 Þ þ k 2 Â Pðc i jc iÀ1 Þ þ k 3 Â Pðc i Þ ð15Þ
Text recognizer and evaluation
Experimental data
For training the weight parameters, we extracted horizontally written text lines from the database Kondate mentioned in Section 2. Among 100 people's patterns, we used 75 people's text lines to train the SVM classifier (Kittler et al., 1998) for the evaluation of candidate segmentation and the weighting parameters of each component in path evaluation function. The 75 people's text lines contain 10,174 lines covering 1106 character classes and the average length per line is about 10.23 characters. The on-line recognizer, off-line recognizer, and geometric scoring functions are trained by using the Nakayosi database.
To evaluate the performance of the text recognition system, we use the sentential part of each writer's file in the Kuchibue database (120 files) described in Section 2 as testing data. The sentential part of each writer's file includes 189 sentences, the longest having 204 characters, the shortest having 8 characters, and the average length being 53.7 characters. The experiments were implemented on an Intel (R) Xeon (R) CPU X5680 @ 3.33 GHz 3.33 GHz (2 processers) with 48-GB memory.
Experimental results
Table 3 (a) shows the accuracies of different text recognition systems that integrate linguistic context and geometric context on top of on-line and off-line recognition. We call them fully integrated recognizers in order to distinguish them from off-line recognizers, combined recognizers or partially integrated recognizers. Here the pair of parameters of the component off-line recognizer is also used to mark the fully integrated recognizers. Fig. 5 shows the accuracy in a 3D surf graph. The memory-cost of the fully integrated recognizers is summation of those for coarse classification (10 MB), on-line recognizer (12 MB), off-line recognizer (variable), and linguistic context (7.5 MB), so it is 29.5 MB plus memory-cost of the component off-line recognizer as shown in Table 3 (b). Table 3 (a) and Fig. 5 show (1) accuracy variation is relative flat, just 0.71% in CLD and 0.43% in SLD, and (2) surprisingly simple offline recognizers (in SLD), which are weak on their own, are more accurate than those in CLD. If we select the off-line recognizer with 50 dimensions and 5 principal components (memory-cost 2.6 MB shown in Table 1 (b)) in the fully integrated recognizer, the total memory-cost of the system is reduced to 1/4 (from 123 MB to 32 MB in Table 3 (b)) and the average time-cost per character recognition is reduced to nearly 4/5 (from 0.1672 to 0.1349 ms in Table 2 (b)) while keeping almost the highest accuracy 98.23% (the best accuracy is 98.34%) compared with the off-line recognizer of 180 dimensions and 60 principal components. The variations in accuracy and memory-cost between selecting the conventional off-line recognizer selection (n=180, k=60) and the optimal off-line recognizer (n=50, k=5) are highlighted by bold font in Table 3 (a)  and Table 3 (b). For character recognition alone, off-line recognizers with around 160 dimensions and 50 principal components have conventionally been used (Zhou et al., 2007; Liu et al., 2006) . Compared with them, our selection of the off-line recognizer is surprisingly small. As for the total time-cost for the fully integrated recognizer, however, that of the combined recognizer (shown in Table 2 (b)) is rather small and that for the optimal path search takes a significant portion with the results shown in Table 3 (c). The variations in time-cost between selecting conventional and optimal off-line recognizer are highlighted by bold font in Table 3 (c). Therefore, the time-cost of the entire text recognition remains to be reduced.
Because a surprisingly simple off-line recognizer produces nearly the best result for text recognition, it seems natural to remove off-line recognizers from the combination. Without off-line recognizers, i.e., with only the on-line recognizer, however, the accuracy of the text recognition is 95.01% (3.3 point down from 98.34%). Therefore, off-line recognition plays a significant role in text recognition.
Experimental result analysis
The accuracy variation between different off-line recognizers is large, ranging from 76.8% (n = 20, k = 2) to 90.7% (n = 180, k = 60) as shown in Table 1 (a). Moreover, it is similar to that between different combined recognizers, which ranges from 91.10% (n = 20, k = 2) to 95.74% (n = 180, k = 40) as shown in Table 2 (a), while that for fully integrated recognizers including linguistic and geometric context evaluation is rather small, ranging from 97.63% (n = 20, k = 2) to 98.34% (n = 80, k = 10) as shown in Table 3 (a). The question is why such phenomenon occurs. Because the combined recognizer (n = 180, k = 40) alone produces the best recognition accuracy as shown in Table 2 (a), we will consider the reasons by the series of following comparative experiments with our selected combined recognizer (n = 50, k = 5) for the fully integrated recognizers.
Impact of accumulated accuracy
Although Fig. 1(c) shows the candidate number (CN) three for convenience, the candidate number for each candidate character pattern in our system is set as 20. Fig. 6(a) shows the text recognition accuracy variation of using the combined recognizer (n = 180, k = 40) and our selected one (n = 50, k = 5) for the fully integrated recognizer corresponding with different candidate numbers. Moreover, we present variation of the accumulated accuracy of the two combined recognizers for character recognition with different candidate numbers in Fig. 6 (b) (The testing database is the same as that in Section 5). According to Fig. 6(b) , the difference in performance between the two combined recognizers D180-40 and D50-5 becomes less and less as CN increases. When 10 is selected as the CN, the difference is about 0.06 points. Moreover, we can infer the difference in the two combined recognizers will become even less when CN is increased to 20, which is selected for our fully integrated recognizer in accordance with the variation trend of accumulated accuracy with different CN shown in Fig. 6(b) . Therefore, the text recognition performance by fully integrated recognizers using these two combined recognizers also becomes very close (98.18% and 98.23%) since the accumulated recognition accuracy of the combined recognizer significantly contributes to the accuracy of the text recognition.
Impact of the linguistic context information
The linguistic context information is very important to the text recognition system. We show its importance to the fully integrated recognizers by removing the linguistic context component from the integrated frame for optimal path search described in Section 6. We do a similar experiment to that in Section 7.3.1, and present the variation of text recognition accuracy with a different CN as shown in Fig. 6(c) . Compared with the fully integrated recognizers, accuracy decreases 7 points (from about 98% in Fig. 6 (a) to about 91% in Fig. 6(c) when 10 is selected as the CN) . Therefore, the linguistic context greatly contributes to increasing the accuracy.
Impact of geometric context
For further investigation, we remove geometric context from the path evaluation function described in Section 6 and generate text recognizers only including segmentation, character recognizer, and linguistic context. To distinguish them from fully integrated recognizers, we call them partially integrated recognizers. We also use the two combined recognizers D180-40 and D50-5 to recognize candidate character patterns in partially integrated recognizers. We use the same testing data as those in Section 7.1 to obtain the text recognition accuracy of the two partially integrated recognizers using the different combined recognizers D180-40 and D50-5, with results of 97.52% and 97.62%, respectively. This again shows that D50-5 is better than D180-40 in partially integrated recognizers. However, the difference in text recognition accuracy in two partially integrated recognizers is just 0.10 points, which is similar to the 0.04-point difference (98.18% and 98.23%) of the fully integrated recognizers. Moreover, the difference between the partially integrated recognizer and the fully integrated recognizer including D180-40 or D50-5 is small. i.e., 0.67 or 0.61 points, respectively, so the effect of geometric context is rather small. From the above comparative experiments, accumulated accuracy of the combined recognizer, linguistic context and geometric context work together to increase the accuracy and decrease the weight of character pattern recognition among them. Even in a single recognizer, the phenomenon of ''peaking out'' occurs in a certain amount of features. In a system of multiple modules contributing to the recognition, a fewer features in each module may peak out.
Conclusion
In the paper, we have shown that a relatively weaker off-line recognizer with lower dimensions and fewer principal components brings in nearly the best accuracy while reducing memory and time cost drastically for text recognition when it is integrated with other components i.e., on-line character recognition, geometric context, and linguistic context. Even in a single recognizer, peaking out occurs in a certain amount of features. In a system of multiple modules contributing to the recognition, a fewer features in each module may peak out. Future work is reducing features in on-line recognition, geometric context evaluation, and linguistic context evaluation. Accuracies (%) count of candidate D50-5 D180-40 (c) Accuracy of text recognition without linguistic context Fig. 6 . Impact of the accumulated accuracy of combined character recognizer, and linguistic context to text recognizer.
