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Abstract
A pair of m× n matrices (A,B) is called rank-sum-maximal if rank(A+ B) = rank(A)+
rank(B), and rank-sum-minimal if rank(A+ B) = |rank(A)− rank(B)|. We characterize the
linear operators that preserve the set of rank-sum-minimal matrix pairs, and the linear op-
erators that preserve the set of rank-sum-maximal matrix pairs over any field with at least
min(m, n)+ 2 elements and of characteristic not 2. © 2002 Elsevier Science Inc. All rights
reserved.
Keywords: Linear operator; Rank inequalities; (U, V )-operator
1. Introduction
There are many papers on the research of linear operators on matrices that pre-
serve certain matrix functions. Rank also has been the subject of research by many
authors. But there are few papers on the linear operators that preserve the set of cer-
tain matrix pairs. The linear operators that preserve the set of matrix-pairs on which
the pairs commute were characterized in [1,5]. Recently, Guterman characterized the
linear operators that preserve matrix inequalities and partial ordering in [4].
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Let Mm,n(F) denote the set of all m× n matrices over the field F, and let T :
Mm,n(F)→ Mm,n(F) be a linear operator. Throughout we assume that m  n and
F has at least m+ 2 elements. Let Eij be the matrix in Mm,n(F) which has 1 in the
(i, j) entry and is 0 elsewhere. We call Eij a cell. For A ∈ Mm,n(F), ρ(A) denotes
the rank of A.
A classical inequality of matrix theory states that
|ρ(A)− ρ(B)|  ρ(A+ B)  ρ(A)+ ρ(B)
for any A and B inMm,n(F). We say that a pair of matrices, (A,B) is rank-sum-max-
imal if that pair attains the right equality, i.e., ρ(A+ B) = ρ(A)+ ρ(B).
We say that the pair is rank-sum-minimal if that pair attains the left equality, i.e.,
ρ(A+ B) = |ρ(A)− ρ(B)|.
A linear operator T :Mm,n(F)→Mm,n(F) is called (U, V )-operator if there ex-
ist invertible matrices U and V such that T (A)=UAV for all A∈Mm,n(F) or if
m = n, T (A)=UAtV for all A ∈ Mm,n(F), where At denotes the transpose matrix
of A.
In [2], Beasley characterized the set of all rank-sum-maximal pairs. He required
the field to be algebraically closed and showed that, in that case, the preservers were
either the zero map or (U, V )-operators. In [4], Guterman, assuming the matrices
were square and the transformation invertible, showed that the preservers of either
the set of all rank-sum-maximal pairs or the set of all rank-sum-minimal pairs must
be (U, V )-operators.
In this paper we shall show that a preserver of the set of all rank-sum-minimal
pairs is either the zero map or a (U, V )-operator. We will only assume that the field
has at least m+ 2 elements and be of characteristic not 2.
2. Linear operators that preserve the set of rank-sum-minimal matrix pairs
We begin by stating a theorem of Lim [3] which we shall use in the main theorem.
Theorem 2.1 [3]. Let F be any field and T : Mm,n(F)→ Mm,n(F) be a linear
operator that maps the set of matrices of rank at most one into the set of matrices of
rank at most one. Then either the image of T is a space of matrices of rank at most
one, or there exist (possibly singular) matrices U ∈ Mm,m(F) and V ∈ Mn,n(F)
such that T (X) = UXV for all X ∈ Mm,n(F) or m = n and T (X) = UXtV for all
X ∈ Mm,n(F).
Let Ri denote the set of all matrices of rank i in Mm,n(F). Then Theorem 2.1 can
be restated:
If T preserves R0 ∪ R1 then either Im(T ) ⊆ R0 ∪ R1 or, there exist (possibly sin-
gular) matrices U ∈ Mm,m(F) and V ∈ Mn,n(F) such that T (X) = UXV for all
X ∈ Mm,n(F) or m = n and T (X) = UXtV for all X ∈ Mm,n(F).
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Note that if T is bijective, then necessarily T is a (U, V )-operator.
Further, observe that if T preserves the set of all rank-sum-minimal pairs
and L is any rank preserver (in particular, a (U, V )-operator) then any finite compo-
sition of finite powers of T and L preserves the set of all rank-sum-minimal
pairs.
Lemma 2.1. If F is a field with at least m+ 2 elements and T : Mm,n(F)→
Mm,n(F) preserves the set of all rank-sum-minimal pairs, and if T (A)=a1,1T (E1,1)
for all A ∈ Mm,n(F), then T ≡ O.
Proof. Since for any nonzero x, y ∈F,

1 0
0t
y 0 0t
0 0 O

 =

2 x
0t
y 0 0t
0 0 O

+

−1 −x
0t
0 0 0t
0 0 O

 ,
so that
ρ



1 0
0t
y 0 0t
0 0 O



 = ρ



2 x
0t
y 0 0t
0 0 O



− ρ



−1 −x
0t
0 0 0t
0 0 O



 .
Thus we have
T



1 0
0t
y 0 0t
0 0 O



 = T



2 x
0t
y 0 0t
0 0 O



+ T



−1 −x
0t
0 0 0t
0 0 O



 ,
and hence,
ρ

T



1 0
0t
y 0 0t
0 0 O






=
∣∣∣∣∣∣ρ

T



2 x
0t
y 0 0t
0 0 O





− ρ

T



−1 −x
0t
0 0 0t
0 0 O






∣∣∣∣∣∣
= |ρ(T (E1,1))− ρ(T (E1,1))| = 0.
That is
T



1 0
0t
y 0 0t
0 0 O



 = O.
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But,
T



1 0
0t
y 0 0t
0 0 O



 = T (E1,1).
Thus, T ≡ O. 
Lemma 2.2. Suppose F is a field with characteristic not 2 and T : Mm,n(F)→
Mm,n(F) preserves the set of all rank-sum-minimal pairs and is bijective, then T is
a (U, V )-operator.
Proof. Suppose that there is a matrix A with ρ(A) = s > 1 and ρ(T (A)) = 1. With-
out loss of generality, we may assume that
T
(
Is O
O O
)
= E1,1.
Let qi=ρ(T (Ei,i)). Since T preserves rank-sum-minimal pairs, and for any is
we have
ρ
((
Is O
O O
)
+ (−Ei,i)
)
= s − 1 = ρ
((
Is O
O O
))
− ρ(−Ei,i),
we have that
ρ
(
T
((
Is O
O O
)
+ (−Ei,i)
))
=
∣∣∣∣ρ
(
T
(
Is O
O O
))
− ρ(T (Ei,i))
∣∣∣∣ = qi − 1,
since qi  1. Suppose that qi > qj for some i, j  s. Since
ρ
([(
Is O
O O
)
+ (−Ei,i)
]
+ (−Ej,j )
)
= s − 2
= ρ
((
Is O
O O
)
+ (−Ei,i)
)
− ρ(−Ej,j ),
we have that
ρ
(
T
([(
Is O
O O
)
+ (−Ei,i)
]
+ (−Ej,j )
))
=
∣∣∣∣ρ
(
T
[(
Is O
O O
)
+ (−Ei,i)
])
− ρ(T (−Ej,j ))
∣∣∣∣
= |(qi − 1)− qj | = qi − qj − 1.
But [(
Is O
O O
)
+ (−Ei,i)
]
+ (−Ej,j ) =
[(
Is O
O O
)
+ (−Ej,j )
]
+ (−Ei,i),
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so that
ρ
(
T
([(
Is O
O O
)
+ (−Ei,i)
]
+ (−Ej,j )
))
= ρ
(
T
([(
Is O
O O
)
+ (−Ej,j )
]
+ (−Ei,i)
))
=
∣∣∣∣ρ
(
T
[(
Is O
O O
)
+ (−Ej,j )
])
− ρ(T (−Ei,i))
∣∣∣∣
= |(qj − 1)− qi | = qi − qj + 1.
Thus, qi − qj − 1 = qi − qj + 1, or −1 = +1, a contradiction since the character-
istic of F is not 2. It follows that qi = qj for all i, j  s.
Let q = qi for i  s. Now, as above,
ρ
(
T
(
Is−2 O
O O
))
= ρ
(
T
([(
Is O
O O
)
+ (−Es,s)
]
+ (−Es−1,s−1)
))
=
∣∣∣∣ρ
(
T
[(
Is O
O O
)
+ (−Es,s)
])
− ρ(T (−Es−1,s−1))
∣∣∣∣
= |(q − 1)− q| = 1.
If s is even we have that
1= ρ
(
T
(
Is−2 O
O O
))
= ρ
(
T
(
Is−4 O
O O
))
= · · · = ρ
(
T
(
Is−s O
O O
))
= 0,
a contradiction. Thus s is odd. It follows that ρ(T (E1,1)) = 1, or that q = 1. Since
s > 1,
ρ
(
T
(
Is−1 O
O O
))
= ρ
(
T
((
Is O
O O
)
+ (−Es,s)
))
=
∣∣∣∣ρ
(
T
(
Is O
O O
))
− ρ(T (Es,s))
∣∣∣∣ = q − 1 = 1 − 1 = 0,
a contradiction since T is bijective. Thus, we must have that s = 1. It follows that
T −1 is a bijective rank-1 preserver. By Theorem 2.1 we have that T −1 and hence T
is a (U, V )-operator. 
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Theorem 2.2. Let F be a field with at least m+ 2 elements and of characteristic
not 2. Then T : Mm,n(F)→ Mm,n(F) preserves the set of all rank-sum-minimal
pairs if and only if either T ≡ O or T is a (U, V )-operator.
Proof. Suppose T is a linear operator, T : Mm,n(F)→ Mm,n(F), which preserves
P = {(A,B)|A,B ∈ Mm,n(F) and ρ(A+ B) = |ρ(A)− ρ(B)|}.
That is T preserves the set of all rank-sum-minimal pairs. Let π(T ) be a composition
of powers of T and (U, V )-operators such that ρ(π(T )[E1,1]) = s and if A is any
rank one matrix and π ′(T ) is any other composition of (U, V )-operators and powers
of T we have ρ(π ′(T )[A])  s. Let L = π(T ) so that L also preserves the set of all
rank-sum-minimal pairs.
Suppose s  2.
Now,

0 0
0t
0 x 0t
0 0 O

 =

1 0
0t
0 x 0t
0 0 O

+

−1 0
0t
0 0 0t
0 0 O

 ,
so



1 0
0t
0 x 0t
0 0 O

 ,

−1 0
0t
0 0 0t
0 0 O



 ∈ P.
Further, since F has at least m+ 2 elements, for suitable choice of x ∈F, x /= 0,
ρ

L



1 0
0t
0 x 0t
0 0 O





  s,
since an s × s subdeterminant which is nonzero for L(E1,1) will be nonzero for
L



1 0
0t
0 x 0t
0 0 O



 .
Suppose that
ρ

L



1 0
0t
0 x 0t
0 0 O





 > s,
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then, since F has at least m+ 2 elements, there are nonzero x3, x4, . . . , xs ∈F
such that
ρ


L




1 0 0 · · · 0 0t
0 x 0 · · · 0 0t
0 0 x3 · · · 0 0t
...
...
...
.
.
.
...
...
0 0 0 · · · xs 0t
0 0 0 · · · 0 O






> s.
As above one needs only to consider the same (s + 1)× (s + 1) subdeterminant.
But, now, for some W and X, nonsingular matrices,
WL(E1,1)X =


1 0 0 · · · 0 0t
0 x 0 · · · 0 0t
0 0 x3 · · · 0 0t
...
...
...
.
.
.
...
...
0 0 0 · · · xs 0t
0 0 0 · · · 0 O


,
and hence ρ
(
L
(
WL
(
E1,1
)
X
))
> s, contradicting the choice of L = π(T ). Thus,
we have that
ρ

L



1 0
0t
0 x 0t
0 0 O





  s,
and hence for some x ∈F, x /= 0,
ρ

L



1 0
0t
0 x 0t
0 0 O





 = s.
Thus,
ρ

L



0 0
0t
0 x 0t
0 0 O






=
∣∣∣∣∣∣ρ

L



1 0
0t
0 x 0t
0 0 O





− ρ

L



−1 0
0t
0 0 0t
0 0 O






∣∣∣∣∣∣
= |s − s| = 0.
That is L(E2,2) = O. Similarly, L(Ei,j ) = O for all i  2, j  2.
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Now, since
L



1 x
0t
y 0 0t
0 0 O



 = L



1 x
0t
y xy 0t
0 0 O




and
ρ



1 x
0t
y xy 0t
0 0 O



 = 1
for any x, y ∈F, we may choose x, y ∈F with x, y /= 0 and such that
ρ

L



1 x
0t
y 0 0t
0 0 O





 = ρ

L



−1 −x
0t
0 0 0t
0 0 O





 = s.
Now 
0 0
0t
y 0 0t
0 0 O

 =

1 x
0t
y 0 0t
0 0 O

+

−1 −x
0t
0 0 0t
0 0 O

 ,
so that
L



0 0
0t
y 0 0t
0 0 O



 = L



1 x
0t
y 0 0t
0 0 O



+ L



−1 −x
0t
0 0 0t
0 0 O



 ,
and hence,
ρ

L



0 0
0t
y 0 0t
0 0 O






=
∣∣∣∣∣∣ρ

L



1 x
0t
y 0 0t
0 0 O





− ρ

L



−1 −x
0t
0 0 0t
0 0 O






∣∣∣∣∣∣
= |s − s| = 0.
That is, L(Ei,1) = O for all i > 1. Similarly, L(E1,j ) = O for all j > 1. We have
established that L(A) = a1,1L(E1,1). By Lemma 2.1, we have that L ≡ O, and
hence, T ≡ O.
Now suppose that s  1.
Here we have that L preserves R0 ∪ R1. So by Theorem 2.1, Im(L) ⊆ R0 ∪ R1,
or there exist (possibly singular) matrices U ∈ Mm,m(F) and V ∈ Mn,n(F) such
that T (X) = UXV for all X ∈ Mm,n(F) or m = n and T (X) = UXtV for all X ∈
Mm,n(F).
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Case 1. Im(L) ⊆ R0 ∪ R1. Suppose that there exists A ∈ Mm,n(F) such that
L(A) /= O. Then there exists (i, j) such that L(Ei,j ) /= O. Without loss of gen-
erality we may assume that L(E1,1) /= O, necessarily ρ(L(E1,1)) = 1.
Let i, j  2 and choose x ∈F such that ρ(L(E1,1 + xEi,j )) = 1. Since
(E1,1 + xEi,j ,−E1,1) ∈ P we must have ρ(L(xEi,j )) = |ρ(L(E1,1 + xEi,j ))−
ρ(L(E1,1))| = |1 − 1| = 0. That is L(Ei,j ) = O for all i  2, j  2.
Now choose x, y ∈F with x, y /= 0 and such that
ρ

L



1 x
0t
y 0 0t
0 0 O





 = ρ

L



−1 −x
0t
0 0 0t
0 0 O





 = 1.
Now 
0 0
0t
y 0 0t
0 0 O

 =

1 x
0t
y 0 0t
0 0 O

+

−1 −x
0t
0 0 0t
0 0 O

 ,
so that
L



0 0
0t
y 0 0t
0 0 O



 = L



1 x
0t
y 0 0t
0 0 O



+ L



−1 −x
0t
0 0 0t
0 0 O



 ,
and hence,
ρ

L



0 0
0t
y 0 0t
0 0 O






=
∣∣∣∣∣∣ρ

L



1 x
0t
y 0 0t
0 0 O





− ρ

L



−1 −x
0t
0 0 0t
0 0 O






∣∣∣∣∣∣
= |1 − 1| = 0.
That is, L(Ei,1) = O for all i > 1. Similarly, L(E1,j ) = O for all j > 1. We have
established that L(A) = a1,1L(E1,1). By Lemma 2.1, we have a contradiction.
Thus, in this case, L ≡ O, and hence, T ≡ O.
Case 2. There exist (possibly singular) matricesU ∈ Mm,m(F) and V ∈ Mn,n(F)
such that L(X) = UXV for all X ∈ Mm,n(F) or m = n and L(X) = UXtV for all
X ∈ Mm,n(F).
Suppose that U is singular and L(X) = UXV for all X ∈ Mm,n(F). Let R0, R1,
S0 and S1 be nonsingular matrices such that
R0US0 =
[
Ir O
O O
]
and R1V S1 =
[
Is O
O O
]
.
Now let A = E1,1 + E1,n − Em,1 and B = bE1,1 + Em,1 where b ∈F satisfies b +
1 /= 0. It is easily checked that ρ(A+ B) = ρ(A)− ρ(B). Now, R0L(S0(A+
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B)R1)S1 = (b + 1)E1,1 + "E1,n,R0L(S0AR1)S1=E1,1 + "E1,n, andR0L(S0BR1)
S1 = bE1,1 where " is one if s = n or zero if s < n. Clearly then, ρ(R0L(S0
AR1)S1 + R0L(S0BR1)S1 /= |ρ(R0L(S0AR1)S1)− ρ(R0L(S0BR1)S1)|, a contra-
diction.
The case that V is singular or that L(X) = UXtV for all X ∈ Mm,n(F) is
similar.
We have established that L is a (U, V )-operator unless T ≡ O. Thus either T ≡
O or L, hence T is bijective. By Lemma 2.2 either T ≡ O or T is a (U, V )-operator.
The fact that (U, V )-operators preserve the set of rank-sum-minimal pairs establishes
the theorem. 
3. Linear operators that preserve the set of rank-sum-maximal matrix pairs
Theorem 3.1. Let F be a field with at least m+ 2 elements and of characteristic
not 2. Then T : Mm,n(F)→ Mm,n(F) preserves the set of rank-sum-maximal pairs
if and only if either T ≡ O or T is a (U, V )-operator.
Proof. Let Q = {(A,B)|A,B ∈ Mm,n(F) and ρ(A+ B) = ρ(A)+ ρ(B)}. Sup-
pose (X, Y ) is a matrix-pair such that ρ(X + Y ) = ρ(X)− ρ(Y ). Let A = X + Y
and B = −Y . Then ρ(A) = ρ(A+ B)− ρ(B) since ρ(−Y ) = ρ(Y ). Thus, ρ(A+
B) = ρ(A)+ ρ(B). That is (A,B) ∈ Q. Since T preserves Q, we have that ρ(T (A+
B)) = ρ(T (A))+ ρ(T (B)). That is, ρ(T (A)) = ρ(T (A+ B))− ρ(T (B)), or
ρ(T (X + Y )) = ρ(T (X))− ρ(T (Y )). By Theorem 2.2 we have that T ≡ O or T
is a (U, V )-operator. 
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