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Abstract. In this work we deal with partial (co)actions of multiplier Hopf algebras on not nec-
essarily unital algebras. Our main goal is to construct a Morita context relating the coinvariant
algebra RcoA with a certain subalgebra of the smash product R#Â. Besides that, we present the
notion of partial Galois coaction, which is closely related to this Morita context.
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1
1. introduction
Partial group actions were introduced by R. Exel in [21], within the context of operator algebras
in order to describe some Z-graded C∗-algebras which were not isomorphic to a crossed product.
Some years later, M. Dockuchaev and R. Exel in [14], restated some results of partial group actions
for a purely algebraic context, giving rise to several generalizations of classical results of the theory
of group representations to the partial setting [13].
The subject of partial actions entered into the realm of Hopf algebras motivated by the theory
of Galois extensions of commutative algebras by partial group actions [15]. Extending the results
in [10], in which the Galois theory for partial group actions could be described in terms of a Galois
coring, S. Caenepeel and K. Janssen introduced the so called partial entwining structures, giving rise
to the notion of a partial co-action of a Hopf algebra on a unital algebra and its dual counterpart,
namely, partial actions of Hopf algebras on unital algebras [11]. In the sequel, many authors have
explored these new structures providing a great development of this theory [5]. One of the first
results for partial actions of Hopf algebras was the globalization theorem, which states that every
symmetric partial action of a Hopf algebra on a unital algebra can be viewed as a restriction of a
global action of the same Hopf algebra on a bigger algebra [2]. Another important result, whose
generalization will be explored in the present article, is the Morita context between the subalgebra
of partial invariants and the partial smash product and its relation with partial Galois extensions
[3].
The core of the theory of partial Hopf actions is better understood under the conceptual frame-
work of partial representations [4]. Given a Hopf algebra H, it is possible to introduce a Hopf
algebroid Hpar such that partial modules of the original Hopf algebra correspond to modules over
this new Hopf algebroid. The category of partial H-modules has a structure of a closed monoidal
category and the partial actions of H correspond to the algebra objects in this category. In the
literature, partial actions of Hopf algebras were considered only on unital algebras. The case of
partial actions of Hopf algebras over nonunital algebras was recently studied in [17]. There are
some differences in this case concerning to globalization, instead of a general globalization theorem
obtained in [2], in the case without unit, every partial action is Morita equivalent to a globalizable
one, analogous to the result for partial actions of groups obtained in [1].
The duality between partial actions and coactions was explored first in [2], and more recently
in [6]. For finite dimensional Hopf algebras there exists an exact duality between partial right
1The first and the fifth authors were supported by CAPES, Brazil. The third author was supported by CNPq,
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H-comodules and partial left H∗-modules. Going beyond the finite dimensional case introduces
a conceptual difficulty concerning this duality because, in general, the finite dual, H◦ of a Hopf
algebra H is not “big enough” to present an exact duality between partial (co)actions. One way
to circumvent this natural obstacle is to extend the theory to a class of objects which are well
behaved with respect to duality and for which notions of action and coaction still make sense. This
motivates one to work with multiplier Hopf algebras [23].
The concept of a multiplier Hopf algebra was introduced by Alfons Van Daele, the original
motivation was to introduce an algebraic framework for dealing with group duality [25]. Given an
infinite discrete group G, one can think the group algebra kG as the algebra of finitely supported
functions defined on the group G taking values in k with the convolution product. This group
algebra is a Hopf algebra, but its dual vector space, AG, which is isomorphic to the non-unital
algebra of functions of finite support from G to k, but now with the pointwise product. This dual
algebra, cannot be endowed with a Hopf algebra structure. That is the point where multiplier Hopf
algebras take place.
Multiplier Hopf algebras are, in general non-unital, but an important result, that appeared
in [26], is the existence of bilateral local units for them. These local unities allow one to work
rigorously with the Sweedler notation for the comultiplication in almost the same way as it is
done for Hopf algebras. Another important consequence of the existence of local units is that the
algebra is nondegenerate idempotent and this implies that the comultiplication is a nondegenerate
algebra homomorphism (cf. [23, Appendix]). Regular multiplier Hopf algebras, that is, multiplier
Hopf algebras with bijective antipodes, are quite well behaved, having properties similar to finite
dimensional Hopf algebras [12], and the existence of invariant integrals on allows one to obtain an
exact duality, that is, the dual vector space of a regular multiplier Hopf algebra is again a regular
multiplier Hopf algebra [24]. Therefore, multiplier Hopf algebras are useful to generalize results
relative to Hopf algebras for the non-unital case in such a way that duality is preserved.
Actions of multiplier Hopf algebras were introduced in [16], where also the smash product algebra
was introduced and several results similar to those for Hopf algebras. Coactions of multiplier Hopf
algebras, in their turn, were introduced in [28]. In the case where the existence of integrals is
ensured, one can prove a duality theorem between actions and coactions. Finally, a Morita context
linking the smash product algebra and the coinvariant algebra was constructed.
Our aim in this article is to introduce partial actions and coactions of multiplier Hopf algebras
over not necessarily unital algebras, extending classical results found in [16] and [28]. In particu-
lar, we construct a Morita context between the partial smash product and the algebra of partial
invariants and discuss its relationship with partial Galois extensions.
This paper is organized as follows: Section 2 is devoted to mathematical preliminaries. There the
main results concerning regular multiplier Hopf algebras, used throughout the text, are introduced.
In Section 3, we introduce the concept of a partial coaction of a regular multiplier Hopf algebra A
on a nondegenerated algebra R extending both the classical theory of coactions of multiplier Hopf
algebras [28] and the theory of partial coactions of Hopf algebras [11]. In Section 4 the notion of a
partial action of a regular multiplier Hopf algebra A on a nondegenerate algebra R is introduced.
Furthermore, we discuss the duality between partial actions and partial coactions. Finally, section
5 is devoted to construct a Morita context, under appropriate conditions, connecting a subalgebra
of the smash product algebra R#Â, in which Â is the dual of the multiplier Hopf algebra A defined
by the left invariant integral, and the coinvariant algebra RcoA. This construction generalizes those
presented in [28], for the case of global actions of multiplier Hopf algebras, and in [3], for the case
of partial actions of Hopf algebras. The connection between this Morita context and the notion of
a partial Galois extension is discussed, following the same steps found in [28].
2. Mathematical preliminaries
Throughout this paper, vector spaces and algebras will be all considered over a fixed field k. The
symbol ⊗ will always mean ⊗k. Recalling, the algebra of the multipliers of any algebra A over a
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field k, denoted by M(A), is the usual k-vector space of all the ordered pairs (U, V ) of linear maps
of A that satisfy the following conditions:
(i) U(ab) = U(a)b,
(ii) V (ab) = aV (b),
(iii) V (a)b = aU(b).
for all a, b ∈ A, endowed with the multiplication given by the rule (U, V )(U ′, V ′) = (U ◦U ′, V ′ ◦V ).
Such an algebra is associative with identity element given by the pair 1 = (ı, ı) where ı denotes the
identity map of A. Furthermore, there exists a canonical algebra homomorphism  : A → M(A)
given by a 7→ (Ua, Va), where Ua (resp., Va) denotes the left (resp., right) multiplication by a, for all
a ∈ A. If, in particular,  is injective we say that the product in A is nondegenerate. In this case, A
is unital if and only if  is an isomorphism. Furthermore, every element x of M(A) will be denoted
by the pair (x, x) and the expression x(a) = xa (resp., x(a) = ax) will be seen as the product xa
(resp., ax) in M(A), for all a ∈ A. As the product in A is nondegenerate, the linear map x is
univocally determinate by the linear map x and conversely. Moreover, a pair (x, x) of linear maps
from A into A lies in M(A) if and only if the following compatibility relation ax(b) = x(a)b holds,
for all a, b ∈ A.
Let A be an algebra over a field k with a nondegenerate product. A comultiplication (or coprod-
uct) is an algebra homomorphism ∆ : A −→M(A⊗A) satisfying
∆(a)(1⊗ b) ∈ A⊗A and (a⊗ 1)∆(b) ∈ A⊗A
and the co-associativity property
(a⊗ 1⊗ 1)((∆ ⊗ ı)(∆(b)(1 ⊗ c))) = ((ı⊗∆)((a⊗ 1)∆(b)))(1 ⊗ 1⊗ c),
for all a, b,c in A. A pair (A,∆) is called a multiplier Hopf algebra if ∆ is a comultiplication and
the linear maps
T1 : A⊗A −→ A⊗A and T2 : A⊗A −→ A⊗A
a⊗ b 7−→ ∆(a)(1 ⊗ b) a⊗ b 7−→ (a⊗ 1)∆(b)
are bijective.
Due to the surjectivity of these two maps it is possible to show that there exist a unique algebra
homomorphism ε : A −→ k such that
(ε⊗ ı)(∆(a)(1 ⊗ b)) = ab and (ı⊗ ε)((a⊗ 1)∆(b)) = ab
and a unique algebra anti-homomorphism S : A −→M(A) such that
m(S ⊗ ı)(∆(a)(1 ⊗ b)) = ε(a)b and m(ı⊗ S)((a⊗ 1)∆(b)) = ε(b)a,
for all a, b in A. Such maps are respectively called the counit and the antipode of A. In particular,
if A is unital we recover the classical definition of a Hopf algebra.
Besides that, a multiplier Hopf algebra (A,∆) is called regular if (A, σ∆) is also a multiplier
Hopf algebra, where σ denotes the canonical flip map. For regular multiplier Hopf algebras the
antipode satisfies S(A) = A.
The motivation for the concept of multiplier Hopf algebra arose from the algebra AG, with
pointwise product, of the complex functions with finite support on a group G, i. e., functions
that assume nonzero values for a finite set of elements of G. In this case, the multiplier algebra
M(AG) consists of all complex functions on G. Moreover, AG⊗AG can be naturally identified with
the complex functions with finite support on G × G. Then AG is a multiplier Hopf algebra with
comultiplication ∆ : AG −→ M(AG×G) given by ∆(f)(p, q) = f(pq), counit ε : AG → C given by
ε(f) = f(1G) and antipode S : AG → M(AG) given by (S(f))(p) = f(p
−1), for all f ∈ AG and
p, q ∈ G.
An important result, that appeared in [26], is the existence of bilateral local units for a multiplier
Hopf algebra (A,∆), that is, for any given finite set of elements a1, . . . , an of A, there exists an
element e ∈ A such that eai = ai = aie, for all 1 ≤ i ≤ n. Such a fact was used to justify the
Sweedler’s notation in this context. Indeed, ∆(a)(1⊗ b) can be written as a(1)⊗ a(2)b since there is
a local unit e for the element b, thus, ∆(a)(1⊗ b) = ∆(a)(1⊗ e)(1⊗ b) = a(1) ⊗ a(2)b. In this case,
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we say that the second entries a(2) is covered by b. Another important consequence is that A
2 = A,
which allowed to show that the comultiplication ∆ is a nondegenerate algebra homomorphism (cf.
[23, Appendix]).
One of the main differences between Hopf algebras and multiplier Hopf algebras is related to the
linear duality. In Hopf algebra case, one deals with the finite dual Hopf algebra. By the way, the
finite dual can be very small, for example, in the case of simple Hopf algebras. For multiplier Hopf
algebras, the construction of the dual depends on the existence of integrals [28].
Given a regular multiplier Hopf algebra (A,∆), a linear functional ϕ on A is called a left integral
if (ı⊗ ϕ)∆(a) = ϕ(a), for all a ∈ A. Define the dual algebra
Â = {ϕ( a); a ∈ A,ϕ is a left integral}, (1)
whose product and coproduct are defined as follows: For u,w ∈ Â, their product is given by
(wu)(a) = (w ⊗ u)∆(a),
and the coproduct, for any w ∈ Â
(∆̂(w)(1 ⊗ u))(a⊗ b) = (w ⊗ u)((a⊗ 1)∆(b)), (2)
((u⊗ 1)∆̂(w))(a ⊗ b) = (u⊗w)(∆(a)(1 ⊗ b)), (3)
for all a, b ∈ A. (Â, ∆̂) is indeed an example of a multiplier Hopf algebra with integrals and
̂̂
A ∼= A.
Throughout the text, unless otherwise stated, we will use â = ϕ( a) to not overload the notation.
The following identites involving the elements of the dual multiplier Hopf algebra Â will be useful
throughout the text:
∆̂(ϕ( a))(1 ⊗ ϕ( b)) = ϕ( S−1(b(1))a)⊗ ϕ( b(2)), (4)
(ı⊗ Ŝ)((1 ⊗ Ŝ−1(ϕ( b)))∆̂(ϕ( a))) = ϕ( b(1)a)⊗ ϕ( b(2)). (5)
For completeness sake, we give a sketch of the proof of identity (4), since these auxiliary identities
were obtained by the authors and do not appear anywhere else in the literature on multiplier Hopf
algebras. Indeed, given ϕ( a), ϕ( b) ∈ Â and c, d ∈ A,
∆̂(ϕ( a))(1 ⊗ ϕ( b))(c⊗ d)
(2)
= (ϕ( a)⊗ ϕ( b))((c ⊗ 1)∆(d))
= (ϕ⊗ ϕ)((c ⊗ 1)∆(d)(a ⊗ b))
= (ϕ⊗ ϕ)((c ⊗ 1)∆(d)∆(b2)(S
−1(b1)a⊗ 1))
= ϕ(c(db2)1S
−1(b1)a)ϕ((db2)2)
(∗)
= ϕ(cS−1(b1)a)ϕ(db2)
= (ϕ( S−1(b1)a)⊗ ϕ( b2))(c ⊗ d),
where in (∗) we used the left invariance of the integral ϕ.
For example, k̂G ∼= AG given by
θ : k̂G −→ AG
ϕ( a) 7−→ θ(ϕ( a))(h) = ϕ(δha),
where a =
∑
g∈G
agδg, i. e., θ(ϕ( a))(h) =
∑
g∈G
agϕ(δhg) = ah−1 . Moreover, ÂG ∼= kG.
3. Partial coactions
3.1. Global coactions. In this section we recall the definition of comodule algebra and some
properties, as in [28].
Definition 3.1. Let A be a regular multiplier Hopf algebra and R an algebra. We call R a right
A-comodule algebra if there exists an injective homomorphism ρ : R −→M(R⊗A) satisfying
(i) ρ(R)(1⊗A) ⊆ R⊗A and (1⊗A)ρ(R) ⊆ R⊗A;
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(ii) (ρ⊗ ı)ρ = (ı⊗∆)ρ.
In this case, the map ρ is called a coaction of A on R. We say that a coaction ρ is reduced, if
(R⊗ 1)ρ(R) ⊆ R⊗A also holds.
Remark 3.2. Using (i), the co-associativity in (ii) can be viewed as follows:
(ρ⊗ ı)(ρ(x)(1 ⊗ b)) = (ı⊗∆)(ρ(x))(1 ⊗ 1⊗ b),
for all x ∈ R and b ∈ A.
Proposition 3.3. If R is a right A-comodule algebra via ρ, then (ı⊗ ε)ρ(x) = x, for all x ∈ R.
Proposition 3.4. If R is a right A-comodule algebra via ρ, then the linear maps
T1 : R⊗A −→ R⊗A and T2 : R⊗A −→ R⊗A
x⊗ a 7−→ ρ(x)(1 ⊗ a) x⊗ a 7−→ (1⊗ a)ρ(x)
are bijective.
These above bijections imply ρ(R)(1 ⊗A) = R⊗A = (1⊗A)ρ(R). Hence,
ρ(R)(R⊗A) = R2 ⊗A = (R⊗A)ρ(R),
what means that ρ is a nondegenerate homomorphism if R2 = R.
Although the coaction ρ is not a nondegenerate homomorphism, it can be uniquely extended to
M(R), using the bijectivity of the linear maps T1 and T2 as follows:
ρ :M(R) −→ M(R ⊗A) (6)
m 7−→ ρ(m) = (ρ(m), ρ(m))
such that ρ(m)(ρ(x)(1 ⊗ a)) = ρ(mx)(1 ⊗ a) and ρ(m)((1 ⊗ a)ρ(x)) = (1 ⊗ a)ρ(xm), for all x ∈ R
and a ∈ A.
Lemma 3.5. If R is a reduced right A-comodule algebra, then ρ(R)(R ⊗ 1) ⊆ R⊗A.
3.2. Partial coactions. From now on, the partial coactions of A on R will be always consider
on the right. The partial coactions on the left are defined in a similar way. Firstly, we recall the
definition of a partial coaction when A and R are unital.
Definition 3.6. [3] Let A be a Hopf algebra. An algebra R is a partial A-comodule algebra if there
exists a linear map
ρ : R −→ R⊗A
x 7−→ x(0) ⊗ x(1)
such that
(i) ρ(xy) = ρ(x)ρ(y);
(ii) (ı⊗ ε)ρ(x) = x;
(iii) (ρ⊗ ı)ρ(x) = (ρ(1R)⊗ 1A)(ı⊗∆)ρ(x),
for all x, y ∈ R. In this case, ρ is called a partial coaction of A on R.
The partial coaction ρ is called symmetric if, in addition, satisfies:
(iv) (ρ⊗ ı)ρ(x) = (ı⊗∆)ρ(x)(ρ(1R)⊗ 1A), for all x ∈ R.
For the context where both algebras are nonunital, clearly the items (iii) and (iv) do not make
sense anymore. In reference [6], the authors proved that the image of the partial coaction lies in
a direct summand of the tensor product R ⊗ A and the projection is given by ρ(1R). The first
idea to overcome this problem in the nonunital case is to look for a new projection playing the
same role of ρ(1R). Inspired by [27], in a similar problem for the context of weak multiplier Hopf
algebras, where there is an idempotent E ∈ M(A ⊗ A) which coincides with ∆(1M(A)) when the
comultiplication is extended to M(A), we define an idempotent E ∈M(R⊗A) which will coincide
with ρ(1M(R)) when the coaction is extended to M(R).
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Definition 3.7. Let A be a regular multiplier Hopf algebra and R an algebra with a nondegenerate
product. We call (R, ρ,E) (or simply R) a partial A-comodule algebra if ρ : R −→M(R⊗A) is an
injective algebra homomorphism and E ∈M(R⊗A) is an idempotent element, satisfying
(i) (1⊗A)E ⊆M(R)⊗A and E(1⊗A) ⊆M(R)⊗A;
(ii) ρ(R)(1⊗A) ⊆ E(R⊗A) and (1⊗A)ρ(R) ⊆ (R⊗A)E;
(iii) (ρ⊗ ı)(ρ(x)) = (E ⊗ 1)(ı ⊗∆)(ρ(x)),
for all x ∈ R. In this case, ρ is called a partial coaction of A on R. We say that the partial coaction
ρ is symmetric if, besides the above conditions, ρ also satisfies
(iv) (ρ⊗ ı)(ρ(x)) = (ı⊗∆)(ρ(x))(E ⊗ 1), for all x ∈ R.
Similarly to the global case, we use the condition (ii) to rewrite the other ones as follows:
(ρ⊗ ı)(ρ(x)(1 ⊗ b)) = (E ⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗ 1⊗ b), (7)
(ρ⊗ ı)((1 ⊗ b)ρ(x)) = (1⊗ 1⊗ b)(E ⊗ 1)(ı ⊗∆)(ρ(x)), (8)
(ρ⊗ ı)(ρ(x)(1 ⊗ b)) = (ı⊗∆)(ρ(x))(E ⊗ 1)(1⊗ 1⊗ b) (9)
(ρ⊗ ı)((1 ⊗ b)ρ(x)) = (1⊗ 1⊗ b)(ı⊗∆)(ρ(x))(E ⊗ 1). (10)
Remark 3.8. Every A-comodule algebra R is a symmetric partial comodule algebra, taking the
idempotent E = 1M(R) ⊗ 1M(A).
Lemma 3.9. Let (R, ρ,E) be a partial comodule algebra. Then
Eρ(x) = ρ(x) and ρ(x)E = ρ(x), (11)
for all x ∈ R.
Proof. By assumption ρ(R)(R ⊗A) = ρ(R)(1⊗A)(R ⊗ 1) ⊆ E(R ⊗A), thus
ρ(x)(y ⊗ a) = E(
∑
i
zi ⊗ bi)
= EE(
∑
i
zi ⊗ bi)
= Eρ(x)(y ⊗ a),
for all x, y ∈ R and a ∈ A. Therefore, ρ(x) = Eρ(x), for all x ∈ R. Similarly, ρ(x) = ρ(x)E, for all
x ∈ R. 
Proposition 3.10. Let (R, ρ,E) be a partial A-comodule algebra. Then R is an A-comodule algebra
via ρ if and only if E = 1M(R) ⊗ 1M(A).
Proof. Assume that R is an A-comodule algebra. Thus,
R⊗A = ρ(R)(1 ⊗A) ⊆ E(R ⊗A).
Therefore, for all x ∈ R and a ∈ A,
x⊗ a = E(
∑
i
yi ⊗ bi) = EE(
∑
i
yi ⊗ bi) = E(x⊗ a).
Then E = 1M(R) ⊗ 1M(A). Conversely, if E = 1M(R) ⊗ 1M(A) we naturally obtain Definition
3.1. 
Proposition 3.11. If (R, ρ,E) is a partial A-comodule algebra, then (i⊗ε)ρ(x) = x, for all x ∈ R.
Proof. Let b ∈ A such that ε(b) = 1k, hence
ρ((ı⊗ ε)(ρ(x)(1 ⊗ b))) = (ı⊗ ı⊗ ε)((ρ ⊗ ı)(ρ(x)(1 ⊗ b)))
(7)
= (ı⊗ ı⊗ ε)((E ⊗ 1)(ı⊗∆)(ρ(x))(1 ⊗ 1⊗ b))
= E(ı⊗ (ı⊗ ε)∆)(ρ(x))ε(b)
PARTIAL (CO)ACTIONS OF MULTIPLIER HOPF ALGEBRAS: MORITA AND GALOIS 7
= Eρ(x)
3.9
= ρ(x),
for all x ∈ R. Therefore, since ρ is an injective map, x = (ı⊗ ε)(ρ(x)(1 ⊗ b)) = (ı⊗ ε)ρ(x), for all
x ∈ R. 
Lemma 3.9 is also used in the following result.
Proposition 3.12. Let (R, ρ,E) be a partial A-comodule algebra. Then
(ρ⊗ ı)((y ⊗ 1)ρ(x)(1 ⊗ b)) = (ρ(y)⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗ 1⊗ b),
for all b ∈ A and x, y ∈ R.
Proof. In fact,
(ρ⊗ ı)((y ⊗ 1)ρ(x)(1 ⊗ b)) = (ρ(y)⊗ 1)(ρ⊗ ı)(ρ(x)(1 ⊗ b))
= (ρ(y)⊗ 1)(E ⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗ 1⊗ b)
= (ρ(y)E ⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗ 1⊗ b)
= (ρ(y)⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗ 1⊗ b),
for all b ∈ A and x, y ∈ R. 
Similarly, if the partial coaction ρ is symmetric
(ρ⊗ ı)((1 ⊗ b)ρ(x)(y ⊗ 1)) = (1⊗ 1⊗ b)(ı⊗∆)(ρ(x))(ρ(y) ⊗ 1),
for all b ∈ A and x, y ∈ R.
Remark 3.13. The items of Definition 3.7 can be rewritten as follows:
(i) ρ(x)(1⊗ a) = x(0) ⊗ x(1)a and (1⊗ a)ρ(x) = x(0) ⊗ ax(1) ∈ R⊗A;
(ii) x(0)(0)⊗x(0)(1)a⊗x(1)b =
∑
iE(x
(0)⊗(x(1)ai)(1))⊗(x
(1)ai)(2)bi, denoting a⊗b =
∑
i∆(ai)(1⊗
bi);
(iii) x(0)(0) ⊗ ax(0)(1) ⊗ bx(1) =
∑
i,jmix
(0) ⊗ (aijx
(1))(1) ⊗ bj(aijx
(1))(2), denoting (1 ⊗ a)E =∑
imi ⊗ ai and, for each i, ai ⊗ b =
∑
j(1⊗ bj)∆(aij);
(iv) x(0)(0) ⊗ x(0)(1)a ⊗ x(1)b =
∑
i,j x
(0)mi ⊗ (x
(1)aij)(1) ⊗ (x
(1)aij)(2)bj, denoting E(1 ⊗ a) =∑
imi ⊗ ai and, for each i, ai ⊗ b =
∑
j ∆(aij)(1 ⊗ bj);
(v) x(0)(0) ⊗ ax(0)(1) ⊗ bx(1) =
∑
i(x
(0) ⊗ (aix
(1))(1))E ⊗ bi(aix
(1))(2), denoting a⊗ b =
∑
i(1 ⊗
bi)∆(ai),
for all x ∈ R and a, b ∈ A,
Proposition 3.14. Let (R, ρ,E) be a partial A-comodule algebra. Then
ρ(R)(1 ⊗A) = E(R ⊗A).
Proof. It is enough to check that E(R ⊗ A) ⊆ ρ(R)(1 ⊗ A). Indeed, for any a ∈ A one can write
(1⊗ a)E =
∑
imi ⊗ ai. Then, taking d ∈ A such that ε(d) = 1k, we have
(1⊗ a)E(x ⊗ b) =
3.11
=
∑
i
mix
(0)ε(x(1)d)⊗ aiS(S
−1(b))
=
∑
i
mix
(0)ε(S−1(b)(2)(x
(1)d))⊗ aiS(S
−1(b)(1))
=
∑
i
mix
(0) ⊗ aiS(S
−1(b)(1))ε(S
−1(b)(2)x
(1))ε(d)
=
∑
i
mix
(0) ⊗m(ı⊗ S)((aiS(S
−1(b)(1))⊗ 1)∆(S
−1(b)(2)x
(1)))
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= (ı⊗m(ı⊗ S))((
∑
i
mi ⊗ aiS(S
−1(b)(1))⊗ 1)(ı ⊗∆)((1 ⊗ S
−1(b)(2))ρ(x)))
= (ı⊗m(ı⊗ S))((
∑
i
mi ⊗ (aiS(S
−1(b)(1))⊗ 1)∆(S
−1(b)(2)))(ı ⊗∆)(ρ(x)))
= (ı⊗m(ı⊗ S))((
∑
i
mi ⊗ ai ⊗ S
−1(b))(ı ⊗∆)(ρ(x)))
= (ı⊗m(ı⊗ S))(((1 ⊗ a)E ⊗ S−1(b))(ı ⊗∆)(ρ(x)))
= (ı⊗m(ı⊗ S))((1 ⊗ a⊗ S−1(b))(E ⊗ 1)(ı ⊗∆)(ρ(x)))
(8)
= (ı⊗m(ı⊗ S))((1 ⊗ a⊗ 1)(ρ ⊗ ı)((1 ⊗ S−1(b))ρ(x)))
= (ı⊗m(ı⊗ S))(x(0)(0) ⊗ ax(0)(1) ⊗ S−1(b)x(1))
= x(0)(0) ⊗ ax(0)(1)S(S−1(b)x(1))
= (1⊗ a)ρ(x(0))(1⊗ S(S−1(b)x(1))),
for all x ∈ R and a, b ∈ A. Hence, E(x⊗ b) = ρ(x(0))(1⊗ S(S−1(b)x(1))) ∈ ρ(R)(1⊗A). 
Similarly to the above result, if R is a symmetric partial A-comodule algebra then (1⊗A)ρ(R) =
(R⊗A)E.
Proposition 3.15. If A and R are unital, then Definition 3.6 and Definition 3.7 coincide.
Proof. Suppose Definition 3.6. It is enough to consider E = ρ(1R) and to observe that the item (ii)
of this definition is equivalent to the injectivity of the coaction ρ. Conversely,
ρ(1R)(x⊗ a)
3.9
= ρ(1R)E(x⊗ a)
3.14
=
∑
i
ρ(1Rxi)(1 ⊗ ai) = E(x⊗ a),
for all x ∈ R and a ∈ A, hence ρ(1R) = E. 
Our purpose now is to extend a symmetric partial coaction of A on R to an algebra homomor-
phism ρ : M(R) −→M(R ⊗A).
Proposition 3.16. Let (R, ρ,E) be a symmetric partial A-comodule algebra. Then there exists a
unique algebra homomorphism ρ :M(R) −→M(R⊗A) such that ρ(1M(R)) = E.
Proof. By assumption E(R⊗A) = ρ(R)(1⊗A) and (R⊗A)E = (1⊗A)ρ(R), then it is enough to
define the following linear map
ρ : M(R) −→ M(R⊗A)
m 7−→ ρ(m) = (ρ(m), ρ(m)),
such that ρ(m)(x⊗ a) =
∑
i ρ(myi)(1⊗ bi), where E(x⊗ a) =
∑
i ρ(yi)(1⊗ bi), and ρ(m)(x⊗ a) =∑
j(1⊗ cj)ρ(zjm), where (x⊗ a)E =
∑
j(1⊗ cj)ρ(zj), for all x ∈ R and a ∈ A. 
Corolary 3.17. Under the above hypothesis, the linear map ρ : M(R) −→M(R ⊗A) is injective.
Our approach differs from [22], where the existence of an extension for ρ to the multiplier
algebra is given as an hypothesis in the definition of the partial coaction. There, this extension
follows directly from properties of continuous morphisms between C∗ algebras and the existence
of approximate units. In the purely algebraic context it is not natural to assume a priori the
existence of such an extension. Moreover, the equality in Proposition 3.14 and the extension itself,
in Proposition 3.16, must be put by hand in their approach, while in our case these results are
natural consequences of the definition.
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3.3. Examples of partial coactions.
Proposition 3.18. Let ρ : R→M(R⊗A) be a linear map given by ρ(x) = x⊗m, where m ∈M(A)
and m 6= 0. Then ρ is a partial coaction of A to R if and only if m satisfies:
(i) m2 = m;
(ii) m⊗m = (m⊗ 1)∆(m).
Furthermore, the condition of symmetry of Definition 3.7 is equivalent to m⊗m = ∆(m)(m⊗ 1).
Proof. The proof is immediate by taking E = 1⊗m. 
Remark 3.19. If m ∈ M(A) satisfies the condition m⊗m = (m⊗ 1)∆(m), then m2 = m if and
only if ε(m) = 1k.
Example 3.20. Consider the algebra AG as in Example 4.11 and R any algebra with a nonde-
generate product. The linear map ρ : R −→ M(R ⊗ AG) given by ρ(x) = x⊗m ∈ R ⊗M(AG) ⊆
M(R⊗AG) is a symmetric partial coaction if and only if
m : G −→ k
g 7−→
{
1, if g ∈ N
0, otherwise,
where N is any subgroup of G.
Example 3.21. Under the same above condition, R is a symmetric partial AG-comodule algebra
via
ρ : R −→ R⊗AG
x 7−→ x⊗ δ1G ,
where 1G denotes the identity element of G.
The next proposition extends the notion of induced partial coaction, presented in [2], for the
context of regular multiplier Hopf algebras.
Proposition 3.22. (Induced Partial Coaction) Let R be an A-comodule algebra via ρ and L a
right ideal of R with identity 1L. Then
β : L −→ M(L⊗A)
l 7−→ β(l) := (1L ⊗ 1M(A))ρ(l) = (1L ⊗ 1)ρ(l)
is a partial coaction of A on L. In this case, β is called an induced partial coaction.
Proof. It easily follows by taking E = (1L ⊗ 1)ρ(1L) ∈M(L⊗A). 
Observe that, if the algebra L is a bilateral ideal of R, then its unit 1L is a central idempotent
element in R. In this case, the induced partial coaction is symmetric.
Example 3.23. Consider AG as the AG-comodule algebra via its coproduct ∆, where AG was
defined in Example 4.11. Take N a finite subgroup of G, fN =
∑
n∈N
δn ∈ AG a central idempotent
and L = fNAG. By Proposition 3.22, L is a symmetric partial AG-comodule algebra via
β : L −→ M(L⊗A)
fNδp 7−→ (fN ⊗ 1)∆(fNδp),
where E = (fN ⊗ 1)∆(fN ). Note that β is not global, since given h ∈ N and p ∈ G, such that
p /∈ N ,
E(h⊗ p) = (fN ⊗ 1)∆(fN )(h⊗ p) =
∑
m,n∈N
δm(h)δn(hp) = 0,
and, on the other hand,
(1S ⊗ 1)(h ⊗ p) = (
∑
n∈N
δn ⊗ 1)(h ⊗ p) =
∑
n∈N
δn(h) = 1,
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which ensures that E 6= (1S ⊗ 1).
4. Partial Actions
4.1. Global actions. Let A be a regular multiplier Hopf algebra and R a nondegenerated algebra.
We start recalling the definition of a (global) module algebra and some of its properties that we
will need in the text. The stated definitions and propositions are from reference [16].
Definition 4.1. We call R a left A-module algebra if there exists a linear map
⊲ : A⊗R −→ R
a⊗ x 7−→ a ⊲ x
satisfying:
(i) a ⊲ b ⊲ x = ab ⊲ x, for all a, b ∈ A and x ∈ R;
(ii) R is unitary, that is, A ⊲ R = R;
(iii) a ⊲ (xy) = (a(1) ⊲ x)(a(2) ⊲ y), for all x, y ∈ R and a ∈ A.
In this case, the map ⊲ is called the action of A on R.
The identity (iii) make sense, since we have that R is a unitary, then, for all y ∈ R, we can write
y =
∑
i bi ⊲ yi, thus
a ⊲ (xy) = a ⊲ (x(
∑
i
bi ⊲ yi))
=
∑
i
(a(1) ⊲ x)(a(2)bi ⊲ yi) (12)
= (a(1) ⊲ x)(a(2) ⊲ y),
for every a ∈ A, x ∈ R.
We say that ⊲ is nondegenerate if the following holds: A⊲x = 0 if and only if x = 0. In particular,
the action of A on itself via its multiplication is nondegenerate.
Proposition 4.2. If R is a unitary left A-module algebra then the action of A on R is nondegen-
erate.
Remark 4.3. If R is a unitary left A-module algebra, then given a1, ..., an ∈ A and x1, x2, ..., xm ∈
R there exists an element e ∈ A such that eai = ai = aie, for all 1 ≤ i ≤ n, and e ⊲ xj = xj, for all
1 ≤ j ≤ m.
Proposition 4.4. Assume that A is a regular multiplier Hopf algebra and R is a left A-module
algebra. Then the action of A on R can be uniquely extended to a nondegenerate action of A on
M(R) as follows:
(a ⊲ m)x = a(1) ⊲ (m(S(a(2)) ⊲ x)),
x(a ⊲ m) = a(2) ⊲ ((S
−1(a(1)) ⊲ x)m),
for all a ∈ A, m ∈M(R) and x ∈ R. Moreover, a ⊲ 1M(R) = ε(a)1M(R), for all a ∈ A.
Nevertheless, in general M(R) is not unitary.
4.2. Partial actions. Throughout the text partial actions of A on R will be always consider on
the left. The partial actions on the right are defined in a similar way. We start the section with
the classical definition of partial action, i.e., in the case that A and R are both unital, according
to [11].
Definition 4.5. Let A be a Hopf algebra and R a unital algebra. We say that R is a partial
A-module algebra if there exists a linear map · : A⊗R→ R such that, for all x, y ∈ R and a, b ∈ A:
(i) 1A · x = x;
(ii) a · (xy) = (a(1) · x)(a(2) · y);
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(iii) a · (b · x) = (a(1) · 1R)(a(2)b · x).
In this case, the linear map · is called a partial action of A on R. Furthermore, we say that
the partial action is symmetric (or, R is a symmetric partial A-module algebra) if the additional
condition also holds:
(iv) a · (b · x) = (a(1)b · x)(a(2) · 1R).
Observe that, assuming the condition (i), the conditions (ii) and (iii) in Definition 4.5 are equiv-
alent to
a · (x(b · y)) = (a(1) · x)(a(2)b · y).
For the context where both algebras are nonunital, clearly, items (i) and (iii) do not make sense
anymore. In addition, the right hand side of the item (ii) is also not well defined for the context
of multiplier Hopf algebras. In this way, for extending the notion of partial actions of a regular
multiplier Hopf algebra A on an algebra R with a nondegenerate product, we need some extra
conditions.
Definition 4.6. Let A be a regular multiplier Hopf algebra and R a nondegenerate algebra. A
triple (R, ·, e) is a partial A-module algebra if · is a linear map
· : A⊗R −→ R
a⊗ x 7−→ a · x
and e is a linear map e : A −→ M(R) satisfying the following conditions, for all a, b ∈ A and
x, y ∈ R:
(i) a · (x(b · y)) = (a(1) · x)(a(2)b · y);
(ii) e(a)(b · x) = a(1) · (S(a(2))b · x) and e(A)R ⊆ A ·R;
(iii) given a1, ..., an ∈ A and x1, ..., xm ∈ R there exists b ∈ A such that aib = ai = bai and
ai · xj = ai · (b · xj), for all 1 ≤ i ≤ n and 1 ≤ j ≤ m;
(iv) A · x = 0 if and only if x = 0, that is, · is a nondegenerate action.
Under these conditions, the map · is called a partial action of A on R, and we say that it is
symmetric if the following additional conditions also hold:
(v) a · ((b · x)y) = (a(1)b · x)(a(2) · y);
(vi) (b · x)e(a) = a(2) · (S
−1(a(1))b · x);
(vii) Re(A) ⊆ A · R,
for all x, y ∈ R and a, b ∈ A.
Remark 4.7. Some considerations must be made about Defintion 4.6:
(1) The regularity condition is needed for the symmetry to make sense, since items (ii) and (vi)
require that S(A) = A.
(2) The motivation to define the linear map e of the item (ii) was inspired on the partial
representation theory presented in [4]. It was necessary to overcome the issue that appears
in the expression (a · 1R), in Definition 4.5. We call attention to the fact that we could not
directly define the liner map e as e(a)(x) = a(1) · (S(a(2)) · x), since the right side of the
equality does not make sense whereas in the case of multiplier Hopf algebras ∆(a) does not
lie in A⊗ A. Recall that the Sweedler notation needs an additional element in A to cover
∆(a).
(3) A natural condition to be required would be A · R = R. But, with this condition it is not
possible to show equivalence between Definitions 4.6 and 4.5 when A and R are both unital.
Moreover, A · R = R does not imply that the partial action is nondegenerate. In this way,
the items (ii), (iii) and (iv) are added to the definition aiming to overcome these problems,
as we shall see in the following result.
Proposition 4.8. If A and R are unital algebras, then the Definitions 4.5 and 4.6 are equivalent.
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Proof. Indeed, Definition 4.5 implies Definition 4.6 taking the linear map e : A −→ M(R) = R
given by e(a) = a · 1R, for all a ∈ A. Conversely, it is enough to check that 1A ·x = x, for all x ∈ R.
To do this take a, 1A ∈ A and x ∈ R. By (iii) of Definition 4.6 there exists an element b ∈ A such
that ba = a = ab, b1A = 1A = 1Ab and a · b · x = a · x. However, 1A is the identity element of A,
hence b = 1Ab = 1A and a · 1A · x = a · x. Then we have a · 1A · x = a · x, for all a ∈ A and using
(iv) of Definition 4.6 we conclude 1A · x = x, for all x ∈ R. 
It is immediate to check that any (global) action is a particular example of a partial action with
the linear map e : A −→ M(R) defined by e(a) = ε(a)1M(R), for all a ∈ A. The next proposition
characterizes under what condition a partial action is a global one.
Proposition 4.9. Assume that (R, ·, e) is a partial A-module algebra. Then R is an A-module
algebra if and only if e(a) = ε(a)1M(R), for all a ∈ A.
Proof. Suppose that R is an A-module algebra, then by (ii) of Definition 4.6 we have
e(a)(b · x) = a(1) · (S(a(2))b · x)
= a(1)S(a(2))b · x
= ε(a)b · x
= ε(a)1M(R)(b · x),
for all a, b ∈ A and x ∈ R. Therefore, as the action is unitary it follows that e(a)x = ε(a)1M(R)x,
for all x ∈ R and, consequently, e(a) = ε(a)1M(R), for all a ∈ A.
Conversely, take c ∈ A such that ε(c) = 1k and x ∈ R. Then
a · (b · x) = a(1) · (ε(ca(2))b · x)
= a(1) · (S(c(1)a(2))c(2)a(3)b · x)
= a(1) · (S(a(2))S(c(1))c(2)a(3)b · x)
= a(1) · (S(a(2))ε(c)a(3)b · x)
= a(1) · (S(a(2))a(3)b · x)
4.6(ii)
= e(a(1))(a(2)b · x)
= ε(a(1))1M(R)(a(2)b · x)
= ab · x,
for all a, b ∈ A.
Furthermore, by condition (ii) of Definition 4.6 we have that x = ε(c)1M(R)x = e(c)x ∈ A · R,
for every x ∈ R. Hence, R is unitary.
Finally, given x, y ∈ R with y =
∑
i bi · yi (notice that R = A ·R), then
a · (xy) = a · (x(
∑
i
bi · yi))
4.6(i)
=
∑
i
(a(1) · x)(a(2)bi · yi)
= (a(1) · x)(a(2) · y),
for all a ∈ A. Therefore, R is an A-module algebra. 
4.3. Examples of partial actions. The following result give us the necessary and sufficient con-
ditions to provide a family of examples of partial actions.
Proposition 4.10. Let A be a regular multiplier Hopf algebra, R a nondegenerate algebra and
λ : A −→ k be a linear map. Then
· : A⊗R −→ R
a⊗ x 7−→ a · x = λ(a)x
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and e(a) = λ(a)1M(R) is a partial action of A on R if and only if
(i) λ(a)λ(b) = λ(a(1))λ(a(2)b), for all a, b ∈ A, where ∆(a)(1 ⊗ b) = a(1) ⊗ a(2)b;
(ii) given a1, ..., an ∈ A, there exists b ∈ A such that aib = ai = bai and λ(ai)λ(b) = λ(ai), for
all 1 ≤ i ≤ n.
Furthermore, the conditions of symmetry of Definition 4.6 are equivalent to λ(a)λ(b) = λ(a(1)b)λ(a(2)),
for all a, b ∈ A, where ∆(a)(b⊗ 1) = a(1)b⊗ a(2).
Proof. It is immediate. 
Example 4.11. Let R be an algebra with a nondegenerate product, AG the algebra of the linear
functions from G to k with finite support, and N a finite subgroup of G such that the characteristic
of k does not divide the order of N . Notice that {δp}p∈G given by δp(g) = δp,g (the Kroneker
symbol), for all g ∈ G, is a basis for AG. Define the linear map
λ : AG −→ k
δg 7−→
{ 1
|N | if g ∈ N
0 otherwise.
Thus, R is a symmetric partial AG-module algebra with the action given by δg · x = λ(δg)x and
e(δg) = λ(δg)1M(R), for all δg ∈ AG and x ∈ R.
For the next example, consider the dual algebra (Â, ∆̂) as defined in (1).
Example 4.12. Let AG and R be the algebras of the Example 4.11 and f ∈M(AG) defined by
f : G −→ k
g 7−→
{
1 if g ∈ N
0 otherwise,
where N is a given subgroup of G. Notice that, f is an idempotent element of M(AG) and
(f ⊗ 1)∆(f) = f ⊗ f . Then R is a partial ÂG-module algebra via the partial action defined by
ϕ( h) · x = xϕ(fh) and e(ϕ( h)) = ϕ(fh)1M(R), for all x ∈ R and ϕ( h) ∈ ÂG.
The next proposition extends the notion of induced partial action, presented in [2], for the context
of multiplier Hopf algebras.
Proposition 4.13 (Induced Partial Actions). Assume that R is an A-module algebra via a global
action ⊲ and let L ⊂ R be a right and unital ideal of R with identity element 1L. Then L is a
partial A-module algebra via a · x = 1L(a ⊲ x) and e(a) = a · 1L for all a ∈ A and x ∈ L.
Proof. Indeed,
(i) for a, b ∈ A and x, y ∈ L,
a · (x(b · y)) = 1L(a ⊲ (x1L(b ⊲ y)))
= 1L(a ⊲ (x(b ⊲ y)))
= 1L(a(1) ⊲ x)(a(2)b ⊲ y)
= 1L(a(1) ⊲ x)1L(a(2)b ⊲ y)
= (a(1) · x)(a(2)b · y).
(ii) It follows from the definition of e : A −→ L.
(iii) Given a1, ..., an ∈ A and x1, ..., xm ∈ L, by Remark 4.3 there is an element b ∈ A such that
bai = ai = aib and b ⊲ xj = xj, thus
ai · b · xj = 1L(ai ⊲ (1L(b ⊲ xj))
= 1L(ai ⊲ xj)
= ai · xj,
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for all 1 ≤ i ≤ n and 1 ≤ j ≤ m.
(iv) If x ∈ L is such that a · x = 0, for all a ∈ A, then again by Remark 4.3 there exists b ∈ A
such that b ⊲ x = x and hence 0 = b · x = 1L(b ⊲ x) = 1Lx = x.

Observe that, if the algebra L is a bilateral ideal of R, then its unit 1L is a central idempotent
element in R. In this case, the induced partial action is symmetric.
The following example illustrates the previous proposition.
Example 4.14. Let AG be the algebra given by Example 4.11 and R the group algebra kG.
Suppose that R is the AG-module algebra via the action δp ⊲ h = δp(h)h, for all p, h ∈ G. Consider
a finite and normal subgroup N 6= {1G} of G, with order |N | not divisible by the characteristic
of k, and fN =
1
|N |
∑
n∈N
n a central idempotent in R. Thus, the algebra S = fNR is a symmetric
partial AG-module algebra given by
δp · (fNh) = fN (δp ⊲ (fNh))
=
{ 1
|N |fNp if ph
−1 ∈ N
0 otherwise.
and e(δp) = δp · fN =
1
|N |fN . Notice that taking h = 1G and 1G 6= p ∈ N , then
ε(δp)fN = δp,1GfN = 0,
i.e., e(δp) 6= ε(δp)fN . Hence, the induced partial action is not global.
4.4. Extensions of a Partial Action. In this section, given (R, ·, e) a symmetric partial action
of A, our purpose is to construct a linear map · : A ⊗M(R) → M(A · R). This new linear map
will not characterize, however, a structure of partial module algebra on M(R), but it helps, for
example, to show that e(a)|A·R = a · 1M(R). The next result is crucial to define this linear map.
Lemma 4.15. Let (R, ·, e) be a symmetric partial A-module algebra. Then
(i) (a · x)(b · y) = a(1) · (x(S(a(2))b · y));
(ii) (a · x)(b · y) = b(2) · ((S
−1(b(1))a · x)y),
for all a, b ∈ A and x, y ∈ R.
Proof. It is immediate by Definition 4.6. 
For the rest of this section we will assume that the product in A · R is nondegenerate, which,
in the global case, follows directly from the fact that R is unitary. Notice, in particular, that
Propositions 4.13 and 4.10 provide examples of partial actions such that A ·R has a nondegenerate
product.
Lemma 4.16. Under these conditions, consider m ∈M(R), a ∈ A and the linear maps
(a ·m)(b · x) = a(1) · (m(S(a(2))b · x))
(a ·m)(b · x) = a(2) · ((S
−1(a(1))b · x)m),
for all b ∈ A and x ∈ R. Then a ·m = (a ·m,a ·m) ∈M(A ·R).
Proof. It is enough to show the compatibility relation between these linear maps. Given a, b, c ∈ A,
x, y ∈ R and m ∈M(R),
(b · x)((a ·m)(c · y)) = (b · x)(a(1) · (m(S(a(2))c · y)))
4.6(iv)
= a(2) · ((S
−1(a(1))b · x)(m(S(a(3))c · y)))
= a(2) · (((S
−1(a(1))b · x)m)(S(a(3))c · y))
4.6(i)
= (a(2) · ((S
−1(a(1))b · x)m))(a(3)S(a(4))c · y)
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= (a(2) · ((S
−1(a(1))b · x)m))(c · y)
= ((a ·m)(b · x))(c · y).

Then the linear map · : A ⊗M(R) → M(A · R), as defined in Lemma 4.16, is the mentioned
extension. In the next propositions we will see some properties of this extension.
Proposition 4.17. Let (R, ·, e) be a symmetric partial A-module algebra. Then
(i) a · (m(b · n)) = (a(1) ·m)(a(2)b · n);
(ii) a · ((b ·m)n) = (a(1)b ·m)(a(2) · n),
for all a, b ∈ A and m,n ∈M(R).
Proof. (i) In view of Lemma 4.16,
(a · (m(b · n)))(c · x) = a(1) · (m(b · n)(S(a(2))c · x))
= a(1) · (m((b · n)(S(a(2))c · x)))
= a(1) · (m(b(1) · (n(S(b(2))S(a(2))c · x))))
= a(1) · (m(S(a(2))a(3)b(1) · (n(S(b(2))S(a(4))c · x))))
= (a(1) ·m)(a(2)b(1) · (n(S(a(3)b(2))c · x)))
= (a(1) ·m)(a(2)b · n)(c · x),
for all c ∈ A and x ∈ R. Hence, (a·(m(b·n))) = (a(1) ·m)(a(2)b·n), for all a, b ∈ A andm,n ∈M(R).
Similarly, one show (ii). 
Remark 4.18. Notice that e(a)|A·R = a · 1M(R) for all a ∈ A. Indeed,
(a · 1M(R))(b · x) = a(1) · (1M(R)(S(a(2))b · x)) = a(1) · (S(a(2))b · x) = e(a)(b · x),
and conversely (b · x)(a · 1M(R)) = (b · x)e(a), for all b ∈ A and x ∈ R.
Proposition 4.19. Let (R, ·, e) be a symmetric partial A-module algebra. Then
(i) A · R = e(A)R;
(ii) A · R = Re(A).
Proof. Given a ∈ A and x ∈ R, it follows from Definition 4.6 that, there is b ∈ A such that
ab = a = ba and a · x = a · b · x. Hence,
a · x = a · (b · x)
4.17(i)
= (a(1) · 1M(R))(a(2)b · x)
4.18
= e(a(1))(a(2)b · x) ∈ e(A)R.

4.5. Duality between partial actions and partial coactions. In this section, we will establish
a duality between partial actions and partial coactions for a regular multiplier Hopf algebra (A,∆)
with a left integral.
Proposition 4.20. Let (R, ρ,E) be a symmetric right partial A-comodule algebra. Then R is a
symmetric left partial Â-module algebra given by
· : Â⊗R −→ R
ϕ( a)⊗ x 7−→ ϕ( a) · x := (ı⊗ ϕ)(ρ(x)(1 ⊗ a))
and e : Â −→M(R) such that
e(ϕ( a))x = (ı⊗ ϕ)(E(x ⊗ a)),
xe(ϕ(b )) = (ı⊗ ϕ)((x ⊗ b)E).
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Proof. Notice that, using the sigma notation,
ϕ( a) · x = (ı⊗ ϕ)(ρ(x)(1 ⊗ a)) = x(0)ϕ(x(1)a),
for all x ∈ R and a ∈ A, where x(0) ⊗ x(1)a ∈ A⊗A. Thus,
(i) for w = ϕ( a), u = ϕ( b) ∈ Â and x, y ∈ R,
w · (x(u · y)) = (ı⊗ ϕ⊗ ϕ)((xy(0))(0) ⊗ (xy(0))(1)a⊗ y(1)b)
= (ı⊗ ϕ⊗ ϕ)((ρ(x) ⊗ 1)(ρ⊗ ı)(ρ(y)(1 ⊗ b))(1 ⊗ a⊗ 1))
(7)
= (ı⊗ ϕ⊗ ϕ)((ρ(x) ⊗ 1)(E ⊗ 1)(ı⊗∆)(ρ(y))(1 ⊗ a⊗ b))
3.9
= (ı⊗ ϕ⊗ ϕ)((ρ(x) ⊗ 1)(ı ⊗∆)(ρ(y))(1 ⊗ a⊗ b)).
On the other hand,
(w(1) · x)(w(2)u · y)
(4)
= (ϕ( S−1(b(1))a) · x)(ϕ( b(2)) · y)
= x(0)y(0)ϕ(x(1)S−1(b(1))a)ϕ(y
(1)b(2))
= (ı⊗ ϕ)(ρ(x)(y(0) ⊗ ϕ(y(1)b(2))S
−1(b(1))a))
= (ı⊗ ϕ)(ρ(x)(y(0) ⊗ (y(1)b(2))(1)S
−1(b(1))a))ϕ((y
(1)b(2))(2))
= (ı⊗ ϕ⊗ ϕ)((ρ(x) ⊗ 1)(y(0) ⊗∆(y(1)b(2))(S
−1(b(1))a⊗ 1)))
= (ı⊗ ϕ⊗ ϕ)((ρ(x) ⊗ 1)(ı ⊗∆)(ρ(y)(1 ⊗ b(2)))(1 ⊗ S
−1(b(1))a⊗ 1))
= (ı⊗ ϕ⊗ ϕ)((ρ(x) ⊗ 1)(ı ⊗∆)(ρ(y))(1 ⊗∆(b(2))(S
−1(b(1))a⊗ 1)))
= (ı⊗ ϕ⊗ ϕ)((ρ(x) ⊗ 1)(ı ⊗∆)(ρ(y))(1 ⊗ a⊗ b)).
Therefore, w · (x(u · y)) = (w(1) · x)(w(2)u · y).
(ii) Consider w = ϕ( a) and u = ϕ( b) . Hence,
e(w)(u · x) = (ı⊗ ϕ⊗ ϕ)((E ⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗∆(b)(a⊗ 1)))
3.7
= (ı⊗ ϕ⊗ ϕ)((ρ ⊗ ı)(ρ(x))(1 ⊗∆(b)(a⊗ 1)))
= ϕ( b(1)a) · (ϕ( b(2)) · x)
(5)
= w(1) · (Ŝ(w(2))u · x).
(iii) Let ϕ( a1), ..., ϕ( an) ∈ Â and ϕ(ci ) = ϕ( ai), for all 1 ≤ i ≤ n. By assumption,
(1⊗ ci)E =
k∑
j=1
mij⊗dij ∈M(R)⊗A, then we take ϕ( b) ∈ Â such that ϕ( b)ϕ( ai) = ϕ( ai) =
ϕ( ai)ϕ( b) and ϕ( b)ϕ(dij ) = ϕ(dij ) = ϕ(dij )ϕ( b), for all 1 ≤ i ≤ n and 1 ≤ j ≤ k.
Under the above notation, ai⊗b =
t∑
l=1
∆(eil)(e
′
il⊗1) ∈ A⊗A, for all 1 ≤ i ≤ n, thus, there exists
f ∈ A such that fai = ai = aif and feil = eil = eilf , for all 1 ≤ i ≤ n and 1 ≤ l ≤ t. Therefore,
ϕ( ai) · (ϕ( b) · x) = (ı⊗ ϕ⊗ ϕ)((ρ ⊗ ı)(ρ(x)(1 ⊗ b))(1⊗ ai ⊗ 1))
3.7
= (ı⊗ ϕ⊗ ϕ)((E ⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗ ai ⊗ b))
= (ı⊗ ϕ⊗ ϕ)((E ⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗
t∑
l=1
∆(eil)(e
′
il ⊗ 1)))
= (ı⊗ ϕ⊗ ϕ)((E ⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗
t∑
l=1
∆(feil)(e
′
il ⊗ 1)))
= (ı⊗ ϕ⊗ ϕ)((E ⊗ 1)(ı ⊗∆)(ρ(x))(1 ⊗∆(f)(ai ⊗ b)))
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= (ı⊗ ϕ⊗ ϕ)((E ⊗ 1)(x0 ⊗∆(x1f)(1⊗ b))(1 ⊗ ai ⊗ 1))
= (ı⊗ ϕ⊗ ϕ)((1 ⊗ ci ⊗ 1)(E ⊗ 1)(x
(0) ⊗∆(x(1)f)(1⊗ b))).
On the other hand,
ϕ( ai) · x = (ı⊗ ϕ)(ρ(x)(1 ⊗ ai))
= (ı⊗ ϕ)(ρ(x)(1 ⊗ fai))
= x(0)ϕ((x(1)f)ai)
= x(0)ϕ(ci(x
(1)f))
= (ı⊗ ϕ)((1 ⊗ ci)Eρ(x)(1 ⊗ f))
= (ı⊗ ϕ)(
k∑
j=1
mijx
(0) ⊗ dijx
(1)f)
=
k∑
j=1
mijx
(0)(ϕ(dij ))(x
(1)f)
=
k∑
j=1
mijx
(0)(ϕ(dij )ϕ( b))(x
(1)f)
=
k∑
j=1
mijx
(0)ϕ(dij(x
(1)f)(1))ϕ((x
(1)f)(2)b)
= (ı⊗ ϕ⊗ ϕ)((
k∑
j=1
mij ⊗ dij ⊗ 1)(x
(0) ⊗ (x(1)f)(1) ⊗ (x
(1)f)(2)b))
= (ı⊗ ϕ⊗ ϕ)((1 ⊗ ci ⊗ 1)(E ⊗ 1)(x
(0) ⊗∆(x(1)f)(1⊗ b))),
that is, ϕ( ai) · (ϕ( b) · x) = ϕ( ai) · x, for all 1 ≤ i ≤ n and x ∈ R.
(iv) Suppose that w ·x = 0, for all w ∈ Â, we will show that x = 0. We know that, in particular,
ϕ(a b) · x = 0, for any a, b ∈ A. Then
0 = ϕ(a b) · x
= (ı⊗ ϕ)((1 ⊗ a)ρ(x)(1 ⊗ b))
= (ı⊗ ϕ)((1 ⊗ a)(
∑
i
yi ⊗ bi)))
=
∑
i
yiϕ(abi),
where the set {yi} is linearly independent. Hence ϕ(abi) = 0, for all i and a ∈ A, what implies
bi = 0 for each i. In this way ρ(x)(1⊗b) = 0 for every b ∈ A, thus, by the injectivity of ρ, x = 0. 
Example 4.21. Let R be a partial AG-comodule algebra given by Example 3.20 where ρ(x) = x⊗m
for all x ∈ R. In this case, m ∈ M(AG) such that m(g) = 1 if g ∈ N and m(g) = 0 otherwise, for
N any subgroup of G and besides that E = 1⊗m. Therefore, R is a partial ÂG-module algebra via
ϕ( f) · x = xϕ(mf)
= x
∑
g∈N
f(g),
and e(ϕ( f)) = (ı⊗ ϕ)(E(1 ⊗ f)) =
∑
g∈N f(g).
Note that, e(ϕ( f))x = ϕ( f) · x, for all x ∈ R and ϕ( f) ∈ ÂG. Recall that ÂG ∼= kG, then,
this partial action is related to a partial group action on R.
To show the converse of the above result we will need to assume some extra conditions.
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Proposition 4.22. Consider (R, ·, e) a symmetric left partial A-module algebra, such that A · R
has nondegenerate product. If there exist a fixed element b ∈ A and a linear map f : A −→ M(R)
such that e = f( b), and
(i) e(a(1))e(a(2)) = e(a) for all a ∈ A;
(ii) e(k) = 1M(A·R), where kb = b = bk,
then, (A ·R, ρ,E) is a symmetric right partial Â-comodule algebra with ρ : A ·R −→M((A ·R)⊗ Â)
given by
ρ(a · x)(1⊗ ϕ( b)) = e(S−1(b(2)))(S
−1(b(1))a · x)⊗ ϕ( b(3))
(1⊗ ψ( b))ρ(a · x) = (S(b(3))a · x)e(S(b(2)))⊗ ψ( b(1)),
and, E ∈M((A · R)⊗ Â) such that
E(1⊗ ϕ( b)) = e(S−1(b(1)))|A·R ⊗ ϕ( b(2))
(1⊗ ψ( b))E = e(S(b(2)))|A·R ⊗ ψ( b(1)),
for all ϕ( b) and ψ( b) ∈ Â.
Proof. Note that, since e = f( b), E and ρ are well defined. It is not hard to prove that E and
ρ(a · x) lies in M((A ·R)⊗ Â), for all a · x ∈ A · R. Moreover:
• E2 = E.
E(E(a · x⊗ ϕ( b))) = E(e(S−1(b(1)))(a · x)⊗ ϕ( b(2)))
= e(S−1(b(2)))e(S
−1(b(1)))(a · x)⊗ ϕ( b(3))
(i)
= e(S−1(b(1)))(a · x)⊗ ϕ( b(2))
= E(a · x⊗ ϕ( b)),
for all a · x ∈ A ·R and ϕ( b) ∈ Â.
• (ρ⊗ ı)(ρ(a · x)(1⊗ ϕ( b)))(1⊗ ϕ( c)⊗ 1) = (E ⊗ 1)(ı⊗ ∆̂)(ρ(a · x))(1⊗ ϕ( c)⊗ ϕ( b)), for
all a · x ∈ Â · R and ϕ( b), ϕ( c) ∈ Â.
((ρ⊗ ı)(ρ(a · x)(1 ⊗ ϕ( b)))(1 ⊗ ϕ( c)⊗ 1))(1⊗ d⊗ g)
= (ρ(e(S−1(b(2)))(S
−1(b(1))a · x))(1 ⊗ ϕ( c))⊗ ϕ( b(3)))(1 ⊗ d⊗ g)
= (ρ(e(S−1(b(2))k)(S
−1(b(1))a · x))(1 ⊗ ϕ( c))⊗ ϕ( b(3)))(1 ⊗ d⊗ g)
4.6
= (ρ(S−1(b(1))k(1) · (S(k(2))a · x))(1 ⊗ ϕ( c))⊗ ϕ( b(2)))(1 ⊗ d⊗ g)
= (e(S−1(c(3)))e(S
−1(c(2))S
−1(b(2))k)(S
−1(c(1))S
−1(b(1))a · x)⊗ ϕ( c(4))⊗ ϕ( b(3)))(1 ⊗ d⊗ g)
= e(S−1(c(3)))e(S
−1(c(2))S
−1(b(2)))(S
−1(c(1))S
−1(b(1))a · x)ϕ(dc(4))ϕ(gb(3))
(∗)
= e(ϕ(d(2)c(5))d(1)c(4)S
−1(c(3)))e(S
−1(c(2))ϕ(g(2)b(4))g(1)b(3)S
−1(b(2)))(S
−1(c(1))S
−1(b(1))a · x)
= e(d(1))ϕ(d(2)c(3))e(S
−1(c(2))g(1))ϕ(g(2)b(2))(S
−1(c(1))S
−1(b(1))a · x)
(∗∗)
= e(d(1))e(ϕ(d(3)c(4))d(2)c(3)S
−1(c(2))g(1))(S
−1(c(1))ϕ(g(3)b(3))g(2)b(2)S
−1(b(1))a · x)
= e(d(1))e(d(2)g(1))ϕ(d(3)c(2))(S
−1(c(1))g(2)a · x)ϕ(g(3)b)
(∗∗∗)
= e(d(1))e(d(2)g(1))(ϕ(d(4)c(3))d(3)c(2)S
−1(c(1))g(2)a · x)ϕ(g(3)b)
= e(d(1))e(d(2)g(1))(d(3)g(2)a · x)ϕ(d(4)c)ϕ(g(3)b),
in which in equalities (∗), (∗∗) and (∗ ∗ ∗) we used the left invariance of the integral ϕ.
On the other side,
((E ⊗ 1)(ı⊗ ∆̂)(ρ(a · x))(1 ⊗ ϕ( c)⊗ ϕ( b)))(1 ⊗ d⊗ g) =
(∗)
= ((E ⊗ 1)(ı⊗ ∆̂)(ρ(a · x))(ı ⊗ ∆̂)(1⊗ ϕ( b(1)c))(1⊗ 1⊗ ϕ( b(2))))(1 ⊗ d⊗ g)
= ((E ⊗ 1)(ı⊗ ∆̂)(e(S−1(b(2)c(2)))(S
−1(b(1)c(1))a · x)⊗ ϕ( b(3)c(3)))(1 ⊗ 1⊗ ϕ( b(4))))(1 ⊗ d⊗ g)
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= ((E ⊗ 1)(e(S−1(b(2)c(2)))(S
−1(b(1)c(1))a · x)⊗ ∆̂(ϕ( b(3)c(3)))(1 ⊗ ϕ( b(4)))))(1 ⊗ d⊗ g)
= ((E ⊗ 1)(e(S−1(b(2)c(2)))(S
−1(b(1)c(1))a · x)⊗ ϕ( c(3))⊗ ϕ( b(3))))(1 ⊗ d⊗ g)
= (e(S−1(c(3)))e(S
−1(b(2)c(2)))(S
−1(b(1)c(1))a · x)⊗ ϕ( c(4))⊗ ϕ( b(3)))(1⊗ d⊗ g)
= e(S−1(c(3)))e(S
−1(b(2)c(2)))(S
−1(b(1)c(1))a · x)ϕ(dc(4))ϕ(gb(3))
(∗∗)
= e(ϕ(d(2)c(5))d(1)c(4)S
−1(c(3)))e(S
−1(c(2))ϕ(g(2)b(4))g(1)b(3)S
−1(b(2)))(S
−1(b(1)c(1))a · x)
= e(d(1))ϕ(d(2)c(3))e(S
−1(c(2))g(1))ϕ(g(2)b(2))(S
−1(c(1))S
−1(b(1))a · x)
(∗∗∗)
= e(d(1))e(d(2)g(1))(d(3)g(2)a · x)ϕ(d(4)c)ϕ(g(3)b),
in (∗) we used 1⊗ϕ( c)⊗ϕ( b) = (ı⊗ ∆̂)(1⊗ϕ( b(1)c))(1⊗1⊗ϕ( b(2))) and in (∗∗) and (∗∗∗)
we used the left invariance of the integral ϕ. Similarly, the symmetry property can be proved.
• ρ is homomorphism. Let a · x, b · y ∈ A ·R, d ∈ A and ϕ( c) ∈ Â. Then
(ρ((a · x)(b · y))(1 ⊗ ϕ( c)))(1 ⊗ d) =
= (ρ(a(1) · (x(S(a(2))b · y)))(1⊗ ϕ( c)))(1 ⊗ d)
= e(S−1(c(3)))(S
−1(c(2))a · x)(S
−1(c(1))b · y)ϕ(dc(4))
(∗)
= e(d(1))(d(2)a · x)(d(3)b · y)ϕ(d(4)c)
(i)
= e(d(1))e(d(2))(d(3)a · x)(d(4)b · y)ϕ(d(5)c)
(∗∗)
= e(d(1))(d(2)a · x)e(d(3))(d(4)b · y)ϕ(d(5)c)
= e(d(1))(d(2)a · x)e(d(3))(ϕ(d(5)c(3))d(4)c(2)S
−1(c(1))b · y)
(∗∗∗)
= (e(S−1(c(4)))(S
−1(c(3))a · x)e(S
−1(c(2)))(S
−1(c(1))b · y)⊗ ϕ( c(5)))(1⊗ d)
= (ρ(a · x)(e(S−1(c(2)))(S
−1(c(1))b · y)⊗ ϕ( c(3))))(1 ⊗ d)
= (ρ(a · x)(ρ(b · y)(1 ⊗ ϕ( c))))(1 ⊗ d),
in (∗) and in (∗ ∗ ∗) we used repeatedly the left invariance of the integral ϕ as we did in the
previously in the verification of the coassociativity of the coaction, in (∗∗) the equality e(d(1))(d(2)a·
x) = (d(1)a · x)e(d(2)), corresponding to the symmetry of the partial action was used.
• ρ is injective. It is enough to verify that (ı ⊗ ε̂)(ρ(a · x)) = a · x, where ε̂(ϕ( a)) = ϕ(a), for
all a ∈ A. Consider ϕ( b) ∈ Â such that ε̂(ϕ( b)) = 1k, then
(ı⊗ ε̂)(ρ(a · x)) = (ı⊗ ε̂)(ρ(a · x)(1⊗ ϕ( b)))
= (ı⊗ ε̂)(e(S−1(b(2)))(S
−1(b(1))a · x)⊗ ϕ( b(3)))
= e(S−1(b(2)))(S
−1(b(1))a · x)ϕ(b(3))
= e(S−1(b(2))k)(S
−1(b(1))a · x)ϕ(b(3))
= e(S−1(S(k)b(2)))(S
−1(b(1))a · x)ϕ(b(3))
= e(k)(S−1(b(1))a · x)ϕ(b(2))
(ii)
= (S−1(b(1))S
−1(S(a)) · x)ϕ(b(2))
= a · x.
Therefore, A ·R is a symmetric partial Â-comodule algebra. 
Remark 4.23. Note that the conditions presented in Proposition 4.22 are clearly satisfied for the
cases of a partial action of a Hopf algebra and for the global action of a multiplier Hopf algebra.
Example 4.24. Let (αg, Rg) be a partial group action from G on algebra R with nondegenerate
product. If each Rg is unital then R is a partial kG-module algebra, where kG is the group algebra,
with δg · x = αg(x1g−1), and e(δg) = 1g for all g ∈ G. Notice that, e satisfies the hypothesis of
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Proposition 4.22. Thus, by k̂G ∼= AG and kG ·R = R, R is a symmetric right partial AG-comodule
algebra with
ρ(x)(1 ⊗ ϕ( a)) = e(S−1(a(2)))(S
−1(a(1)) · x)⊗ ϕ( a(3))
=
∑
g∈G
age(δg−1)(δg−1 · x)⊗ ϕ( δg)
=
∑
g∈G
agαg(x1g−1)⊗ ϕ( δg)
and E(1⊗ ϕ( a)) =
∑
g∈G ag1g−1 ⊗ ϕ( δg), for all ϕ( a) =
∑
g∈G agϕ( δg) ∈ k̂G.
Example 4.25. Consider the induced partial action given by Proposition 4.13, where L is a
symmetric partial A-module algebra via a ·x = 1L(a⊲x), for all a ∈ A and x ∈ L, with e(a) = a ·1L,
for all a ∈ A.
In this case, A ·L has nondegenerate product, because ⊲ is a global action of A on R. Moreover,
there exists b ∈ A such that b ⊲ 1L = 1L, since 1L is a central idempotent in R = A ⊲ R. Then
e(a) = 1L(a ⊲ 1L) = 1L(a ⊲ (b ⊲ 1L)) = 1L(ab ⊲ 1L) = e(ab),
for all a ∈ A. Similarly, e(a(1))e(a(2)) = e(a), for all a ∈ A. Besides that, considering the element
k ∈ A such that, kb = b = bk, we have that e(k) = 1M(A·L).
Therefore, A · L is a symmetric right partial Â-comodule algebra.
Corolary 4.26. Let (A ·R, ρ,E) be a partial Â-comodule algebra derived by Proposition 4.22, then
there is a structure of a partial A-module algebra on A ·R which coincides with the original partial
A-module algebra (A · R, ·, e).
Proof. Let A · R be a partial Â-comodule algebra derived by Proposition 4.22, i. e., ρ(a · x)(1 ⊗
ϕ( b)) = e(S−1(b(2)))(S
−1(b(1))a · x) ⊗ ϕ( b(3)) and E(1 ⊗ ϕ( b)) = e(S
−1(b(1)))|A·R ⊗ ϕ( b(2)).
Thus, by Proposition 4.20,
̂̂
A is a partial (A · R)-module algebra with
̂̂
b ⇀ (a · x) = (ı⊗ ψ̂)(ρ(a · x)(1 ⊗ ϕ( S(b))))
e˜(̂̂b)(a · x) = (ı⊗ ψ̂)(E(a · x⊗ ϕ( S(b)))),
where
̂̂
b = ψ̂( ϕ( S(b))). Indeed, for all a, b ∈ A and x ∈ R,
̂̂
b ⇀ (a · x) = (ı⊗ ψ̂)(ρ(a · x)(1 ⊗ ϕ( S(b))))
= e(b(2))(b(3)a · x)ψ̂(ϕ( S(b(1))))
= e(b(1))(b(2)a · x)
= b · (a · x),
in which we used in the third equality the identity ψ̂(ϕ( S(b))) = ε(b) ([25], Proposition 4.8).
Moreover,
e˜(̂̂b)(a · x) = (ı⊗ ψ̂)(E(a · x⊗ ϕ( S(b))))
= (ı⊗ ψ̂)(e(S−1(S(b(2))))(a · x)⊗ ϕ( S(b(1))))
= e(b(2))(a · x)ψ̂(ϕ( S(b(1))))
= e(b)(a · x).
Therefore, A is a partial (A ·R)-module algebra via · . 
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5. Morita Context
In reference [28] the authors constructed a Morita context connecting the smash product algebra
and the coinvariant algebra. Generalizing these ideas, we extend this result to the setting of partial
(co)actions of multiplier Hopf algebras.
5.1. Smash product algebra and the coinvariant algebra. We start defining the smash prod-
uct and the algebra of (co)invariant elements. We also present their respective properties which
are fundamental for the construction of a generalized Morita context.
Definition 5.1. Let (R, ·, e) be a partial A-module algebra. The smash product algebra R#A is
the vector space R⊗A endowed with the product given by the following rule
(x#a)(y#b) = x(a(1) · y)#a(2)b,
for all x, y ∈ R and a, b ∈ A.
Notice that the smash product makes sense because ∆(a)(1 ⊗ b) = a(1) ⊗ a(2)b ∈ A⊗A.
Proposition 5.2. If (R, ·, e) is a partial A-module algebra, then the product of R#A is left non-
degenerate, i.e., if (x#a)(y#b) = 0, for all (x#a) ∈ R#A, then, (y#b) = 0.
Proof. First of all, we observe that any element of R#A can be written in the form
n∑
i=1
yi#bi with
the bi’s linearly independent. Assuming that (x#a)(
n∑
i=1
yi#bi) = 0 for all x ∈ R and a ∈ A, we
need to prove that
n∑
i=1
yi#bi = 0. It is enough to prove that yi = 0, for all i ∈ 1, ..., n. Indeed, it
follows from the nondegeneracy of the product of R that
n∑
i=1
(a(1) · yi)#a(2)bi = 0.
Now, considering that for any c ∈ A there exist d, e ∈ A such that (1⊗ c)∆(a) = d⊗ e,
0 = (a(1) · yi)#ca(2)bi
=
n∑
i=1
d · yi#ebi.
Since the product of A is nondegenerate
∑n
i=1 d · yi#bi = 0. As the bi’s are linearly independent,
it follows that f(d · yi) = 0, for all d ∈ A, i ∈ {1, ..., n} and any linear functional f of R. Hence
d · yi = 0 for all d ∈ A and so, because of the nondegeneracy of the action (condition (iv) of
Definition 4.6), yi = 0, for all 1 ≤ i ≤ n. 
Remark 5.3. Suppose (R, ·, e) be a symmetric partial A-module algebra. If A ·R has a nondegen-
erate product and m ∈M(R), then m|A·R = (m,m) ∈M(A ·R) as follows
m : A · R −→ A ·R and m : A ·R −→ A · R
xe(a) 7−→ mxe(a) e(a)x 7−→ e(a)xm.
The well definition of these maps are ensured by Proposition 4.19.
In what follows, A ·R will be an algebra with a nondegenerate product.
Definition 5.4. Let (R, ·, e) be a symmetric partial A-module algebra. We define the invariant
algebra as the subalgebra of the elements of M(R) which are invariant by the partial action, as
follows
RA = {m ∈M(R); a ·m = m|A·R(a · 1M(R)) and a ·m = (a · 1M(R))m|A·R,∀a ∈ A}.
We denote the invariant subalgebra by RA following the notation given in [28].
Proposition 5.5. If (R, ·, e) is a symmetric partial A-module algebra, then
(i) {m ∈M(R); a · (xm) = (a · x)m and a · (mx) = m(a · x),∀a ∈ A and x ∈ R} ⊆ RA;
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(ii) RA ⊆ {m ∈M(R); a · (m(c · x)) = m(a · x), ac = a = ca, a · x = a · c · x, ∀a ∈ A x ∈ R}.
Proof. (i) Let m ∈ M(R) such that a · (xm) = (a · x)m and a · (mx) = m(a · x), for all a ∈ A and
x ∈ R, thus
(a ·m)(b · x)
4.16
= a(1) · (m(S(a(2))b · x))
= m(a(1) · (S(a(2))b · x))
= m|A·R(a1 · (S(a2)b · x))
= m|A·R(a · 1M(R))(b · x),
for all b ∈ A. Similarly, (b · x)(a ·m) = (b · x)(a · 1M(R))m|A·R.
(ii) Let a ∈ A, x ∈ R and m ∈ RA, then
m(a · x)
4.6(iii)
= m(a · (c · x))
= m|A·R(a · (c · x))
4.17(i)
= m|A·R(a(1) · 1M(R))(a(2)c · x)
= (a(1) ·m)(a(2)c · x)
= a · (m(c · x)).

Definition 5.6. Let (R, ρ,E) be a symmetric partial A-comodule algebra. We define the coinvari-
ant algebra as the subalgebra of the elements of M(R) which are invariant by ρ as follows
RcoA = {m ∈M(R); ρ(m) = (m⊗ 1)E and ρ(m) = E(m⊗ 1)}. (13)
Proposition 5.7. If (R, ρ,E) is a symmetric partial A-comodule algebra, then
RcoA = {m ∈M(R); w · (mx) = m(w · x) and w · (xm) = (w · x)m,x ∈ R and w ∈ Â}.
Proof. Let m ∈ RcoA, w = ϕ( a) ∈ Â and x ∈ R. Then
(w · x)m = (ı⊗ ϕ)(ρ(x)(1 ⊗ a))m
= (ı⊗ ϕ)(ρ(x)(1 ⊗ a)(m⊗ 1))
= (ı⊗ ϕ)(ρ(x)(m ⊗ 1)(1 ⊗ a))
= (ı⊗ ϕ)(ρ(x)E(m ⊗ 1)(1 ⊗ a))
= (ı⊗ ϕ)(ρ(x)ρ(m)(1 ⊗ a))
= (ı⊗ ϕ)(ρ(xm)(1 ⊗ a))
= w · (xm).
In a similar way, w · (mx) = m(w · x).
Conversely, given ϕ( c) ∈ Â and writing E(x⊗ a) =
∑
k ρ(yk)(1⊗ bk) we have that
(ı⊗ ϕ( c))((m ⊗ 1)E(x⊗ a)) = m(ı⊗ ϕ)(E(x ⊗ a)(1 ⊗ c))
= m(ı⊗ ϕ)(
∑
k
ρ(yk)(1⊗ bk)(1⊗ c))
=
∑
k
m((ı⊗ ϕ)(ρ(yk)(1⊗ bkc)))
=
∑
k
m(ϕ( bkc) · yk)
=
∑
k
(ϕ( bkc) · (myk))
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= (ı⊗ ϕ)
∑
k
(ρ(myk)(1⊗ bkc))
= (ı⊗ ϕ( c))(ρ(m)E(x ⊗ a))
= (ı⊗ ϕ( c))(ρ(m)(x ⊗ a)),
for all c ∈ A, then (m ⊗ 1)E(x ⊗ a) = ρ(m)(x ⊗ a), for all x ∈ R and a ∈ A. Therefore,
(m⊗ 1)E = ρ(m). Similarly, E(m⊗ 1) = ρ(m). 
Definition 5.8. Let (R, ρ,E) be a partial A-comodule algebra. We say that the partial coaction
ρ is reduced if it satisfies (R⊗ 1)ρ(R) ⊆ (R ⊗A)E.
Remark 5.9. Notice that in the case of reduced partial coactions, the inclusion above allows the
use of the sigma notation because (y ⊗ 1)ρ(x) ∈ (R ⊗ A)E, for any x, y ∈ R, hence we can write
(y⊗ 1)ρ(x) = yx(0)⊗x(1). Remember that in this notation one can not say that x(0)⊗x(1) belongs
to the algebra R⊗A, but all the term yx(0)⊗x(1) ∈ R⊗A. In the case that R has local units, then
one could think about the sigma notation for the coaction as in the case of the comultiplication.
Proposition 5.10. If (R, ρ,E) is a reduced partial coaction, then ρ(R)(R⊗ 1) ⊆ E(R ⊗A).
Proof. Indeed, let x, y ∈ R, a, b ∈ A and write (1⊗ a)ρ(x) =
∑
i xiy ⊗ ai, then
(1⊗ a)ρ(x)(y ⊗ 1)(1 ⊗ S(b)) =
=
∑
i
xiy ⊗ aiS(b)
=
∑
i
xiy
(0) ⊗ aiS(b(1))ε(b(2)y
(1))
=
∑
i
xiy
(0) ⊗m(ı⊗ S)((aiS(b(1))⊗ 1)∆(b(2)y
(1)))
= (ı⊗m(ı⊗ S))(
∑
i
(xi ⊗ aiS(b(1))⊗ 1)(ı⊗∆)((1 ⊗ b(2))ρ(y)))
= (ı⊗m(ı⊗ S))((
∑
i
xi ⊗ (aiS(b(1))⊗ 1)∆(b(2)))(ı⊗∆)(ρ(y)))
= (ı⊗m(ı⊗ S))((
∑
i
xi ⊗ ai ⊗ b)(ı⊗∆)(ρ(y)))
= (ı⊗m(ı⊗ S))(((1 ⊗ a)ρ(x)⊗ b)(ı⊗∆)(ρ(y)))
3.9
= (ı⊗m(ı⊗ S))(((1 ⊗ a)ρ(x)E ⊗ b)(ı ⊗∆)(ρ(y)))
= (ı⊗m(ı⊗ S))(((1 ⊗ a)ρ(x)⊗ 1)(E ⊗ b)(ı⊗∆)(ρ(y)))
(8)
= (ı⊗m(ı⊗ S))((1 ⊗ a⊗ 1)(ρ(x) ⊗ 1)(ρ⊗ ı)((1 ⊗ b)ρ(y)))
= (ı⊗m(ı⊗ S))((1 ⊗ a)ρ(xy(0))⊗ by(1))
= (1⊗ a)ρ(xy(0))(1⊗ S(y(1)))(1⊗ S(b)),
for all a, b ∈ A, thus ρ(x)(y ⊗ 1) = ρ(xy(0))(1 ⊗ S(y(1))) ∈ E(R ⊗ A), by definition of a partial
coaction. 
Remark 5.11. If (R, ρ,E) is a reduced symmetric partial A-comodule algebra, then we can define
the following linear map
β : R⊗RcoA R −→ (R ⊗A)E
x⊗ y 7−→ (x⊗ 1)ρ(y).
Example 5.12. If R is a reduced A-comodule algebra and f is a central idempotent in R, then
L = fR is a reduced symmetric partial A-comodule algebra, by Proposition 3.22.
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Example 5.13. Consider Proposition 3.18. If m ∈ A, then (R, ρ,E) is a reduced partial A-
comodule algebra.
The following results will be useful in the next section.
Lemma 5.14. Let (R, ρ,E) be a reduced symmetric partial A-comodule algebra. Then
(ρ⊗ ı)(ρ(x)(y ⊗ 1))(1 ⊗ a⊗ 1) =
∑
j
(ı⊗∆)(ρ(x)(zj ⊗ 1))(1 ⊗ bj ⊗ 1),
where ρ(y)(1⊗ a) =
∑
j zj ⊗ bj , for all x, y ∈ R and a ∈ A.
Proof. Let x, y ∈ R and a ∈ A. Then
(ρ⊗ ı)(ρ(x)(y ⊗ 1))(1 ⊗ a⊗ c) = (ρ⊗ ı)(ρ(x)(1 ⊗ c)(y ⊗ 1))(1 ⊗ a⊗ 1)
= (ρ⊗ ı)(ρ(x)(1 ⊗ c))(ρ(y)(1 ⊗ a)⊗ 1)
(9)
= (ı⊗∆)(ρ(x))(E ⊗ 1)(1⊗ 1⊗ c)(ρ(y)(1 ⊗ a)⊗ 1)
= (ı⊗∆)(ρ(x))(ρ(y)(1 ⊗ a)⊗ c)
= (ı⊗∆)(ρ(x))(
∑
j
zj ⊗ bj ⊗ c)
=
∑
j
(ı⊗∆)(ρ(x)(zj ⊗ 1))(1 ⊗ bj ⊗ c).

Lemma 5.15. If (R, ρ,E) is a reduced symmetric partial A-comodule algebra then
(ρ⊗ ı)((x ⊗ 1)ρ(y)) = (ρ(x)⊗ 1)(ı⊗∆)(ρ(y)),
for all x, y ∈ R.
Proof. Let x, y ∈ R and a ∈ A,
(ρ⊗ ı)((x ⊗ 1)ρ(y))(1 ⊗ 1⊗ a) = (ρ⊗ ı)((x⊗ 1)ρ(y)(1 ⊗ a))
= (ρ(x)⊗ 1)(E ⊗ 1)(ı ⊗∆)(ρ(y))(1 ⊗ 1⊗ a)
= (ρ(x)⊗ 1)(ı ⊗∆)(ρ(y))(1 ⊗ 1⊗ a).

5.2. A Morita Context. Our aim in this section is to construct a Morita context relating the
coinvariant algebra RcoA and a subalgebra of the smash product R#A, in the following situation:
A is a regular multiplier Hopf algebra with integrals, Â is its dual algebra, R is an algebra with a
nondegenerate product such that R2 = R, and (R, ρ,E) a reduced symmetric partial A-comodule.
In [25] it is shown the existence of a unique invertible element δ ∈M(A) such that
(ϕ⊗ ı)∆(a) = ϕ(a)δ, (14)
for all a ∈ A, whose the inverse is given by S(δ), and ∆(δ) = δ ⊗ δ. We denote â = ϕ( a) and
âδ = ϕ( δa).
Definition 5.16. Let (R, ρ,E) be a partial A-comodule algebra and
Ω = {(ı⊗ ϕ)(ρ(x)(1 ⊗ a)) ; x ∈ R, a ∈ A} ⊆ R.
We say that ρ is a restrict partial coaction if it is reduced and there is a ∈ A such that (ı⊗ϕ)(E(1⊗
a)) = 1M(R)|Ω.
Observe that if R is a restrict symmetric partial A-comodule algebra, then R is a symmetric
partial Â-module algebra and the restriction assumption implies that the product in Â · R is
nondegenerate. Hence, the symmetric partial action of Â on R can be extended to a linear map of
Â on M(R). The extension of the partial action of Â on M(R) is fundamental for the construction
of the algebras that will appear in the sequel.
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Example 5.17. Consider the partial coaction given by Example 3.23 and take a = δq ∈ AG, with
q ∈ N . Then L is a restrict symmetric partial AG-comodule algebra.
Example 5.18. Consider the partial coaction given by Example 3.20 and take a = δq ∈ AG, with
q ∈ N . Then R is a restrict symmetric partial AG-comodule algebra.
Proposition 5.19. If (R, ρ,E) is a restrict symmetric partial A-comodule algebra, then
(i) (Â · R)#Â is a subalgebra of R#Â;
(ii) RcoA ⊆ RÂ.
Proof. (i) By Proposition 4.19 it follows that e(Â)R = Â · R = Re(Â) is a subalgebra of R, thus
Â · R is a partial Â-submodule algebra of R because
ϕ( a) · (ϕ( b) · x)
4.17
= e(ϕ( a)(1))(ϕ( a)(2)ϕ( b) · x) ∈ e(Â)R = Â · R,
for all ϕ( a), ϕ( b) ∈ Â and x ∈ R. Therefore, (Â ·R)#Â is a subalgebra of R#Â.
(ii) This result follows from Propositions 5.5 and 5.7. 
It follows bellow some useful results for the construction of the Morita context.
Lemma 5.20. Under the above conditions, Â ·R is a unitary ((Â ·R)#Â, RcoA)-bimodule with the
following structure
(x#â) ⊲ y = x(â · y)
x ⊳ m = xm,
for all x, y ∈ Â ·R, â ∈ Â and m ∈ RcoA.
Proof. We begin verifying that Â ·R is a left unitary ((Â ·R)#Â)-module. In fact, let x, y, z ∈ Â ·R
and â, b̂ ∈ Â,
(x#â) ⊲ ((y#b̂) ⊲ z) = x(â · (y(̂b · z)))
= x(â(1) · y)(â(2)b̂ · z)
= (x(â(1) · y)#â(2)b̂) ⊲ z
= ((x#â)(y#b̂)) ⊲ z.
And, the fact that the module is unitary it follows from R2 = R and e(Â)R = Â · R = Re(Â).
Furthermore, it follows directly from Proposition 5.7 and the fact that 1M(R) ∈ R
coA, that Â ·R is
a right unitary RcoA-module and
((x#a) ⊲ z) ⊳ m = (x(â · z))m
= (x(â · z)m)
5.7
= x(â · zm)
= (x#â) ⊲ (zm)
= (x#â) ⊲ (z ⊳ m).
Hence, Â ·R is a ((Â ·R)#Â, RcoA)-bimodule.

Lemma 5.21. Under the above conditions, Â ·R is a unitary (RcoA, (Â ·R)#Â)-bimodule with the
following structure
x ⊳ (y#â) = S−1(âδ) · (xy)
m ⊲ x = mx,
for all x, y ∈ Â ·R, â ∈ Â and m ∈ RcoA.
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Proof. It is enough to check that Â ·R is a right ((Â ·R)#Â)-module, the other statements follow
in a similar way from Lemma 5.20. Indeed, let x ∈ Â ·R and y#â, z#b̂ ∈ (Â · R)#Â,
(x ⊳ (y#â)) ⊳ (z#b̂) = S−1(̂bδ) · ((S−1(âδ) · (xy))z)
4.6(v)
= (S−1((̂bδ)(2))S
−1(âδ) · (xy))(S−1((̂bδ)(1)) · z)
= (S−1(âδ (̂bδ)(2)) · (xy))(S
−1((̂bδ)(1)) · z)
= (S−1((âδ)(3) (̂b
δ)(2)) · (xy))(S
−1((̂bδ)(1))S
−1((âδ)(2))(â
δ)(1) · z)
= (S−1(((âδ)(2)b̂
δ)(2)) · (xy))(S
−1(((âδ)(2)b̂
δ)(1))(â
δ)(1) · z)
4.6(i)
= S−1((âδ)(2)b̂
δ) · ((xy)((âδ)(1) · z))
= S−1((â(2)b̂)
δ) · (x(y(â(1) · z)))
= x ⊳ (y(â(1) · z)#â(2)b̂)
= x ⊳ ((y#â)(z#b̂)).

Proposition 5.22. Let (R, ρ,E) be a restrict symmetric partial coaction. Then the linear map
( , ) : (Â ·R)⊗
(Â·R)#Â
(Â · R) −→ RcoA
x⊗ y 7−→ (x, y) = (ı⊗ ϕ)ρ(xy)
is RcoA-bilinear and satisfies (x ⊳ (y#â), z) = (x, (y#â) ⊲ z), for all x, y, z ∈ Â · R, â ∈ Â.
Proof. For every x ∈ Â ·R, define (id⊗ ϕ)ρ(x) ∈M(R), as follows,
((ı ⊗ ϕ)ρ(x))y = (ı⊗ ϕ)(ρ(x)(y ⊗ 1))
y((ı⊗ ϕ)ρ(x)) = (ı⊗ ϕ)((y ⊗ 1)ρ(x)),
for all y ∈ R, thus (ı⊗ ϕ)ρ(x) ∈ RcoA.
Indeed, let s⊗ a ∈ R⊗A and write E(s ⊗ a) =
∑
i
ρ(si)(1⊗ ai) =
∑
i,j
rij ⊗ bij ,
ρ((ı ⊗ ϕ)ρ(x))(s ⊗ a) = ρ((ı⊗ ϕ)ρ(x))(
∑
i
ρ(si)(1⊗ ai))
=
∑
i
ρ((ı⊗ ϕ)(ρ(x)(si ⊗ 1)))(1 ⊗ ai)
=
∑
i
ρ(x(0)si)(1⊗ ai)ϕ(x
(1))
= (ı⊗ ı⊗ ϕ)(
∑
i
(ρ⊗ ı)(ρ(x)(si ⊗ 1))(1 ⊗ ai ⊗ 1))
5.14
= (ı⊗ ı⊗ ϕ)(
∑
i,j
(ı⊗∆)(ρ(x)(rij ⊗ 1))(1 ⊗ bij ⊗ 1))
=
∑
i,j
x(0)rij ⊗ bijϕ(x
(1))
=
∑
i,j
(ı⊗ ϕ)(ρ(x)(rij ⊗ 1))⊗ bij
=
∑
i,j
(((ı ⊗ ϕ)ρ(x))rij)⊗ bij
= ((ı⊗ ϕ)ρ(x)⊗ 1)(
∑
i
ρ(si)(1⊗ ai))
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= ((ı⊗ ϕ)ρ(x)⊗ 1)E(s ⊗ a),
for all s⊗ a ∈ R⊗A, concluding that the linear map ( , ) is well defined.
To verify that the map ( , ) is ((Â · R)#Â)-balanced, consider x, y, z ∈ Â · R, â ∈ Â and write
âδ = ϕ( δa) = ϕ(c ), thus S−1(âδ) = ϕ ◦ S−1( S(c)) and,
(y ⊳ (x#â), z)(r) =
= (S−1(âδ) · (yx), z)(r)
= ((yx)(0), z)(r)ϕ ◦ S−1((yx)(1)S(c))
= ((ı⊗ ϕ)ρ((xy)(0)z))rϕ ◦ S−1((yx)(1)S(c))
= (ı⊗ ϕ)(ρ((xy)(0)z)(r ⊗ 1))ϕ ◦ S−1((yx)(1)S(c))
= (ı⊗ ϕ⊗ ϕ ◦ S−1)((ρ⊗ ı)(ρ(yx)(1 ⊗ S(c))(z ⊗ 1))(r ⊗ 1⊗ 1))
(9)
= (ı⊗ ϕ⊗ ϕ ◦ S−1)((ı ⊗∆)(ρ(yx))(E ⊗ 1)(ρ(z)(r ⊗ 1)⊗ S(c)))
= (ı⊗ ϕ⊗ ϕ ◦ S−1)((ı ⊗∆)(ρ(yx))(ρ(z)(r ⊗ 1)⊗ S(c)))
= (ı⊗ ϕ⊗ ϕ ◦ S−1)((ı ⊗∆)(ρ(yx))(
∑
i
ri ⊗ di ⊗ S(c)))
= (ı⊗ ϕ⊗ ϕ ◦ S−1)(
∑
i
(yx)(0)ri ⊗∆((yx)
(1))(di ⊗ S(c)))
=
∑
i
(yx)(0)riϕ(((yx)
(1))(1)di)ϕ(cS
−1(((yx)(1))(2)))
=
∑
i
(yx)(0)riϕ(((yx)
(1))(1)di)ϕ(S
−1(((yx)(1))(2))δa)
(∗)
=
∑
i
(yx)(0)riϕ(S
−1(((yx)(1))(2))((ϕ⊗ ı)∆(((yx)
(1))(1)di))a)
=
∑
i
(yx)(0)riϕ(S
−1(((yx)(1))(2))(ϕ⊗ ı)(∆(((yx)
(1))(1)di)(1 ⊗ a)))
=
∑
i
(yx)(0)riϕ(((yx)
(1))(1)(di)(1))ϕ(S
−1(((yx)(1))(3))((yx)
(1))(2)(di)(2)a)
=
∑
i
(yx)(0)riϕ((yx)
(1)(di)(1))ϕ((di)(2)a)
= (ı⊗ ϕ⊗ ϕ)(
∑
i
(ρ(yx)(ri ⊗ 1)⊗ 1)(1 ⊗∆(di)(1⊗ a))
= (ı⊗ ϕ⊗ ϕ)((ρ(yx) ⊗ 1)((ı ⊗∆)(
∑
i
ri ⊗ di)(1⊗ 1⊗ a)))
= (ı⊗ ϕ⊗ ϕ)((ρ(yx) ⊗ 1)((ı ⊗∆)(ρ(z)(r ⊗ 1))(1 ⊗ 1⊗ a))),
where in (∗) we used (ϕ⊗ ı)∆(a) = ϕ(a)δ. On the other hand,
(y, (x#â) ⊲ z)(r) =
= ((ı ⊗ ϕ)(ρ(yx(â · z))))(r)
= (ı⊗ ϕ)(ρ(yx(â · z))(r ⊗ 1))
= (ı⊗ ϕ)(ρ(yxz(0))(r ⊗ 1))ϕ(z(1)a)
= (ı⊗ ϕ⊗ ϕ)((ρ(yx) ⊗ 1)(ρ⊗ ı)(ρ(z)(1 ⊗ a))(r ⊗ 1⊗ 1))
(7)
= (ı⊗ ϕ⊗ ϕ)((ρ(yx) ⊗ 1)(E ⊗ 1)(ı⊗∆)(ρ(z))(r ⊗ 1⊗ a))
3.9
= (ı⊗ ϕ⊗ ϕ)((ρ(yx) ⊗ 1)((ı ⊗∆)(ρ(z)(r ⊗ 1))(1 ⊗ 1⊗ a))),
for any r ∈ R, therefore (y ⊳ (x#â), z) = (y, (x#â) ⊲ z).
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The bilinearity follows in a natural way because for x, y ∈ Â · R and m ∈ RcoA, then, we have
(m ⊲ x, y)(r) = (ı⊗ ϕ)(ρ(m(xy))(r ⊗ 1))
(13)
= (ı⊗ ϕ)((m ⊗ 1)Eρ(xy)(r ⊗ 1))
= m((xy)(0)r)ϕ((xy)(1))
= (m(x, y))(r),
for all r ∈ R. 
Lemma 5.23. Let (R, ρ,E) be a restrict symmetric partial coaction. Then exists a well defined
linear map
θ : (Â ·R)⊗RcoA (Â · R) −→ (Â · R)#Â
x⊗ y 7−→ θ(x⊗ y) := xy(0)#ϕ(y(1) )
satisfying θ(x⊗ y)(z ⊗ a) = θ(x⊗ y)(E(z ⊗ a)), for x, y, z ∈ Â · R and a ∈ A.
Proof. Let x, y ∈ Â · R and m ∈ RcoA. Then
θ(x ⊳ m, y) = (xm)y(0)#ϕ(y(1) )
= (ı⊗ ϕ)((x⊗ 1)(m⊗ 1)Eρ(y)(1 ⊗ ))
(13)
= (ı⊗ ϕ)((x⊗ 1)ρ(m)ρ(y)(1 ⊗ ))
= x(my)(0)#ϕ((my)(1) )
= θ(x,m ⊲ y),
which means that is RcoA-balanced. And, given x, y, z ∈ Â ·R, where y =
∑
i b̂i · yi and a ∈ A, we
obtain
θ(x⊗ y)(z ⊗ a) = θ(x⊗
∑
i
b̂i · yi)(z ⊗ a)
=
∑
i
θ(x⊗ (yi)
(0))ϕ((yi)
(1)bi)(z ⊗ a)
=
∑
i
(x(yi)
(0)(0)#ϕ((yi)
(0)(1) )ϕ((yi)
(1)bi))(z ⊗ a)
= (ı⊗ ϕ⊗ ϕ)(
∑
i
x(yi)
(0)(0)z ⊗ (yi)
(0)(1)a⊗ (yi)
(1)bi)
= (ı⊗ ϕ⊗ ϕ)(
∑
i
(x⊗ 1⊗ 1)(ρ⊗ ı)(ρ(yi)(1⊗ bi))(z ⊗ a⊗ 1))
(9)
= (ı⊗ ϕ⊗ ϕ)(
∑
i
(x⊗ 1⊗ 1)(ı⊗∆)(ρ(yi))(E(z ⊗ a)⊗ bi)).
On the other hand, repeating the above process, we have
θ(x⊗ y)(E(z ⊗ a)) = θ(x⊗
∑
i
b̂i · yi)(
∑
j
zj ⊗ cj)
= (ı⊗ ϕ⊗ ϕ)(
∑
i
(x⊗ 1⊗ 1)(ı ⊗∆)(ρ(yi))(E(
∑
j
zj ⊗ cj)⊗ bi))
= (ı⊗ ϕ⊗ ϕ)(
∑
i
(x⊗ 1⊗ 1)(ı ⊗∆)(ρ(yi))(E(E(z ⊗ a))⊗ bi))
= (ı⊗ ϕ⊗ ϕ)(
∑
i
(x⊗ 1⊗ 1)(ı ⊗∆)(ρ(yi))(E(z ⊗ a)⊗ bi)).
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Hence, θ(x⊗ y)(z ⊗ a) = θ(x⊗ y)(E(z ⊗ a)). 
Remark 5.24. Under these conditions, Lemma 5.23 suggests to define the following algebra
B := ((Â · R)#Â)|
E((Â·R)⊗A)
with product given by
(x#â)|
E((Â·R)⊗A)
(y#b̂)|
E((Â·R)⊗A)
= [(x#â)(y#b̂)]|
E((Â·R)⊗A)
,
for all x, y ∈ Â · R and â, b̂ ∈ Â.
Therefore, it is important to observe that the results 5.20, 5.21 e 5.22 still remains true for the
algebra B. Then in what follows, we will write this algebra B just as (Â · R)#Â, in order to do
not overload the notation.
Proposition 5.25. Let (R, ρ,E) be a restrict symmetric partial coaction. Then the linear map
[ , ] : (Â ·R)⊗RcoA (Â · R) −→ (Â · R)#Â
x⊗ y 7−→ [x, y] = xy(0)#ϕ(y(1) )
is ((Â ·R)#Â)-bilinear and [x ⊳ m, y] = [x,m ⊲ y], for all x, y ∈ Â ·R, m ∈ RcoA.
Proof. By Lemma 5.23 it only remains to check the bilinearity of the map [ , ]. Indeed, consider
â ∈ Â and x, y, z ∈ Â ·R,
((x#â)[y, z])(w ⊗ b) =
= ((x#â)(yz(0)#ϕ(z(1) )))(w ⊗ b)
= (x(â(1) · yz
(0))#â(2)ϕ(z
(1) ))(w ⊗ b)
(∗)
=
∑
i
x(yz(0))(0)wϕ((yz(0))(1)ci)ϕ(bdi)
=
∑
i
(ı⊗ ϕ)((x ⊗ 1)ρ(yz(0))(w ⊗ 1)(1 ⊗ ci))ϕ(bdi)
=
∑
i
(ı⊗ ϕ)((x ⊗ 1)((yz(0))(0)w ⊗ (yz(0))(1))(1 ⊗ ci))ϕ(bdi)
= x((yz(0))(0)w)(
∑
i
ϕ( ci)⊗ ϕ( di))((yz
(0))(1) ⊗ b)
(∗∗)
= x((yz(0))(0)w)(∆̂(â)(1 ⊗ ϕ(z(1) )))((yz(0))(1) ⊗ b)
= x((yz(0))(0)w)(â⊗ ϕ(z(1) ))(((yz(0))(1) ⊗ 1)∆(b))
= x((yz(0))(0)w)(ϕ ⊗ ϕ(z(1) ))(((yz(0))(1) ⊗ 1)∆(b)(a ⊗ 1))
= x((yz(0))(0)w)ϕ((yz(0))(1)(b(1)a))ϕ(z
(1)b(2))
= (ı⊗ ϕ⊗ ϕ)((x ⊗ 1⊗ 1)(ρ⊗ ı)((y ⊗ 1)ρ(z))(w ⊗∆(b)(a⊗ 1))),
where, for the equalities (∗) and (∗∗) we use ∆̂(â)(1⊗ ϕ(z(1) )) =
∑
i ϕ( ci)⊗ ϕ( di).
On the other hand, for all w ⊗ b ∈ E((Â · R)⊗A),
[(x#â) ⊲ y, z](w ⊗ b) =
= [x(â · y), z](w ⊗ b)
= (x(â · y)z(0) ⊗ ϕ(z(1) ))(w ⊗ b)
= x(â · y)z(0)wϕ(z(1)b)
= xy(0)ϕ(y(1)a)z(0)wϕ(z(1)b)
= (xy(0))z(0)wϕ(y(1)a)ϕ(z(1)b)
(∗)
= (ı⊗ ϕ⊗ ϕ)((x ⊗ 1)ρ(y) ⊗ 1)(ı ⊗∆)(ρ(z)(1 ⊗ b))(w ⊗ a⊗ 1))
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= (ı⊗ ϕ⊗ ϕ)((x ⊗ 1⊗ 1)(ρ(y) ⊗ 1)(ı ⊗∆)(ρ(z))(w ⊗∆(b)(a⊗ 1)))
5.15
= (ı⊗ ϕ⊗ ϕ)((x ⊗ 1⊗ 1)(ρ⊗ ı)((y ⊗ 1)ρ(z))(w ⊗∆(b)(a⊗ 1))),
in which in (∗) we used the left invariance of the integral ϕ. Thus, (x#â)[y, z] = [(x#â) ⊲ y, z].
Also, we have,
([y, z](x#â))(w ⊗ b) = ((yz(0))(ϕ(z(1) )(1) · x)#ϕ(z
1 )(2)â)(w ⊗ b)
= (
∑
i
(yz(0))(ϕ( ci) · x)#ϕ( di))(w ⊗ b)
=
∑
i
(ı⊗ ϕ)((yz(0) ⊗ 1)ρ(x)(1 ⊗ ci))wϕ(bdi)
=
∑
i
(ı⊗ ϕ)(((yz(0))x(0) ⊗ x(1))(1⊗ ci))wϕ(bdi)
=
∑
i
(yz(0))x(0)ϕ(x(1)ci)wϕ(bdi)
= (yz(0))x(0)w(∆̂(ϕ(z(1) ))(1 ⊗ â))(x(1) ⊗ b)
= (yz(0))x(0)wϕ(z(1)x(1)b(1))â(b(2))
= (ı⊗ ϕ⊗ â)(((yz(0) ⊗ z(1))ρ(x)(w ⊗ 1)⊗ 1)(1 ⊗∆(b)))
= (ı⊗ ϕ⊗ â)(((y ⊗ 1)ρ(zx)(w ⊗ 1)⊗ 1)(1 ⊗∆(b)))
= (ı⊗ ϕ⊗ â)(((y(zx)(0) ⊗ (zx)(1))(w ⊗ 1)⊗ 1)(1 ⊗∆(b)))
(∗)
= (y(zx)(0))wϕ((zx)(1)b(1))â(b(2)S
−1(δ)δ)
= (y(zx)(0))wϕ((zx)(1)b(1))â
δ(b(2)S
−1(δ))
= (y(zx)(0))wϕ((zx)(1)b1)S
−1(âδ)(δS(b(2)))
(14)
= (y(zx)(0))wS−1(âδ)(((ϕ ⊗ ı)∆((zx)(1)b(1)))S(b(2)))
= (y(zx)(0))wS−1(âδ)(((zx)(1))(2))ϕ(((zx)
(1))(1)b)
= (ı⊗ ϕ⊗ S−1(âδ))((y(zx)(0))w ⊗∆((zx)(1))(b⊗ 1))
= y(zx)(0)wϕ(((zx)(1))(1)b)S
−1(âδ)(((zx)(1))(2))
(∗∗)
= y(zx)(0)wϕ(((zx)(1))(1)b)ϕ(((zx)
(1))(2)c)
= (ı⊗ ϕ⊗ ϕ)((ı ⊗∆)((y ⊗ 1)ρ(zx))(w ⊗ b⊗ c)),
where, in equality (∗) we used the distinguished group-like element δ ∈ M(A) as defined in (14)
and in (∗∗) we defined the element c ∈ A such that
S−1(âδ) = ϕ( c). (15)
On the other hand,
[y, z ⊳ (x#â)](w ⊗ b) = [y, S−1(âδ) · (zx)](w ⊗ b)
(15)
= [y, ϕ( c) · (zx)](w ⊗ b)
= (y((zx)(0))(0)#ϕ(((zx)(0))(1) ))ϕ((zx)(1)c)(w ⊗ b)
= y((zx)(0))(0)wϕ(((zx)(0))(1)b)ϕ((zx)(1)c)
= (ı⊗ ϕ⊗ ϕ)((y ⊗ 1⊗ 1)(ρ⊗ ı)(ρ(zx)(1 ⊗ c))(w ⊗ b⊗ 1))
(9)
= (ı⊗ ϕ⊗ ϕ)((y ⊗ 1⊗ 1)(ı ⊗∆)(ρ(zx))(E(w ⊗ b)⊗ c))
= (ı⊗ ϕ⊗ ϕ)((ı ⊗∆)((y ⊗ 1)ρ(zx))(w ⊗ b⊗ c)),
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where in the last equality we are using w ⊗ b ∈ E((Â · R)⊗A). Then [y, z](x#â) = [y, z ⊳ (x#â)].
Therefore, [ , ] is bilinear. 
Now, we have all the necessary conditions to construct the corresponding Morita context.
Theorem 5.26. Let (R, ρ,E) be a restrict symmetric partial A-comodule algebra. Then
((Â · R)#Â, RcoA, (Â·R)#Â(Â ·R)RcoA ,RcoA(Â ·R)(Â·R)#Â, [ , ], ( , ))
is a Morita context.
Proof. By the results 5.20, 5.21, 5.22 and 5.25 it only remains to verify the compatibility conditions
[x, y] ⊲ z = x ⊳ (y, z) (16)
(x, y) ⊲ z = x ⊳ [y, z], (17)
for all x, y, z ∈ Â ·R.
Indeed, for x, y, z ∈ Â ·R, write (y⊗1)ρ(z) =
∑
i yi⊗ai and for each i define the elements bi ∈ A
such that
ϕ(ai ) = ϕ( bi). (18)
Then
r(x ⊳ [y, z]) =
= r(x ⊳ (yz(0)#ϕ(z(1) )))
=
∑
i
r(x ⊳ (yi#ϕ(ai )))
(18)
=
∑
i
r(x ⊳ (yi#ϕ( bi)))
=
∑
i
r(S−1(b̂i
δ
) · (xyi))
=
∑
i
r(ϕ( ci) · (xyi))
=
∑
i
(ı⊗ ϕ)((r ⊗ 1)ρ(xyi)(1⊗ ci))
=
∑
i
r(xyi)
(0)S−1(b̂i
δ
)((xyi)
(1))
=
∑
i
r(xyi)
(0)ϕ(S−1((xyi)
(1))δbi)
(18)
=
∑
i
r(xyi)
(0)ϕ(aiS
−1((xyi)
(1))δ)
= (ı⊗ ϕ( δ))(ı ⊗m ◦ σ ◦ (S−1 ⊗ ı))((r ⊗ 1⊗ 1)(ρ(x) ⊗ 1)(ρ⊗ ı)((y ⊗ 1)ρ(z)))
5.15
= (ı⊗ ϕ( δ))(ı ⊗m ◦ σ ◦ (S−1 ⊗ ı))((r ⊗ 1⊗ 1)(ρ(x)ρ(y) ⊗ 1)(ı ⊗∆)(ρ(z)))
= r(xy)(0)ϕ(S−1((xy)(1))δ)z
= r((xy)(0)z)ϕ(S−1((xy)(1))δ)
(∗)
= r(((xy)(0)z)ϕ((xy)(1)))
= r((x, y) ⊲ z),
for all r ∈ R, where the equality (∗) is ensured by ϕ(S(a)) = ϕ(aδ).
The other condition of compatibility follows trivially. 
Proposition 5.27. Under the conditions of Theorem 5.26, if the linear maps [ , ] and ( , ) are
surjective, then they are injective.
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Proof. In order to show the injectivity of the linear map [ , ], we will use Lemma 5.21 to define the
right action ◭ of ((Â · R)#Â) on ((Â ·R)⊗RcoA (Â · R)) as follows,
(x⊗ y) ◭ (z#â) = x⊗ (y ⊳ (z#â)) = x⊗ (S−1(âδ) · (yz)),
for all x, y, z ∈ Â ·R and â ∈ Â. Then ◭ is a unitary nondegenerate right module.
Now, assume that
∑
i xi⊗ yi ∈ ker[ , ], i.e.,
∑
i[xi, yi] = 0. By the surjectivity of the linear map
[ , ] we can write
∑
j zj#âj =
∑
k[rk, sk] ∈ (Â · R)#Â, thus
(
∑
i
xi ⊗ yi) ◭ (
∑
j
zj#âj) =
∑
i
xi ⊗ (yi ⊳
∑
j
zj#âj)
=
∑
i
xi ⊗ yi ⊳
∑
k
[rk, sk]
(17)
=
∑
i
xi ⊗
∑
k
(yi, rk) ⊲ sk
=
∑
i,k
xi ⊳ (yi, rk)⊗ sk
(16)
=
∑
i,k
[xi, yi] ⊲ rk ⊗ sk
= 0,
which means (
∑
i xi⊗yi) ◭ (
∑
j zj#âj) = 0, for all
∑
j zj#âj ∈ (Â ·R)#Â. Therefore,
∑
i xi⊗yi =
0.
In a similar way, one can show the injectivity of the linear map ( , ). 
5.3. Galois Coaction. Our goal is to connect the Morita context, constructed in the previous
section, with the Galois theory inherent, as was made in the global case in [28]. In what follows, A
is assumed to be a regular multiplier Hopf algebra with integrals and (R, ρ,E) a symmetric partial
A-comodule algebra.
Definition 5.28. We call ρ a partial Galois coaction if ρ is restrict and the linear map
β : (Â ·R)⊗RcoA (Â ·R) −→ ((Â ·R)⊗A)E
x⊗ y 7−→ (x⊗ 1)ρ(y)
is bijective.
Theorem 5.29. If (R, ρ,E) is a restrict symmetric partial A-comodule algebra, then, the following
conditions are equivalents:
(i) ρ is a partial Galois coaction;
(ii) β is surjective;
(iii) [ , ] is surjective.
Proof. (i)⇒ (ii) Follows from Definition 5.28.
(ii)⇒ (iii) Consider the linear map
α : ((Â ·R)⊗A)E −→ ((Â ·R)#Â)|
E((Â·R)⊗A)
(x⊗ a)E 7−→ x#ϕ(a ).
It is straightforward to check that α is bijective.
Notice that, since [ , ] = α ◦ β, then [ , ] is surjective.
(iii)⇒ (i) Suppose that the linear map [ , ] is surjective hence, by Proposition 5.27, [ , ] is
bijective. Therefore, β = α−1 ◦ [ , ] is bijective. 
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