Abstract-We derive Chernoff bounds on pairwise error probabilities of coherent and noncoherent space-time signaling schemes. First, general Chernoff bound expressions are derived for a correlated Ricean fading channel and correlated additive Gaussian noise. Then, we specialize the obtained results to the cases of space-time-separable noise, white noise, and uncorrelated fading. We derive approximate Chernoff bounds for high and low signal-to-noise ratios (SNRs) and propose optimal signaling schemes. We also compute the optimal number of transmitter antennas for noncoherent signaling with unitary mutually orthogonal space-time codes.
First, we introduce measurement and fading models. The nR 2 1 vector signal received by the receiver array at time t is modeled as y y y(t) = H H H (t) + e e e(t); t= 1; . . . ; N (1.1) where H H H is the n R 2 n T channel response matrix, (t) is the n T 2 1 vector of symbols transmitted by nT transmitter antennas and received by the receiver array at time t, and e e e(t) is additive noise. Stacking all N samples into a single vector, the above set of equations may be written as 
(2) 1 11
is the matrix of symbols received in the coherent interval t = 1; 2; . . . ; N. Here, the vec operator stacks the columns of a matrix one below another into a single column vector, I I I n denotes the identity matrix of size n, and "T " and denote transpose and Kronecker product, respectively. Furthermore, we assume that the noise e e e is a where "H" denotes Hermitian (conjugate) transpose. We will examine the following model for the mean h of the fading coefficient vector (see also [17] ): h = x 1 a a a T a a a R (1.4) where a a a T and a a a R are line-of-sight transmitter and receiver array responses, and x is the complex amplitude of the line-of-sight signal.
In Section II, we derive Chernoff bound expressions for coherent signaling. We specialize these expressions to the space-time separable noise scenario (Section II-A) and examine optimal signaling schemes. White noise and uncorrelated fading models are considered in Section II-A1. In Section III, we derive Chernoff bounds for noncoherent signaling. Based on approximate expressions for high and low scattering SNRs, we propose optimal code design criteria for noncoherent signaling (Sections III-A and III-B). Finally, in Section III-C we examine equal-energy orthogonal signaling and compute the optimal number of transmitter antennas for this scenario.
II. COHERENT SIGNALING
We compute Chernoff bounds for coherent signaling (i.e., assuming that the channel is known to the receiver) by obtaining the Chernoff bound expression for a given channel realization, and averaging it over all possible channel realizations under a correlated flat Ricean-fading model.
Consider the measurement and fading models in Section I, where the channel h h h and noise covariance R R R are known to the receiver. Assume that we wish to decide between two space-time codes 
which is minimized for = 1=2, yielding the optimal Chernoff bound for the case of ideal channel state information see also [12] , where a similar expression was derived for uncorrelated fading and white noise. Let us now introduce some terminology and notation. A positivesemidefinite Hermitian matrix is "large" if its nonzero eigenvalues are significantly larger than 1. Similarly, a positive-semidefinite Hermitian matrix is "small" if its eigenvalues are significantly smaller than 1.
Also, we will denote by 9 1=2 a Hermitian square root of a Hermitian matrix 9; then 9 01=2 = (9 1=2 ) 01 . which is an extension of the determinant criterion in [7] In the following, we specialize the above results to the case of space-time-separable additive noise.
A. Space-Time-Separable Noise
In certain practical applications, it is reasonable to assume that additive noise is separable with respect to space and time, i.e., its spatial covariance is constant in time and its temporal covariance is the same at all sensors (see, for example, [22] and [23] ). Therefore, the covariance matrix of the space-time noise snapshot e e e can be written as
where C C C and 6 are the noise temporal and spatial covariance matrices.
Then, (2.6) simplifies to Here we have used the fact that a a a H R a a a R = nR, which holds if antennas at the receiver are isotropic (see also (2.26)).
For full-rank U U U and large It is interesting to examine optimal signaling schemes under the two scenarios above. see also [24] and [25] . In addition, the condition that SNRSC Therefore, we refer to (SNRSC; SNRLOS) as an approximate "gain" of a SISO system. In Fig. 1 n T n R ) increases with n T thereby reducing error probability. However, due to the power constraint (2.33), the signal power per transmitter antenna decreases, which results in larger error probability per diversity branch. These two effects can also be seen by observing (2.40), which decreases exponentially with nT, but the argument of the exponent (in square brackets) also decreases with n T . In this case, the first effect is dominant: (2.40) decreases as nT grows for all possible SNRLOS and SNR SC . Consequently, the corresponding pairwise error probability decreases with n T as well, see (2.11). Hence, for the fading, signal, and noise models considered here, it is desirable (in terms of minimizing the pairwise error probability) to use as many transmitter antennas as possible. 4 This is not true for noncoherent signaling, see Section III-C. Information-theoretic criteria have also been used to determine the optimal number of transmitter antennas. For example, maximizing nonergodic Shannon capacity for coherent low-rank channels was proposed in [26] and [27] , resulting in optimal n T that is equal to the channel rank.
III. NONCOHERENT SIGNALING
We compute Chernoff bounds for noncoherent signaling, i.e., assuming that the channel is not known to the receiver. Consider the measurement model (1.
properties of MIMO Ricean-fading channels have been recently proposed in [28] and [29] .) As before, we consider testing the hypothesis R at the receiver. In these detectors, the likelihood function is concentrated with respect to the unknown channel and noise parameters [15] , [30] , [31] or statistical channel parameters [31] in a manner similar to that used to derive deterministic and stochastic maximum-likelihood methods for sensor array processing [32] . Performance analysis of concentrated-likelihood detectors is beyond the scope of this correspondence.)
As before, denote the pdf of y y y under H i as p i (y y y); i = 0; which is minimized for = 1=2. As expected, antipodal signaling performs poorly in this scenario: there is no diversity gain and, additionally, this scheme breaks down if the channel coefficients have zero mean. If, in addition to the "equal energy" condition (3.13), we assume that which is minimized for = 1=2. To achieve the full rank 2n T of Clearly, the optimal codes need to maximize 1 exp 0nR 1 ( and reasonably good performance can be achieved only if the number of receiver antennas nR is very large.
C. Equal Energy Orthogonal Signaling
We derive the optimal Chernoff bound for the case where the "equal energy" and orthogonality conditions in (3.13) and (3.17) hold. Substituting (3.13) and (3.17) into (3.10), we obtain P CB = We now examine the performance of unitary orthogonal codes and discuss the optimal choice of the number of transmitter antennas n T . Under the power constraint (2.33), the optimal V V V (which minimizes (3.32)) has all eigenvalues equal to 1=nT, and therefore,
which is the same as (2.35) obtained for antipodal coherent signaling in white noise and uncorrelated fading. The condition that as in the unitary space-time codes [8] , [9] . The optimal Chernoff bound where the scattering SNR and number of receiver antennas are chosen to be SNRSC = 10 and nR = 2. For larger values of SNRLOS, the Chernoff bound decreases with n T . However, for smaller values of SNRLOS, there exists an optimal number of transmitter antennas nTOPT for which the Chernoff bound is minimized. Hence, if too many transmitter antennas are used, the signal power per transmitter may become so small that the resulting degradation in the performance of each diversity branch cannot be compensated by the diversity gain, see also the discussion in Section II-A1 and [35] . This is consistent with early results in [35] and [36] where optimal numbers of links for Rayleigh-faded noncoherent diversity systems were obtained using criteria based on Bhattacharyya bounds and error probabilities, respectively. Differentiating the logarithm of (3.35) with respect to n T , it can be shown that (3.35) is maximized when Solving the preceding equation gives the optimal number of transmitter antennas nTOPT that minimizes the Chernoff bound. In Fig. 3 , we show SNR SC =(2n TOPT ) as a function of SNR LOS =(2n TOPT ), computed using (3.36). From Fig. 3 , we can easily find the optimal number of transmitter antennas for given line-of-sight and scattering SNRs. For example, assume a Rayleigh-fading scenario (i.e., SNR LOS = 0) with SNRSC = 10. Then, we read from Fig. 3 that SNRSC=(2nTOPT) 1:5 for SNR LOS =(2n TOPT ) = 0, and, therefore, n TOPT 10=(2 1 1:5) 3. It may be easily verified in Fig. 2 that n T = 3 is indeed the optimal number of transmitter antennas in this scenario.
IV. CONCLUDING REMARKS
We derived Chernoff-bound expressions on pairwise error probabilities for coherent and noncoherent space-time signaling schemes. First, general Chernoff-bound expressions were derived for correlated Ricean fading and correlated additive Gaussian noise, extending the corresponding results in [7] and [8] . (We also used our general Chernoffbound expression for coherent signaling to find a simple closed-form expression for the exact pairwise error probability under this scenario, see (2.11).) Then, we specialized our results to the cases of spacetime separable and white noise, and uncorrelated fading. Approximate Chernoff bounds for high and low SNRs were derived and optimal signaling schemes were proposed. We computed the optimal number of transmitter antennas (minimizing the Chernoff bound) for noncoherent signaling with unitary mutually orthogonal space-time codes.
Further research will include analyzing the accuracy of the proposed bounds and computing simple expressions for pairwise error probabilities of noncoherent and concentrated-likelihood detection schemes. 
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