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LIOUVILLE TYPE RESULTS FOR SYSTEMS OF EQUATIONS INVOLVING
FRACTIONAL LAPLACIAN IN EXTERIOR DOMAINS
ANUP BISWAS
Abstract. In this article we present a simple and unified probabilistic approach to prove nonexis-
tence of positive super-solutions for systems of equations involving potential terms and the fractional
Laplacian in an exterior domain. Such problems arise in the analysis of a priori estimates of solu-
tions. The class of problems we consider in this article is quite general compared to the literature.
The main ingredient for our proofs is the hitting time estimates for the symmetric α-stable process
and probabilistic representation of the super-solutions.
1. Introduction
A conjecture of J. Serrin states that for any p, q > 0, satisfying
1
p+ 1
+
1
q + 1
>
d− 2
d
,
the Lane-Emden system
−∆u = vp in Rd,
−∆v = uq in Rd,
does not have any non-trivial non-negative, bounded solution. A complete answer to this conjecture
is still unknown. However, there are some partial results available in this direction, see [19, 27, 35,
36]. Interest in such Liouville type properties arose from a seminal work of Gidas and Spruck [23]
where it was shown that the equation
−∆u = up in Rd,
has only trivial non-negative solution for 1 ≤ p < d+2d−2 . A large amount of works have been done
generalizing this result in various directions. To cite a few we refer to [9, 19, 24, 27, 30, 35, 36, 37].
Recently, [25] has considered the scalar equation with a potential term in an exterior domain and
obtained sufficient conditions for the validity of Liouville type properties.
In this article we are broadly interested in systems of equations of the form

(-∆)
α/2 u ≥ f(x, u, v) in D,
(-∆)
β/2 v ≥ g(x, u, v) in D,
u, v ≥ 0 in Rd,
where D is either Rd or an exterior domain and f, g satisfy some structural condition. See Section 2
for exact conditions. There are few works available in the literature for these Lane-Emden type
systems under the assumption that f(x, u, v) = vp, g(x, u, v) = uq and D = Rd (see [12, 20, 33, 39]).
Furthermore, all these works consider solution instead of super-solution. See also [11, 32, 38]
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2 LIOUVILLE TYPE RESULTS FOR THE FRACTIONAL LAPLACIAN
for Liouville type properties of scalar semilinear equations involving fractional Laplacian. These
problems are a variant of the classical Liouville problem which states that all bounded α-harmonic
functions (i.e., the solution of (-∆)α/2 u = 0) in Rd are constants. We refer to [21, 22, 34] for results
in this direction and its extension. Besides their intrinsic interest, Liouville type results are an
important tool for proving existence results for related Dirichlet problems for elliptic equations and
systems. See for instance, [15, 18] and references therein for the case of the Laplacian operators
and [1, 2] for the case fractional Laplacian.
In this article we propose a simple and unified probabilistic approach which is capable to deal
with such problems in the exterior domains for a large family of f, g. We refer the readers to the
discussion at the end of Section 2 to compare the sharpness of our results to the existing literature.
Recently, a similar probabilistic approach has been used in [4] for studying Liouville type properties
for local Dirichlet forms on metric measure spaces.
2. Main results
We consider the following systems of equations

(-∆)
α/2 u ≥ f(x, v) in Bc,
(-∆)
β/2 v ≥ g(x, u) in Bc,
u, v ≥ 0 in Rd.
(A1)
Here B = B(0, 1) and f, g are suitable functions satisfying the following hypothesis.
Assumption 2.1. f, g : Rd × [0,∞) → [0,∞) are continuous and f(·, 0) = g(·, 0) = 0. For every
fixed x we have that f(x, ·), g(x, ·) are non-decreasing and furthermore, for some p, q > 0 and
U, V : Rd → (0,∞) we have
lim inf
t→0+
inf
x∈Rd
f(x, t)
U(x)tp
> 0, lim inf
t→0+
inf
x∈Rd
g(x, t)
V (x)tq
> 0 . (2.1)
Also, on the whole Euclidean space Rd we consider non-negative solutions of

(-∆)
α/2 u ≥ f(x, u, v) in Rd,
(-∆)
β/2 v ≥ g(x, u, v) in Rd,
u, v ≥ 0 in Rd,
(B1)
where f, g satisfy the following
Assumption 2.2. f, g : Rd× [0,∞)× [0,∞) → [0,∞) are continuous and f(·, 0, 0) = g(·, 0, 0) = 0.
For every fixed x we have that f(x, ·, ·), g(x, ·, ·) are component-wise non-decreasing and further-
more, for some p2, q1 ≥ 0, p1, q2 ≥ 1, and U, V : R
d → (0,∞) we have
lim inf
(t,s)→(0+,0+)
inf
x∈Rd
f(x, t, s)
U(x)tp1sp2
> 0, lim inf
(t,s)→(0+,0+)
inf
x∈Rd
g(x, t)
V (x)tq1sq2
> 0 . (2.2)
Let us define
ΦU (r) = inf
r
2
≤|x|≤ 3r
2
ˆ
B(x, r
4
)
U(y)dy, ΦV (r) = inf
r
2
≤|x|≤ 3r
2
ˆ
B(x, r
4
)
V (y)dy,
where B(x, r) denotes the ball of radius r centered at x. Our first main result is as follows.
Theorem 2.1. Grant Assumption 2.1. Suppose that α, β ∈ (0, 2 ∧ d), and
lim
r→∞
max
{
rd−α
ΦU (r)
,
rd−β
ΦV (r)
}
= 0, (2.3)
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and one of the following hold
lim
r→∞
1
r(q+1)d−β−αq
(ΦU (r))
1
pΦV (r) =∞, (2.4)
lim
r→∞
1
r(p+1)d−βp−α
ΦU (r)(ΦV (r))
1
q =∞. (2.5)
Then (A1) does not have any solution other than u = v = 0. In particular, if we have pq ≤ 1
and 0 < c1 ≤ min{U(x), V (x)}, for some constant c1 and all x ∈ B
c, then (A1) has only trivial
solutions.
Our second main result concerns (B1).
Theorem 2.2. Grant Assumption 2.2. Suppose that α, β ∈ (0, 2 ∧ d), and
lim
r→∞
max

 r
d−α
Φ
1
p1
U (r)
,
rd−β
Φ
1
q2
V (r)
,
r(p1+p2+q1+q2)d
rα(p1+q1)rβ(p2+q2)
1
ΦU(r)ΦV (r)

 = 0. (2.6)
Then (B1) has only trivial super-solutions i.e. either u = 0 or v = 0 in Rd.
Theorem 2.2 can be further improved for a particular choice of f and g as follows.
Theorem 2.3. Suppose that α, β ∈ (0, 2 ∧ d). Consider the problem

(-∆)
α/2 u ≥ U(x)up1vp2 in Rd,
(-∆)
β/2 v ≥ V (x)uq1vq2 in Rd,
u, v ≥ 0 in Rd,
(C1)
where p1, q2 > 0, p2, q1 ≥ 0. Then (C1) has only trivial solutions if one of the following holds.
(i) (p1 + q1) ∧ (p2 + q2) ≥ 1 and
lim inf
r→∞
r(p1+p2+q1+q2)d
rα(p1+q1)rβ(p2+q2)
1
ΦU(r)ΦV (r)
= 0. (2.7)
(ii) q2 < 1 and one of the following holds.
(a) (p1 − 1)(1 − q2) + p2q1 < 0 and
lim sup
r→∞
Φ1−q2U (r)
r(d−α)(1−q2)
Φp2V (r)
r(d−β)p2
=∞. (2.8)
(b) (p1 − 1)(1 − q2) + p2q1 ≥ 0, and
lim sup
r→∞
Φp2V (r)Φ
1−q2
U (r)
r(d−β)p2
1
r(d−α)(p2q1+p1(1−q2))
=∞. (2.9)
(iii) p1 < 1 and one of the following holds.
(a) (1− p1)(q2 − 1) + p2q1 < 0 and
lim sup
r→∞
Φq1U (r)
r(d−α)q1
Φ
(1−p1)
V (r)
r(d−β)(1−p1)
=∞. (2.10)
(b) (1− p1)(q2 − 1) + p2q1 ≥ 0 and
lim sup
r→∞
Φq1U (r)Φ
1−p1
V (r)
r(d−α)q1
1
r(d−β)(p2q1+q2(1−p1))
=∞. (2.11)
(iv) (p1 + q1) ∨ (p2 + q2) ≤ 1 and
lim inf
r→∞
rd−α
ΦU (r)
·
rd−β
ΦV (r)
= 0. (2.12)
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Remark 2.1. Suppose that p1 + p2 = q1 + q2 = η ≥ 1. Then we note that
(p1 − 1)(1 − q2) + p2q1 = (p1 − 1)(1 − q2) + (η − p1)(η − q2) = (η
2 − 1)− (η − 1)(p1 + q2)
= (η − 1)(η + 1− p1 − q2) ≥ 0,
if q2 ≤ 1. Similarly, the condition in Theorem 2.3(iii)(b) becomes redundant in this case. The
condition p1 + p2 = q1 + q2 = η > 1 has been used in [37] to study a similar problem for the
Laplacian operator.
Problems similar to (B1)-(C1) have been studied by D’Ambrosio and Mitidieri in Rd but for
quasilinear operators [15, 17]. See also [18] for results related to scalar quasi-linear equations. In
[16], the same authors consider a more general systems of nonlocal equations in Rd with Hardy
type weights and establish similar Liouville type results.
Finally, we extend the above results in the exterior domain.
Theorem 2.4. Suppose that α, β ∈ (0, 2 ∧ d). Consider the problem

(-∆)
α/2 u ≥ U(x)up1vq1 in Bc,
(-∆)
β/2 v ≥ V (x)up2vq2 in Bc,
u, v ≥ 0 in Rd,
(D1)
where p1, q2 ≥ 0, p2, q1 > 0, and
lim
r→∞
max
{
rd−α
ΦU (r)
,
rd−β
ΦV (r)
}
= 0. (2.13)
Then (D1) has only trivial solution if the following hold.
(i) If p2q1 + p1 < 1, we have
lim inf
r→∞
[
ΦV (r)
r(d−β)(1+q2)
]p2 ΦU (r)
rd−α
> 0. (2.14)
(ii) If p2q1 + q2 < 1, we have
lim inf
r→∞
[
ΦU (rn)
r
(d−α)(1+p1)
n
]q1
ΦV (rn)
rd−βn
> 0. (2.15)
(iii) if p2q1 + p1 ≥ 1, we have
lim
r→∞
1
r(d−α)(p2q1+p1)
1
r(d−β)(p2q2+p2)
Φp2V (r)ΦU (r) =∞. (2.16)
(iv) If p2q1 + q2 ≥ 1, we have
lim
r→∞
1
r(d−β)(p2q1+q2)
1
r(d−α)(p2q1+q1)
ΦV (r)Φ
q1
U (r) =∞. (2.17)
By a super-solution we mean classical super-solution i.e. u ∈ Cα+(Bc) ∩ C(Rd) ∩L1(Rd, ωα) and
v ∈ Cβ+(Bc) ∩ C(Rd) ∩ L1(Rd, ωβ). Here C
α+(Bc) is the collection of functions with the following
property: for every f ∈ Cα+(Bc) and any compact set K ⋐ Bc there exists γ > 0 such that
f ∈ Cα+γ(K). L1(Rd, ωα) denotes the class of integrable functions with respect to the weight
function ωα(x) =
1
1+|x|d+α
. All our main results can be improved to viscosity super-solutions. As
we see in the proofs below that additional regularity is used to find a stochastic representation of
the super-solutions (see Lemma 3.1) and this can also be obtained from the comparison principle
(cf. [8]) which only requires the continuity of the solutions. See Theorem 3.2 below for more details.
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2.1. Comparison and discussion. Before we proceed to the proofs let us compare these results
to those available in the literature.
(a) [33] studies Liouville property of the solutions of (A1) for f(x, t) = tp, g(x, t) = tq and α = β
whereas [20] establishes the Liouville property for weak solutions with f(x, t) = tp, g(x, t) =
tq. Both of these works consider the equations on Rd. Choosing U = V = 1 in Theorem 2.1
we see that (2.3) holds, and (2.4)-(2.5) are equivalent to the condition
d < max
{
(β + αq)p
pq − 1
,
(βp+ α)q
pq − 1
}
, pq > 1.
Note the above condition is same as in [20]. The techniques in [20, 33] crucially use the
special form of f and g and may not be useful for general f, g, like ours and also do not
work for super-solutions.
(b) Suppose that U(x) & |x|m,m > −α, and V (x) & |x|n, n > −β. Such potential functions are
considered in [4, 9, 13, 25]. It is easy to see that we have ΦU (r) & r
d+m and ΦV (r) & r
d+n.
Therefore, (2.3) holds. Again, (2.4)-(2.5) can be replaced by
d < max
{
m+ np+ (β + αq)p
pq − 1
,
mq + n+ (βp + α)q
pq − 1
}
, pq > 1.
This generalizes [25] to Lane-Emden type systems for the fractional Laplacian. We can also
deduce similar condition for other results as well. For instance, (2.7) can be replaced by
d <
α(p2 + q2) + β(p1 + q1) +m+ n
p1 + p2 + q1 + q2 − 2
,
or (2.16) can be replaced by
d <
p2n+m+ α(p2q1 + p1) + β(p2q2 + p2)
p2q1 + p1 + p2q2 − 1
.
(c) In a recent work, Sun [37] (see also [39]) has studied the Liouville property of (C1) for the
Laplacian for U = V = 1 and p1 + p2 = q1 + q2 = η > 1. To compare our result, let us
assume that α = β. Then it is easily seen that d < αηη−1 implies (2.7). Now we simplify
(2.9) as well. We calculate
(d− α)(p2 + p2q1 + p1(1− q2)) = (d− α)(η − p1 + (η − p1)(η − q2) + p1(1− q2))
= (d− α)(η + η2 − p1η − q2η)
= (d− α)η(p2 + 1− q2) .
Then (2.9) is equivalent to d < αηη−1 . Likewise, we reach at the same conclusion for (2.11).
Note that [37] also obtains the same critical value αηη−1 for α = 2.
D’Ambrosio and Mitidieri also study the Liouville property of (C1) for the Laplacian
operator with U = 1 = V . We compare our results to [15, Theorem 1]. Let p1, q2 ∈ (0, 1),
p2q1 > 0 and α = β. We note that (2.8) and (2.10) hold in this case since ΦV (r) ≃ r
d ≃
ΦU(r) for r ≥ 1. An easy computation shows that if we have
d
(
1−
(1− p1)(1 − q2)
p2q1
)
< max
{
α+ α
p2 + (1− q2)p1
p2q1
, α + α
q1 + (1− p1)q2
p2q1
}
then (2.9) and (2.11) hold. Putting α = 2 we see that the above bound coincides with the
one in [15, Theorem 1].
(d) Recently, Liouville type equations with potential have also been considered in [13, 14, 28, 29]
where an integral condition is proposed on the potential. Inspired by these works we can
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also have a similar condition imposed on potential U and V to guarantee the nonexistence
of solutions. Denote by
r
− βp
p−1
ˆ
B(0, 3r
2
)\B(0,r/2)
U
−1
p−1 (y)dy = ℓU (r),
r−
αq
q−1
ˆ
B(0, 3r
2
)\B(0,r/2)
V
−1
q−1 (y)dy = ℓV (r).
Suppose that one of the followings hold: for p, q > 1,
lim
r→∞
ℓ
p−1
p
U (r)ℓ
q−1
V (r) = 0, (2.18)
lim
r→∞
ℓp−1U (r)ℓ
q−1
q
V (r) = 0. (2.19)
Let us now show that (2.18) ((2.19)) implies (2.4)((2.5), respectively). First of all we note
that
lim inf
r→∞
inf
r
2
≤|x|≤ 3r
2
|(B(0, 3r2 ) \B(0,
r
2)) ∩B(x,
r
4)|
rd
> 0.
Denote by A(x, r) = (B(0, 3r2 ) \B(0,
r
2)) ∩B(x,
r
4 ) . Then for any
r
2 ≤ |x| ≤
3r
2 we get that
ˆ
B(x, r
4
)
U(y)dy ≥
ˆ
A(x,r)
U(y)dy ≥ |A(x, r)|
[ 
A(x,r)
U
−1
p−1 (y)dy
]−(p−1)
≥ |A(x, r)|p
[ˆ
B(0, 3r
2
)\B(0, r
2
)
U
−1
p−1 (y)dy
]−(p−1)
& rdpr−βp
1
ℓp−1U (r)
,
where in the first line we used Jensen’s inequality. Thus
Φ
1
p
U (r) & r
d−β 1
ℓ
p−1
p
U (r)
.
Similarly,
Φ
1
q
V (r) & r
d−α 1
ℓ
q−1
q
V (r)
.
Hence
1
r(q+1)d−β−αq
(ΦU (r))
1
pΦV (r) &
1
ℓ
p−1
p
U (r)ℓ
q−1
V (r)
,
1
r(p+1)d−βp−α
ΦU (r)(ΦV (r))
1
q &
1
ℓp−1U (r)ℓ
q−1
q
V (r)
.
Therefore, (2.18) ((2.19)) implies (2.4)((2.5), respectively).
(e) Suppose that α = β and p1 + p2 = q1 + q2 = η > 1 in Theorem 2.4. Denote by
r
− αη
η−1
ˆ
B(0, 3r
2
)\B(0,r/2)
U
−1
η−1 (y)dy = ℓU (r),
r
− αη
η−1
ˆ
B(0, 3r
2
)\B(0,r/2)
V
−1
η−1 (y)dy = ℓV (r).
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Then the calculations in (d) gives us
ΦU (r) & r
(d−α)η 1
ℓη−1U (r)
, and ΦV (r) & r
(d−α)η 1
ℓη−1V (r)
.
Thus if we assume that
lim
r→∞
max
{
ℓη−1U (r)ℓ
p2(η−1)
V (r), ℓ
q1(η−1)
U (r)ℓ
η−1
V (r)
}
= 0,
then (2.16)–(2.17) holds. In particular, for U = 1 = V , (2.16)–(2.17) holds if d < αηη−1 and
in addition, if max{p1, q2} ≤
α
d−α holds then we also have (2.14)-(2.15).
In all our above results we can replace B by any compact set K as long as Kc remains connected.
In this article we use the notation κ, κ1, . . . for non-specific constants whose value might change
from line to line.
3. Proofs
This section is devoted to the proofs of our main results stated in the previous section. We start
by recalling few facts about symmetric stable processes. Let X be the d-dimensional, spherically
symmetric α-stable process with α ∈ (0, 2) defined on a complete probability space (Ω,F ,P). In
particular,
E
[
eiξ·(Xt−X0)
]
= e−t|ξ|
α
, for every ξ ∈ Rd, t ≥ 0 .
When X0 = x we say that the α-stable process X starts at x. The generator of X is given by
-(-∆)α/2. We use the notation Y to denote the β-stable process, defined over the same probability
space, and its generator is denoted by -(-∆)β/2 (cf. [6] for more details). Given any set A ⊂ Rd, we
shall denote by τA the exit time of X from A i.e.,
τA = inf{t > 0 : Xt /∈ A},
and we denote by τ˘A = τAc i.e., τ˘A denotes the hitting time to A. Likewise, we use σA to denoted
the exit time of Y and σ˘A would be used to denote the hitting time of Y to A. In the proofs below
we use Dynkin’s formula for the functions in Cα+(Bc) ∩ C(Rd) ∩ L1(Rd, ωα). We include a proof
below for convenience.
Lemma 3.1. Suppose that ϕ ∈ Cα+(D) ∩ C(Rd) ∩ L1(Rd, ωα) for some open set D. Then for any
C1,1 open set D1 ⋐ D we have
ϕ(x) = Ex[ϕ(Xt∧τD1 )] + Ex
[ˆ t∧τD1
0
(-∆)
α/2 ϕ(Xs)ds
]
, for all t ≥ 0, x ∈ D1. (3.1)
where τD1 denotes the exit time of X from D1. Moreover, if ϕ is non-negative and (-∆)
α/2 ϕ ≥ ℓ
in D1, for some bounded function ℓ, we have
ϕ(x) ≥ Ex[ϕ(XτD1 )] + Ex
[ˆ
τD1
0
ℓ(Xs)ds
]
, for all x ∈ D1. (3.2)
Proof. Since D1 ⋐ D we can find another open set D2 such that D1 ⋐ D2 ⋐ D and ϕ ∈ C
α+γ(D¯2)
for some γ > 0. Now consider a collection of bounded functions ϕn ∈ C
2(D2) ∩ C(R
d) satisfying
sup
x∈D1
|(-∆)
α/2 ϕ(x)−(-∆)
α/2 ϕn(x)| → 0, and
ˆ
Rd
|ϕn(x)−ϕ(x)|ωα(x)dx→ 0, as n→∞. (3.3)
We can even restrict ourselves to the situation where ϕn−ϕ goes to 0 uniformly over every compact
subset of Rd. This is possible since ϕ ∈ Cα+γ(D¯2)∩C(R
d), and such a sequence can be constructed
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by mollifying ϕ and the modifying it outside a large compact set. Now by Itoˆ’s formula (cf. [31,
Chapter II.7]) we get that
ϕn(x) = Ex[ϕn(Xt∧τD1 )] + Ex
[ˆ t∧τD1
0
(-∆)
α/2 ϕn(Xs)ds
]
, for all t ≥ 0, x ∈ D1. (3.4)
Note that using (3.3) we can pass to the limit in the right most term of (3.4). Again, by [10,
Theorem 1.5] the Poisson kernel (i.e. the distribution kernel of XτD1 ) behaves like ωα near infinity.
Thus, using (3.3), we can pass to the limit in the first term on the RHS of (3.4) . Hence we obtain
(3.1).
(3.2) follows by letting t → ∞ in (3.1), and applying Fatou’s lemma in the second term and
dominated convergence theorem in the right most term. 
By Gα,B we denote the Green function of (-∆)
α/2 in the ball B. This function is uniquely
characterized by the property
Ex
[ˆ
τB
0
f(Xs)ds
]
=
ˆ
B
Gα,B(x, y)f(y)dy, for all bounded Borel measurable function f.
It is also known that Gα,B is continuous in B × B outside the diagonal [10, p. 467]. We need the
following estimate from [10, Lemma 2.2 and 6.6]. We note that [10] considers d ≥ 2 but the proofs
of [10, Lemma 2.2 and 6.6] go through for α < d ∧ 2.
Lemma 3.2. For some universal constant C = C(d, α) it holds that
min
{
1
|x− y|d−α
,
δ
α/2
B
(x)δ
α/2
B
(y)
|x− y|d
}
C−1 ≤ Gα,B(x, y) ≤ C
δ
α/2
B
(x)δ
α/2
B
(y)
|x− y|d
,
for all x, y ∈ B and for any ball B in Rd. Here δB(x) = dist(x,B
c).
Consider a non-negative super-solution of (-∆)α/2 ϕ ≥ 0 in Bc. Suppose that ϕ > 0 on ∂B . We
define
Mϕ(r) = inf
x∈B(0,r)∩Bc
ϕ(x). (3.5)
Lemma 3.3. Suppose that α < d ∧ 2 and ϕ is positive in Bc. Then the following holds
(a) For some constant κ2 we have for r ≥ 4 that
Mϕ(r) ≥ κ2
1
rd−α
.
(b) There exists a constant κ3 satisfying
Mϕ(r) ≤ κ3Mϕ(2r), r ≥ 4.
Proof. We consider (a) first. Pick a point x ∈ Bc so that |x| = r ≥ 4. Now consider the ball
B = B(x, 2r) and define A = B(0, 2) ∩Bc. Then by [26, Proposition 7] (see expression (26) there)
we have
Px(τ˘A < τB) ≥ inf
z∈A
GB(x, z)Cap(A), (3.6)
where “Cap” denotes the capacity function with respect to the process X. Again, by [26, Corol-
lary 3] we have for some constant κ = κ(d) that
Cap(A) ≥ κ|A|
d−α
d , (3.7)
for any non-empty Borel set. Using Lemma 3.2 we find that for some constant κ1, independent of
r, we have
inf
z∈A
GB(x, z) ≥ κ1
1
rd−α
.
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Plugging these estimates in (3.6) we obatin
Px(τ˘A < τB) ≥ κ2
1
rd−α
, (3.8)
for some constant κ2. Now applying Dynkin’s formula (3.1) to ϕ we see that
ϕ(x) ≥ Ex[ϕ(Xt∧τ˘B(0,2)∧τB)], t ≥ 0.
Letting t→∞ and using Fatou’s lemma we arrive at
ϕ(x) ≥ Ex[ϕ(Xτ˘B(0,2)∧τB)] ≥ [minz∈A
ϕ(z)]Px(τ˘A < τB) ≥ [min
z∈A
ϕ(z)]κ2
1
rd−α
,
by (3.8). Thus for any 4 ≤ |x| ≤ r we obtain
ϕ(x) ≥ κ3
1
|x|d−α
≥ κ3
1
rd−α
,
for some κ3 > 0. Since ϕ > 0 the result follows.
Now we come to (b). Pick any point x ∈ B(0, 2r) \ B(0, r) and fix B = B(x, 4r) and A =
B(0, r) ∩Bc. As before, applying [26, Proposition 7] we have
Px(τ˘A < τB) ≥ inf
z∈A
GB(x, z)Cap(A). (3.9)
By (3.7) we have Cap(A) ≥ κ4 r
d−α for some positive constant κ4, independent of r. Moreover,
using Lemma 3.2 we can find a constant κ5 satisfying
inf
z∈A
GB(x, z) ≥ inf
z∈A
C−1 min
{
1
|x− z|d−α
,
δ
α/2
B
(x)δ
α/2
B
(z)
|x− z|d
}
≥ inf
z∈A
C−1 min
{
1
|4r|d−α
,
(4r)α/2δ
α/2
B
(z)
|4r|d
}
≥ κ5
1
rd−α
.
Putting these estimates in (3.9) we find
Px(τ˘A < τB) ≥ κ4κ5.
As before, we use Dynkin’s formula to obtain
ϕ(x) ≥ [min
z∈A
ϕ(z)]Px(τ˘A < τB) ≥ κ4κ5Mϕ(r), for all x ∈ B(0, 2r) \B(0, r).
This implies that
inf
B(0,2r)\B(0,r)
ϕ(x) ≥ κ4κ5Mϕ(r),
This completes the proof of (b) by choosing κ−13 = 1 ∧ (κ4κ5) since the value Mϕ(2r) is attained
by some point x ∈ B(0, 2r) ∩Bc. 
We also need the following maximum principle for super-solutions. Since any classical super-
solution is also a viscosity super-solution we state the following result for super-solutions.
Lemma 3.4. Let u ∈ C(Rd)∩L1(Rd, ωα) be a non-negative viscosity supersolution of (-∆)
α/2 u ≥ 0
in D, for some open set D. If for some x0 ∈ D we have u(x0) = 0 then we must have u = 0 in R
d.
Proof. Consider a test function ψ ∈ C(Rd) ∩L1(Rd, ωα) such that ψ ≤ u in R
d, and for some small
δ > 0 with B(x0, 2δ) ⋐ D, we have ψ = 0 in B(x0, δ) and ψ = u in B
c(x0, 2δ). Then by the
definition of viscosity super-solution (cf. [8]) we have
(-∆)
α/2 ψ(x0) ≥ 0,
10 LIOUVILLE TYPE RESULTS FOR THE FRACTIONAL LAPLACIAN
which implies
cd,α
ˆ
x0+z∈Bc(x0,2δ)
u(x0 + z)
1
|z|d+α
dz ≤ -(-∆)
α/2 ψ(x0) ≤ 0,
for some suitable constant cd,α. Since δ can be chosen arbitrarily small we get that u = 0 in R
d.
Hence the proof. 
Now we are ready to prove our main results.
Proof of Theorem 2.1. We complete the proof in three steps.
Step 1. We show that if either of u and v vanishes at some point in Bc then both of them are
identically 0. To show this, we suppose that u(z) = 0 for some z ∈ Bc. It then follows from
Lemma 3.4 that u = 0 in Rd. Pick δ > 0 so that B(z, 2δ) ⊂ Bc and let τδ be the exit time of X
from this ball. Then by (3.2) we have
0 = u(z) ≥ Ez
[ˆ
τδ
0
(-∆)
α/2 u(Xs)ds
]
≥ Ez
[ˆ
τδ
0
f(Xs, v(Xs))ds
]
=
ˆ
B(z,2δ)
Gα,B(z,2δ)(z, y)f(y, v(y))dy. (3.10)
By Assumption 2.1 it then follows that v = 0 in B(z, 2δ). Again, Lemma 3.4 gives us v = 0 in Rd.
Step 2. We suppose that u > 0 and v > 0 in Bc. We claim that
inf
Bc
u = 0 = inf
Bc
v. (3.11)
We may assume that u > 0, v > 0 on ∂B. Otherwise, we enlarge B. To prove it by contradiction,
we assume that infBc u = c > 0. Pick |x| = n+2 and let σn be the exit time from the ball B(x, n).
Using the second equation of (A1) and (3.2) we have
v(x) ≥ Ez
[ˆ
σn
0
g(Ys, u(Ys))ds
]
=
ˆ
B(x,n)
Gβ,B(x,n)(x, y)g(y, u(y))dy.
By the monotonicity property of g and Assumption 2.1 we get that for y ∈ Bc
g(y, u(y)) ≥ g(y, c) ≥ κV (y),
for some constant κ > 0. Hence using Lemma 3.2, we have for some constant κ1 that
v(x) ≥ κ1
1
nd−β
ˆ
B(x,n+2
4
)
V (y)dy ≥ κ1
1
nd−β
ΦV (n)→∞,
as n → ∞, where the last line usage (2.3). Thus we have lim|x|→∞ v(x) = ∞. In particular,
infBc v > 0. Therefore, again using (A1) and repeating the above argument, we find lim|x|→∞ u(x) =
∞. Since α, β < d we have both the processes transient, i.e. limt→∞ |Xt| = ∞ almost surely. It
also implies that for some x ∈ Bc(0, 2) we have Px(τ˘B(0,2) <∞) < 1 where τ˘A denotes the hitting
time to A. Otherwise, if Px(τ˘B(0,2) < ∞) = 1 holds for all x then the process will enter B(0, 2)
infinitely often, in particular, it will be recurrent, and never go to infinity, violating the property
of transience. Pick such a point x and for large n we apply Dynkin’s formula (3.2) to obtain
u(x) ≥ Ex[u(Xτn∧τ˘B(0,2))] ≥ [ inf
|z|≥n
u(z)]Px(τ˘B(0,2) > τn) ≥ [ inf
|z|≥n
u(z)]Px(τ˘B(0,2) =∞),
where τn denotes the exit time of X from B(0, n). Letting n→∞, we see that u(x) =∞ which is
a contradiction. This gives us (3.11).
Step 3. We assume that u > 0 and v > 0 in Bc and arrive at a contradiction in this step. Assume
that (2.4) holds. We define a sequence rn →∞ as follows: set r1 = 2 and defne
rn = inf{r > 0 : Mu(r) ≤
1
2
Mu(rn−1)},
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where Mu is given by (3.5). It is evident from (3.11) that rn →∞. Moreover, we can find xn with
|xn| = rn such that u(xn) = Mu(rn). We claim that
δv(n) := inf
B(xn,
rn
4
)
v(y)→ 0, as n→∞. (3.12)
If not, then we can find a subsequence, say {xnk}, satisfying limnk→∞ δv(nk) = δ > 0. Applying
Dynkin’s formula to (A1) we note that for τnk = τB(xnk ,rnk−1)
u(xnk) ≥ Exnk
[ˆ
τnk
0
f(Xs, v(Xs))ds
]
≥
ˆ
B(xnk ,
rnk
4
)
Gα,B(xnk ,rnk−1)(xnk , y)f(y,
δ
2
)dy
≥ κ
1
rd−αnk
ˆ
B(xnk ,
rnk
4
)
U(y)dy
≥ κ
1
rd−αnk
ΦU(rnk),
for some constant κ, where we use Lemma 3.2 in the second line. Now by (2.3) the right hand side
converges to infinite as rnk → ∞. But this is a contradiction as u(xnk) → 0. Therefore, we have
(3.12). Now using (3.12), (2.1) and repeating the same calculation as above we arrive at
Mu(rn) ≥ κ[δv(n)]
p 1
rd−αn
ΦU (rn). (3.13)
Pick any z ∈ B(xn,
rn
4 ), and apply (3.2) and Lemma 3.2 to get
v(z) ≥ Ez
[ˆ
σB(z,
rn
2 )
0
g(Ys, u(Ys))ds
]
=
ˆ
B(z, rn
2
)
Gβ,B(z, rn
2
)(z, y)g(y, u(y))dy
≥ κ1[Mu(2rn)]
q
ˆ
B(z, rn
4
)
Gβ,B(z, rn
2
)(z, y)V (y)dy
≥ κ2[Mu(2rn)]
q 1
rd−βn
ˆ
B(z, rn
4
)
V (y)dy
≥ κ2[Mu(2rn)]
q 1
rd−βn
ΦV (rn),
for some constant κ1, κ2, where in the second line we use (2.1). This gives us
δv(n) ≥ κ2[Mu(2rn)]
q 1
rd−βn
ΦV (rn) ≥ κ3[Mu(rn)]
q 1
rd−βn
ΦV (rn),
where in the last line we use Lemma 3.3(b). Putting this back in (3.13) we find that for some
constant κ4 we have
κ4 ≥
1
rd−αn
ΦU(rn)
1
r
p(d−β)
n
(ΦV (rn))
p(Mu(rn))
pq−1 =
1
r
(p+1)d−pβ−α
n
ΦU(rn)(ΦV (rn))
p(Mu(rn))
pq−1.
By (2.3) it is easy to see that pq ≤ 1 leads to a contradiction. Indeed, since limr→∞Mu(r) = 0 (by
(3.11)), we get from above that
κ4 ≥
1
r
(p+1)d−pβ−α
n
ΦU(rn)(ΦV (rn))
p =
[
ΦU (rn)
rd−αn
]p
·
[
ΦV (rn)
rd−βn
]
→∞,
by (2.3). This is impossible. So we consider the case pq > 1. Since M(rn)→ 0, using Lemma 3.3(a)
we arrive at
κ4 ≥
1
r
(p+1)d−pβ−α
n
ΦU(rn)(ΦV (rn))
p 1
r
(d−α)(pq−1)
n
=
[
1
r
(q+1)d−β−αq
n
ΦU (rn)
1
p (ΦV (rn))
]p
.
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But this is a contradiction to (2.4). Similarly, if (2.5) holds, then we start with v and get a
contradiction.
Thus the only possible solution to (A1) is u = 0 = v.
For the second part we may assume that U = V = c1. Then we get ΦU (r) ≃ r
d ≃ ΦV (r). Thus
(2.3) holds. On the other hand, if pq ≤ 1 we have dp ≤ d/q and dq ≤ d/p. Therefore, both (2.4) and
(2.5) holds. Hence the proof follows from the first part. 
Before we proceed to prove Theorem 2.2, let us point out the following result that we get from
the proof of Theorem 2.1.
Theorem 3.1. Let u be a non-negative solution of
(-∆)
α/2 u ≥ f(x, u) in Bc,
where f satisfies (2.1) for some p ≥ 1. Furthermore, we assume that α ∈ (0, 2 ∧ d), and
lim
r→∞
rd−α
Φ
1
p
U(r)
= 0. (3.14)
Then it holds that u = 0.
Proof. Note that (3.14) also implies
lim
r→∞
rd−α
ΦU (r)
= 0.
By Lemma 3.4, if u vanishes at some point in Bc then it is identically 0. So we restrict ourselves to
positive super-solutions. Without loss of generality, we may assume that u > 0 on ∂B, otherwise we
consider a bigger ball B. We can now repeat the arguments of Step 2 in the proof of Theorem 2.1
to conclude that
inf
Bc
u = 0. (3.15)
Now choose a sequence {(rn, xn)} as in Step 3 of Theorem 2.1 i.e., r1 = 2, and
rn = inf{r > 0 : Mu(r) ≤
1
2
Mu(rn−1)},
and |xn| = rn with u(xn) = Mu(rn) where Mu is given by (3.5). It is evident from (3.15) that
rn →∞. Denote by τn = τB(xn,rn−1). Using (3.2) and Lemma 3.2 we then have
Mu(rn) = u(xn) ≥ Exnk
[ˆ
τn
0
f(Xs, u(Xs))ds
]
≥
ˆ
B(xn,
rn
4
)
Gα,B(xn,rn−1)(xn, y)f(y,Mu(2rn))dy
≥ κ(Mu(2rn))
p 1
rd−αn
ˆ
B(xn,
rn
4
)
U(y)dy
≥ κ(Mu(rn))
p 1
rd−αnk
ΦU(rn),
for some constant κ, where in the last line we use Lemma 3.3(b). Thus for some constant κ1 we
have
1
κ
≥Mp−1u (rn)
1
rd−αn
ΦU (rn) ≥ κ1 ΦU (rn)
1
r
p(d−α)
n
,
by Lemma 3.3. But this contradicts (3.14). Hence the proof. 
Next we prove Theorem 2.2.
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Proof of Theorem 2.2. The proof is very similar to the proof of Theorem 2.1. First we show that
both u and v both can not be positive in Rd. Suppose to the contrary that u > 0 and v > 0 in Rd.
By (2.2) we see that for some δ > 0 we have
f(x, t, s) ≥ f(x, t ∧ δ, s) ≥ f(x, t ∧ δ, s ∧ δ) ≥
1
2
(t ∧ δ)p1(s ∧ δ)p2U(x). (3.16)
Similarly, we also have
g(x, t, s) ≥
1
2
(t ∧ δ)q1(s ∧ δ)q2V (x).
We claim that
inf
Rd
u = 0 = inf
Rd
v. (3.17)
If not, suppose infRd u = c > 0. Then observe that
(-∆)
β/2 v ≥ g(x, c, v),
where g(x, c, v) satisfies the conditions of Theorem 3.1. Therefore, it must holds that v = 0 which
is a contradiction. This gives us (3.17). Now pick any x from B(0, r) for some large r. Applying
(3.2) in the first equation of (B1) we obtain
u(x) ≥ Ex
[ˆ
τB(x,r)
0
f(Xs, u(Xs), v(Xs))ds
]
=
ˆ
B(x,r)
Gα,B(x,r)(x, y)f(y, u(y), v(y))dy
≥
ˆ
B(x,r)
Gα,B(x,r)(x, y)f(y,Mu(2r),Mv(2r))dy
≥ κ
ˆ
B(x,r)
Gα,B(x,r)(x, y)(Mu(2r))
p1(Mv(2r))
p2U(y)dy
for some constant κ where in the last line we use (3.16). Now there exists z ∈ B(x, r) such that
r/2 < |z| < r, B(z, r/4) ⊂ B(x, r) and dist(B(z, r/4), Bc(x, r)) > r8 . Thus, using Lemma 3.2
and 3.3(b), we see that for some constant κ1 we have for any x ∈ B(0, r)
u(x) ≥
κ1
rd−α
(Mu(r))
p1(Mv(r))
p2ΦU (r),
which, in turn, gives
1
κ1
≥
1
rd−α
(Mu(r))
p1−1(Mv(r))
p2ΦU (r). (3.18)
Again, starting from the second equation in (B1) and repeating a similar calculation we arrive at
1
κ2
≥
1
rd−β
(Mu(r))
q1(Mv(r))
q2−1ΦV (r), (3.19)
for some constant κ2. Multiplying (3.18) and (3.19) we obtain
1
κ1κ2
≥
1
r2d−α−β
(Mu(r))
p1+q1−1(Mv(r))
p2+q2−1ΦU (r)ΦV (r)
≥ κ3
1
r2d−α−β
1
r(d−α)(p1+q1−1)
1
r(d−β)(p2+q2−1)
ΦU(r)ΦV (r),
≥ κ3r
α(p1+q1)+β(p2+q2) 1
rd(p1+q1+p2+q2)
ΦU (r)ΦV (r),
for some constant κ3. But this is a contradiction to (2.6).
Therefore, either u or v must vanish somewhere in Rd. Then the proof follows from Lemma 3.4.

Now we proceed to prove Theorem 2.3
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Proof of Theorem 2.3. u, v being non-negative super-solutions we note from Lemma 3.4 that if u
(or v) vanishes somewhere in Rd then it is identically 0. Therefore, to complete the proof of
Theorem 2.3 we only need to show that u, v both can not be positive in Rd. We suppose to the
contrary that u, v are positive in Rd and then arrive at a contradiction in each of the cases (i)–(iv).
For this proof we define
Mu(r) = inf
x∈B(0,r)
u(x), and Mv(r) = inf
x∈B(0,r)
v(x).
Note that Lemma 3.3(a) holds forMu andMv and the proof of Lemma 3.3 shows that Lemma 3.3(b)
also holds in this case. Consider any x ∈ B(0, r) and apply (3.2) to obtain (see the proof of
Theorem 2.2)
u(x) ≥ Ex
[ˆ
τB(x,r)
0
U(Xs)u
p1(Xs)v
p2(Xs)ds
]
≥ (Mu(2r))
p1(Mv(2r))
p2
ˆ
B(x,r)
Gα,B(x,r)(x, y)U(y)dy.
Thus, applying Lemma 3.2 and 3.3(b) we get (3.18) (This is again similar to the proof in Theo-
rem 2.2). Similarly, we also have (3.19).
Now we consider (i). Multiplying (3.18) and (3.19) and using Lemma 3.3(a) we get that
rα(p1+q1)+β(p2+q2)
1
rd(p1+q1+p2+q2)
ΦU (r)ΦV (r) ≤ κ,
for some constant κ. But this is a contradiction to (2.7). Thus either u or v must vanish in Rd.
Now suppose (ii) holds. Then from (3.19) we see that for all r large we have
(Mv(r))
1−q2 ≥ κ2
1
rd−β
(Mu(r))
q1ΦV (r).
Putting this estimate in (3.18), we have
1
κ1−q21
≥
1
r(d−α)(1−q2)
(Mu(r))
(p1−1)(1−q2)(Mv(r))
p2(1−q2)Φ1−q2U (r)
≥ κp22
1
r(d−α)(1−q2)
(Mu(r))
(p1−1)(1−q2)
[
1
rd−β
(Mu(r))
q1ΦV (r)
]p2
Φ1−q2U (r)
= κp22
1
r(d−α)(1−q2)
1
r(d−β)p2
(Mu(r))
(p1−1)(1−q2)+p2q1Φp2V (r)Φ
1−q2
U (r)
Now if (ii)(a) holds i.e. (p1 − 1)(1− q2) + p2q1 < 0, then we get from above that for some constant
κ3,
1
r(d−α)(1−q2)
1
r(d−β)p2
(u(0))(p1−1)(1−q2)+p2q1Φp2V (r)Φ
1−q2
U (r) ≤ κ3,
for all r large, and this would contradict (2.8). So we consider option (ii)(b). Using Lemma 3.3(a)
we again get
1
r(d−β)p2
Φp2V (r)Φ
1−q2
U (r)
1
r(d−α)((1−q2)p1+p2q1)
≤ κ3
for some constant κ3. But this contradicts (2.9). Therefore, either u or v must vanish somewhere
in Rd.
The proof of (iii) would be analogous to (ii) i.e. we start with (3.18) to get a lower bound on
Mu(r) and substitute the value in (3.19) to arrive at a contradiction to (2.11).
Finally, we suppose that (iv) holds. We see from (3.18) and (3.19) that
ΦU (r)
rd−α
ΦV (r)
rd−β
≤
1
κ1κ2
(Mu(r))
1−p1−q1(Mv(r))
1−p2−q2 ≤
1
κ1κ2
(u(0))1−p1−q1(v(0))1−p2−q2 ,
which contradicts (2.12). Therefore, either u or v must vanish somewhere in Rd. 
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Finally, we prove Theorem 2.4.
Proof of Theorem 2.4. We start by considering both u and v are positive in Bc and then we arrive
at a contradiction. First we show that
either inf
Bc
u = 0, or inf
Bc
v = 0. (3.20)
If not, then we must have u, v ≥ c > 0 in Bc, and therefore, by (D1)

(-∆)
α/2 u ≥ cp1+p2U(x) in Bc,
(-∆)
β/2 v ≥ cq1+q2V (x) in Bc,
u, v ≥ 0 in Rd.
(3.21)
Now using (2.13), (3.21) and the arguments in Step 2 of Theorem 2.1 we see that u(x), v(x) →∞
as |x| → ∞. Note that u, v are super-solutions. Therefore, mimicking the arguments of Step 2 of
Theorem 2.1, we arrive at a contradiction. Hence we must have (3.20).
With no loss of generality, we assume that infBc u = 0. Define Mu and Mv as in (3.5). We choose
a sequnece {(rn, xn)} as in Step 3 of Theorem 2.1 i.e., |xn| = rn, u(xn) = Mu(rn) and rn →∞ as
n→∞. Define
δv(n) = inf
B(xn,
rn
4
)
v(y).
Let τn = τB(xn,rn−1). Applying (3.2) to the first equation of (D1) we see that
u(xn) ≥ Exn
[ˆ
τn
0
U(Xs)u
p1(Xs)v
p2(Xs)ds
]
≥
ˆ
B(xn,
rn
4
)
Gα,B(xn,rn−1)(xn, y)U(y)u
p1(y)vp2(y)dy
≥ κ
1
rd−αn
ˆ
B(xn,
rn
4
)
U(y)up1(y)vp2(y)dy
≥ κ
1
rd−αn
(Mu(2rn))
p1 [δv(n)]
p2ΦU (rnk),
for some constant κ, where we use Lemma 3.2 in the third line. Thus, using Lemma 3.3(b) we have
κ1 ≥ (Mu(rn))
p1−1[δv(n)]
p2ΦU (rn)
rd−αn
, (3.22)
for some constant κ1. Let zn ∈ B(xn,
rn
4 ) be such that v(zn) = δv(n). Apply (3.2) to the second
equation in (D1) to note
δv(n) = v(zn) ≥ Ezn
[ˆ
τB(zn,
rn
2 )
0
V (Xs)u
q1(Xs)v
q2(Xs)ds
]
≥
ˆ
B(zn,
rn
2
)
Gβ,B(zn, rn2 )
(zn, y)V (y)u
q1(y)vq2(y)dy
≥ [Mu(2rn)]
q1 [Mv(2rn)]
q2
ˆ
B(zn,
rn
4
)
Gβ,B(zn, rn2 )(zn, y)V (y)dy
≥ κ2[Mu(2rn)]
q1 [Mv(2rn)]
q2 1
rd−βn
ΦV (rn)
≥ κ3[Mu(rn)]
q1 [Mv(rn)]
q2 1
rd−βn
ΦV (rn)
≥ κ4[Mu(rn)]
q1 1
r
(d−β)(q2+1)
n
ΦV (rn),
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for some constants κ2, κ3, κ4, where in the fourth line we use Lemma 3.2, Lemma 3.3(b) in the fifth
line and in the sixth line Lemma 3.3(a). Now using (3.22) we obtain for some constant κ that
κ ≥ (Mu(rn))
p2q1+p1−1 1
r
(d−β)(p2q2+p2)
n
Φp2V (rn)
ΦU(rn)
rd−αn
. (3.23)
Now if p2q1 + p1 − 1 < 0, then (3.23) gives us[
ΦV (rn)
r
(d−β)(1+q2)
n
]p2
ΦU(rn)
rd−αn
≤ κ(Mu(rn))
1−p2q1−p1 n→∞−−−→ 0,
and this would be contradicting (2.14). So we consider p2q1+p1−1 > 0. Then Lemma 3.3(a) gives
us
κ5 ≥
1
r
(d−α)(p2q1+p1−1)
n
1
r
(d−β)(p2q2+p2)
n
Φp2V (rn)
ΦU (rn)
rd−αn
≥
1
r
(d−α)(p2q1+p1)
n
1
r
(d−β)(p2q2+p2)
n
Φp2V (rn)ΦU (rn),
for some constant κ5. But this is also not possible due to (2.16). Similarly, we would also get a
contradiction if infBc v = 0.
Thus it must hold that either u or v should vanish somewhere in Bc. The proof now follows from
Lemma 3.4. 
3.1. Extension to viscosity super-solutions. In this section we extend our previous results to
continuous viscosity super-solutions. Let ϕ ∈ C(Rd) be a viscosity super-solution to
(-∆)
α/2 ϕ ≥ F (x) in D, and ϕ = H(x) in Dc. (3.24)
Here D is a bounded domain with C1,1 boundary and F,H are continuous functions. We also
assume that H is bounded from below. It is then easy to check that ϕ is a super-solution with
boundary data Hn = H ∧ n for all large n. We define for x ∈ D
wn(x) = Ex [Hn(XτD)] + Ex
[ˆ
τD
0
F (Xs)ds
]
=
ˆ
Dc
Hn(y)KD(x, y)dy +
ˆ
D
GD(x, y)dy,
where KD denote the Poisson kernel and GD denotes the Green function in D. It is known that GD
is continuous in D×D outside the diagonal [10] and KD is continuous in D× (D
c)0 [7, Lemma 6].
Therefore, it follows that wn is continuous in D. Again, since D has C
1,1 boundary, all its boundary
points are regular i.e. Pz(τD = 0) = Pz(τD¯ = 0) = 1 for all z ∈ ∂D (cf. [5, Lemma 2.9]). Thus
given a sequence D ∋ xm → x ∈ ∂D we have XτD(xm) → x and τD(xm) → 0 in probability as
m → ∞, where X(xm) denotes the process staring from xm and τD(xm) denotes the exit time
corresponding to this process. Since F is bounded in D and Hn is bounded and continuous we get
that wn(xm)→ Hn(x) as m→∞. Thus wn ∈ C(R
d) with wn = Hn in D
c. Let t ≥ 0. Then using
the strong Markov property (cf. [31, p. 36]) we find that
Ex [wn(Xt∧τD )] + Ex
[ˆ t∧τD
0
F (Xs)ds
]
= Ex
[
1{t≥τD}Hn(XτD)
]
+ Ex
[
1{t<τD}wn(Xt)
]
+ Ex
[
1{t≥τD}
ˆ
τD
0
F (Xs)ds
]
+ Ex
[
1{t<τD}
ˆ t
0
F (Xs)ds
]
= Ex
[
1{t≥τD}Hn(XτD)
]
+ Ex
[
1{t<τD}EXt [Hn(XτD)]
]
+ Ex
[
1{t<τD}EXt
[ˆ
τD
0
F (Xs)ds
]]
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+ Ex
[
1{t≥τD}
ˆ
τD
0
F (Xs)ds
]
+ Ex
[
1{t<τD}
ˆ t
0
F (Xs)ds
]
= Ex
[
1{t≥τD}Hn(XτD)
]
+ Ex
[
1{t<τD}Hn(XτD )
]
+ Ex
[
1{t<τD}
ˆ
τD
t
F (Xs)ds
]
+ Ex
[
1{t≥τD}
ˆ
τD
0
F (Xs)ds
]
+ Ex
[
1{t<τD}
ˆ t
0
F (Xs)ds
]
= Ex [Hn(XτD )] + Ex
[ˆ
τD
0
F (Xs)ds
]
= wn(x). (3.25)
Now pick any point x ∈ D and a ball B(x, δ) ⊂ D. By τx,δ denote the exit time from B(x, δ).
Using the strong Markov property and (3.25) we get that
wn(x) = Ex[wn(Xt∧τx,δ )] + E
[ˆ t∧τx,δ
0
F (Xs)ds
]
, t ≥ 0. (3.26)
With this relation in hand we can check that wn is a viscosity solution (see [3, Remark 3.2]) to
(-∆)
α/2 wn = F (x) in D, and ϕ = Hn(x) in D
c. (3.27)
Indeed, consider a bounded test function ψ ∈ C(Rd) satisfting ψ(y) > wn(y) for all R
d \ {x} for
some x ∈ D, ψ(x) = wn(x) and ψ ∈ C
2(B(x, δ)) for some δ small. In fact, we can choose δ small
enough so that B(x, δ) ⊂ D. Then applying (3.1) and using (3.26) we get
E
[ˆ t∧τx,δ
0
(-∆)
α/2 ψ(Xs)ds
]
= ψ(x)− Ex[ψ(Xt∧τx,δ )]
≤ wn(x)− Ex[wn(Xt∧τx,δ )]
= E
[ˆ t∧τx,δ
0
F (Xs)ds
]
.
Since P(τx,δ > 0) = 1, dividing the both sides above by t and letting t→ 0 we obtain (-∆)
α/2 ψ(x) ≤
F (x). This proves that wn is a viscosity sub-solution of (3.27). Similarly, we can show that wn
is also a viscosity super-solution and therefore, it is a viscosity solution to (3.27). Hence applying
comparison principle [8, Theorem 5.2] to (3.24) and (3.27) we must have
ϕ(x) ≥ wn(x) = Ex [Hn(XτD )] + Ex
[ˆ
τD
0
F (Xs)ds
]
.
Let n→∞ and apply monotone convergence theorem to get
ϕ(x) ≥ Ex [H(XτD)] + Ex
[ˆ
τD
0
F (Xs)ds
]
, for all x ∈ D. (3.28)
Note that (3.28) is the only representation that we require in the proofs of Section 3 to bypass the
Dynkin’s formula (3.2). Thus we have the following extension.
Theorem 3.2. Theorem 2.1 – 2.4 hold for continuous viscosity super-solutions.
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