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Introduction
Let {ξ n } be a sequence of independent and identically distributed (i.i.d.) random variables, and {a n } be a sequence of positive real numbers. We consider the random series ∞ n=1 a n ξ n . Such random series are basic objects in time series analysis and in regression models (see [2] ), and there have been a lot of research. For example, [5] and [6] studied tail probabilities and moment estimates of the random series when {ξ n } have logarithmically concave tails. Of special interest are the series of positive random variables, or the series of the form ∞ n=1 a n |ξ n | p . Indeed, by KarhunenLoéve expansion, the L 2 norm of a centered continuous Gaussian process X(t), t ∈ [0, 1], can be represented as X L 2 = ∞ n=1 λ n Z 2 n where λ n are the eigenvalues of the associated covariance operator, and Z n are i.i.d. standard Gaussian random variables. It is also known (see [7] ) that the series ∞ n=1 a n |Z n | p coincides with some bounded Gaussian process {Y t , t ∈ T}, where T is a suitable parameter set: ∞ n=1 a n |Z n | p = sup T Y t . In this paper, we study the the limiting behavior of the upper tail probability of the series P ∞ n=1 a n |ξ n | p ≥ r as r → ∞.
This probability is also called large deviation probability (see [1] ). As remarked in [4] , for Gaussian process X L 2 = ∞ n=1 λ n Z 2 n , the eigenvalues λ n are rarely found exactly. Often, one only knows the asymptotic approximation. Thus, a natural question is to study the relation between the upper tail probability of the original random series and the one with approximated eigenvalues. Also, it is much easier to analyze the rate function in the large deviation theory when {a n } are explicitly given instead of asymptotic approximation.
Throughout this paper, the following notations will be used. The l q norm of a real sequence
1/q . In particular, the l ∞ norm should be understood as
We focus on the following two types of comparisons. The first is at the exact level
where {ξ n } are i.i.d. Gaussian random variables N (α, β 2 ); see Theorem 2.1 and Theorem 2.2. This is motivated by [3] in which the following exact level comparison theorems for small deviations were obtained: as r → 0, P { ∞ n=1 a n |ξ n | ≤ r} ∼ cP { ∞ n=1 b n |ξ n | ≤ r} for i.i.d. random variables {ξ n } whose common distribution satisfies several weak assumptions in the vicinity of zero. The proof of the small deviation comparison is based on the equivalence form of P { ∞ n=1 a n |ξ n | ≤ r} introduced in [8] . Our proof of upper tail probability comparison (1.2) is also based on an equivalent form of P { ∞ n=1 a n |ξ n | ≥ r} in [7] for Gaussian random variables. The main difficulty is to come up with suitable inequalities which can be used for a specified function ε(x, y) in Lemma 2.1, and such inequalities are obtained in Lemma 2.3 and Lemma 2.4.
For more general random variables, difficulties arise due to the lack of known equivalent form of P { ∞ n=1 a n |ξ n | ≥ r} . Thus, instead of exact comparison, we consider logarithmic level comparison for upper tail probabilities 2 Exact comparisons for Gaussian random series
The main results
The following two theorems are the main results in this section. The first one is on standard Gaussian random variables. and {a n }, {b n } be two non-increasing sequences of positive real numbers such that
For general Gaussian random variables Z n , it turns out that the condition (2.1) is not convenient to derive the comparison because some more complicated terms appear in the proof. Therefore, an equivalent condition in another form is formulated which forms the following comparison.
Theorem 2.2. Let {Z n } be a sequence of i.i.d. Gaussian random variables N (α, β 2 ), and {a n }, {b n } be two non-increasing sequences of positive real numbers such that ∞ n=1 a n < ∞,
1 − a n / a 2 b n / b 2 converges, and
Proofs of Theorem 2.1 and Theorem 2.2
The function Φ stands for the distribution function of a standard Gaussian random variable
The first lemma is our starting point.
Lemma 2.1 ([7]
). Let {ξ n } be a sequence of i.i.d. Gaussian random variables N (α, β 2 ), and {a n } be a sequence of positive real numbers such that
where ε(x, y) = Φ(x + |y|) + exp{−2x|y|}Φ(x − |y|).
Lemma 2.2 (Lemma 5 in [3]
). Suppose {c n } is a sequence of real numbers such that ∞ n=1 c n converges, and g has total variation D on [0, ∞). Then, for any monotonic non-negative sequence
As mentioned in the introduction, the key step of the proofs is to come up with suitable inequalities that can be used for the function ε(x, y) in Lemma 2.1. For the proof of Theorem 2.1, we need the following Lemma 2.3. For a ≤ 0 and small enough δ, we have
The proof of this lemma is trivial. The proof of Theorem 2.2 requires a more complicated inequality as follows.
Lemma 2.4. For a fixed σ > 0 and any γ > 0, there is a constant λ(σ) only depending on σ such that for any |a| ≤ σ and |δ| ≤ λ,
The proof of Lemma 2.4 is elementary (but not trivial) which is given at the end of this section.
Proof of Theorem 2.1. By otherwise consideringã n = a n / a 2 andb n = b n / b 2 , we assume that
Therefore,
Now we prove that
Φ(rbn) tends to 1 as N → ∞ uniformly in r. Then the limit of
as r → ∞ is equal to 1 since the limit of each
Φ(rbn) as r → ∞ is 1. By applying Taylor's expansion to Φ up to the second order, we have
where c n is between a n and b n . It follows from Φ ′′ (rc n ) ≤ 0 that
Φ(x) . Now we apply Lemma 2.3 with a = g(rb n ) to get
.
It then follows from Lemma 2.2 that
log 2 − a n b n which tends to 1 uniformly in r from condition (2.1). Thus lim sup
Similarly, lim sup
which completes the proof.
Proof of Theorem 2.2. From Lemma 2.1 we get
where h(x) = Φ(x + |α/β|) + exp{−2x|α/β|}Φ(x − |α/β|). Without loss of generality, we assume
We use the notation f (x) = exp{−2x|α/β|}Φ(x − |α/β|), thus h(ra n ) = Φ(ra n + |α/β|) + f (ra n ).
Now we apply Taylor's expansions to Φ at point rb n + |α/β|, and to f at point rb n both up to the second order, so
where c 1,n and c 2,n are between a n and b n . Because Φ ′′ ≤ 0,
Taking into account that r 2 b 2 n f ′′ (rc 2,n ) ≤ 2c(|α/β|) for large N uniformly in r with some positive constant c depending on |α/β|, we have
is bounded and continuously differentiable on [0, ∞) with a bounded derivative. Therefore it follows from Lemma 2.4 that
By taking the infinite product, we get
According to Lemma 2.2, the first product For the second product, we use 1 + x ≤ e x to get
and this tends to 1 because of (2.2). Thus
We can similarly prove lim sup N →∞ ∞ n=N h(rbn) h(ran) ≤ 1 which ends the proof.
Proof of Lemma 2.4. We first show that under the assumptions of Lemma 2.4, the following inequality holds
Let us consider the function p(δ) for |δ| < 1 and |aδ| < 1 defined as
It is clear that p(0) = 0 and
which is greater than 3/2 for sufficiently small λ 1 depending on σ with |a| ≤ σ and |δ| ≤ λ 1 , since a 2 − a + 2 ≥ 7/4. Inequality (2.4) is thus proved.
Now we define a new function
From (2.4) we have q(0) ≥ 0. Furthermore,
which can be made positive for small λ 2 depending on σ with |δ| ≤ λ 2 . The proof is complete by taking λ = min{λ 1 , λ 2 }.
Appropriate extensions
By using again an equivalence form for P { ∞ n=1 a n |Z n | p ≥ r} discussed in [7] with 1 ≤ p < 2, we can similarly derive, without much difficulty, exact comparison for the upper tail probabilities of ∞ n=1 a n |Z n | p . We formulate this as a proposition as follows without a proof. Proposition 2.5. Let {ξ n } be a sequence of i.i.d. Gaussian random variables N (α, β 2 ), and {a n }, {b n } be two sequences of positive real numbers such that ∞ n=1 a n < ∞,
Based on what we have observed for Gaussian random variables so far, it is reasonable to believe that after suitable scaling, two upper tail probabilities involving {a n } and {b n } separately are equivalent. Namely, we have the following.
Conjecture: Under suitable conditions on {a n } and {b n }, for general i.i.d. random variables {ξ n }, the following exact comparison holds
for some function h(r) satisfying lim r→∞ h(r) = ∞, and for two suitable scaling coefficients f ξ (a) and g ξ (a) whose values at sequence a = {a n } only depend on a and the structure of the distribution of ξ 1 (such as the mean, the variance, the tail behaviors, etc).
In the next section, we show that indeed two upper tail probabilities in the logarithmic level are equivalent after some scaling. This adds more evidence of our conjecture.
Logarithmic level comparison
In this section, we illustrate the logarithmic level comparison for more general random variables {ξ n } other than the Gaussian ones. < ∞ with q given by
The proof of Theorem 3.1 is based on the large deviation principle for random series which was derived in [1] . Let us recall a result in [1] (revised a little for our purpose). 
3)
for some p ≥ 1 and 0 < c 1 , c 2 ≤ ∞ with min{c 1 , c 2 } < ∞. Suppose {x k } is a sequence of real numbers such that
Then the family {n −1 ∞ k=1 x k η k } satisfies the large deviation principle with speed n p and a rate function
Namely, for any measurable set A ⊆ R,
Proof of Theorem 3. Then it follows easily that
So the logarithmic level comparison for ξ k n can be similarly derived as follows. and log P ∞ n=1 a n |ξ n | k ≥ r a q log P { ∞ n=1 b n |ξ n | k ≥ r b q } ∼ 1.
Appendix
In this section, we make a few remarks on the conditions in Theorem 2.1 and Theorem 2.2. First, we note that conditions (2.1) and (2.2) are not very restrictive, and examples of sequences satisfying these conditions can be produced. For instance, we can consider two sequences with 1 − a n / a 2 b n / b 2 = (−1) n n .
To see the relation between (2.1) and (2.2), let us post part of a useful theorem in [9] from which many convergence results on infinite products and series can be easily derived. 2 − b n / b 2 a n / a 2 is convergent.
