Abstract. We propose a class of interior proximal-like algorithms for the second-order cone program which is to minimize a closed proper convex function subject to general second-order cone constraints. The class of methods uses a distance measure generated by a twice continuously differentiable strictly convex function on (0, +∞), and includes as a special case the entropy-like proximal algorithm [12] which was originally proposed for minimizing a convex function subject to nonnegative constraints. Particularly, we consider an approximate version of these methods, allowing the inexact solution of subproblems. Like the entropy-like proximal algorithm for convex programming with nonnegative constraints, we under some mild assumptions establish the global convergence expressed in terms of the objective values for the proposed algorithm, and show that the sequence generated is bounded and every accumulation point is a solution of the considered problem. Preliminary numerical results are reported for two approximate entropy-like proximal algorithms, and numerical comparisons are also made with the merit function approach [8] , which verify the effectiveness of the proposed method.
Introduction
We consider the following convex second-order cone programming (CSOCP):
where f : IR m → (−∞, +∞] is a closed proper convex function, A is an n × m matrix with n ≥ m, b is a vector in IR n , x K 0 means x ∈ K, and K is the Cartesian product of second-order cones (SOCs), also called Lorentz cones [14] . In other words,
where N, n 1 , · · · , n N ≥ 1, n 1 + n 2 + · · · + n N = n, and
with · denoting the Euclidean norm and K 1 denoting the set of nonnegative reals IR + . The CSOCP, as an extension of the standard second-order cone programming, has wide range of applications from engineering, control, and finance to robust optimization and combinatorial optimization; see [1, 21, 23] and references therein.
Recently, the second-order cone programming (SOCP) and the second-order cone complementarity problem (SOCCP) have received much attention in optimization. There exist many methods for solving the CSOCP, including the smoothing methods [10, 15] , the smoothing-regularization method [17] , the semismooth Newton method [22] , and the merit function approach [8] . All of these methods are proposed by using some secondorder cone complementarity function or merit function to reformulate the KKT optimality conditions of the CSOCP as a nonsmooth (or smoothing) system of equations or an unconstrained minimization problem. Notice that the CSOCP is a typical convex programming problem which has extensive applications. But, to the best of our knowledge, there are few convex programming methods developed for (or extended to) the CSOCP except the interior point method [33] . Hence, it is worthy of exploring other types of convex programming methods for the CSOCP which are different from the aforementioned methods.
One such method is the proximal point algorithm for minimizing a convex function f (ζ) over IR m which generates a sequence {ζ k } by the following iterative scheme
where µ k is a sequence of positive numbers. The method was originally introduced by Martinet [24] with the Moreau proximal approximation of f (see [25] ), and then further developed by Rockafellar [30, 31] . Later, some researchers [5, 13, 32] proposed and studied nonquadratic proximal point algorithms by replacing the quadratic distance in (3) with a Bregman distance or an entropy-like distance.
The entropy-like proximal algorithm was designed for minimizing a convex function f (ζ) subject to nonnegative constraints ζ ≥ 0. In [12] , Eggermont first introduced the Kullback-Leibler relative entropy, defined by 
Later, Teboulle [32] proposed to replace the usual Kullback-Leibler relative entropy with a new type of distance-like function, called ϕ-divergence, to define the entropy-like proximal map. Let ϕ : IR → (−∞, +∞] be a closed proper convex function satisfying certain conditions (see [18, 32] ). The ϕ-divergence induced by ϕ is defined as
Based on the ϕ-divergence, Isume et al [18, 19] generalized Eggermont's algorithm as
and obtained the convergence theorems under weaker assumptions. Clearly, when ϕ(t) = − ln t + t − 1 (t > 0), we have that d ϕ (ζ, ξ) = d(ξ, ζ), and consequently the algorithm reduces to Eggermont's.
Observing that the proximal-like algorithm (6) associated with ϕ(t) = − ln t + t − 1 inherits the features of the interior point method as well as the proximal point method, Auslender [2] extended the algorithm to general linearly constrained convex minimization problems and variational inequalities on polyhedra. Then, is it possible to extend the algorithm to nonpolyhedra symmetric conic optimization problems and establish the corresponding convergence results? In this paper, we will explore its extension to the setting of second-order cones and establish a class of interior proximal-like algorithms for the CSOCP. We should mention that the algorithm (6) with the entropy function t ln t − t + 1 (t ≥ 0) was recently extended to convex semidefinite programming [11] .
For simplicity, in the rest of this paper, we focus on the case where K = K n . All the analysis can be carried over to the general case where K has the direct product structure as (2) . It is known that K n is a closed convex cone with the interior given by
For any x, y in IR n , we write x K n y if x − y ∈ K n ; and write x K n y if x − y ∈ int(K n ). In other words, we have x K n 0 if and only if x ∈ K n and x K n 0 if and only if x ∈ int(K n ). We denote F by the constraint set of the CSOCP, i.e.,
It is not difficult to verify that F is convex and its interior int(F) is given by
The proximal-like algorithm that we propose for the CSOCP is defined as follows:
where D : IR n × IR n → (−∞, +∞] is a closed proper convex function generated by a class of twice continuously differentiable strictly convex functions on (0, +∞), and the specific expression is given in Section 3. The class of distance measures, as will be shown in Section 3, includes as a special case the natural extension of d ϕ (x, y) with ϕ(t) = − ln t+t−1 to the second-order cones. For the proximal-like algorithm (8), we particularly consider an approximate version which allows inexact minimization of the subproblem (8) and establish its global convergence results under some mild assumptions. Numerical results are reported for two approximate entropy-like proximal algorithms, which verify the effectiveness of the proximal method proposed. In addition, numerical comparisons with the merit function approach [8] indicate that the condition number of the Hessian matrix ∇ 2 f (ζ) has a great influence on the numerical performance of the proximal-like algorithm and the merit function approach, but the former seems to have no direct relation with the dense degree of test problems, but the latter tends to more function evaluations as the density increases.
The outline of this paper is as follows. In Section 2, we review some basic concepts and properties associated with SOCs. In Section 3, we state the definition of D(x, y) and present some specific examples. Some favorable properties of D(x, y) are investigated in Section 4. In Section 5, we describe an approximate proximal-like algorithm allowing inexact minimization in (8) and establish the global convergence of the algorithm. In Section 6, we report our numerical experiences for the proposed proximal-like algorithm by solving some convex SOCPs. Finally, we conclude this paper in Section 7.
Throughout this paper, I represents an identity matrix of suitable dimension and IR n denotes the space of n-dimensional real column vectors. For a differentiable function h on IR, we denote h , h and h by its first, second and third derivative, respectively. Given a set S, we denoteS, int(S) and bd(S) by the closure, the interior and the boundary of S, respectively. Note that a function is closed if and only if it is lower semi-continuous and a function is proper if f (ζ) < ∞ for at least one ζ ∈ IR m and f (ζ) > −∞ for all ζ ∈ IR m . For a closed proper convex function f : IR m → (−∞, +∞], we denote its domain by domf := { ζ ∈ IR m | f (ζ) < ∞} and the subdifferential of f at ζ by
If f is differentiable at ζ, the notation ∇f (ζ) represents the gradient at ζ of f .
Preliminaries
This section recalls some basic concepts and preliminary results related to second-order cones that will be used in the subsequent analysis. For any x = (x 1 , x 2 ) ∈ IR × IR n−1 and y = (y 1 , y 2 ) ∈ IR × IR n−1 , we define their Jordan product as
We write x 2 to mean x • x and write x + y to mean the usual componentwise addition of vectors. Then •, + and e = (1, 0, · · · , 0)
T ∈ IR n have the following basic properties (see [14, 15] 
The Jordan product is not associative. For example, for n = 3, let x = (1, −1, 1) and
n . Thus, we may, without fear of ambiguity, write x m for the product of m copies of x and x m+n = x m • x n for all positive integers m and n. We stipulate that x 0 = e. Besides, K n is not closed under Jordan product. For example,
For each x = (x 1 , x 2 ) ∈ IR × IR n−1 , the determinant and the trace of x are defined by
In general, det(x • y) = det(x) det(y) unless x 2 = αy 2 for some α ∈ IR. A vector
there exists a unique y = (y 1 , y 2 ) ∈ IR × IR n−1 satisfying x • y = y • x = e. We call this y the inverse of x and denote it by x −1 . In fact, we have that
Hence, x ∈ int(K n ) if and only if x −1 ∈ int(K n ), and (
In the following, we recall from [15] that each x = (x 1 , x 2 ) ∈ IR × IR n−1 admits a spectral factorization, associated with K n , of the form
where λ i (x) and u (i)
x for i = 1, 2 are the spectral values and the associated spectral vectors of x, respectively, given by
withx 2 being any vector in IR n−1 such that x 2 = 1. If x 2 = 0, then the factorization is unique. The spectral decomposition along with the Jordan algebra associated with SOC has some basic properties, whose proofs can be found in [14, 15] . Here, we list four of them that will often be used in the subsequent sections.
Property 2.1 For any
with the spectral values λ 1 (x), λ 2 (x) and spectral vectors u (1) x , u (2) x given as in (12) , the following results hold:
(a) u (1) x and u (2) x are orthogonal under Jordan product and have length 1/ √ 2, i.e.,
x and u (2) x are idempotent under Jordan product, i.e., u
(c) The determinant, the trace and the Euclidean norm of x can be denoted by λ 1 (x), λ 2 (x):
(c) For any x, y ∈ IR n , let λ i (x) and λ i (y) for i = 1, 2 be their spectral values. Then,
Proof. Part (a) is direct by the self-duality of K n , and we next consider parts (b) and (c).
The necessity follows from
where the first inequality is by Cauchy-Schwartz, the second is due to y K n 0 and the third is since x K n 0 and y = 0, y K n 0. Next, we prove the sufficiency. First, from x, y > 0 for any y K n 0 and y = 0, we deduce that x 1 > 0 by setting y = e. If x 2 = 0, then the conclusion follows. If x 2 = 0, then we set y = (1, −
). Clearly, y K n 0, y = 0, and 0 < x, y = x 1 − x 2 = λ 1 (x). By Property 2.1 (d), we then have (12) we can compute that
Combining with the two inequalities above then yields the desired result.
2
For any h : IR → IR, the following vector-valued function was considered in [6, 15] :
If h is defined only on a subset of IR, then h soc is defined on the corresponding subset of IR n . The definition in (13) 
(b) If h is continuously differentiable on I IR , then h soc is continuously differentiable on the set S, and its transposed Jacobian at x = (x 1 , x 2 ) ∈ S is given by the formula
if x 2 = 0, and otherwise
where 
where ∇h soc (x) is given by (14)- (15) . By a simple computation, it is easy to verify that
Combining the last two equalities immediately gives the second part of the conclusions. To close this section, we review the definition of SOC-convexity and SOC-monotonicity. The two concepts, such as the matrix-convexity and the matrix-monotonicity in the semidefinite programming, play an important role in the solution methods of SOCPs. Definition 2.1 [7] Given a function h : I IR → IR, let h soc : S → IR n be the vector-valued function defined as in (13) , where I IR ⊆ IR and S ⊆ IR n . Then, (a) h is said to be SOC-monotone of order n on I IR if for any x, y ∈ S,
(b) h is said to be SOC-convex of order n on I IR if for any x, y ∈ S and 0 ≤ β ≤ 1,
We say that h is SOC-convex (respectively, SOC-monotone) on I IR if h is SOC-convex of all order n (respectively, SOC-monotone of all order n) on I IR . A function h is said to be SOC-concave on I IR whenever −h is SOC-convex on I IR . When h is continuous on I IR , the condition in (16) can be replaced by the more special condition:
Obviously, the set of SOC-monotone functions and the set of SOC-convex functions are both closed under positive linear combinations and under point-wise limits.
Distance-like functions in SOCs
In this section, we present the definition of the distance-like function D(x, y) involved in the proximal-like algorithm (8) (C.2) φ is twice continuously differentiable on int(domφ) with lim t→0 + φ (t) = +∞.
(C.3) φ (t)t − φ(t) is convex on int(domφ).

(C.4) φ is SOC-concave on int(domφ).
In the sequel, we denote by Φ the class of functions satisfying conditions C.1-C.4.
Given a φ ∈ Φ, let φ soc and (φ ) soc be the vector-valued function given as in (13) . We define D(x, y) involved in the proximal-like algorithm (8) by
The function, as will be shown in the next section, possesses some favorable properties. Particularly, D(x, y) ≥ 0 for any x, y ∈ int(K n ), and D(x, y) = 0 if and only if x = y. Hence, D(x, y) can be used to measure the distance between the two points in int(K n ).
In the following, we concentrate on the examples of the distance-like function D(x, y). For this purpose, we first give another characterization for condition C.3.
Lemma 3.1 Let φ : IR → (−∞, +∞] be a closed proper function with domφ = [0, +∞). If φ is thrice continuously differentiable on int(domφ), then φ satisfies condition C.3 if and only if its derivative function φ is exponentially convex
4 , or
Proof. Since the function φ is thrice continuously differentiable on int(domφ), φ satisfies condition C.3 if and only if
Observe that the inequality is also equivalent to
and hence substituting by t = exp(θ) for θ ∈ IR into the inequality yields that
Since the left hand side of this inequality is exactly [φ (exp(θ))] , it means that φ (exp(·)) is convex on IR. Consequently, the first part of the conclusions follows.
Note that the convexity of φ (exp(·)) on IR is equivalent to saying for any θ 1 , θ 2 ∈ IR,
which, by letting t 1 = exp(θ 1 ) and t 2 = exp(θ 2 ), can be rewritten as
This is clearly equivalent to the statement in (19) For the characterizations of the SOC-concavity, the interested readers may refer to [7, 9] . Here, we present a lemma which states that the composition of two SOC-concave functions is SOC-concave under some conditions. By this lemma, we may conveniently obtain some new SOC-concave functions from the existing ones. Proof. For the sake of notation, let g soc : S → IR n and h soc : S → S be the vectorvalued functions associated with g and h, respectively, where S ⊆ IR n and S ⊆ IR n . Define g(t) = g(h(t)). Then, for any x ∈ S, it follows from (11) and (13) that
We next prove that g(t) is SOC-concave on I IR . For any x, y ∈ S and 0 ≤ β ≤ 1, from the SOC-concavity of h(t) it follows that
Using the SOC-monotonicity and SOC-concavity of g, we then obtain that
This together with (20) implies that for any x, y ∈ S and 0 ≤ β ≤ 1,
Consequently, the function g(t), i.e. g(h(·))
is SOC-concave on I IR . The second part of the conclusions is obvious. 2
Proposition 3.1 (a)
The function h(t) = t r with 0 ≤ r ≤ 1 is both SOC-concave and SOC-monotone on [0, +∞).
(b) h(t) = −t
−r with 0 ≤ r ≤ 1 is SOC-concave and SOC-monotone on (0, +∞).
is SOC-concave as well as SOC-monotone on (0, +∞).
(d) The function ln t is SOC-concave and SOC-monotone on (0, +∞).
Proof. (a) The proof has been given by [7, Proposition 3.7] , and we here omit it.
(b) The conclusion follows directly from [9, Corollary 4.2].
(c) Let g(t) = −1/t and h(t) = t − u. Then, h(t) = 1/(u − t) is exactly the composition of the two functions, i.e., h(t) = g( h(t)). From part (b), g(t)
is SOC-monotone and SOC-concave on (0, +∞); whereas by [7, Proposition 3.1 (b)] h(t) is SOC-monotone and SOC-concave on (0, +∞). Thus, applying Lemma 3.2, we readily obtain the conclusion.
(d) The proof can be found in [9] . In view of the importance of ln t, we here present a different proof by following the same line as [3] . Noting that
For any
Then, by the definition of SOC-concavity, proving the SOC-concavity of ln t on (0, +∞) is equivalent to showing that w ∈ K n . From (21) and (11), it follows that
where w 1 ∈ IR and w 2 ∈ IR n−1 . However, by Proposition 3.1 (c) and Definition 2.1,
which implies that
and
As a consequence,
This shows that w ∈ K n , and consequently ln t is SOC-concave on (0, +∞). By a similar argument, we can prove that ln t is SOC-monotone on (0, +∞).
From Lemma 3.2 and Proposition 3.1, we may obtain the following corollary, which particularly shows that the modified logarithmic barrier function is SOC-concave. 
) be h(t) = −u/(u+t).
Then, we obtain the result from Proposition 3.1 (c), [7, Proposition 3 .1] and Lemma 3.2. The result also extends the conclusion of [7, Proposition 3.4] .
is SOC-concave and SOCmonotone on (−u, +∞). Using Lemma 3.2 again with g(t) = −1/t and h(t) =
√ u + t, we obtain the desired result.
Now we present serval examples of D(x, y) to close this section. From these examples, we may see that the conditions required by φ ∈ Φ are not so strict and the construction of the distance-like functions in SOCs can be completed by selecting a class of single variate convex functions. Example 3.1. Let φ(t) = t ln t − t + 1 if t ≥ 0, and φ(t) = +∞ if t < 0. It is easy to verify that φ satisfies conditions C.1-C.3. Also, by Proposition 3.1 (d), condition C.4 also holds. From formula (13) , it follows that for any y ∈ K n and x ∈ int(K n ),
Consequently, the distance-like function induced by φ is given by
This function is precisely the natural extension of the entropy-like distance d ϕ (·, ·) with ϕ(t) = − ln t + t − 1 to the second-order cones. In addition, comparing D 1 (x, y) with the distance-like function H(x, y) in Example 3.1 of [26] , we note that D 1 (x, y) = H(y, x), but the proximal-like algorithms corresponding to them are completely different. Therefore, the distance-like function generated by such a φ is given by
for any x ∈ int(K n ) and y ∈ K n . It should be pointed out that D 2 (x, y) is not the extension of d ϕ (·, ·) with ϕ(t) = φ(t) given by [18] to the second-order cones. if t ≥ 0, and φ(t) = +∞ if t < 0. It is easy to verify that φ satisfies conditions C.1-C.3. Furthermore, from Proposition 3.1 (a) it follows that φ satisfies condition C.4. Thus, φ ∈ Φ. By a simple computation,
Hence, the distance-like function induced by φ has the following expression
Example 3.4. Let φ(t) = t a+1 + at ln t − at with 0 < a ≤ 1 if t ≥ 0, and φ(t) = +∞ if t < 0. It is easily shown that φ satisfies conditions C.1-C.3. By Proposition 3.1 (a) and (d), φ is SOC-concave on (0, +∞). Hence, φ ∈ Φ. For any y ∈ K n and x ∈ int(K n ),
Consequently, the distance-like function induced by φ has the following expression
Properties of distance-like functions
In what follows, we study some favorable properties of the function D(x, y). We begin with two technical lemmas that will be used in the subsequent analysis. Among others, the first lemma is a direct consequence of Lemma 2.2 and the definition of Φ.
Lemma 4.1 Given a φ ∈ Φ, let φ soc and (φ ) soc be the vector-valued functions given as in (13) . Then, we have the following results:
(a) φ soc (x) and (φ ) soc (x) are well-defined on K n and int(K n ), respectively, and
(b) φ soc (x) and (φ ) soc (x) are continuously differentiable on int(K n ) with the transposed Jacobian at x given as in formulas (14)- (15) .
, and
Lemma 4.2 Given a φ ∈ Φ and a fixed point
Then, the function φ z (x) possesses the following properties:
Moreover, applying the chain rule for inner product of two functions readily yields ∇φ
(b) By the continuous differentiability of φ z (x), to prove the convexity of φ z on int(K n ), it suffices to prove the following inequality
By condition C.4, φ is SOC-concave on (0, +∞). Therefore, we have
Using Lemma 2.1 (a) and the fact that z ∈ K n , we then obtain that
which in turn implies that
The last inequality is exactly the one in (24) . Hence, φ z is convex on int(
To prove the second part of the conclusions, we only need to prove that the inequality in (25) holds strictly for any x, y ∈ int(K n ) and x = y. By Lemma 2.1 (b), this is also equivalent to proving the vector (φ )
From condition C.4, it follows that φ is concave on (0, +∞) since the SOC-concavity implies the concavity. This together with the strict monotonicity of φ implies that φ is strictly concave on (0, +∞). Using Lemma 2.2 (d), we then have that tr[(φ ) soc (x)] is strictly concave on int(K n ). This means that for any x, y ∈ int(K n ) and x = y,
In addition, we note that the first element of (φ )
which, by Property 2.1 (c), can be rewritten as
This together with (26) shows that (φ )
(φ ) soc (y) is nonzero for any x, y ∈ int(K n ) and x = y. Consequently, φ z is strictly convex on int(K n ). 2
Now we are in a position to study the properties of the distance-like function D(x, y).
Proposition 4.1 Given a φ ∈ Φ, let D(x, y) be defined as in (18). Then, (a) D(x, y) ≥ 0 for any x ∈ int(K n ) and y ∈ K n , and D(x, y) = 0 if and only if x = y;
(c) for any fixed y ∈ K n , the function D(·, y) is convex over int(K n ), and for any fixed
the function D(·, y) is essentially smooth;
(e) for any fixed y ∈ K n , the level sets
Proof. (a) By Lemma 4.1 (c), for any x ∈ int(K n ) and y ∈ K n , we can rewrite D(x, y) as
Notice that tr[φ soc (x)] is strictly convex on int(K n ) by Lemma 4.1 (d), and hence D(x, y) ≥ 0 for any x ∈ int(K n ) and y ∈ K n , and D(x, y) = 0 if and only if x = y.
(b) By Lemma 4.1 (b) and (c), the functions tr[φ soc (x)] and (φ )
soc (x), x are continuously differentiable on int(K n ). Noting that, for any x ∈ int(K n ) and y ∈ K n ,
we then have the continuous differentiability of D(·, y) on int(K n ). Furthermore,
(c) By the definition of φ z given as in (23), D(x, y) can be rewritten as
Thus, to prove the (strict) convexity of D(·, y) on int(K n ), it suffices to show that
is (strictly) convex on int(K n ). Let ψ : (0, +∞) → IR be the function defined by
Then, the vector-valued function induced by ψ via (13) 
From condition C.3 and Lemma 2.2 (d), it follows that tr[(φ ) soc (x)•x−φ soc (x)] is convex over int(K n ). In addition, by Lemma 4.2 (b), φ y (x) is convex on int(K n ) if y ∈ K n , and it is strictly convex if y ∈ int(K n ). Thus, we get the desired results. 
We next prove the conclusion by the two cases: x 1 > 0 and x 1 = 0. For the sake of notation, let
Noting that x k → x, we have x k 2 = 0 for all sufficiently large k. From the gradient formula (27) ,
where
. By the gradient formula (15), we can compute that
Therefore,
the second term in the right hand side of last inequality converges to a finite value, whereas the first term approaches to +∞ since |φ (λ 1 (x k ))| → +∞ by condition C.2 and (14) we have that
Since y 1 > 0 by y ∈ int(K n ) and x k 1 → x 1 = 0, applying condition C.2 yields that the right hand side tends to +∞, and consequently ∇ x D(x k , y) → +∞ when k → +∞.
Next, we consider the case that x k 2 > 0 for all sufficiently large k. In this case, the inequalities (30)- (31) still hold. By Cauchy-Schwartz inequality,
Since
, the last two inequalities imply that
On the other hand, by condition C.2, when k → +∞,
The two sides show that the right hand side of (31) approaches to −∞ as k → +∞, and consequently, 2|[∇(φ )
(e) From the definition of D(x, y), it follows that for any x, y ∈ int(K n ),
where the second equality is from Lemma 4.1 (a) and Property 2.1 (c). Since
we have from Lemma 2.2 (a) that
In addition, by Lemma 2.1 (c) and Lemma 4.1 (a), we have that
Combining the last two inequalities with (32) yields that
This implies that for any fixed y ∈ K n and γ ≥ 0,
Note that for any fixed s ≥ 0, the set {t > 0 : (18) . Then, for all x, y ∈ int(K n ) and z ∈ K n , we have the following inequality
Proposition 4.2 Given a φ ∈ Φ, let D(x, y) be defined as in
Proof. From the definition of D(x, y) and φ z (x) and equality (29) , it follows that
where the inequality is due to the convexity of tr[ψ soc (x)] and φ z (x) and the last equality follows from Lemma 2.2 (c) and Lemma 4.2 (a) . From the definition of ψ given as in (28) , it is easy to compute that
In addition, by the gradient formulas in (14)- (15), we can compute that
This, together with (36) and (35), yields the first inequality in (34), whereas the second inequality follows from the symmetry of the matrix ∇(φ ) soc (y). 2
Propositions 4.1-4.2 indicate that D(x, y)
possesses some favorable properties similar to those for d ϕ . In the next section, we will employ these properties to establish the convergence for an approximate version of the proximal-like algorithm (8).
Approximate proximal-like algorithm
The proximal-like algorithm described as (8) for the CSOCP consists of a sequence of exact minimization. However, in practical computations, it is impossible to obtain the exact solution of these minimization problems. In this section, we consider an approximate version of this algorithm which allows the inexact solution of the subproblems (8) . Throughout this section, we make the following assumptions for the CSOCP:
(A2) The matrix A is of maximal rank m.
Remark 5.1 Assumption A1 is elementary for the existence of the solution of the CSOCP. Assumption A2 is common in the solution of the SOCPs, which is clearly satisfied when
whereĀ ∈ IR m×n with m ≤ n,b ∈ IR m , andc ∈ IR n , the assumption thatĀ has full row rank m is standard. Consequently, its dual problem, given by
satisfies assumption A2. This shows that we can solve the linear SOCP by applying the approximate proximal-like algorithm described below to the dual problem (39). In addition, from Lemma 1 in the appendix, we know that the recession cone of F is given by 0
This implies that assumption A2 is also satisfied when F is supposed to be bounded, since its recession cone 0 + F now reduces to zero.
For the sake of notation, in the sequel, we denote D : int(F) × F → IR by
From Proposition 4.1, we readily obtain the following properties of D(ζ, ξ). 
Lemma 5.1 Let D(ζ, ξ) be defined by (40). Then, under assumption A2, we have that (a) D(ζ, ξ) ≥ 0 for any ζ ∈ int(F) and ξ ∈ F, and D(ζ, ξ) = 0 if and only if ζ = ξ; (b) the function D(·, ξ) for any fixed ξ ∈ F is continuously differentiable on int(F) with
∇ ζ D(ζ, ξ) = 2A T ∇(φ ) soc (Aζ + b)A(ζ − ξ);(41
Now we describe an approximate version of the proximal-like algorithm (8).
The APM. Given a starting point ζ 0 ∈ int(F) and constants k ≥ 0 and
where ∂ f represents the -subdifferential of f .
Remark 5.2 The APM can be regarded as an approximate version of the proximal algorithm (8) in the following sense. From the relation in (42) and the convexity of D(·, ξ)
over int(F) for any fixed ξ ∈ int(F), it follows that for any u ∈ int(F),
Adding the last two inequalities and using (43) yields that
f (u) + µ −1 k D(u, ζ k−1 ) ≥ f (ζ k ) + µ k D(ζ k , ζ k−1 ) − k .
This implies that
where for a given function F and ≥ 0, the notation
In the rest of this section, we focus on the convergence of the APM under assumptions A1 and A2. First, we prove that the APM generates a sequence {ζ k } ⊂ int(F), and consequently the APM is well-defined. This is implied by the following lemma. 
and moreover, the minimum in the right hand side is attained at ζ satisfying
Proof. (a) Fix ξ ∈ int(F) and µ > 0. By assumption A1 and the nonnegativity of D(ζ, ξ), to show that F (ζ) has bounded level sets, it suffices to show that for all
≤ γ} are bounded for all γ ≥ 0 by Lemma 5.1 (e). Therefore, the sets L(ν) all ν ≥ f * are bounded.
(b) By Lemma 5.1 (b), F (ζ) is a closed proper strictly convex function. Hence, if the minimum exists, it must be unique. From part (a), the minimizer ζ exists, and so it is unique. Under assumption A2, using the gradient formula in (41) and the optimality conditions for (46) then yields that 
Using Lemma 2.1, we then obtain ∂δ( ζ |F) = {0}. Thus, the proof is completed. 2
Next, we investigate the properties of the sequence {ζ k } generated by the APM. 
Proof. (a) For any ζ ∈ F, using the definition of the -subdifferential, we have
However, from (43) and (41), it follows that
Substituting this g k into (49), we then obtain that
On the other hand, applying Proposition 4.2 at the points x = Aζ k−1 + b, y = Aζ k + b and z = Aζ + b and using the definition of D(ζ, ξ) given by (40) yields that
Combining the last two equations, we immediately obtain the result.
(b) The result follows directly from part (a) for any ζ ∈ F such that f (ζ k ) ≥ f (ζ).
(c) First, from (44), it follows that
This implies that for any ζ ∈ int(F),
Setting ζ = ζ k−1 in this inequality and using Lemma 5.1 (d) then yields that
Multiplying the above inequality by σ k−1 and summing over k = 1, 2, · · · , n, we get
On the other hand, using part (a) and summing over k = 1, 2, · · · , n, we have
Adding the last two inequalities yields
We are now in a position to prove our main convergence result for the APM. For convenience, we denote the optimal set of the CSOCP by X := ζ | f (ζ) = f * .
Proposition 5.2 Let {ζ
k } be the sequence generated by the APM and σ n = n k=1 µ k . Then, under assumptions A1 and A2, the following results hold. 
Taking the limit σ n → +∞ to the two sides of the last inequality, we immediately have that the first term in the right hand side goes to zero. In addition, applying Lemma 2 in the appendix with a nk := σ k σ k k , we obtain that the second term in the right hand side
This, together with the fact that f (ζ n ) ≥ f * , implies the desired result.
Thus, by Proposition 5.1 (e), the sequence {ζ k } is bounded and consequently has an accumulation point. Without any loss of generality, let ζ ∈ F be an accumulation point of {ζ
The two sides imply that f ( ζ) = f * . Therefore, ζ is a solution of the CSOCP. The proof is thus completed. 2
Numerical experiments
In this section, we present some preliminary numerical results for CSOCPs with a specific version of the concept APM, described as Algorithm 6.1 below, and compare the numerical performance of the algorithm with that of the merit function approach [8] .
The purpose of our numerical experiments is to verify the theoretical results obtained in the last section and illustrate the effectiveness of the proximal-like method proposed.
Algorithm 6.1
Given a sufficiently small τ > 0, a sufficiently large M 0 , and constants ρ > 1 and µ 1 > 0. Choose a starting point ζ 0 ∈ int(F) and set k := 1.
Use an unconstrained minimization method to solve approximately the problem
and obtain a ζ k such that ∇f (ζ
2.
Set µ k+1 = ρµ k and k := k + 1, and then go back to Step 1.
End
Algorithm 6.1 is in fact a special APM with k = τ ζ k − ζ k and µ k = ρ k−1 µ 1 , where ζ k is the solution of the subproblem (44), since using the strict convexity of F k (ζ), we have
Furthermore, such k and µ k at least satisfy the assumptions of Proposition 5.2 (a) since
, and k → 0.
In our experiments, we employed the entropy-like distance functions from Example 3.1 and Example 3.2, respectively, for Algorithm 6.1. For convenience, let
All numerical experiments were done at a PC with 2.8GHz CPU and 512MB memory. The computer codes were all written in Matlab 6.5. We chose a limited-memory BFGS method with 5 limited-memory vector-updates [4] to solve the minimization subproblem (50). In addition, we adopted a nonmonotone line search described as in [16] to seek a suitable steplength, i.e., we computed the smallest nonnegative integer l such that
where d k denotes the search direction at the k-th iterate, and
and where, for a given nonnegative integerm and s,
Unless otherwise stated, we chose β = 0.5, σ = 10 −4 ,m = 5 and s = 5 for the nonmontone line search, and the following parameters for Algorithm 6.1:
−5 , M 0 = 1000, ρ = 10, and µ 1 = 1.
We applied Algorithm 6.1 for the following quadratic convex second-order cone program:
where M ∈ IR n×n is a symmetric positive semi-definite matrix and q ∈ IR n is a vector. In the experiment, the matrix M and the vector q were generated as follows: elements of q were chosen randomly from the interval [−1, 1] and M was obtained by setting M = DD T , where D was a sparse matrix with approximately density · n · n nonzero entries which were chosen from a normal distribution with mean −1 and variance 4. In this procedure, the number of nonzero entries of D is determined so that the nonzero density of M can be approximately estimated. To construct different types of K, we chose n i and N such that n 1 + · · · + n N = 1000 and n 1 = · · · = n N = 100. For each type of K, we have solved 10 test problems with the matrix M of nonzero density 0.5%, 1% and 10%, respectively, and started Algorithm 6.1 from the initial point
. . , N with ω i ∈ IR n i −1 generated randomly by Matlab's randn.m. We also employed the merit function approach [8] to solve these test problems. In other words, we chose the same limited-memory BFGS method as used by Algorithm 6.1 to solve the unconstrained minimization reformulation for the KKT conditions of (51)
For the merit function approach, we used the same starting point ζ 0 as Algorithm 6.1 and terminated the iterates once 2Ψ FB (ζ) ≤ 10 −4 .
The numerical results were listed in Tables 1-3 (see the appendix) , where Rcond denotes the condition number of the matrix M computed by Matlab's rcond.m, Gap means the absolute dual gap, i.e., the value of the function |ζ T (M ζ +q)| at the final iteration, NF represents the number of function evaluations for F k (ζ) or Ψ FB (ζ) to solve each problem, which for Algorithm 6.1 is the total sum of the function evaluations used for every subproblem, and Cpu represents the CPU time in seconds for solving each problem.
From Tables 1-3 , we see that Algorithm 6.1 with D 1 (x, y) and D 2 (x, y) can solve almost all test problems within 10 5 function evaluations, except three test problems in Table 1 for which the merit function approach can not yield the desired result within 5 × 10 4 function evaluations, too. Algorithm 6.1 requires more function evaluations than the merit function approach, especially for the problems with the matrix M of nonzero density 0.5% and 1%. This is reasonable since the APM is only a primal algorithm, whereas the merit function approach is a primal-dual one. When comparing Table 1  with Tables 2-3 , we find that the condition number of M has a great influence on the numerical performance of Algorithm 6.1 and the merit function approach; for example, the two methods have the worst robustness when the condition number of M equals to 0. In addition, from Tables 1-3 , it seems that the number of function evaluations of Algorithm 6.1 is not influenced by the nonzero density of M , but the merit function approach clearly requires more function evaluations as the nonzero density of M increases. Moreover, the merit function approach needs more CPU time at each iteration than Algorithm 6.1 due to an extra multiplication of the matrix M and the vector ∇ y ψ FB (ζ, M ζ + q) involved in the computation of ∇Ψ FB (ζ). This accounts for the fact that Algorithm 6.1 is superior to the merit function approach by the CPU time for the problems with the matrix M of nonzero density 10%.
We also applied Algorithm 6.1 for a nonlinear convex SOCP taken from [17] .
Example 6.1. Consider the following nonlinear convex SOCP:
In order to obtain an initial interior point ζ 0 ∈ int(F) for Algorithm 6.1, we constructed the following conic optimization problem:
It is easy to see that ζ = 0, w = w 0 belongs to int(F) only if w 0 > −λ 1 (b i ), i = 1, 2 and w * > w 0 , and furthermore, when solving (54) with Algorithm 6.1 from ζ = 0, w = w 0 , if some iterate (ζ k , w k ) satisfying w k < 0, then the corresponding ζ k can be used as the starting point to solve (53). The way can also be used to find the starting interior point ζ 0 when applying Algorithm 6.1 for other problems with the form of (1). We have solved the test problem with Algorithm 6.1 from several starting points. The parameters for Algorithm 6.1 were same as above except M 0 = 10000 and τ = 10 −6 . The numerical results were listed in Table 4 , where fopt denotes the objective value at the final iteration. We see that the choice of ζ 0 has an influence on the numerical behavior of Algorithm 6.1.
From Tables 1-4 , we may draw the following conclusions: the approximate proximallike algorithm using D 1 (x, y) has the better numerical behavior than the one using D 2 (x, y) whether by the accuracy of solution or the number of function evaluations required, and the proximal-like algorithm with an appropriate distance measure is superior to the merit function approach by the CPU time for those dense problems.
Conclusions
In this paper, we extended the entropy-like proximal algorithm proposed by Eggermont [12] for convex programming subject to nonnegative constraints, and proposed a class of interior proximal-like algorithms for solving the CSOCPs. These algorithms are based on a distance-like function generated by a closed proper convex function φ satisfying domφ = [0, +∞) and conditions (C.1)-(C.4). The given examples illustrated that the conditions required by φ are not very stringent. For the proposed proximal-like algorithm, we particularly considered an approximate version which allows inexact minimization steps, and established the convergence properties under some mild assumptions. Numerical results were also reported for the algorithm with the entropy-like distance functions from Examples 3.1 and 3.2, and made comparisons with those yielded by the merit function approach [8] , which verify the effectiveness of the proposed method.
In our future research works, we will analyze the convergence rate of the proposed algorithms, and investigate some practical versions of the algorithms. In addition, we will consider the extension of the class of interior proximal-like algorithms to general convex symmetric cone programming problems. It should be pointed out that the extension is not direct. The main difficulty is how to extend the characterizations of SOC-convexity [7, 9] to the setting of symmetric cones. 
