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Resume { Nous proposons un systeme dynamique exprime au moyen des operations max et + comme une recurrence d'ordre
un excitee par un bruit blanc. Les statistiques des 1er et 2eme ordres du signal aleatoire produit par ce systeme sont calculees
theoriquement et testees numeriquement. Elles etablissent que ce systeme peut e^tre utilise pour une generation en ligne tres aisee
de bruits en 1=f

.
Abstract { We propose a dynamic system expressed by means of the max and + operations as a recurrence of order one excited
by a white noise. The rst- and second-order statistics of the random signal produced by this system are theoretically computed
and numerically tested. They establish that this system can be used for very easy on-line generation of 1=f

noises.
1 Introduction
Les bruits caracterises par un spectre en 1=f

, avec
0    2, sont des signaux aleatoires frequemment
observes experimentalement, mais diÆciles a modeliser
theoriquement, hormis les cas simples  = 0 (bruit blanc)
et  = 2 (mouvement brownien) [1]. Ces bruits, generale-
ment, possedent des correlations decroissant en loi de puis-
sance aux temps longs, qui leur conferent des proprietes de
self-similarite statistique ou encore un caractere fractal [2].
Parmi les modeles proposes pour la synthese de bruits en
1=f

gurent les mouvements browniens fractionnaires [3,
4], ou les systemes incorporant des operateurs de derivation
fractionnaire [5, 6], ou la convolution par des noyaux en loi
de puissance [7], ou encore la synthese multiechelle par on-
delettes [8]. La mise en uvre de ces modeles est en general
assez elaboree, et ne prend pas la forme d'un algorithme
recursif d'ordre faible qui autorise une implementation
numerique directe et une generation en ligne du bruit en
1=f

.
Ici nous proposons et analysons un modele pour la gene-
ration de certains bruits en 1=f

, qui presente les deux
proprietes interessantes suivantes : (i) le modele prend la
forme d'une simple recurrence d'ordre un autorisant une
generation en ligne aisee ; (ii) ses statistiques du 1er et
2eme ordres peuvent e^tre calculees explicitement de facon
theorique.
2 Le modele et son analyse theorique
Nous considerons le systeme dynamique decrit par la
recurrence d'ordre un :
X(k) = X(k   1) + x(k) ; (1)
Y (k) = max[Y (k   1); X(k)] ; (2)
y(k) = Y (k)  Y (k   1) ; (3)
pour k > 0 entier, avec la condition initialeX(0) = Y (0) =
0. Pour tout k > 0, les quantites x(k) formant la sequence
d'entree sont des variables aleatoires centrees independantes
et identiquement distribuees.
Le systeme des

Eqs. (1){(3) peut e^tre classe dans la
categorie des systemes dynamiques (max, +) [9]. Aussi, le
signal aleatoire y(k) peut e^tre vu comme la succession des
increments du maximum courant d'une marche aleatoire
d'increments x(k). Le systeme possede une propriete de re-
nouvellement :

A chaque instant k ou y(k) > 0, on a aussi
Y (k) = X(k) d'apres l'

Eq. (2), et donc pour l'evolution
ulterieure de l'increment y, tout se passe comme si a un
tel instant k le systeme etait remis a sa condition initiale
Y = X = 0.
Dans la suite de cette section nous considerons le cas
d'une entree discrete x(k) = 1 equiprobablement. Dans
ce cas, les increments y(k) de l'

Eq. (3) se reduisent a 0 ou
1.
On s'interesse a calculer la fonction d'autocorrelation
R(k; `) = E[y(k)y(k + `)] pour tout k > 0 et `  0. On a
donc
R(k; `)= 1 1 Prfy(k) = 1 ; y(k + `) = 1g (4)
= Prfy(k + `) = 1 j y(k) = 1g Prfy(k) = 1g :(5)

A cause de la propriete de renouvellement du systeme,
on a Prfy(k + `) = 1 j y(k) = 1g = U(`), une fonction qui
ne depend que de l'ecart `, et qui verie en particulier
U(0) = 1, et U(k) = Prfy(k) = 1g = E[y(k)] = E[y
2
(k)]
pour tout k > 0. On obtient donc R(k; `) = U(k)U(`).
La fonction U(`) peut s'exprimer, en fonction des pro-
prietes de la marche aleatoire X(k) d'increments x(k) =
1, comme
U(`) =
`
X
n=1
u(n; `) (6)
pour `  1, ou u(n; `) est la probabilite de premier passage
en X = n au pas ` de la marche aleatoire partie de X = 0
au pas 0. Ceci est du^ au fait que y(k) = 1 equivaut, d'apres
l'

Eq. (2), a un premier passage de la marche X au pas k.
D'apres [10] (p. 89

Eq. (7.5)), on a u(n; `) = 0 pour n et
` de parite opposee, et pour n et ` de me^me parite
u(n; `) =
2
 `
`
n bino[`; (`+ n)=2] ; (7)
ou bino(: ; :) represente les standard coeÆcients du bino^me
de Newton.
La somme de l'

Eq. (6) peut s'evaluer explicitement, et
au moyen de la formule de Stirling du factoriel, son com-
portement asymptotique
1
pour `  1 peut s'exprimer
comme
U(`) = a`
 1=2
; ` grand; (8)
avec la constante a = 1=
p
2  0:40 . On a donc pour le
signal aleatoire y(k), l'esperance
E[y(k)] = ak
 1=2
; k grand; (9)
et la fonction d'autocorrelation
R(k; `) = E[y(k)y(k + `)] = a
2
(k`)
 1=2
; k; ` grands;
(10)
ce qui etablit y(k) comme un signal aleatoire non station-
naire asymptotiquement self-similaire (au moins au sens
large) ou fractal [2].
On peut denir une fonction d'autocorrelation moyenne
empirique comme
R
emp
(`) =
1
N
N
X
k=1
y(k)y(k + `) : (11)
En vertu de l'

Eq. (10), on a l'esperance
E[R
emp
(`)] =
2a
2
p
N
`
 1=2
; N; ` grands; (12)
qui presente donc un comportement asymptotique en `
 
aux longs retards `, avec  = 1=2.

A ceci on peut associer,
par transformee de Fourier, un spectre moyen empirique
[2]
S(f) 
1
f
1=2
; f petit; (13)
qui presente donc un comportement asymptotique en 1=f

aux basses frequences, avec  = 1  = 1=2. Ces evolutions
en lois de puissance etablissent y(k) comme un signal
aleatoire a memoire longue ou comme un bruit en 1=f

.
3 Simulation numerique
Les proprietes etablies theoriquement pour le signal alea-
toire y(k), peuvent aussi e^tre testees experimentalement,
puisque ce signal peut tres aisement e^tre simule numerique-
ment au moyen des

Eqs. (1){(3) qui le denissent. Ainsi,
la Fig. 1 montre une realisation du signal y(k) representee
1
Notons que le regime asymptotique est approche rapidement,
car des ` = 5 l'erreur relative tombe sous 5% pour l'

Eq. (8) par
rapport a la valeur exacte resultant des

Eqs. (6){(7).
sur des intervalles de longueur croissante pour illustrer
la self-similarite. La Fig. 2 represente une realisation de
la fonction d'autocorrelation moyenne empirique R
emp
(`)
avec N = 10
7
qui montre bien une evolution en loi de
puissance d'exposant  = 0:5. La transformee de Fourier
de cette realisation donne l'estimation du spectre moyen
empirique de la Fig. 3 qui montre une variation en 1=f
0:5
.
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Fig. 1 { Une realisation du signal y(k) des

Eqs. (1){(3)
quand x(k) = 1, representee sur des intervalles de lon-
gueur croissante montrant la self-similarite.
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Fig. 2 { Une realisation de la fonction d'autocorrelation
moyenne empirique de l'

Eq. (11) quand x(k) = 1, super-
posee a son esperance de l'

Eq. (12) (ligne droite).
Le signal y(k) conserve ses proprietes de correlation en
loi de puissance d'exposant  = 0:5 lorsque la sequence
d'entree x(k) dans l'

Eq. (1) est distribuee dieremment
[11]. Pour illustration, la Fig. 4 montre les cas d'une dis-
tribution gaussienne, uniforme, et exponentielle bilaterale.
Comme on le voit sur la Fig. 1, le systeme des

Eqs. (1){
(3) produit un signal y(k) forme de bouees ou y > 0
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Fig. 3 { Spectre moyen empirique resultant de la trans-
formation de Fourier de l'autocorrelation de la Fig. 2, su-
perpose a la droite de pente  1=2 (tirets) conformement
a l'

Eq. (13).
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Fig. 4 { Trois realisations de la fonction d'autocorrelation
moyenne empirique de l'

Eq. (11) pour une sequence
d'entree x(k) d'ecart-type unite et de distribution gaus-
sienne (haut), uniforme (milieu), exponentielle bilaterale
(bas). La droite en tirets est de pente  1=2.
separees d'intervalles ou y = 0. Il est possible d'intro-
duire, de diverses facons, plus de variabilite dans le si-
gnal genere tout en conservant les proprietes de longue
dependance. Par exemple, on peut superposer dierentes
traces generees par des repliques independantes du systeme
(1){(3) excitees par des entrees x
i
(k) de distribution quel-
conque. Pour le signal s(k) = y
1
(k)   y
2
(k), ou les deux
y
i
(k) sont generes par deux repliques independantes des

Eqs. (1){(3) excitees par deux entrees x
i
(k) gaussiennes
centrees d'ecart-type unite, une realisation est representee
sur la Fig. 5, avec une estimation du spectre moyen empi-
rique sur la Fig. 7 qui identie un bruit en 1=f
0:5
.
Un autre exemple utilise un signal y(k) des

Eqs. (1){
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Fig. 5 { Une realisation du signal s(k) = y
1
(k)   y
2
(k)
(voir texte). Au vu du spectre moyen empirique de la
Fig. 7, s(k) constitue un bruit en 1=f
0:5
.
(3) pour declencher un processus on-o z(k) a deux etats
z(k) = 1, ou a chaque pas k le signal z(k) change d'etat
si et seulement si y(k) > 0, comme illustre sur la Fig. 6, ce
qui constitue un bruit en 1=f
1:5
au vu du spectre moyen
empirique de la Fig. 7.
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Fig. 6 { Une realisation d'un processus on-o z(k)
declenche par un signal y(k) du type de la Fig. 1. Au vu
du spectre moyen empirique de la Fig. 7, z(k) constitue
un bruit en 1=f
1:5
.
4 Conclusion
Les resultats presentes etablissent, a la fois de facon
theorique et numerique, que le systeme propose peut e^tre
utilise pour la generation de bruits en 1=f

. En tant qu'une
recurrence d'ordre un, le systeme possede la propriete rare
de permettre une implementation numerique directe au-
torisant la generation en ligne de bruits en 1=f

, sur des
horizons temporels virtuellement indenis ou la longue
dependance est preservee. Des developpements envisagea-
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Fig. 7 { Spectres moyens empiriques normalises pour le
signal s(k) = y
1
(k)  y
2
(k) de la Fig. 5 autour de la pente
 1=2, et pour le signal z(k) de la Fig. 6 autour de la pente
 3=2.
bles consistent a rechercher plus de versatilite dans les si-
gnaux generes, et en particulier dans l'exposant . Dieren-
tes voies sont actuellement envisagees, comme l'utilisa-
tion des signaux generes pour exciter ou moduler d'autres
systemes ou processus stochastiques, ou encore l'introduc-
tion de correlation dans la sequence d'entree x(k), ou la
consideration de systemes dynamiques (max, +) d'ordres
superieurs.
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