Using the Padé approximation of the exponential function, we obtain a general recurrence relation for values of the zeta function which contains, as particular cases, many of relations already proved. Applications to Bernoulli polynomials are given. At last, we derive some new recurrence relations with gap of length 4 for zeta numbers. MSC: 11B68 41A21
Introduction and motivation
The Riemann zeta-function ζ(s) and the Hurwitz (or generalized) zeta function ζ(s, a) are defined by The connection between ζ(s, x) for s = −r ∈ Z − and the Bernoulli polynomials is given as follows:
ζ(−r, x) = − B r+1 (x) r + 1 , (r ∈ N).
Moreover, for even index, the numbers ζ(2n), n ∈ N, can be expressed in terms of Bernoulli numbers B 2n defined by B k := B k (0), as follows: In [14] , the authors prove many identities involving the zeta function. Let us recall some of these formulas: 
The previous relations derive from the following identity 8) easily proved by using the binomial expansion
3) of zeta function, the Pochhammer symbol (s) k is being defined as
In this article, we are interesting with recurrence formula for the values of the ζ−function on the set {s, s + 1, s + 2, . . .}, s ∈ C. The core of the paper is Section 3, Theorem 1. Using Padé approximants to the exponential function in the integral expression (1.3) of ζ(s, a), we prove a recurrence relation depending on five parameters n, m, p, a, s where n and m are respectively the degree of the numerator and the degree of the denominator of the Padé approximant used to approximate the function e t and p, a, s are some complex numbers. For negative integer value of the complex number s, recurrence relations between Bernoulli polynomials are recovered.
The paper is organized as follows. In the next section, we recall the definition of Padé approximants to a general series and give its expression for the case of the exponential function. In Section 3, we apply Padé approximation to prove a general linear recurrence relation for the zeta numbers and in Section 6 we prove that many known linear recurrence relations are particular cases. At last, an arithmetical property of the linear combination of ζ-values is proved.
Padé approximant
In this section, we recall the definition of Padé approximation to general series and their expression in the case of the exponential function. Given a function f with a Taylor expansion f (t) = ∞ i=0 c i t i in a neighborhood of the origin, a Padé approximant denoted [n, m] f to f is a rational fraction of degree n (resp. m) for the numerator (resp. the denominator):
whose Taylor expansion agrees with those of f as far as possible:
In the general case, the resulting linear system has unique solutions α i , β i ; (see, e.g., [2] ). Padé approximation is related with convergence acceleration [7] , continued fractions [3, 10] , orthogonal polynomials and with quadrature formulas [9] . Moreover the denominators of Padé approximants satisfy a three terms recurrence relationship [5, 6] and this property allowed finding another proof of the irrationality of ζ(2) and ζ(3) (see [13] 
where the hypergeometric
In what follows, we write [n, m](t) for the Padé approximant to e t . Let us set
The polynomials P (n,m) , Q (n,m) are then given by
The error term is defined by R (n,m) (t) :
and satisfies
is called the remainder term.
Recurrence relation

General formula
Let us recall one method to derive the formula (1.8). In the expression of ζ(s, a − t),
we replace e tx by its Taylor expansion around t = 0 to get:
In this section, the main idea is to replace in ζ(s, a − t), the exponential function e tx , not by its taylor expansion around t = 0 but by its Padé approximant [n, m](t). This gives the following main result.
If (a) > 0 and (a + p) > 0, then
Proof. Considering the remainder term for Padé approximant to e −pt (2.1),
for (a) > 0 , (a + p) > 0 and (s) > 1, we multiply the two handside members by
Thus, using the definition (1.3) of ζ(s, a),
which proves the Theorem 1, after division by Γ(s) n+m n for (s) > 1. (Note that the interversion of the signs sum is motivated by the inequality
Now, for fixed a and p such that (a) > 0, (a + p) > 0, the two functions of the variable s, A
on s ∈ C D n,m and are equal for (s) > 1, so the equality (3.3) is valid for all complex number s in C D n,m .
Remark 1. The conditions (a) > 0 and (a + p) > 0 are not restrictive since
, and ζ(s, a + k) will satisfy (a + k) > 0 for suitable integer k.
Convergence
Now, we are interesting with the convergence of A (p) (n,m) (s, a) when n or m tend to infinity.
where C is some constant independent of m and n.
Proof. First we will prove that for fixed c ∈ C with (c) > 0 we have
which tends to 0 when (z) tends to infinity. Now, if we take c = a + px, then ∀x ∈ [0, 1] , from the hypothesis, (a + px) > 0 which implies
Let us assume that |p| ≤ |a| and calculate the derivative of φ(x) :=
Thus φ is increasing on [0, 1] and max
With the change of variable X = 1 − x, we deduce that |p| ≤ |a + p| ⇒ max
|a| and Lemma 1 is proved with C = K.
We are now in position to prove the convergence of the general formula (3.1). Proof. In Theorem 1, we proved
Γ(|s|)
, and thus the product
n tends to 0 when n tends to infinity. The proof for the case |p| < |a| , |p| ≤ |a + p| is similar. 
which equivalent to the formula (1.8).
Thus the above formula (3.6) can be considered as the finite version of (1. 
Applications to Bernoulli polynomials
We recall that Bernoulli polynomials are defined by t e t − 1
The first polynomials are B 0 (x) = 1, B 1 (x) = x − 1/2, B 2 (x) = x 2 − x + 1/6. From the generating function of the Bernoulli polynomials, it is easily proved that
The classical Bernoulli numbers B n are given by B n := B n (0). For r ∈ N, r ≥ m + n + 1,
Proof. For some negative integer s = −k, (k ∈ N), the connection between ζ-function and Bernoulli polynomials is given by ζ(−k,
So, in the formula (3.1), we have to consider the sets {s+j, 0 ≤ j ≤ m}∩Z − , {s+j, 0 ≤ j ≤ n}∩Z − and {s + m + n + 1} ∩ Z − . In (3.1), let us s = −r, with r a positive integer r ≥ max(n, m). After simplification, (3.1)
where (n,m) (−r, a) = 0. After multiplication by (r + 1), it arises formula (4.1). Second case: r ≥ m + n + 1. In that case,
Using the following relation 
n + m n
From (4.4) we deduce
which is formula (4.2).
Third case: r = m + n. In that case,
Since lim
Formula (4.3) follows from
Remark 3. Theorem 3 has been proved in [11] using the generating function of the Bernoulli polynomials; similar formulas for Euler polynomials and Apostol-type polynomials are also available.
Expression of A (p)
(n,m) (s, a) for m = λn.
In the case m = λn, it is possible to prove an integral formula for the linear combination of zeta values defined by A (p) (n,m) (s, a). This expression will imply that a sequence (v n ) n∈N defined with respect to A (p) (n,λn) (s, a) is totally oscillating and thus gives its speed of convergence to zero. Definition 1. 1) A sequence (u n ) is called totally monotonic (TM) if there exists a non negative measure dµ with infinitely many points of increase such that
If the support of the measure dµ is the interval [0, 1/R], then for all n we have u n+1 /u n ≤ R and
n u n is TM, then (u n ) n is called totally oscillating (TO).
Remark 4. If a sequence is TM or TO, it is very easy to accelerate its convergence with for example the epsilon-algorithm [4] or the modified moment method [12] . 
1)
if λ = 0, and φ(u) is a positive function depending on λ, s, a and p. Moreover, from the theory of moments
Proof. In the expression 1 0
x λn (1 − x) n ζ(s + (λ + 1)n + 1, a + px)dx, we replace the ζ-function by its series:
The hypothesis imply that a+px > 0 and s+(λ+1)n+1 > 1. So the series
is normally convergent on x ∈ [0, 1]. The interversion of the sign and are then allowed. Now, for each integer k, we set
For λ > 0,the function Ψ k attains its maximum M k at x k = ((λ + 1) + p/(a + k)) −1 ∈ [0, 1] and
For example, if λ = 1,
It implies that
where we have set φ(u) := 6. Limit case: m = λn and n tends to infinity
In this section, we will study Theorem 2 when m and n tends to infinity with m = λn. Let us recall the expression for A (p) (n,m) (s, a) :
Let us assume that m = λn with n going to infinity. If |p| ≤ |a| , |p| ≤ |a + p| , with one equality being strict, then Theorem 2 implies
(n,λn) (s, a) = 0, and using the following asymptotics, for fixed j ∈ N
where λ is a positive rational number. Then, we are led to the following theorem.
Theorem 5. If |p| ≤ |a| and |p| < |a + p| or |p| < |a| and |p| ≤ |a + p| and if (a) > 0 ,
For the particular value p = 1/2,
Moreover, for each integer p, if |a| ≥ p and (a) > 0, then
Proof. If (λ) > −1/2 then λ λ+1 < 1 and thus λp λ+1 < |a| , λp λ+1 < |a + p| . The hypothesis of (1.8) are satisfied and it can be found that both sides of (6.2) are equal to ζ s, a − pλ λ+1 . For p = 1/2, we have used (6.2) and the relation ζ(s+j, a+1/2) = ζ(s+j, a)−2
If p is an integer, formula (6.4) follows from the following identities Thus, the sequence A
Proof. The first formula follows from λ → ∞ in (6.4). Then, in (6.3) a = 1 and λ → ∞ gives (6.6) and s = 1, p = 1, a = 2 in ( 6.5) gives formula (6.7). (6.8) follows from the values λ → ∞, s = 2, a = 2 in (6.3).
To obtain formula (6.9), we have to divide formula ( 6.4) by s, replace s by s − 1 and set λ → ∞, a = 2 and p = 1.
For alternated sums, we have ( [14] , chap.3): The value p = 1 in the previous formula leads to (6.11) . If we substitute s by s − 1, in (6.11), and after dividing by (s − 1) we obtain
s − 1 .
Formula (6.11) follows from the addition of the previous formula with the following identity 
Lacunary recurrence relations
If in (6.3), (6.4), we let λ = 1, then only ζ-values with odd index are involved and we get: Proof. The first formula is obtained by setting λ = 1 in (6.4). Then, the next formulas are only particular cases of the first one with p = 1 for (7.2), and p = 1, a = 1 for (7.3).
The following lacunary formulas seem to be new: and a = 1, s = 1 and s = 2 in (7.6) implies Corollary 4
An arithmetical property
In this section we restrict ourselves to the case m = λn ∈ N , p = 1, a = 1, s ∈ N \ {0, 1}. 
