Association rule mining is an important problem in the data mining area. It enumerates and tests a large number of rules on a dataset and outputs rules that satisfy user-specified constraints. Due to the large number of rules being tested, rules that do not represent real systematic effect in the data can satisfy the given constraints purely by random chance. Hence association rule mining often suffers from a high risk of false positive errors. There is a lack of comprehensive study on controlling false positives in association rule mining. In this paper, we adopt three multiple testing correction approaches-the direct adjustment approach, the permutation-based approach and the holdout approach-to control false positives in association rule mining, and conduct extensive experiments to study their performance. Our results show that (1) Numerous spurious rules are generated if no correction is made. (2) The three approaches can control false positives effectively. Among the three approaches, the permutation-based approach has the highest power of detecting real association rules, but it is very computationally expensive. We employ several techniques to reduce its cost effectively.
INTRODUCTION
Association rule mining was first introduced by Agrawal et al. [2] in the context of transactional databases. It aims to find rules of the form: X ⇒ Y , where X and Y are two sets of items. The meaning of the rule is that if the left-hand side X occurs, then the right-hand side Y is also Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Articles from this volume were invited to present their results at The 38th International Conference on Very Large Data Bases, August 27th -31st 2012, Istanbul, Turkey. Proceedings of the VLDB Endowment, Vol. 5, No. 2 Copyright 2011 VLDB Endowment 2150-8097/11/10... $ 10.00. very likely to occur. The interestingness of the rules is often measured using support and confidence. The support of a rule is defined as the number of records in the dataset that contain both X and Y . The confidence of a rule is defined as the proportion of records containing Y among those records containing X. Association rule mining outputs rules with support no less than min sup and confidence no less than min conf , where min sup is called the minimum support threshold and min conf is called the minimum confidence threshold. The two thresholds are specified by users.
An association rule implies the association between its left-hand side and its right-hand side. A question that arises naturally is how likely the association between the two sides is real, that is, how likely the occurrence of the rule is due to a systematic effect instead of pure random chance. Rules that occur by chance alone are not statistically significant. In statistics, p-value is used to measure the statistical significance of a result. In the case of association rules, the p-value of a rule R is defined as the probability of observing R or a rule more extreme than R given the two sides of R are independent. If a rule R has low p-value, then R has a low chance to occur if its two sides are independent. Given that R is observed in the data, then its two sides are unlikely to be independent, that is, the association between them is likely to be real. A high p-value means that R has a high chance to occur even if there is no association between its two sides. A rule with high p-value cannot tell us whether its two sides are dependent. Such rules should be discarded. Conventionally, a p-value of 0.05 is recognized as low enough to regard a result as statistically significant [6] .
A p-value threshold of 0.05 means that there is a 0.05 probability that a rule is not real but we are wrongly regarding it as real. If we test 1000 random rules at the significance level of 0.05, then around 50 rules will be regarded as significant just by random chance. Such rules are false positives. The number of rules being tested in an association rule mining task often reaches tens of thousands or even more. It is thus necessary to adjust the cut-off p-value threshold to reduce false positives. Some readers may argue that we can use min sup and min conf to eliminate false rules. The problem is that it is often very difficult for users to decide proper values for the two thresholds. If the two thresholds are low, then they cannot remove all false rules; if they are set to be high, then we are running the risk of throwing many real rules away. Thus, we cannot depend on the two thresholds alone to remove false rules.
An association rule is a testing of the association between its two sides, so association rule mining is a multiple testing problem. Several multiple testing correction methods have been proposed to control false positives in statistics. However, there is a lack of comprehensive study on their performance for the association rule mining task. In this paper, we conduct extensive experiments to study the ability of these methods in controlling false positives and in detecting real association rules under different settings.
The rest of the paper is organized as follows. Section 2 defines the problem. Section 3 briefly describes the association rule mining algorithm. The three multiple testing correction approaches are presented in Section 4. We describe experiment design and report experiment results in Section 5. Related work is described in Section 6. Finally, Section 7 concludes the paper.
PROBLEM DEFINITION
We consider a special type of association rules-class association rules [11] or predictive association rules [13, 21] , which have been used for classification successfully. The definitions and methods described in the paper can be easily extended to other forms of association rules.
Class association rule
Class association rules are generated from attribute-valued data with class labels. Only class labels are allowed on the right-hand side. Let D = {t1, t2, · · · , tn} be a set of records. Each record is described by a set of attributes A = {A1, A2, · · · , Am} and a class label attribute C. We assume all the attributes are categorical. If there are continuous attributes, we can discretize them using a supervised discretization method.
Let A be an attribute and v be a value taken by A. We call attribute-value pair A = v an item. If an attribute A of a record t takes value v, then we say t contains item A = v. We use letter i to denote items.
Definition 1 (pattern).
A pattern is a set of items {i1, i2, · · · , i k }, and k is called the length of the pattern.
We use letter X to denote patterns. Given two patterns X1 and X2, if every item of X1 is also contained in X2, then X1 is called a sub-pattern of X2 and X2 is called a superpattern of X1, denotated as X1 ⊆ X2 or X2 ⊇ X1. If a record t contains all the items in a pattern X, then we say t contains X, denoted as X ⊆ t or t ⊇ X. The support of a pattern X in a dataset D is defined as the number of records in D containing X. That is, supp(X) = |{t|t ∈ D ∧ X ⊆ t}|.
Definition 2 (Association rule
). An association rule takes the form: X ⇒ c, where X is a pattern and c is a class label.
We use letter R to denote rules. Given a rule R : X ⇒ c, if a record t contains X, and its class label is c, then we say t supports R. The support of a rule R in a dataset D is defined as the number of records in D that support R, denoted as supp(R). The confidence of R is defined as the proportion of records labeled with class c among those records containing X. That is, conf (R) = supp(R)/supp(X). The support of X is called the coverage of R.
Given a dataset D, a minimum support threshold min sup and a minimum confidence threshold min conf , the association rule mining task aims to find all the rules R : X ⇒ c such that supp(X) ≥ min sup and conf (R) ≥ min conf . If the coverage of a rule is no less than min sup, then we say the rule is frequent.
P-value of class association rules
The p-value of rule R : X ⇒ c is the probability of observing R or a rule more extreme than R if X and c are independent. Several statistical tests have been used to calculate p-values of association rules, like χ 2 test [5] and Fisher's exact test [18, 19] . Here we adopt two-tailed Fisher's exact test [8] to calculate the p-value of a rule R : X ⇒ c as follows:
where n is the total number of records in the given dataset, nc is the number of records labeled with class c, H(k; n, supp(X), nc) is the hypergeometric distribution, a b is binomial coefficient and E is the set of cases that are equally extreme as R or are more extreme than R, that is, E = {k|H(k; n, nc, supp(X)) ≤ H(supp(R); n, nc, supp(X))}.
The p-value of a rule measures the statistical significance of the rule. If a rule R has low p-value, it means that R is unlikely to occur if X and c are independent. Given that R occurs in the data, then X and c are unlikely to be independent, that is, X and c are likely to be associated. The lower the p-value, the more statistically significant the rule is.
Given a dataset D, the number of records in D and the number of records labeled with class c in D are fixed. The p-value of a rule is decided by its coverage and confidence. The higher the coverage and the confidence, the lower the p-value as shown in Figure 1 . supp(X)=5 supp(X)=10 supp(X)=20 supp(X)=40 supp(X)=70 supp(X)=100 Note that here we are interested in finding the association between a pattern and a class label. We are not interested in the association between items within a pattern. If users are interested in the latter or other aspects of association rules, they may need to use other statistical tests to calculate pvalues. The multiple testing correction approaches discussed in Section 4 can be applied as well.
Controlling false positives
When one single rule is tested, a p-value of 0.05 is often used as a cut-off threshold to decide whether a rule is statistically significant [6] . A p-value threshold of 0.05 means that there is a 0.05 probability that a rule is not real but we are wrongly regarding it as real. Such rules are false positives or false discoveries. The cut-off p-value threshold reflects the level of false positive error rate that a user is willing to accept. In the case that many rules are tested, the number of rules that are wrongly regarded as significant can be large. We need to adjust the cut-off threshold to control false positive errors under certain level. False positives can be controlled based on two measures: family-wise error rate (FWER) and false discovery rate (FDR) [4] .
Definition 3 (FWER). Family-wise error rate is the probability of reporting at least one false positive.
Definition 4 (FDR). False discovery rate is the expected proportion of false positives among the rules that are reported to be statistically significant.
Obviously, FWER is more stringent than FDR. For testing problems where the goal is to provide definitive results, FWER is preferred. If a study is viewed as exploratory, control of FDR is often preferred. FDR allows researchers to identify a set of "candidate positives" of which a high proportion are likely to be true. The true positives within the candidate set can then be identified in a follow-up study. Association rule mining is exploratory in nature, hence FDR is often preferred for association rule mining.
A rule with low coverage cannot be very significant. For example, when #records=1000, supp(c)=500 and supp(X) =5, even if conf (R)=1, the p-value of R : X ⇒ c is as high as 0.062. The same is true for rules with low confidence. When #records=1000 and supp(c)=500 and conf (R)=0.55, even if supp(X)=200, the p-value of R is as high as 0.133. Some readers may argue that we can use the minimum support threshold and the minimum confidence threshold to eliminate false positives. The problem is that association rules do not have the same level of coverage and confidence. For rules with moderate confidence, we may need to use a high min sup threshold to ensure that they are statistically significant. For rules with moderate coverage, we may need to use a high min conf threshold. If we set both thresholds unnecessarily high, then many real rules may be thrown away. Hence it is not practical to use the two thresholds alone to control false positives.
Note that though we emphasize the statistical significance of association rules, we do not claim that p-value should replace confidence or many other interestingness measures proposed in the literature. The main role of the minimum confidence threshold is to reflect the level of domain significance. It answers the question "what is the minimum level of confidence that can be considered as interesting in this domain?". The level of domain significance is independent of sample size, and it should be decided by only domain experts. We believe that statistical significance measures and domain significance measures should be used together to filter uninteresting rules from different perspectives.
CLASS ASSOCIATION RULE MINING
Many algorithms have been developed to mine frequent patterns or association rules. We map every attribute-value pair to an item, and use an existing frequent pattern mining algorithm [12] to mine frequent patterns with support no less than min sup. Besides counting the support of a pattern, we also count the frequency of the class labels in the set of records containing the pattern to calculate the confidence and p-value of the corresponding rules. When there are only two class labels, c andc, in a dataset, testing X ⇒ c is equivalent to testing X ⇒c. Hence when there are two class labels, we generate one rule for each pattern. When there are more than two class labels, we generate m rules for each pattern, where m is the number of class labels.
Frequent patterns often contain a lot of redundancy. Different patterns may represent the same set of records. If two patterns, X1 and X2, appear in the same set of records, then X1 ⇒ c and X2 ⇒ c have the same coverage and confidence. Consequently, their p-values are the same too. To reduce the number of rules generated, we use only closed frequent patterns [14] as the left-hand side of rules. A closed frequent pattern is the longest pattern among those patterns that occur in the same set of records as it, and it is unique.
MULTIPLE TESTING CORRECTION
Several multiple testing correction methods have been proposed. We categorize these methods into three categories: the direct adjustment approach, the permutation-based approach and the holdout approach.
The direct adjustment approach
Bonferroni correction [1] is one of the most commonly used approaches for multiple testing. It aims at controlling FWER. To maintain FWER at α, Bonferroni correction divides the α threshold by the total number of tests performed. Let Nt be the number of tests performed, then those tests with p-value no larger than α N t are regarded as statistically significant and others are not.
In the class association rule mining task, the number of tests performed is m · NF P , where NF P is the number of patterns with support no less than min sup and m is the number of class labels if the number of class labels is larger than 2, m = 1 if the number of class labels is 2.
Benjamini and Hochberg's method [4] controls false positive rate (FDR). Let H1, H2, · · · , Hn be the n tests and they are sorted in ascending order of p-value. Their corresponding p-values are p1, p2, · · · , pn. To control FDR at a level of α, this method finds the largest i, denoted as k, for which pi ≤ i·α n , and then regards all Hi, i=1, 2, · · · , k, as statistically significant.
The permutation-based approach
The permutation-based approach [20, 7] randomly shuffles the class labels of the records and recalculate the p-value of the rules. The random shuffling destroys the association between patterns and class labels, hence the distribution of the re-calculated p-values is an approximation of the null distribution where the two sides of rules are independent.
To control FWER at a level of α, we randomly generates N permutations. There should be no real rules on a permutation, hence any rule this is declared to be statistically significant on a permutation is a false positive. We need to find a cut-off p-value threshold such that the proportion of permutations on which at least one rule passes the cut-off threshold is no larger than α. To find this cut-off threshold, we get the lowest p-value on each permutation and rank them in ascending order. The ⌊α·N ⌋-th p-value is then used as the cut-off threshold to decide whether a rule is statistically significant.
To control FDR at a level of α, we randomly generates N permutations and adjusts the p-value of individual rules as follows. Let Nt be the number of rules tested on the original dataset, H = {p1, p2, · · · , pN·N t } be the p-values of the Nt rules on the N permutations and p be the p-value of a rule R on the original dataset. Then the new p-value of rule R is re-calculated |{p i |p i ≤p, p i ∈H}| N ·N t . Benjamini and Hochberg's method is then applied on the new p-values to find the cut-off threshold.
The permutation-based approach preserves the interactions among patterns, so it can find a more accurate cutoff p-value threshold than the direct adjustment approach. However, the permutation-based approach is very costly. We use several techniques to reduce its cost.
Mining association rules only once
Association rule mining can be very costly, so it is not desirable to perform association rule mining on each permutation. Class labels of records change over different permutations, but other items in the records do not change. Given a rule R : X ⇒ c, X occurs in the same set of records on all the permutations as on the original dataset, so supp(X) does not change across different permutations, but supp(R) changes due to the shuffling of class labels. We mine frequent patterns only once on the original dataset and generate the record id lists of frequent patterns. The supports and pvalues of the rules on a permutation are calculated using the record id lists and the class labels of that permutation.
Diffsets
The record id lists of frequent patterns can be very long. To further reduce the cost, we use a technique called Diffsets. This technique was first proposed in [22] for improving the performance of a frequent pattern mining algorithm. Frequent patterns can be organized in a set-enumeration tree [16] . We use a depth-first order to explore the setenumeration tree. The record id list of a pattern X is generated from that of its parent in the tree. We denote the parent as Y . The basic idea of Diffsets is that if supp(X) is very close to supp(Y ), then we can store the difference instead of the full record id list of X. More specifically, if supp(X) <= supp(Y )/2, then we store the full record id list of X; otherwise, we store the difference between the two record id lists, denoted as Diffsets(X). That is, Diffsets(X) contain the ids of the records that contain Y but does not contain X. If Diffsets(X) is stored, supp(X ⇒ c) is calculated from supp(Y ⇒ c) and Diffsets(X).
Buffering p-values
Let Nt be the number of rules tested on the original dataset and N be the number of permutations. We need to calculate Nt · (N + 1) p-values in the permutation-based approach. This can be very costly. Fortunately, the calculation of p-values can be shared between different rules and across different permutations. We store p-values that are previously computed to enable the sharing.
Let n be the number of records in a given dataset. The calculation of H(k; n, supp(c), supp(X)) requires the factorials of several integers. To speed up the calculation, we store the factorials of the integers from 0 to n in a memory buffer of size n + 1. We denote this buffer as B f . The n+1 factorials can be calculated incrementally in O(n + 1) time. If n is large, the factorial of n may exceed the range of the double data type. To solve this problem, we store the logarithm of the factorials in the buffer. Given a rule R : X ⇒ c, we need to find the set of cases that are equally extreme as R or are more extreme than R to get the p-value of R. We proceed as follows. We get the lower bound L and upper bound U of supp(R), where L = max{0, supp(c) + supp(X) − n} and U = min{supp(c), supp(X)}. We compute H(k; n, supp(c), supp(X)) for all k ∈ [L, U ] using the factorials stored in B f , and we store them in another memory buffer of size (U -L+1). We call this new buffer the p-value buffer of supp(X) and denote it as B supp(X) . Based on the property of the hypergeometric distribution, the most extreme cases are located on the two ends of B supp(X) . In other words, H(L; n, supp(c), supp(X)) and H(U ; n, supp(c), supp(X)) are the two smallest values in the buffer. When we move toward the middle of the buffer, H(k; n, supp(c), supp(X)) becomes larger and larger. Figure 2 shows the values stored in B supp(X) when n=20, supp(c)=11 and supp(X)=6.
To get all the possible p-values that a rule with coverage supp(X) can have, we start from the two ends of the buffer and move towards the middle, and sum up the values one at a time in ascending order of H(k; n, supp(c), supp(X)). Let p be the sum. Initially, p=0. Let H(k; n, supp(c), supp(X)) be the next value to be added to p, then p + H(k; n, supp(c), supp(X)) is the p-value of R when supp(R) = k. We use p+ H(k; n, supp(c), supp(X)) to replace H(k; n, supp(c), supp(X)) in the buffer. When all H(k; n, supp(c), supp(X)) are summed up, where k ∈ [L, U ], buffer B supp(X) stores all the possible p-values that a rule with coverage supp(X) can have. The calculation is illustrated in Figure 2 . The time complexity for calculating the values in
The coverage of a rule does not change over different permutations, only its support changes. Therefore, given a rule R : X ⇒ c, we need to calculate B supp(X) only once. The pvalues of R on the N permutations can be retrieved directly from the buffer.
Different rules may have the same coverage, and the computation of their p-values can be shared too. To enable the sharing between different rules, we use a static buffer and a dynamic buffer. The static buffer stores the p-value buffers of the rules with coverage between min sup and max sup. The value of max sup is decided by the size of the static buffer. If the coverage of a rule is larger than max sup, then the p-value buffer of the rule is stored in the dynamic buffer. The dynamic buffer is much smaller than the static buffer, and its contents are updated constantly. The dynamic buffer always stores only one p-value buffer, which is the p-value buffer of the last rule whose coverage is larger than max sup. We use a variable sup d to remember whose p-value buffer the dynamic buffer is storing.
When we calculate the p-value of a rule R : X ⇒ c, we first check whether supp(X) ≤ max sup. If it is true, then we look for the p-value buffer B supp(X) in the static buffer. If B supp(X) has not been calculated before, we calculate it and store it in the static buffer. The p-value of R is then retrieved from there. If supp(X) > max sup, we check whether supp(X) = sup d . If it is true, then we retrieve the p-value of R directly from the dynamic buffer. Otherwise, we calculate the p-values in B supp(X) , and store them in the dynamic buffer. The value of sup d is set to supp(X). We then get the p-value of R from the dynamic buffer.
The holdout approach
The holdout evaluation approach is proposed by Webb [18] . It aims to overcome the drawbacks of the above two approaches. It divides a dataset into an exploratory dataset and an evaluation dataset. Association rules are first mined from the exploratory dataset. The set of rules with p-value no greater than α are then passed to the evaluation dataset for validation. To control FWER at level α, the p-value of the rules on the evaluation dataset is adjusted using Bonferroni correction, but now the number of tests is the number of rules that have a p-value no larger than α on the exploratory dataset. Typically, that number is orders of magnitude smaller than the number of rules being tested on the whole dataset, thus the holdout approach is expected to have a better chance of discovering rules with a moderately low p-value. FDR is controlled in a similar way using Benjamini and Hochberg's method.
The holdout approach is less costly than the permutationbased approach. However, the performance of the holdout approach may be affected by the way the dataset is partitioned. If a rule happens to fall in only the exploratory dataset or the evaluation dataset, then this rule cannot be discovered. The coverage of the rules on the exploratory dataset and the evaluation dataset is almost halved, so rules have much higher p-values on the exploratory dataset and the evaluation dataset. This on one hand makes some true association rules undetectable, on the other hand, it becomes harder for noise rules to turn out significant.
A PERFORMANCE STUDY
In this section, we study the performance of the three multiple correction approaches. Our experiments were conducted on a PC with a 2.33Ghz CPU and 4GB memory.
Datasets
It is very hard to know the complete set of true association rules in real-world datasets, so it is difficult to evaluate the performance of the three approaches on real-world datasets. To solve this problem, we generate synthetic datasets and Table 1 : Parameters used by the synthetic data generator embed rules in them. We generate synthetic datasets in matrix forms, where rows represent records and columns represent attributes. All the attributes are categorical. We first embed a number of association rules in the matrix. The cells that are not covered by any embedded rules are then filled randomly. If no rule is embedded, then the data is totally random. The parameters taken by the data generator are listed in Table 1 .
For the experiments below, some parameters of the synthetic dataset generator are fixed to the following values: #C=2, min v=2, max v=8, min l=2 and max l=16. The records are evenly distributed in different classes. We have tried other parameter settings, like setting the number of classes #C to be larger than 2. The results we obtained are similar to the results reported below.
The performance of the holdout approach may be affected by the way the dataset is partitioned. To have a fair comparison of the holdout approach, we generate two sub-datasets with N/2 records and embed rules with coverage between min s/2 and max s/2 into them. We then catenate the two sub-datasets into a single dataset with N records and the embedded rules in this dataset will have coverage between min s and max s. For the holdout evaluation, we use one of the two sub-datasets as the exploratory dataset, and the other one as the evaluation dataset. This way, the impact of the partitioning is eliminated. We call this method "holdout". We also tried random partitioning in our experiments, and we call it "random holdout". In all the experiments, the minimum support threshold min sup on the exploratory dataset is set to be half of that on the whole dataset. adult  32561  14  2  german  1000  20  2  hypo  3163  25  2  mushroom  8124  22  2   Table 2 : Real-world datasets
Datasets #records #attributes #classes
Besides synthetic datasets, we also used four real-world datasets downloaded from UCI machine learning repository 1 in our experiments. The four datasets are listed in Table 2 . Continuous attributes in these datasets are discretized using MLC++ 2 .
Evaluation method
If we embed one rule X ⇒ c in a synthetic dataset, then the sub-patterns and super-patterns of X are likely to form significant association rules with c too. Figure 3 shows the distribution of p-values on three datasets: a random dataset without embedded rules, two datasets with one embedded rule. The coverage of the two embedded rules is set to 400 and 200 respectively and their confidence is set to 0.8. For all the three datasets, N =2000 and A=40. Figure 3 shows that one embedded rule leads to many other rules with low pvalues. These by-product rules should not be simply treated as false positives. Otherwise, the FDR of all the correction methods will be close to 1. When we embed only one rule Rt : Xt ⇒ ct in a synthetic dataset, we define false positive as follows. Let α be the cut-off p-value threshold. Let T (X) be the set of records containing pattern X. A rule R : X ⇒ c with p-value no larger than α is called a false positive if R = Rt and R satisfies one of the following conditions:
• T (Xt) T (X) = φ;
• T (Xt) T (X) is not empty, and p(R|¬Rt) ≤ α, where p(R|¬Rt) is the adjusted p-value of R if Rt does not exist.
The definition of p(R|¬Rt) is given below. Let n be the number of records in the given dataset D and nc t be the support of ct in D. If Rt does not exist, then the proportion of ct in T (Xt) T (X) should be close to nc t n . We use supp(X ∪ Xt) · nc t n to approximate the expected support of ct in T (X) T (Xt) if Rt does not exist. The adjusted support of R on the whole dataset, if Rt does not exist, can then be calculated as supp(R|¬Rt) = supp(X ∪ Xt) · nc t n + (supp(R) − supp(X ∪ Xt ∪ c)). The adjusted p-value of R if Rt does not exist is defined as p(R|¬Rt) = p(supp(R|¬Rt); n, nc, supp(X)).
Based on the above definition of false positive, we define power, FWER and FDR accordingly. On a single dataset,
• FWER is 1 if there is at least one false positive; otherwise FWER is 0.
• FDR is the proportion of false positives among all the rules that are reported to be statistically significant.
• power is the proportion of the embedded rules that are reported to be statistically significant. When only one rule is embedded, power is either 1 or 0.
In our experiments, we generate 100 datasets for each parameter setting of the synthetic dataset generator, and report the average results on the 100 datasets. On these 100 datasets,
• FWER is defined as the proportion of datasets that have at least one false positive.
• FDR is the average FDR over the 100 datasets.
• power is the average power over the 100 datasets. If only one rule is embedded, power is also the proportion of the datasets on which the embedded rule is detected.
The results reported below were obtained by controlling FWER and FDR at 5%. We have tried to control FWER and FDR at other levels, like 1% and 0.1%. At these two error levels, all the three approaches have lower power and lower error rate than that at 5%, but their relative performance is the same as that at 5%. In all the experiments, we set the minimum confidence threshold to 0.
Running time
The first experiment compares the running time of the three correction approaches. The four real-world datasets listed in Table 2 and two synthetic datasets are used in this experiment. Dataset D8hA20R0 is generated using the following parameters: N = 800, A=20 and Nr=0. Dataset D2kA20R5 is generated using the following parameters: N = 2000, A=20, Nr=5, min s=400, max s =600, min c=0.6 and max c=0.8. In all the experiments, the number of permutations is set to 1000.
We first study how much the Diffsets technique and the p-value buffering technique described in Section 4.2 improve the efficiency of the permutation-based approach. Figure 4 shows the running time of the permutation-based approach in four cases: (1) association rules are mined only once, but the Diffsets technique and the p-value buffering technique are not used, denoted as "no optimization"; (2) only the dynamic buffer is used, denoted as "dynamic buffer"; (3) the dynamic buffer and the Diffsets technique is used, denoted as "Diffsets+dynamic buffer"; (4) a 16MB static buffer is used in addition to Diffsets and the dynamic buffer, denoted as "16M static buffer+Diffsets+dynamic buffer". In all the figures, the running time includes frequent pattern mining time and multiple testing correction time.
Using the dynamic buffer to store pre-computed p-values can speed-up permutation test by an order of magnitude on almost all the datasets. The Diffsets technique further reduces the running time by 2 to 10 times on the four largest datasets. On the random dataset D8hA20R0, the size of the Diffset of a pattern is very close to that of the full record id list of the pattern, hence Diffsets cannot achieve any improvement. The static buffer does not achieve further improvement given the dynamic buffer has already been used. Figure 5 shows the running time of the three correction approaches. The permutation-based approach uses the Diffsets technique and the p-value buffering technique. The direct adjustment approach incurs the lowest overhead. The permutation-based approach has the highest computation cost. It can be tens of times slower than the direct adjustment approach. The holdout approach is several times slower than the direct adjustment approach. 
Random datasets
The second experiment studies the ability of different approaches in controlling FWER and FDR. It is conducted on random datasets without embedding any rules, so every rule that is reported to be statistically significant is a false positive. FWER and average FDR over 100 datasets have the same meaning as FDR is either 0 or 1 on a random dataset. The random datasets are generated using the following parameters: N =2000, A=40 and Nr=0. Figure 6 shows the performance of the three approaches when the minimum support threshold min sup is varied. The meaning of the abbreviations in the figures are listed in Table 3 . When min sup decreases from 1000 to 100, the number of rules tested increases quickly as shown in Figure 6 (b). The same trend is observed for FWER and the number of false positives when no correction is made. In particular, when min sup ≤ 200, FWER reaches 1 if no correction is made. All the three correction approaches (c) #false positives Figure 6 : Performance of the three approaches on random datasets (N =2000, A=40) . The meaning of the abbreviations can be found in Table 3 can control FWER at around 5%. The direct adjustment approach and the permutation-based approach have similar performance. The holdout approach has the lowest FWER, and it also produces the fewest number of false positives.
Datasets with one rule embedded
This experiment studies the power of the three approaches in detecting embedded rules. We embed only one rule in each dataset, and we use Rt : Xt ⇒ ct to denote the embedded rule. We generate 100 datasets using the following parameters: N =2000, A=40, Nr=1, min s=max s =400. The confidence of Rt is varied from 0.55 to 0.70. Figure 8 shows the performance of the three approaches when FWER is controlled at 5%. Figure 7 shows the number of rules tested. The embedded rule can always be de- tected when no correction is made, but it is at the cost of high FWER as shown in Figure 8(b) . When no correction is made, FWER is always 1 and the number of false positives is also considerably large as shown in Figure 8(c) . The power of the three correction approaches increases when conf (Rt) increases. In particular, when conf (Rt) =0.55, none of the correction approaches can detect the embedded rule; when conf (Rt)=0.7, all the correction approaches can detect the embedded rule. This is because p-value decreases dramatically when conf (Rt) increases as shown in Figure 9 , which makes Rt much easier to detect.
Controlling FWER at 5%
The permutation-based approach has higher power than the direct adjustment approach. When conf (Rt)=0.6, the permutation-based approach can detect the embedded rule on almost all the datasets, so its power is close to 1. The direct adjustment approach can detect the embedded rule on Figure 10 : Performance of the three approaches on datasets with one embedded rule when FDR is controlled at 5%. min sup=150 on the whole dataset. The meaning of the abbreviations can be found in Table 3 . only 44 datasets out of the 100 datasets. It indicates that the cut-off p-value threshold decided by the direct adjustment approach is too low, which introduces many false negatives.
The holdout approach has lower power than the other two approaches. The low power of the holdout approach is attributed to the fact that the p-value of Rt is very sensitive to the coverage of Rt. On both the exploratory dataset and the evaluation dataset, the coverage of Rt is reduced to half and its p-value is increased by several orders as shown in Figure 9 , which makes Rt undetectable in some cases. When conf (Rt) increases, the holdout approach maintains low FWER, while the FWER of the other two approaches increases. When conf (Rt)=0.7, the FWER of the permutation-based approach even reaches 50%, which is much larger than the expected value of 5%. One possible reason is that when we embed a rule Rt : Xt ⇒ ct in a dataset, not only the class distribution in the set of records containing Xt is distorted, the class distribution in the other part of the data is distorted too. The latter distortion can also produce some rules with low p-values and they are regarded as false positives. If we look at the absoluate number of false positives generated by the permutation-based approach, it remains very low as shown in Figure 8 (c). It is around 1 when conf (Rt)=0.7. Figure 10 shows the performance of the three approaches when FDR is controlled at 5%. Again, the holdout approach has the lowest power, the lowest FDR and the fewest number of false positives. The direct adjustment approach and the permutation-based approach have very similar performance. 
Controlling FDR at 5%

Impact of the number of rules tested
This experiment studies the impact of the number of rules tested on the performance of the several correction methods. We fix conf (Rt) at 0.60, and vary the minimum support threshold to change the number of rules tested. Figure 11 shows the number of rules tested under different min sup. The X-axis is the minimum support threshold on the whole dataset. On the exploratory dataset, min sup is set to be half of that on the whole dataset. Figure 12 and Figure 13 shows the performance of the three correction approaches when the number of rules tested changes. When min sup decreases, the number of rules tested increases. The three correction approaches need to use a lower cut-off p-value threshold to control false positives, which makes the embedded rule become undetectable sometimes, so the power of the three correction approaches decreases. The direct adjustment approach suffers a larger and faster drop in power than the permutation-based approach. When no correction is made, FWER and FDR increase slightly. For the three correction approaches, FWER and FDR decrease slightly, which indicates the three approaches are very effective at controlling false positives.
When min sup=400, the random holdout method has lower power than when min sup=300. The reason being that the coverage of the embedded rule Rt is 400. When the random holdout approach divides the dataset into the exploratory dataset and the evaluation dataset randomly, the coverage of Rt may be below 200 on the exploratory dataset, so it cannot be detected when min sup is set to 200. Such cases are avoided when min sup is lowered. Figure 13 : Impact of the number of rules tested when FDR is controlled at 5%. conf (Rt)=0.60. The meaning of the abbreviations can be found in Table 3 . 
Results on real-world datasets
On real-world datasets, we cannot calculate power, FWER and FDR because real association rules are unknown. Here we compare the relative power and error rate of the three approaches by showing the number of significant rules reported by them. Approaches reporting more significant rules usually have higher power and higher error rate. Figure 14 shows the number of significant rules when FWER is controlled at 5%. On adult, the three approaches produce a similar number of significant rules. The same is observed on mushroom. On the other two datasets, the permutation-based approach reports more significant rules than the direct adjustment approach, and both approaches produce much more rules than the holdout approach, which is consistent with the results on synthetic datasets.
The above results can be explained by Figure 15 . On adult and mushroom, the p-value of more than 80% of the rules is below 10 −12 . These rules are reported to be significant by all the three approaches. On hypo, more than 30% of Figure 16 : Number of significant rules reported on real-world datasets when FDR is controlled at 5%. the rules have a p-value between 10 −6 and 10 −2 . These rules are reported to be significant when no correction is made. The permuation-based approach regards about half of them as significant. The direct adjustment approach and the holdout approach regard none of them as significant. The situation is similar on dataset german. Figure 14 shows the number of significant rules when FDR is controlled at 5%. The number of significant rules reported by the direct adjustment approach and the permuationbased approach is very similar on all the four datasets. The holdout approach reports much fewer significant rules on hypo and german. We use dataset german to show why it is difficult to use the minimum confidence threshold to eliminate statistically insignificant rules. Table 4 shows the number of rules with different levels of confidence and p-value on dataset german. The RHS of the rules is "class=good", and 70% of the records on the whole dataset have class label "good". The minimum support threshold is set to 60. The total number of rules tested is 13064. When FWER is controlled at 0.05, the cut-off p-value threshold decided by the direct adjustment approach and the permutation-based approach is 3.83×10 −6 and 1.83×10 −5 respectively. If we set min conf =0.85, then 834 (=323+429+32) of the reported rules have a p-value larger than 1 × 10 −4 . They are not statistically significant according to the multiple testing correction approaches. If we increase min conf to 0.9, then 247 (=30+11+16+82+31+77) rules with p-value lower than 1 × 10 −6 are discarded. These rules may represent real systematic effects. Hence using min conf to eliminate insignificant rules may force us to use an unnecessarily high value for min conf , which may throw away many rules that are potentially real.
RELATED WORK
Since the association rule mining problem was first proposed by Agrawal et al. [2] in 1993, it has become an important problem in the data mining area. Association rule mining algorithms often produce a large number of rules. Various interestingness measures have been proposed to select rules. Tan et al. [17] and Geng et al. [9] surveyed various measures proposed in the literature. Many of the measures are defined based on support and confidence of rules, and they reflect domain significance of rules instead of statistical significance of rules.
There are a few papers studying the statistical significance of frequent patterns and association rules. Brin et al. [5] use the χ 2 test to assess the statistical significance of individual rules, but they did not consider the effect of the number of rules being tested. Kirsch et al. [10] study the statistical significance of the frequency of frequent patterns instead of the association between the two sides of rules. They propose an algorithm to identify a threshold s * such that the set of patterns with support at least s * can be flagged as statistically significant with a small false discovery rate. Megiddo and Srikant [13] also study the statistical significance of the frequency of frequent patterns. They use re-sampling techniques to determine a proper p-value threshold. The samples are generated by preserving the frequency of single items, but the occurrences of all the items are independent. The p-values on these random datasets are used to determine the cut-off p-value threshold on the original dataset. However, the number of random datasets generated is 9, which may be too small to find a proper cut-off p-value threshold. Bay and Pazzani [3] use a Bonferroni-like correction to control false positives in contrast set mining.
Recently, Webb [18] investigates two methods to controlling false positives in association rule mining: the Bonferroni correction method [1] and the holdout evaluation approach. The p-value of a rule is calculated based on the rule's immediate subsets using Fisher's exact test, thus a p-value reflects the relationship between a rule and its subsets instead of the association between its two sides as in this paper. Webb later proposed another approach which uses layered critical values to control false positives [19] . The layered critical values are calculated based on the length of the rules. The above three methods are evaluated on datasets with a small number of items where the search space is small and the schema of the datasets is fixed. In this paper, we conducted a more comprehensive study to get a thorough understanding of different correction approaches.
DISCUSSION AND CONCLUSION
In this paper, we studied three multiple testing correction approaches for controlling false positives in association rule mining. Our findings can be summarized below.
• In terms of power, the order of the three approaches is permutation test > direct adjustment > holdout. In terms of error rate, the order is the same.
• In terms of computation cost, the order is permutation test > holdout > direct adjustment.
• The permutation-based approach has very close performance to the direct adjustment approach when FDR is controlled. Since the permutation-based approach is much more costly, the direct adjustment approach is more favorable when users want to control FDR.
• When FWER is controlled at α and a very small portion of rules have a p-value between α N t and α, where Nt is the number of rules tested, then it is not worthwhile to use the permutation-based approach. If many rules have a p-value between α N t and α, as on datasets hypo and german, then the permutation-based method is preferred.
• The holdout approach is more conservative and more costly than the direct adjustment approach. The direct adjustment approach has already been criticized for inflating the number of false negatives unnecessarily [15] . Hence we do not recommend the use of the holdout approach.
During our experiments, we found that the interaction among frequent patterns is a big problem. If rule R : X → c is real and is statistically significant, then rules X ′ ⇒ c are likely to be significant too, where X ′ is a sub-pattern or super-pattern of X. This makes it very hard to determine what is a false positive. We use a simple method to tackle this problem. More sophisticated methods are needed.
Frequent patterns have a lot of redundancy among them. If the support of two patterns, X and X ′ , is very close and X is a sub-pattern of X ′ , then the two rules, X ⇒ c and X ′ ⇒ c, are essentially testing the same hypothesis. It is desirable to reduce the redundancy and retain a small number of representative patterns for testing. This way, the number of tests is reduced and the power of the correction approaches can be improved. This will be our future work.
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