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THE REDUCED HARTREE-FOCK MODEL FOR SHORT-RANGE
QUANTUM CRYSTALS WITH DEFECTS
SALMA LAHBABI
Abstract. In this article, we consider quantum crystals with defects in the
reduced Hartree-Fock framework. The nuclei are supposed to be classical par-
ticles arranged around a reference periodic configuration. The perturbation is
assumed to be small in amplitude, but need not be localized in a specific re-
gion of space or have any spatial invariance. Assuming Yukawa interactions, we
prove the existence of an electronic ground state, solution of the self-consistent
field equation. Next, by studying precisely the decay properties of this solution
for local defects, we are able to expand the density of states of the nonlinear
Hamiltonian of a system with a random perturbation of Anderson-Bernoulli
type, in the limit of low concentration of defects. One important step in the
proof of our results is the analysis of the dielectric response of the crystal to
an effective charge perturbation.
1. Introduction
In solid state physics and materials science, the presence of defects in materi-
als induces many interesting properties, such as Anderson localization and leads
to many applications such as doped semi-conductors The mathematical modeling
and the numerical simulation of the electronic structure of these materials is a
challenging task, as we are in the presence of infinitely many interacting particles.
The purpose of this paper is to construct the state of the quantum electrons of
a mean-field crystal, in which the nuclei are classical particles arranged around a
reference periodic configuration. We work with the assumption that the nuclear
distribution is close to a chosen periodic arrangement locally, but the perturbation
need not be localized in a specific region of space and it also need not have any
spatial invariance. To our knowledge, this is the first result of this kind for Hartree-
Fock type models for quantum crystals, with short-range interactions. By studying
precisely the behavior of our solution, we are then able to expand the density of
states of the Hamiltonian of the system in the presence of a random perturbation of
Anderson-Bernoulli type, in the limit of low concentration of defects, that is when
the Bernoulli parameter p tends to zero. The state of the random crystal and the
mean-field Hamiltonian were recently constructed in [8]. Our small-p expansion is
the nonlinear equivalent of a previous result by Klopp [19] in the linear case.
The mean-field model we consider in this paper is the reduced Hartree-Fock
model [31], also called the Hartree model in the physics literature. It is obtained
from the generalized Hartree-Fock model [25] by removing the exchange term. As
the Coulomb interaction is long-range, it is a difficult mathematical question to de-
scribe infinite systems interacting through the Coulomb potential. In the following,
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we assume that all the particles interact through Yukawa potential of parameter
m > 0. In fact, we can assume any reasonable short-range potential, but we con-
centrate on the Yukawa interaction in dimension d ∈ {1, 2, 3} for simplicity. We
consider systems composed of infinitely many classical nuclei distributed over the
whole space and infinitely many electrons.
We start by recalling the definition of the reduced Hartree-Fock (rHF) model
for a finite system composed of a set of nuclei having a density of charge νnuc and
N electrons. The electrons are described by the N -body wave-function (called a
Slater determinant)














∣∣ (ρψ − νnuc)




2 and λ1, · · · , λN are the smallest N eigenvalues of the
operator H , assuming that λN < λN+1. Here,
∣∣Sd−1
∣∣ is the Lebesgue measure of
the unit sphere Sd−1 (|S0| = 2, |S1| = 2π, |S2| = 4π). The existence of a solution
of (1) is due to Lieb and Simon [26].
In order to describe infinite systems, it is more convenient to reformulate the
rHF problem in terms of the one-particle density matrix formalism [24]. In this
formalism, the state of the electrons is described by the orthogonal projector γ =∑N










∣∣ (ργ − νnuc) ,
(2)
where formally ργ(x) = γ(x, x) and the Fermi level ǫF is any real number in the
gap [λN , λN+1).
For infinite systems, the rHF equation is still given by (2), but γ is now an infinite
rank operator as there are infinitely many electrons in the system. The operator
γ needs to be locally trace class for the electronic density ργ to be well-defined in
L1loc(R
d).
The rHF equation (2) was solved for periodic nuclear densities









η(· − k) + ν
were studied by Cancès, Deleurence and Lewin in [7]. We have denoted by R the
underlying discrete periodic lattice. The corresponding Hamiltonians are denoted
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for instance, were treated in [8].
Our present work follows on from [7, 6, 8]. We are going to solve the equation (2)
in the particular case where
νnuc = νper + ν, (3)
where νper is a periodic nuclear distribution so that the corresponding background
crystal is an insulator (the mean-field Hamiltonian Hper has a gap around ǫF ), and
ν ∈ L2unif (Rd) is a small enough arbitrary perturbation of the background crystal.
The perturbation ν needs to be small in amplitude locally, but must not be local
or have any spatial invariance.
The rHF model is an approximation of the N -body Schrödinger model, for which
there is no well-defined formulation for infinite systems so far. The only available
result is the existence of the thermodynamic limit of the energy: the energy per
unit volume of the system confined to a box, with suitable boundary conditions,
converges when the size of the box grows to infinity. The first theorem of this form
for Coulomb interacting systems is due to Lieb and Lebowitz in [22]. In this latter
work, nuclei are considered as quantum particle and rotational invariance plays a
crucial role. For quantum systems in which the nuclei are classical particles, the
thermodynamic limit was proved for perfect crystals by Fefferman [12] (a recent
proof has been proposed in [17]) and for stationary stochastic systems by Blanc
and Lewin [4]. Similar results for Yukawa interacting systems are simpler than for
the Coulomb case and follow from the work of Ruelle and Fisher [13] for perfect
crystals and Veniaminov [32] for stationary stochastic systems. Unfortunately, very
little is known about the limiting quantum state in both cases.
For (orbital-free) Thomas-Fermi like theories, the periodic model was studied
in [26, 9], the case of crystals with local defects was studied in [5] and stochastic
systems were investigated in [3]. To the best of our knowledge, the only works
dealing with systems with arbitrary distributed nuclei are [9, 2] for Thomas-Fermi
type models.
As mentioned before, our work is the first one to consider this kind of sys-
tems in the framework of Hartree-Fock type models. Our results concern small
perturbations of perfect crystals interacting through short-range Yukawa potential.
Extending these results to more general geometries and for the long-range Coulomb
interaction are important questions that we hope to address in the future.
After having found solutions of (2) for any (small enough) ν ∈ L2unif (Rd), we
study the properties of this solution for local perturbations ν. This enables us to
investigate small random perturbations of perfect crystals. Precisely, we consider
nuclear distributions




where (qk)k∈R are i.i.d. Bernoulli variables of parameter p and χ is a compactly
supported function which is small enough in L2(Rd). We are interested in the
properties of the system in the limit of low concentration of defects, that is when
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the parameter p goes to zero. We prove that the density of states of the mean-
field Hamiltonian Hp = − 12∆+ Vp, which describes the collective behavior of the
electrons, admits an expansion of the form





Here, n0 is the density of states of the unperturbed Hamiltonian Hper = − 12∆+Vper
and µ1 is a function of the spectral shift function for the pair of operators Hper and
Hχ, the latter being the mean-field Hamiltonian of the system with only one local
defect constructed in [7]. We give in Theorem 2.7 a precise meaning of O(pJ+1).
In [19], Klopp considers the empirical linear Anderson-Bernoulli model
H = −1
2




where V0 is a linear periodic potential and η an exponentially decaying potential.
He proves that the density of states of the Hamiltonian H admits an asymptotic
expansion similar to (4). The case where V (ω, x) is distributed following a Poisson
law instead of Bernoulli is dealt with in [20]. Our proof of (4) follows the same lines
as the one of Klopp. The main difficulty here is to understand the decay properties
of the mean-field potential V solution of the self-consistent equations (2). For
this reason, we dedicate an important part of this paper to the study of these
decay properties. In Theorem 2.3 below, we show that for a compactly supported
perturbation ν, the difference V − Vper decays faster than any polynomial far from
the support of the perturbation ν. Moreover, we show that the potential generated
by two defects that are far enough is close to the sum of the potentials generated
by each defect alone.
The article is organized as follow. In Section 2, we present the main results of the
paper. We start by recalling the reduced Hartree-Fock model for perfect crystals
and perfect crystals with local defects in Section 2.1. In Section 2.2, we state the
existence of solutions to the self-consistent equations (2) for νnuc given by (3). We
also explain that our solution is in some sense the minimizer of the energy of the
system. We also prove a thermodynamic limit, namely, the ground state of the
system with the perturbation ν confined to a box converges, when the size of the
box goes to infinity, to the ground state of the system with the perturbation ν.
In Section 2.3, we prove decay estimates for the mean-field density and potential.
In Section 2.4, we present the expansion of the density of states of the mean-field
Hamiltonian. The proofs of all these results are provided in Sections 4, 5, 6 and 7.
In Section 3, we study the dielectric response of a perfect crystal to a variation of
the effective charge distribution, which plays a key role in this paper.
Acknowledgement. I thoroughly thank Éric Cancès and Mathieu Lewin for their
precious help and advices. The research leading to these results has received funding
from the European Research Council under the European Community’s Seventh
Framework Programme (FP7/2007–2013 Grant Agreement MNIQS no. 258023).
2. Statement of the main results
2.1. The rHF model for crystals with and without local defects. In defect-
free materials, the nuclei and electrons are arranged according to a discrete periodic
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lattice R of Rd, in the sense that both the nuclear density νnuc = νper and the
electronic density are R-periodic functions. For simplicity, we take R = Zd in the
following. The reduced Hartree-Fock model for perfect crystals has been rigorously
derived from the reduced Hartree-Fock model for finite molecular systems by means
of thermodynamic limit procedure in [10, 7] in the case of Coulomb interaction. The
same results for Yukawa interaction are obtained with similar arguments. The self-











∣∣ (ργ0 − νper) .
(5)
It has been proved in [10, 7] that (5) admits a unique solution which is the unique
minimizer of the periodic rHF energy functional.
Most of our results below hold only for insulators (or semi-conductors). We
therefore make the assumption that
Hper has a spectral gap around ǫF . (6)
The rHF model for crystals with local defects was introduced and studied in [7].
A solution of the rHF equation (2) is constructed using a variational method. One
advantage of this method is that there is no need to assume that the perturbation
ν is small in amplitude. The idea is to find a minimizer of the infinite energy of
the system by minimizing the energy difference between the perturbed state and
the perfect crystal. The ground state density matrix can thus be decomposed as
γ = γ0 +Qν , (7)
where Qν is a minimizer of the energy functional
Eν(Q) = Tr γ0 ((Hper − ǫF )Q) +
1
2
Dm(ρQ − ν, ρQ − ν) (8)
on the convex set
K =
{
Q∗ = Q, −γ0 ≤ Q ≤ 1− γ0, (−∆+ 1)
1
2 Q ∈ S2(L2(Rd)),




where Q++ = (1 − γ0)Q(1 − γ0), Q−− = γ0Qγ0 and Tr γ0(A) = Tr (A++ +A−−).
We use the notation Sp to denote the pth Schatten class. In particular S2 is the set
of Hilbert-Schmidt operators. The second term of (8) accounts for the interaction













f(x)Ym(x− y)g(y) dx dy,





f (x) e−ip·xdx is the Fourier transform of f . The Yukawa
kernel Ym, the inverse Fourier transform of
∣∣Sd−1





m−1e−m|x| if d = 1,
K0 (m |x|) if d = 2,





e−r cosh t dt is the modified Bessel function of the second type [23].
It has been proved in [7] that the energy functional (8) is convex and that all its










∣∣ (ργ − νper − ν),
(10)
where 0 ≤ δ ≤ 1 (H = ǫF ). If ν is small enough in the H−1-norm, then δ = 0.
One of the purposes of this article is to find decay estimates of the potential V
solution of (10) that are necessary in the study of the Anderson-Bernoulli random
perturbations of crystals.
2.2. Existence of ground states. In this section, we state our results concerning
the electronic state of a perturbed crystal. The host crystal is characterized by a
periodic nuclear density νper ∈ L2unif (Rd) such that the gap assumption (6) holds.
The perturbation is given by a distribution ν ∈ L2unif (Rd). The total nuclear
distribution is then
νnuc = νper + ν.
In Theorem 2.1 below, we show that if ν is small enough in the L2unif -norm, then
the rHF equation (2) admits a solution γ. This solution is unique in a neighborhood
of γ0. The proof consists in formulating the problem in terms of the density ργ and
using a fixed point technique, in the spirit of [15].
Theorem 2.1 (Existence of a ground state). There exists αc > 0 and C ≥ 0 such
that for any ν ∈ L2unif (Rd) satisfying ‖ν‖L2
unif
≤ αc, there is a unique solution


















We denote this solution by γν , the response electronic density by ρν = ργν − ργ0
and the defect mean-field potential by Vν = V − Vper.
For a local defect ν ∈ L2(Rd) ∩ L1(Rd) such that ‖ν‖L2
unif
≤ αc, equation (11)
admits a unique solution which coincides with the ground state γ solution of (7)
constructed in [7]. Indeed, the solution γν given in Theorem 2.1 is a solution of the
defect problem (10). Moreover, in the proof of Theorem 2.1, we prove that H has
a gap around ǫF , thus necessarily δ = 0 in (10). As all the solutions of (10) share
the same density, (10) (thus (11)) admits a unique solution.
The ground state constructed in Theorem 2.1 is in fact the unique minimizer of
the "infinite" rHF energy functional. Indeed, following ideas of [16], we can define
the relative energy of the system with nuclear distribution νnuc by subtracting the
"infinite" energy of γν from the "infinite" energy of a test state γ:
Erelν (γ) := Tr γν ((H − ǫF ) (γ − γν)) +
1
2
Dm (ργ − ργν , ργ − ργν ) .
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This energy is well-defined for states γ such that γ − γν is finite rank and smooth
enough for instance, but one can extend it to states in a set similar to K in (9).
The minimum of the energy Erelν is attained for γ = γν = 1 (H ≤ ǫF ). Moreover,
as H has a gap around ǫF , Erelν is strictly convex and γν is its unique minimizer.
In the following theorem, we show that if we confine the defect ν to a box of
finite size, then the ground state of the system defined by the theory of local defects
presented in Section 2.1 converges, when the size of the box goes to infinity, to the
ground state of the system with the defect ν defined in Theorem 2.1. We denote
by ΓL = [−L/2, L/2)d.
Theorem 2.2 (Thermodynamic limit). There exists αc > 0 such that for any
ν ∈ L2unif (Rd) satisfying ‖ν‖L2
unif
≤ αc, the sequence (γν1ΓL )L∈N\{0} converges in
S1,loc(L
2(Rd)) to γν as L→ ∞.
2.3. Decay estimates. In this section, we prove some decay estimates of the mean-
field potential Vν and the mean-field density ρν , which will be particularly important
to understand the system in the presence of rare perturbations in the next section.
Theorem 2.3 below is crucial in the proof of Theorem 2.7. Indeed, we will need
uniform decay estimates for compactly supported defects, with growing supports
and uniform local norms.
Theorem 2.3 (Decay rate of the mean-field potential and density). There exists
αc, C
′ > 0 and C ≥ 0 such that for any ν ∈ L2c(Rd) satisfying ‖ν‖L2
unif
≤ αc, we
have for R ≥ 2
‖Vν‖H2
unif






x ∈ Rd, d (x, supp(ν)) < R
}
.
Remark 2.4. Using the same techniques as in the proof of Theorem 2.3, we can




≤ αc and ‖ν‖H−1 ≤ α, we have for R ≥ 2
‖Vν‖H2(Rd\CR(ν)) + ‖ρν‖L2(Rd\CR(ν)) ≤ Ce
−C′(logR)2 ‖ν‖L2(Rd) . (14)
Estimate (14) gives a decay rate of the solution of the rHF equation for crystals with
local defects, far from the support of the defect. In particular, it shows that ρν ∈
L1(Rd). This decay is due to the short-range character of the Yukawa interaction.
In the Coulomb case, it has been proved in [6] that for anisotropic materials, ρν /∈
L1(Rd).
The decay rate of Vν and ρν proved in Theorem 2.3 is faster than the decay of
any polynomial, but is not exponential, which we think should be the optimal rate.
Proposition 2.5 below is an important intermediary result in the proof of Theo-
rem 2.2. It says that the mean-field density ρν and potential Vν on a compact set
depend mainly on the nuclear distribution in a neighborhood of this compact set.
Proposition 2.5 (The mean-field potential and density depend locally on ν).
There exists αc > 0 such that for any β ≥ 2 there exists C ≥ 0 such that for
any ν ∈ L2unif (Rd) satisfying ‖ν‖L2
unif
≤ αc and any L ≥ 1 we have
‖Vν − VνL‖H2
unif








where νL = ν1ΓL .
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In the same way, we obtain the following result which will be very useful in the
proof of Theorem 2.7. We prove that the potential generated by two defects that
are far enough is close to the sum of the potentials generated by each defect alone
in the sense of
Proposition 2.6. There exists αc > 0 such that for any β ≥ 2, there exists

























Proof. The proof is the same as the one of Proposition 2.5 with ν = ν1 + ν2 and
L = 2R. 
2.4. Asymptotic expansion of the density of states. In this section, we use
our previous results to study a particular case of random materials. In the so-called
statistically homogeneous materials, the particles are randomly distributed over the
space with a certain spatial invariance. More precisely, the nuclear distribution
(thus the electronic density) is stationary in the sense
νnuc(τk(ω), x) = νnuc(ω, x+ k),
where (τk)k∈Zd is an ergodic group action of Z
d on the probability set Ω (see
Figure 1). One famous example of such distributions is the Anderson model
Γ
u u u u
u u u u
u u u u
e e e e
e e e e












Perfect crystal Statistically homogeneous material





where, typically, χ ∈ C∞c (R3) and the qk’s are i.i.d. random variables. The reduced
Hartree-Fock model for statistically homogeneous materials was introduced in [8].
The state of the electrons is described by a random self-adjoint operator (γ(ω))ω∈Ω




γ(ω) = 1 (H(ω) ≤ ǫF ) + δ(ω)
H(ω) = −1
2
∆ + V (ω, ·)
−∆V (ω, ·) +m2V (ω, ·) =
∣∣Sd−1
∣∣ (ργ(ω) − ν(ω, ·)
)
almost surely, (15)
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where 0 ≤ δ(ω) ≤ 1{ǫF }(H(ω)) almost surely. The solutions of (15) turn out to be









+Dm(ργ − νnuc, ργ − νnuc),
where Tr (A) = E (Tr (1ΓA1Γ)) and





f(x)Ym(x− y)g(y) dx dy
)
.
Here, Γ = [−1/2, 1/2)d denotes the semi-open unit cube. Thanks to the convexity
of Eνnuc , it has been proved in [8] that the minimizers of Eνnuc share the same
density. Therefore, the Hamiltonian H solution of (15) is uniquely defined.
In this paper, we are interested in the particular case of random perturbation of
perfect crystals
νnuc(ω, x) = νper(x) + νp(ω, x)
in the limit of low concentration of defects. We restrict our study to Anderson-
Bernoulli type perturbations, that is, we suppose that at each site of Zd, there is a
probability p to see a local defect χ, independently of what is happening in the other
sites. More precisely, we consider the probability space Ω = {0, 1}Zd endowed with
the measure P = (pδ1 + (1− p)δ0)⊗Z
d
and the ergodic group action τk(ω) = ω·+k.





where qk is the kth coordinates of ω and χ ∈ L2(Rd) with supp(χ) ⊂ Γ. The
qk’s are i.i.d. Bernoulli variables of parameter p. If ‖χ‖L2 ≤ αc, then δ(ω) = 0
almost surely and (15) admits a unique solution. For almost every ω, this solution
coincides with the solution of (11) constructed in Theorem 2.1. For convenience,
we will from now on use the notation
H0 = Hper − ǫF ,
where we recall that ǫF is the Fermi level. We introduce the mean-field Hamiltonian
corresponding to the system with the defect νp





As Vp is stationary with respect to the ergodic group (τk)k∈Zd and uniformly
bounded in Ω×Rd, then by [27, Theorem 5.20], there exists a deterministic positive
measure np(dx), the density of states of Hp, such that for any ϕ in the Schwartz
space S(R) ∫
R
ϕ(x)np(dx) = Tr (ϕ(Hp)) .
For K ⊂ Zd, we define the self-consistent operator corresponding to the system
with the defects in K
HK = H0 + VK ,
where
VK = Ym ∗ (ρK − νK), νK =
∑
k∈K
χ(· − k) and ρK = ρνK .
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If |K| < ∞, we denote by ξK(x) the spectral shift function [33] for the pair of
operators HK and H0. It is the tempered distribution in S ′(R) satisfying, for any
ϕ ∈ S(R),








In Theorem (2.7) below, we give the asymptotic expansion of the density of states
np in terms of powers of the Bernoulli parameter p.
Theorem 2.7. For χ ∈ L2(Rd) such that supp(χ) ⊂ Γ and K ⊂ Zd such that







There exists αc > 0 such that if ‖χ‖L2 ≤ αc, then




µK is a well-defined convergent series in
S ′(R).
(ii) for J ≤ 2, there exists CJ ≥ 0, independent of χ such that for any ϕ ∈ S(R),∣∣∣∣∣∣
















In Theorem 2.7, we only present the expansion of the density of states until the
second order J = 2. The proof of the expansion up to any order J ∈ N should
follow the same lines and techniques used here.
A result similar to Theorem 2.7 was obtained in [19] in the linear case. Materials
with low concentration of defects were studied by Le Bris and Anantharaman [1].
in the framework of stochastic homogenization.
The proof of Theorem 2.7 follows essentially the proof of [19, Theorem 1.1]. It
uses the decay of the potential related to each local defect. In [19, Theorem 1.1],
the linear potential is assumed to decay exponentially. In our nonlinear model, the
decay estimates established in Section 2.3 play a crucial role in the proof.
The rest of the paper is devoted to the proofs of the results presented in this
section. In the next section, we study the dielectric response of the crystal to an
effective charge perturbation. The results of Section 3 will be used in later sections.
3. Dielectric response for Yukawa interaction
In this section, we study the dielectric response of the electronic ground state of
a crystal to a small effective charge perturbation f ∈ L2unif (Rd). This means more
precisely that we expand the formula
Qf = 1 (H0 + f ∗ Ym ≤ 0)− 1 (H0 ≤ 0)
in powers of f (for f small enough) and state important properties of the first
order term. The higher order term will be dealt with later in Lemma 4.1. For
Coulomb interactions and local perturbation f ∈ L2(Rd)∩C0(Rd), where C0(Rd) is
the Coulomb space, this study has been carried out in [6] in dimension d = 3.
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The results of this section can be used in the linear model or the mean-field
framework. In the reduced Hartree-Fock model we consider in this paper, the
effective charge perturbation is f = ρν − ν, where ρν is the electronic density of
the response of the crystal to the nuclear perturbation ν defined in Theorem 2.1.
Expanding (formally) Qf in powers of f and using the resolvent formula leads to












where C is a smooth curve in the complex plane enclosing the whole spectrum of H0




Figure 2. Graphical representation of a contour C ⊂ C enclosing
σ(H0) ∩ (−∞, 0].
on the particular curve C chosen as above. We recall that Vper is −∆ bounded with
relative bound 0. Thus H0 is bounded below by the Rellich-Kato theorem [28,
Theorem X.12]. Theorem 3.1 below studies the properties of the dielectric response
operator L : f → ρQ1,f and the operator (1 + L)−1, which will play an important
role in the resolution of the self-consistent equation (11). In particular, it gives
the functional spaces on which L and (1 + L)−1 are well-defined for both local and
extended charge densities. It also says that (1 + L)−1 is local in the sense that its
off-diagonal components decay faster than any polynomial. We consider H−1(Rd),









Theorem 3.1 (Properties of the dielectric response). We have
(i) The operator
L : H−1(Rd) → H−1(Rd)
f 7→ −ρQ1,f ,
is well-defined, bounded, non-negative and self-adjoint. Hence 1 + L is
invertible and bicontinuous.
(ii) The operator L is bounded from H−1(Rd) to L2(Rd) and 1/(1 + L) is a
well-defined, bounded operator from L2(Rd) into itself.
(iii) The operator
L : L2unif (Rd) → L2unif (Rd)
f 7→ −ρQ1,f ,
is well-defined and bounded. The operator 1 + L is invertible on L2unif (Rd)
and its inverse is bounded.
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(iv) There exist C ≥ 0 and C′ > 0 such that for any j, k ∈ Zd such that






≤ Ce−C′(log|k−j|)2 . (16)
Proof. The proof consists in the following 6 steps. In the whole paper C ≥ 0 and
C′ > 0 are constants whose value might change from one line to the other.
Step 1. Proof of (i). The proof is similar to the one of [6, Proposition 2], with the
Yukawa kernel Ym, instead of the Coulomb kernel. In the Yukawa case, H−1(Rd)
plays the role of the Coulomb space. The proof of [6, Proposition 2] can easily be
adapted to our case. We skip the details for the sake of brevity.
Step 2. Proof of (ii). Let f ∈ H−1(Rd). Then Ym ∗ f ∈ L2(Rd) and

















dp = C ‖f‖2H−1 .
(17)
Therefore, by [6, Proposition 1], Q1,f ∈ K, where K has been defined in (9), and
Lf = −ρQ1,f ∈ L2(Rd). Arguing by duality, we have for any W ∈ L2(Rd),




Besides, by the Kato-Seiler-Simon inequality [30, Theorem 4.1] for d ≤ 3
∀p ≥ 2, ‖f(−i∇)g(x)‖
S2
≤ (2π)− dp ‖f‖Lp ‖g‖Lp (19)
and the fact that

























∣∣∣∣ ≤ C ‖Ym ∗ f‖L2 ‖W‖L2 .
(21)
The bound (20) follows from the following lemma.
Lemma 3.2. Let W ∈ L2unif (Rd). Then there exists C ≥ 0, depending only on the
L2unif -norm of W , such that for any z ∈ C \ σ(−∆+W ), we have




d(z, σ(−∆+W )) .
In particular, if Λ is a compact set of C\σ(−∆+W ), then (−∆+1)(−∆+W−z)−1
is uniformly bounded on Λ.
The proof of Lemma 3.2 is elementary, it can be read in [21]. In view of (17), (18)





∣∣∣∣ ≤ C ‖f‖H−1 ‖W‖L2 .
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We deduce that
‖Lf‖L2 ≤ C ‖f‖H−1 .
We now prove that (1 + L)−1 is bounded on L2(Rd). Let g ∈ L2(Rd) and f ∈
H−1(Rd) such that (1 + L)f = g. Then, f = g − Lf ∈ L2(Rd). As 1/(1 + L) is
bounded from H−1(Rd) into itself, we have
‖f‖H−1 ≤ C ‖g‖H−1 ≤ C ‖g‖L2 .
Therefore, as L is continuous from H−1(Rd) to L2(Rd) ,
‖f‖L2 = ‖g − Lf‖L2 ≤ ‖g‖L2 + ‖Lf‖L2 ≤ ‖g‖L2 + C ‖f‖H−1 ≤ C ‖g‖L2 ,
which concludes the proof of (ii).
Step 3. Proof of the first part of (iii): L is well-defined and bounded on L2unif (Rd).
First, we consider a bounded operatorA ∈ B(L2(Rd)) and prove that (z−H0)−1A(z−
H0)
−1 is locally trace class. For χ ∈ L∞c (Rd) and z ∈ C, we have by (20) and the
Kato-Simon-Seiler inequality (19) that χ(z−H0)−1A(z−H0)−1χ is trace class and

































≤ C ‖A‖B ‖χ‖
2
L2 .
It follows that the operator (z −H0)−1A(z −H0)−1 is locally trace class and that
its density ρz is in L1loc(R
d). We now show that ρz is in fact in L2unif (R
d). Let





















)∣∣∣∣ ≤ C ‖A‖B ‖u‖L1 . (22)
By linearity, we deduce that ρz ∈ L∞(Rd) and
‖ρz‖L2
unif
≤ ‖ρz‖L∞ ≤ C ‖A‖B .










≤ C ‖A‖B . (23)
We now consider the case when A = Ym ∗ f is a potential generated by a charge
density f ∈ L2unif (Rd). The following Lemma gives the functional space Ym ∗ f
belongs to when f ∈ L2unif (Rd).






‖Y ‖Lp(Γ+k) <∞, (24)
for some 1 ≤ p, q ≤ ∞. Then, the function Y ∗ f is in Lrunif (Rd) with 1 + 1/r =







The proof of Lemma 3.3 is exactly the same than the one of [8, Lemma 3.1], we
omit it here. As Ym satisfies (24) for p = 2, we have








≤ C ‖Ym ∗ f‖L∞ ≤ C ‖f‖L2
unif
,
which proves that L is well-defined and bounded from L2unif (Rd) into itself. This
concludes Step 3.
In the rest of the proof, we use a localization technique. We will thus need Lem-
mas 3.4 and 3.5 below. Lemma 3.4 gives an estimate on the commutator between
the dielectric response operator L and a localizing function in both L2(Rd) and
L2unif (R
d). Lemma 3.5 gives a decay rate of a real sequence satisfying a recursion
relation that will be satisfied by the localized sequence. The proofs of Lemmas 3.4
and 3.5 are postponed until the end of the proof of the proposition.
Lemma 3.4. Let χ be a smooth function in C∞c (R
d) such that 0 ≤ χ ≤ 1, χ ≡ 1
on B(0, 1) and χ ≡ 0 outside B(0, 2). For any set I ⊂ Zd and R ≥ 1 we denote by
BI,R = ∪k∈I (B(0, R) + k) and by χI,R(x) = χ (d(x, I)/R). The family of functions
(χI,R)R≥1 satisfy 0 ≤ χI,R ≤ 1, χI,R ≡ 1 on BI,R, χI,R ≡ 0 outside BI,2R and
R |∇χI,R(x)|+R2 |∆χI,R(x)| ≤ C a.e., (26)
where C is independent of the set I. We denote by ηI,R = 1 − χI,R. Then, there
exists C ≥ 0 and C′ > 0 such that for any I ⊂ Zd and any f ∈ L2(Rd)1
























and for any f ∈ L2unif (Rd)

















Lemma 3.5. Let (xR)R≥0 be a non-increasing family of real numbers such that for









for given C ≥ 0 and C′, a > 0. Then, there exists C ≥ 0 and C′ > 0 such that for
any R ≥ 2
xR ≤ Ce−C
′(logR)2x0. (30)
We now proceed with the proof of Theorem 3.1. We first prove (iv), then we
prove that 1 + L is invertible on L2unif (Rd).
1In the whole paper, we use the convention f ∗ gh = hf ∗ g = h(f ∗ g).
SHORT-RANGE QUANTUM CRYSTALS WITH DEFECTS 15
Step 4. Proof of (iv). We explain how to use Lemmas 3.4 and 3.5 to prove (16). Let
k ∈ Zd and for R ≥ 1, let ηR = η{k},R and BR = B{k},R as defined in Lemma (3.4).
Let g ∈ L2(Rd) and denote by f = (1 + L)−1 1Γ+kg. For R ≥ 1, we have
ηR (f + Lf) = ηR1Γ+kg = 0.
Therefore
(1 + L) ηRf = ηRf + LηRf = LηRf − ηRLf = [L, ηR] f.




1 + L [L, ηR] f
∥∥∥∥
L2

























Therefore, Lemma 3.5 gives that there exists C ≥ 0 and C′ > 0 such that for any
R ≥ 2
‖ηRf‖L2 ≤ xR/2 ≤ Ce−C
′(logR)2x0 = Ce
−C′(logR)2 ‖f‖L2 ≤ Ce−C
′(logR)2 ‖g‖L2(Γ+k) ,
where the last inequality follows from the fact that (1+L)−1 is bounded on L2(Rd).






≤ Ce−C′(log|k−j|)2 ‖g‖L2(Γ+k) ≤ Ce−C
′(log|k−j|)2 ‖g‖L2 .
Step 5. Proof that 1+L is surjective on L2unif (Rd). Let g ∈ L2unif (Rd) and consider
gL = g1ΓL for L ∈ 2N+1. As 1+L is invertible on L2(Rd), there exists fL ∈ L2(Rd)
such that






































for a constant C independent of L. The space L2unif (R







, which is a separable Banach
space. Therefore, since the sequence (fL)L≥1 is bounded in L2unif (R
d), there exists
a subsequence of (fL)L≥1 (denoted the same for simplicity) and f ∈ L2unif (Rd) such












We now want to pass to the limit in the sense of distributions in (32). Since C∞c (R
d)
is dense in ℓ1(L2), the sequence (fL) converges to f in D′(Rd). Next, we need to
show that for any ϕ ∈ D(Rd),
∫
Rd
(L (fL − f))ϕ −→
L→∞
0. (34)
We denote by ρz,L the density associated with the operator (z −H0)−1 Ym ∗ (f −
fL) (z −H0)−1. Then
∫
Rd













∣∣∣∣ ≤ C ‖f − fL‖L2
unif
‖ϕ‖L1 ≤ C ‖g‖L2
unif
‖ϕ‖L1 ,
where the constant C ≥ 0 is independent of L and z ∈ C. By the dominated
convergence theorem, it is therefore sufficient, for proving (34), to show that for















1B(0,R)Ym ∗ (f − fL)
1
z −H0
respectively. Therefore ρz,L = ρz,L,out,R + ρz,L,in,R. Let ǫ > 0. In the following, we
will choose R large enough such that
∫
ρz,L,out,Rϕ is small for any L. Then, using
the weak-∗ convergence of fL to f we show that
∫
ρz,L,in,Rϕ is small for L large



























Now, we need the following lemma.
Lemma 3.6. Let W ∈ L2unif (Rd) and H = −∆ +W . There exists C ≥ 0 and
C′ > 0, depending only on ‖W‖L2
unif
, such that for any χ ∈ L2(Rd) and η ∈ L∞(Rd)
satisfying R = d (supp(χ), supp(η)) ≥ 1, and any z ∈ C \ σ(H), we have




′c2(z)R ‖η‖L∞ ‖χ‖L2 ,
where c1(z) = d(z, σ(H))
−1, c2(z) = d(z, σ(H))/(|z| + 1). In particular, if Λ is a
compact set of C \ σ(H), then
∥∥∥χ (z −H)−1 η
∥∥∥
S2
≤ Ce−C′R ‖η‖L∞ ‖χ‖L2 ,
where C and C′ do not depend on z but depend, in general, on Λ.
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Proof of Lemma 3.6. We have







|χ(x)Gz(x, y)η(y)|2 dx dy,
where Gz(x, y) in the kernel of (z −H)−1. By [29, Theorem B.7.2] and [14, Corol-
lary 1] we have for |x− y| ≥ 1
|Gz(x, y)| ≤ Cc1(z)e−C
′c2(z)|x−y|,
where C ≥ 0 and C′ > 0 depend only on ‖W‖L2
unif
. Therefore














































1B(0,R)Ym ∗ (fL − f)ρ,
where ρ is the density associated with the trace class operator (z −H0)−1 ϕ (z −H0)−1.





























As Ym is exponentially decaying, we can choose R′ such that the second term of the
RHS of (38) is smaller that ǫ/4. As to the first term, by the weak-∗ convergence of
fL to f in L2unif (R




Ym(x− y) (f − fL) (y) dy −→
L→∞
0,
for any x ∈ B(0, R). Besides, we have for a.e. x ∈ B(0, R)




(see (25)). By the dominated convergence theorem, it follows that one can choose
L large enough such that the first term of the RHS of (38) is smaller that ǫ/4.
This concludes the proof of (35), thus the proof of (34). We are now able to
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pass to the limit in (32), which concludes the proof of the surjectivity of 1 + L on
L2unif (R
d). In view of (33), we have shown that there exists C ≥ 0 such that for
any g ∈ L2unif (Rd), there exists f ∈ L2unif (Rd) such that





Step 6. Proof that 1 +L is injective on L2unif (Rd). Let f ∈ L2unif (Rd) be such that
(1 + L)f = 0. For R ≥ 1, let χR = χ{0},R as in Lemma 3.4. Then,
χRf + χRL(f) = 0,
and thus
(1 + L) (χRf) = LχRf − χRL(f) = [L, χR] f.








≤ C ‖[L, χR] f‖L2
unif
.
Using Lemma 3.4, we have
‖χRf‖L2
unif
≤ C ‖[L, χR] f‖L2
unif









is a non-decreasing function of R converging to ‖f‖L2
unif
when R→
+∞ and the RHS of (40) goes to 0 when R → +∞, then ‖f‖L2
unif
= 0 and f = 0;
which proves that 1 + L is injective. The boundedness of 1/(1 + L) then follows
from (39). This concludes the proof of Theorem 3.1. 
In order to complete the proof of Theorem 3.1, we need to prove Lemmas 3.4
and 3.5.
Proof of Lemma 3.4. For simplicity, we use the shorthand notation χR = χI,R,
ηR = ηI,R and BR = BI,R.
Step 1. Proof of (27). We have




















= (z − A)−1 [B,A] (z − A)−1 and the fact that
[ηR,∆] = −(∆ηR + 2∇ηR · ∇). We thus obtain


















As ∇ηR = −∇χR and ∆ηR = −∆χR are supported in B2R \BR, then, by (26),
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Ym(x − y)f(y)1B3R\BR/2(y) dy (43)
Thanks to the exponential decay of Ym and the fact that for any x ∈ B2R \BR and




































We proceed similarly for the second term of the RHS of (42) using that Wm = ∇Ym,
the inverse Fourier transform of i
∣∣Sd−1
∣∣ p
|p|2+m2 , is exponentially decaying and
satisfies ‖Wm ∗ g‖L2 ≤ ‖g‖H−1 for any g ∈ H−1. We get

















We turn now to estimating ‖[ηR,L] f‖L2 . We know that [ηR,L] f is the density












































We denote by r1 and r2 the densities associated with the first and second terms of






















≤ C ‖Ym ∗ (ηRf)− ηRYm ∗ f‖L2 ‖W‖L2 , (46)
where we have used (19) and (20). Therefore, in view of (44),
















It remains to estimate r2. For any A ∈ S2(L2(Rd)) and W ∈ L2(Rd), the density






























≤ C ‖W‖L2 ‖A‖S2 .
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Therefore
‖ρ‖L2 ≤ C ‖A‖S2 . (48)



















where we have used that C1(1 − ∆) ≤ |z −H0| ≤ C2(1 − ∆), whose proof is
similar to the the one of Lemma 3.2. As the commutator [ηR,∆] has its support
in B2R \ BR, we consider separately f1B3R\BR/2 and f1(Rd\B3R)∪BR/2 . Using the

























































































































(the pink part in Figure 3 below), the
distance between k and (Rd \ B3R) ∪ BR/2 (the blue part in Figure 3) is greater
than or equal to R/4 and






























































































which concludes the proof of (27).
Step 2. Proof of (28). The proof of (28) for functions in L2unif is similar to the
one of (27) for L2 functions. We sketch here the main steps of the proof, and only
highlighting the differences. Let f ∈ L2unif (Rd). Using (41), we have
ηRYm ∗ f − Ym ∗ (ηRf) =
∑
k∈Zd




(−∆+m2)−1 ((∆ηR) + 2(∇ηR) · ∇) (−∆+m2)−11Γ+kf
= Ym ∗ (∆ηRYm ∗ f + 2∇ηR · ∇Ym ∗ f) .
Therefore
‖ηRYm ∗ f − Y ∗ (ηRf)‖H2
unif
≤ C






















To bound the first term of the RHS of (57), we use the exponential decay of Ym,


































As ∇Ym is also exponentially decaying and is in ℓ1(L1), we proceed similarly for
the second term of the RHS of (57). Finally we obtain the stated inequality
















We turn to estimating ‖[ηR,L] f‖L2
unif
. By (45), we have that
[ηR,L] f = r1 + r2 = r1 + r21 + r22
where r1 and r2 are the densities associated with the first and seconds term of (45)
respectively, which are now locally trace class operators, and r21 is the density
















By (23) and using that, in dimension d ≤ 3, H2unif (Rd) →֒ L∞(Rd), we find
‖r1‖L2
unif















where we have used (58) in the last step. Similarly for r21, since ‖∆ηR‖L∞ +




















































The proof of (60) is exactly the same than the proof of (56), except that in (53), we
use the inequality ‖Ym ∗ f‖L∞ ≤ C ‖f‖L2
unif
instead of the inequality ‖Ym ∗ f‖H1 ≤
C ‖f‖H−1 . This concludes the proof of the lemma. 
We pass now to the proof of Lemma 3.5.
SHORT-RANGE QUANTUM CRYSTALS WITH DEFECTS 23
Proof of Lemma 3.5. We denote by yn = xαn and bn = Cα−ne−C
′αn for n ∈ N and
α ≥ α0 = max {a, 2}. By the assumption (29), xαn/a ≤ xαn−1 = yn−1, and we have
yn ≤ bnx0 +
C
αn




Besides, there exists a continuous function C(α) such that yn ≤ C(α)zn, where zn =
Cn/αn(n+1)/2z0 is a sequence defined by the induction relation zn = C/αnzn−1.
















, we deduce that there exists C ≥ 0 inde-
pendent of α, but depending in general on a, such that for any R ≥ 2,
xR ≤ Ce−C
′log(R)2x0,
which concludes the proof of the lemma.

4. Proof of Theorem 2.1 (Existence of ground states)
Let us now establish the existence of a ground state for the perturbed crystal in
the rHF framework. The proof of Theorem 2.1 is a consequence of our results on
the operator L stated in the last section, and of the properties of the higher-order
term in the expansion of Qf for a charge distribution f ∈ L2unif (Rd).
To solve the self-consistent equation (11), we first formulate the system in terms




Q = 1H0+Vν≤0 − 1H0≤0
−∆Vν +m2Vν =
∣∣Sd−1
∣∣ (ρ− ν) .
(62)
Indeed, if ρ is solution of (62), then γ = 1 (H0 + Ym ∗ (ρ− ργ0 − ν) ≤ 0) solves (11).
For a charge density f ∈ L2unif (Rd), we expand
Qf = 1 (H0 + Ym ∗ f ≤ 0)− 1 (H0 ≤ 0)
as powers of f when f is small. For this purpose, we assume that
d(C, σ(H0)) ≥ g,
where g = d(0, σ(H0)) and C is now a smooth curve in the complex plane enclosing
the whole spectrum of H0 below 0 and crossing the real line at 0 and at some point
c < inf σ(H0)− g (see Figure 2). Let us recall that for V ∈ L∞(Rd), σ (H0 + V ) ⊂
σ (H0) + [−‖V ‖L∞ , ‖V ‖L∞ ]. Therefore if ‖V ‖L∞ < g, then H0 + V has a gap
around 0 and σ (H) ⊂ [inf σ (H0)− g,+∞). For such a V , we have using Cauchy’s
residue formula,




































z −H0 − V
dz.
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Therefore for f ∈ L2unif (Rd) such that ‖f ∗ Ym‖L∞ < g,
Qf = Q1,f + Q̃2,f , (63)












z −H0 − Ym ∗ f
dz.
We give some properties of the second order term Q̃2,f in Lemma 4.1 below. Using
the decomposition (63), equation (62) becomes
ρ = ρQ1,ρ−ν + ρQ̃2,ρ−ν = −L(ρ− ν) + ρQ̃2,ρ−ν . (64)
Following ideas of [15], we recast (64) as
ρ =
L
1 + Lν +
1
1 + LρQ̃2(ρ−ν). (65)
In Proposition 4.2 below, we show that for ν small enough, the operator Gν :
ρ 7→ L (1 + L)−1 ν + (1 + L)−1 ρQ̃2(ρ−ν) admits a fixed point, which is controlled
in the L2unif norm by the nuclear perturbation ν. This will conclude the proof of
Theorem 2.1.
Lemma 4.1 (Properties of the second order term). There exists δc > 0 and C ≥ 0
such that for any f ∈ L2unif (Rd) satisfying ‖f‖L2
unif
≤ δc, the operator Q̃2,f is trace











Proof. Since ‖Ym ∗ f‖L∞ ≤ C0 ‖f‖L2
unif
(see (25)), we can choose δc = g/2C0,
where, we recall that g = d(0, σ(H0)). In this case, (z −H − Ym ∗ f)−1(−∆ + 1)
and its inverse are uniformly bounded w.r.t z ∈ C (see Lemma 3.2). Using the
















Ym ∗ f dz
∥∥∥∥
B





which concludes the proof of the lemma. 








ρ 7→ L1+Lν + 11+LρQ̃2,ρ−ν









it admits a unique fixed point ρ in the ball BL2
unif






for a constant C independent of ν.
SHORT-RANGE QUANTUM CRYSTALS WITH DEFECTS 25
Proof. We want to use Lemma 4.1 to show that G is well-defined on a small ball of
L2unif (R
d). Here, the charge distribution is f = ρ− ν. We thus need to choose αc






≤ ǫ+αc ≤ δc, where δc is given
by Lemma 4.1. Let A > 0, 0 < ǫ ≤ δc/(1 +A) and αc = Aǫ. Let ν and ρ such that
‖ν‖L2
unif
≤ αc and ‖ρ‖L2
unif
≤ ǫ. By Lemma 4.1 and the fact that L and 1/(1 + L)
are bounded on L2unif (R







































To show that Gν is contracting on BL2
unif
(ǫ) for ǫ small enough, we use the explicit
expression of Q̃2,ρ−ν . Let ρ, ρ′ ∈ BL2
unif
(ǫ) and denote by H = H0 + Ym ∗ (ρ − ν)
and H ′ = H0 + Ym ∗ (ρ′ − ν). The function (1 + L) (Gν(ρ)− Gν(ρ′)) is the density















Ym ∗ (ρ′ − ν)
)2
1
z −H ′ dz.








Ym ∗ (ρ− ν)
)2
1







Ym ∗ (ρ− ν)
1
z −H0






Ym ∗ (ρ− ρ′)
1
z −H0
Ym ∗ (ρ′ − ν)
1
z −H ′ dz. (68)














≤ C3 (2 +A) ǫ ‖ρ− ρ′‖L2
unif
.
Taking, in addition, ǫ < 1/(C3(2+A)), we have that Gν is contracting on BL2
unif
(ǫ).
Let ρ be the unique fixed point of Gν in BL2
unif
















Therefore (1− C2(1 +A)ǫ) ‖ρ‖L2
unif
≤ (C1 + C2(1 +A)ǫ) ‖ν‖L2
unif






, we have 1− C2(1 +A)ǫ > 0 and we deduce that
‖ρ‖L2
unif









which concludes the proof of the proposition. 
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5. Proofs of Theorem 2.3 and Proposition 2.5 (Decay estimates)
We present in this section the proofs of Theorem 2.3 and Proposition 2.5. They
consist in decay estimates of the mean-field potential Vν and the mean-field density
ρν . These estimates are used later on in the proofs of Theorems 2.2 and 2.7.
5.1. Proof of Theorem 2.3.
Proof of Theorem 2.3. Assume that ‖ν‖L2
unif
≤ αc, where αc is given in Theo-
rem 2.1. We use the notation ρ to denote the mean-field density ρν = ργν−γ0 , the
solution of (65), and denote by V = Vν = Ym∗(ρ−ν). Recall the decomposition (64)
of ρ in a linear term and a higher order term
ρ = −L (ρ− ν) + ρQ̃2,ρ−ν .
Using localizing functions, we will show that ρ decays far from the support of ν.
To do so, let us introduce the set I =
{
k ∈ Zd, supp(ν) ∩B(0, 1) + k 6= ∅
}
and for
R ≥ 1, the set BR = BI,R and the the function χR = χI,R defined in Lemma 3.4.
We denote by ηR = 1− χR. We thus have
ηRρ = −ηRL(ρ− ν) + ηRρQ̃2,ρ−ν = −LηR(ρ− ν) + [L, ηR] (ρ− ν) + ηRρQ̃2,ρ−ν .
As for R ≥ 1, ηRν = 0, it follows
ηRρ =
1
(1 + L) [L, ηR] (ρ− ν) +
1
(1 + L)ηRρQ̃2,ρ−ν . (69)
We will successively bound each term of the RHS of (69). For the first term, we
have by Lemma 3.4 for R ≥ 2,
∥∥∥∥
1





























where we have used that 1B3R\BR/2ν = 0 for R ≥ 2, that ρ is controlled by ν in the
L2unif norm and that 1/(1 +L) is bounded on L2unif (Rd). As to the second term of













































z −H dz, (71)
where H = H0 + V and C is as in the previous section. We recall that by the
assumption ‖ν‖L2
unif
≤ αc, the operator H has a gap around 0, thus the operator
(z−H)−1(−∆+1) and its inverse are uniformly bounded on C and all the estimates
obtained in the previous sections hold when we replace H0 by H . We denote by
r3, r4 and r5 the densities associated with the three operators of the RHS of (71)
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respectively. Using an inequality similar to (23), involving H instead of H0 in the


































































To bound r4 and r5, we recall that we have shown in the proof of (28) (see (59)



































= −(z − H0)−1 [ηR,∆] (z −
H0)


























































































































Now that we have found estimates on r3, r4 and r5 = ρQin + ρQout , we use that∥∥1Rd\BRV
∥∥
L∞



























Using once more that 1/(1 + L) is bounded on L2unif (Rd), we deduce in view



















We choose α′c ≤ min {1/(2C0), αc}, and assume that ‖ν‖L2
unif
































































Finally, noticing that 1Rd\CR(ν) ≤ ηR/2, we conclude the proof of (13).

We now turn to the
5.2. Proof of Proposition 2.5.
Proof of Proposition 2.5. Assume that ‖ν‖L2
unif
≤ αc, where αc is given in Theo-
rem 2.1. As ρν and ρνL are fixed points of the functionals Gν and GνL respectively,
then
ρν − ρνL =
L
1 + L (ν − νL) +
1
1 + LρQ̃2(ρν−ν)−Q̃2(ρνL−νL).
For R ≥ 1, let χR = χ{0},R and BR = B{0},R as defined in Lemma 3.4. Since
1BR ≤ χR, then
‖1BR (ρν − ρνL)‖L2
unif
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Indeed, using that 1/(1+L) is bounded on L2unif (Rd) and estimate (28) in Lemma 3.4





























































Using (77) for f = L (ν − νL) + ρQ̃2(ρν−ν)−Q̃2(ρνL−νL), we have

























‖1B3R (ρν − ρνL)‖L2
unif
. (78)
We first bound the first term of the RHS of (78). Using (28) in Lemma 3.4 and
that for R ≤ L/4 it holds that χR(ν − νL) = 0, we have for R ≤ L/4
∥∥∥∥
1




≤ C ‖χRL(ν − νL)‖L2
unif





















‖1B3R (ν − νL)‖L2
unif
. (79)
We turn to the second term of the RHS of (78). Using (28), a decomposition similar
























































In this case, combining (78), (79) and (80), we obtain for R ≤ L/4
‖1BR (ρν − ρνL)‖L2
unif








+ ‖1B3R (ρν − ρνL)‖L2
unif































To conclude the proof of the proposition, it remains to prove the bound on the





















































6. Proof of Theorem 2.2 (Thermodynamic limit)
Proof of Theorem 2.2. Assume that ‖ν‖L2
unif
≤ αc, where αc is given by Proposi-
tion 2.5. By Cauchy’s formula, we have






z −H0 − Vν
− 1
z −H0 − VνL
dz,
where the curve C is as in Section 4. We write the resolvent difference as
1
z −H0 − Vν
− 1
z −H0 − VνL
=
1
z −H0 − Vν
Ym ∗ fL
1
z −H0 − VνL
,




z −H0 − Vν
Ym ∗ fL
1










For L large enough, we have B ⊂ B(0, L/8) and, by Proposition 2.5,
∥∥∥∥1B
1


















Besides, as d(B,Rd \BL/4) ≥ L/8, we have using Lemma 3.6,
∥∥∥∥1B
1
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As C is a compact set and all the estimates are uniform on C, we conclude that









7. Proof of Theorem 2.7 (Expansion of the density of states)
The proof of Theorem 2.7 follows essentially the proof of [19, Theorem 1.1]. The
main difference is the proof of Proposition 7.1 below, which deals with self-consistent
potentials, while [19, Proposition 2.1] deals with linear potentials. Treating non-
linear potentials is done at the price of assuming that the defect χ is small in
the L2unif -norm, so that the potential decays fast enough. For the sake of self-
containment, we mention here the main steps of the proof; more details can be
found in [21].
Proof of Theorem 2.7 . Following [19], we first express the density of states of the
random operator Hp(ω) in terms of the resolvent (z − Hp)−1 for z ∈ C. We




using a thermodynamic limit
procedure.
We recall the Helffer-Sjostrand formula [18, 11]. For a self-adjoint operator A
and ϕ ∈ S(R), we have









where ϕ̃ : C → C is an appropriate complex extension of ϕ such that
(i) ϕ̃ ∈ S({z ∈ C, |Im(z)| < 1}),




















Hence, for ϕ ∈ S(R),





































































By Fubini’s theorem, we get















In the following, we find the asymptotic expansion of Tr
(
(z −Hp)−1 − (z −H0)−1
)
as p→ 0 for z ∈ {C \ R, |Im(z)| ≤ 1}. To use a thermodynamic limit procedure, we
consider, for each realization ω ∈ Ω and each box size L ∈ 2N+ 1, the system with
defects only in the box ΓL, that is, we consider the defect distribution νKL(ω)(x),
with KL(ω) =
{
k ∈ Zd ∩ ΓL, qk(ω) = 1
}
. For K ⊂ Zd, we recall the notation
νK =
∑
k∈K χ(· − k), VK = VνK = Ym ∗ (ρνK − νK) and HK = H0 + VK . By the















































































Let L ∈ 2N + 1 and N = Ld. As the random variable Tr (1Γ((z − HKL)−1 −
(z − H0)−1)1Γ) depends only on the N independent Bernoulli random variables
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j +RJ,L(z, p), (84)






























































The result will now follow from the next proposition, whose proof is postponed
until the end of the proof of the theorem.
Proposition 7.1 (Estimates on aj,L and RJ,L). There exists αc > 0 such that
• for j ≤ 2, there exists C ≥ 0 such that for any χ ∈ L2(Rd) satisfying supp(χ) ⊂ Γ
























• for J ≤ 2, there exists C ≥ 0 such that for any χ ∈ L2(Rd) satisfying supp(χ) ⊂ Γ
and ‖χ‖L2 ≤ αc, z ∈ C \ R, p ∈ [0, 1] and L ∈ 2N+ 1






We deduce from Proposition 7.1 that for any j ≤ 2, and z ∈ C \ R, aj,L(z)



















and that for any J ≤ 2 and p ∈ [0, 1], RJ,L(z, p) converges, up to extraction, as
L→ ∞ to RJ (z, p), which satisfies




















j + pJ+1RJ (z, p).





















(z)RJ(z, p) dx dy
)
pJ+1.
























































′| Tr (ϕ(HK′)− ϕ(H0))
= 〈µj , ϕ〉.
Moreover, using (81), (85) and (87), we see that µj is a distribution of order at




∂z (z)RJ(z, p) dx dy defines a distribution of








(z)RJ(z, p) dx dy




This concludes the proof of Theorem 2.7. 
To complete the proof of Theorem 2.7, we need to prove Proposition 7.1. We
first state and prove Lemma 7.2 which will be useful in the proof of Proposition 7.1.
Lemma 7.2. Let H = −∆+W , with W ∈ L2unif (Rd). Then, for any β ∈ N and
any Borel set B ⊂ Rd, there exists C ≥ 0 and C′ > 0 such that for any z ∈ C \ R




≤ αc, R = d(supp(ν), 0) ≥ 1,







































z −H (Vν+ν′ − Vν)
∥∥∥∥
S2
























z −H (Vν+ν′ − Vν − Vν′)
∥∥∥∥
S2



















where R̃ = min {R,R′}, c2(z) = d(z, σ(H))/(1 + |z|) and where the constants C
and C′ depend on W only through its L2unif -norm.
Proof. Inequalities (88) - (91) follow from Lemmas 3.2 and 3.6, Theorem 2.3 and
Proposition 2.6. For instance, for (88), we first look at Vν far from Γ. Using
Lemma 3.6, we have
∥∥∥∥1Γ
1









Near Γ, Vν decays as R gets large by Theorem 2.3. As d(B(0, R4 ), supp(ν)) ≥ R/2,












where we have used that in dimension d ≤ 3, H2unif (Rd) →֒ L∞(Rd). We next use
Lemma 3.2 and the Kato-Seiler-Simon inequality (19) to obtain
∥∥∥∥1Γ
1





















which concludes the proof of (88). The proofs of (89), (90) and (91) use the same
techniques; they can be found in [21]. 
We now prove Proposition 7.1.
Proof of Proposition 7.1. Let αc be the minimum of the constants αc defined in
Theorems 2.1 and 2.3 and Propositions 2.5 and 2.6. We assume that ‖χ‖L2 ≤ αc.
Throughout the proof, β will denote an integer greater than d+1 whose value might
change from one line to another and C ≥ 0 and C′ > 0 constants that depend, in
general, on β. For z ∈ C \ R, we denote by R0(z) = (z − H0)−1 and for any
K ⊂ Zd, we set RK(z) = (z −HK)−1. We omit the dependence on z when there is
no ambiguity. We also omit the ‖χ‖L2 in our estimates. Let L ∈ 2N+1 and denote
by N = Ld.














































and for z ∈ {z ∈ C, |Im(z)| ≤ 1}, it holds 1/c2(z) ≤ (1 + |z|)/ |Im(z)| and 1 ≤ (1 +

















For j = 2 and K = {k, k′}, with k, k′ ∈ Zd, a straightforward calculation gives
∑
K′⊂K
(−1)|K\K′|Tr (1Γ (RK′ −R0)1Γ)
= Tr
(



















Using the inequality (91), the first term of the RHS of (92) can be estimated by

































































































′|Tr (1Γ (RK′ −R0)1Γ)
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We turn to the proof of the estimate on the remainder (86). Let J ≤ 2 and
p ∈ [0, 1]. We first write RJ,L(z, p) in the form of the expectancy of a binomial













where fL,K = Tr (1Γ (RK −R0) 1Γ). Rearranging all the terms (see [21] for details),
we obtain
RJ,L(z, p) = p
J+1
E (gJ,L (YL + J + 1, z)) ,
where YL is a random variable of binomial distribution of parameters p andN−J−1
and gJ,L(·, z) : {J + 1, · · · , N} → R is defined by
gJ,L(n, z) =
(
N − J − 1




Tr (1Γ (RK(z)−R0(z)) 1Γ)
−
(
N − J − 1









(−1)K′\K′′Tr (1Γ (RK′′(z)−R0) 1Γ) .
In order to prove (86), it is therefore sufficient to show that there exists C ≥ 0 such
that for any L ∈ 2N+ 1 and J + 1 ≤ n ≤ N ,






It is sufficient to prove the above inequality for J = 2. Let J + 1 ≤ n ≤ N




N − J − 1




Tr (1ΓR0 (P1,K − P2,K)RK1Γ)
where








































For each r ∈ Zd, we split 1Γ+rP1,K into two r-dependent quantities: a part involving
the defect in k0 = arg infk∈K |k − r| and the rest. We denote by























We have thus split gJ,L(n, z) into three parts
gJ,L(n, z) =
(
N − J − 1














N − J − 1













N − J − 1





that we will bound successively. We start by the first term. Let r ∈ Zd and denote
by k1 = arg infk∈K\{k0} d (k, {r, k0}). We introduce
ℓ0(K, r) = |r − k0| , ℓ1(K, r) = d (K \ {k0} , {r, k0})
and
ℓ2(K, r) = d (K \ {k0, k1} , {r, k0, k1}) .
When there is no ambiguity, we omit to note the dependence of these quantities on




















by 1/(ℓ1 +1)β . If ℓ0 < ℓ1/4β (see















Figure 4. A configuration of r, k0 and k1 where ℓ0 ≤ ℓ1/4β used
in the proof of Lemma 7.2.






































We proceed similarly for the remaining term of AK,k0 . First, as (97) holds for any







(ℓ1 + 1)β(ℓ0 + 1)β
. (98)


















(|k − k0|+ 1)β
.






































As (99) and (97) holds for any β ≥ 0, then by the definition of AK,k0 , we obtain
|1Γ+rAK,k0 | ≤
C
(ℓ1 + 1)β(ℓ0 + 1)β
. (100)
To control AK,k0 by 1/ℓ
β
2 , we rearrange the terms of AK,k0 as follows



















As (100) and (101) hold for any β, then reasoning as in the proof of (97) we have













r∈Zd Tr (|1ΓR01Γ+rAK,k0RK1Γ|) is a convergent series. By Fubini’s





















To perform the sum over the configurations K ∈
{
K ⊂ Zd ∩ ΓL, |K| = n
}
, we




















































where NL,n,r(L0, L1, L2) is the number of configurations K ⊂ Zd ∩ ΓL such that
|K| = n and Li ≤ ℓi(K, r) < Li+1 for i ∈ {0, 1, 2}. This number can be estimated







i when N → ∞. Therefore, taking β




















With the same techniques, we find that the second and third terms of the RHS












which concludes the proof of the proposition.

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