Let P be a linear partial differential operator of order m > 1 with real-analytic coefficients defined in fi , an open set of R" , and let y be in the cotangent space of Í2 minus the zero section. If P is of odd finite type k and if the Hörmander numbers are 1 = kx < k2 , k2 odd, then P is analytic hypoelliptic at y . These operators are not semirigid.
Introduction
In this paper we present a microlocal analytic hypoellipticity result for a class of linear partial differential operators of finite type with real-analytic coefficients. The assumption is that the type of the operator is an odd positive integer k and that there are two Hörmander numbers kx, k2 with 1 = kx < k2 and k2 is odd. The main difference between this result and previous results obtained by the author is that the operators here may not be semirigid. Therefore we view it as a partial result of the more general problem of giving necessary and sufficient conditions for microlocal analytic hypoellipticity of operators of finite type. For CR structures a version of this problem has been recently solved by Tumanov [10] (sufficient conditions) and Baouendi-Rothschild [1] (necessary conditions). In the analytic case the necessity was proved in [2] .
The condition used in [10] is a condition at a point in the base space called the minimality condition. An analytic C7? structure is minimal at a point if it is of finite type at this point . For C°° C7? structures finite type implies minimality but not vice versa. The finite type condition used in this paper is microlocal.
The new difficulty that arises in the proof of this result is that the phase function may contain terms of degree less than k which is the degree of the terms that result from the type of the operator. To make these lower degree terms negligible, we choose a special good contour and we use a more general sufficient condition than the one used in [6] .
The author would like to thank J. E. Fornaess for suggesting the proof of Lemma 2.3.
Definitions and statement of result
Let P = P(y, D) be a linear partial differential operator (p.d.o.) of order m > 1 with complex-valued real-analytic coefficients defined in an open neighborhood Q. of y0 £ R" . We denote by Pm(y, r¡) its principal symbol with px(y, t]) = $iPm(y, r]) the real part and p2(y, n) = %Pm(y, r¡) the imaginary part. Also, let y = (y0, %) £ T*Q-0 be a characteristic point for P and assume that P is of principal type at y , i.e., Pm(y) = 0 and grad Pm(y) j1 0. [7] , Kohn [8] ) if p,(y) = 0 for all 7 with \I\ < k, and if p,(y) # 0 for all 7 with \I\ = k.
Now we shall recall the definition of Hörmander numbers (see also [6] ) for a p.d.o. P of finite type k, k ^ 2. Let X = r]x-£--\-1-t]n-£-and VQ = span{X(y)} in Ty(T*Rn). We define kx = kx(y) = min{\I\ :\I\<k/2 and Hpj(y) i i/}.
Here 77 is the Hamilton vector field of p,. We let Vx = span{77p (y) : \I\ ^ kx, X(y)}, and we define the multiplicity dx of kx by dx = dimF, -dim V0 . We proceed inductively. We assume that the numbers kx, ..., kv , their multiplicities dx, ..., dv , and the spaces Vx, ..., Vv have been defined and we define kv+x = min{|7| : |7| < k/2 and Hp(y) i VJ, Vv+X = span{Hp¡(y) : |7| < kv+x, X(y)} and dv+l = dim Vv+X -dim Vv . The Hörmander numbers kx, ..., kr are the numbers defined above, counted with their multiplicities. It is easy to see that the assumption that P is of principal type at y implies that kx = 1 . Now we shall state our result. Hörmander numbers are 1 = kx < k2, k2 odd, then P is analytic hypoelliptic at y.
We recall that P is analytic hypoelliptic at y iff m is analytic at y whenever Pu is analytic at y. A distribution u defined near y0 e Rn is said to be analytic at y (see Sjöstrand [9] ) iff e-ix"-Mx-yfX(x)u(x)dx 7r" < ce~M/c for all y near y0 and all r\ in a conic neighborhood of t]0. Here x is in C~(R") and equal to 1 near yQ.
The Hörmander numbers kx, k2, and k are invariant under a symplectic change of coordinates, since they are defined by the repeated Poisson brackets of px and p2 and since symplectic changes of coordinates preserve Poisson brackets. By straightforward computations one can show that these numbers are also invariant under a multiplication by an elliptic symbol.
If P is a vector field in R3 then a typical example that Theorem 1.1 applies is
where k and k2 are positive odd integer with 1 < k2 < k/2, and pk_x ^ 0 is a homogeneous polynomial of weight k-l for the weights (kx, kf). Here kx = 1 and it corresponds to the variable yx , k2 corresponds to the variable y2, and k corresponds to the variable y3. The point y = (y0, rjf), where y0 = (0, 0, 0) and t]0 = (0, 0, ±1). By Theorem 1.1 it follows that P is analytic hypoelliptic at y . In fact, the vector field P above is analytic hypoelliptic at 0 since at the characteristic points of the form y = (0, nf , t]0 = (0, r\2, nf with rç2 # 0, P is analytic hypoelliptic by Theorem 1.4 in [6] . Note when tj0 = (0, 0, ±1) then P is not semirigid at y .
Proof of Theorem 1.1
We start by reducing the p.d.o. P microlocally near y to a classical analytic pseudodifferential operator of order one, which we will denote again with P, with principal symbol in the form Piy,») = r¡x + ip2iy,n'), n = (nx,n'), where p2 is a holomorphic function, positively homogeneous of degree one in r\ and
This reduction is standard for operators of principal type (see [5] ) and at the level of principal symbols it is done by using the implicit function theorem and a multiplication by an elliptic symbol.
If, in addition, the Hörmander numbers of the operator P are as in the assumptions of Theorem 1.1 then by Proposition 2.2 in [6] we obtain the following normal form for the principal symbol of our p.d.o. P. Lemma 2.1. 7/7' is as in Theorem 1.1 then its principal symbol P can be reduced, after a multiplication by an elliptic symbol and a symplectic change of coordinates, to
near y = (y0,nf), y0 = 0 £ R" and r¡0 = (0, ..., 1) £ Rn, where pk_x 0 is a real homogeneous polynomial of weight k -1 for the weights K = (kx, k2, k/2, ..., k/2, k) and the remainder R = 0K(-\).
We recall that a function f(y, r\) is homogeneous of weight w for the weights K if, for t > 0 and (y, t]) e R2" , it is f(t\ , tS2, tkl2y,, ..., tky" ; *"*■ nx, -, r\) = twfi(y, n).
If h is a holomorphic function defined near y , then we write h = 0K(w) if every term in the Taylor expansion of h is of weight greater than or equal to w for the weights K.
Next, for any ô £ (0, 1) we consider the following change of coordinates: yx = àyx . We let
7=3 where C is a large constant to be chosen, a = 0 if «V//c2 is not an integer, and a £ C will be chosen later if k/k2 is an integer.
The function <p0 satisfies the equation (2.6) ^SL+L(Po = o.
Let (x0, yf) £ C2" , x0 = y0-inQ, and (y0, nQ) = y be as in (2.1). By the Cauchy-Kowalevski theorem, there is a holomorphic function <p(x, y) defined near (x0, yf) and such that (2?) IL.,^).^^).
tp(0,x' ,y) = tp0(0,x' ,y), where p is given by (2.3). By (2.5), (2.6), and (2.7) we have (2.8) <p(x, y) = tpfx, y) + 0(0). The following lemma describes a condition on Q which, as we will show later, is a sufficient condition for the operator P to be analytic hypoelliptic at y . It is an extension of Lemma III. 1 in [3] . The proof given here was suggested by J. E. Fornaess. To make things clear we draw a picture (Figure 1 ). The region G is enclosed by the segments OxAx, OxA\ and the arc AXA'X . GE is the region enclosed by the segments 02A2, 02A2 and the arc A2A2. The polynomial Q(z, z) is nonnegative in the region G' enclosed by the segments OxA3, 0XA'3 and the arc A3A'3.
Let h be the harmonic extension of -Q from the boundary of Ge to its interior, i.e., h is the solution to the following Dirichlet problem: Ah = 0, h = -Q on 3Ge.
We shall show that if «3 is small enough then the required condition on the domain GE which we choose to be the needed domain D.
We shall divide the boundary of G£ into three parts. Let bx be the part of dGe with SRz < 0, i.e., the two segments 02N2 and 02N2, b2 be the part of dGc that consists of the two segments N2A2 and N2A2 , and b3 be the part of the boundary that consists of the arc A2A'2. By the homogeneity of Q we have that (2.18) \Q(z, z)\ <cek/kl onbr Let N2M2 and N'2M'2 be the part of b2 that is outside G'. If z is on these two segments then \z\ < ce and \Q(z, f)| <c\z\k'kl ^celzl^2-1. Next we map the region G£ onto the half unit disc by the map z ^ z + e followed by the map z «-> zß . This is shown in Figure 2 .
The origin is mapped to the point eß, hx is mapped onto the segment NN' with | N\ = | N'\ = ceß, b2 is mapped onto the two segments NA and NÄ, and b3 is mapped onto the half unit circle C'.
If we denote the transformed Q again by Q then by (2.18) we have We shall again denote by h the harmonic extention of -Q from the boundary of the half unit disc to the half unit disc. To show (2.17) it suffices to show that (2.24) hie") < 0.
To prove (2.24) we map the half unit disc conformally to the unit disc and then we use the Poisson integral for the unit disc to estimate h(efl). Now let « be a distribution defined near y0 and such that Pu is analytic at y . By (2.29) it follows that there exists e2 > 0 such that (2.30) \DX Tu(x,X)\<eKmx)~h] near x0. if x2 e dD and |x" -x" | < r for some r > 0, where x" = (x3, ..., xf).
By (2.30) and the fact that fi(0) = 0 we have if x2 e <97J> and |x" -x'¿\ < r. By (2.34), (2.35), and an integration along x, we have that there exists e5 such that (2.36) \e~kf(X2)Tu(0, x , X)\ < em(Xa)~i>],
where x2 e 3D and |x" -x'¿\ < rx, for some rx > 0. Now we apply the maximum principle in x2 in D and we use (2.36) to obtain (2.37) \e-XAx2)Tu(0,x',X)\Zemx^], x2£D, \x"-x¡\<rx.
By (2.34), (2.37), and an integration along x, we get (2.38) \e~kñX2)Tu(x, A)| < exmXo)~h] near x0 for some e6 > 0.
Since f(0) = 0, relation (2.38) implies that (2.39) \Tu(x,X)\<em(x°]~£j2] near x0.
By (2.39) we obtain (2.31) which completes the proof of Theorem 1.1.
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