This paper discusses the problem of classifying holomorphic operator functions up to equivalence. A survey is given in $1 of the main results about equivalence classes of holomorphic matrix functions and holomorphic Fredholmoperator functions. In 92, it is shown that given a holomorphic function A on a bounded domain B into a space of bounded linear operators between two Banach spaces, it is possible to extend the operators A(A) (for each X E Q) by an identity operator Iz in such a way that the extended operator function A(.) @ 1, is equivalent on Q to a linear function of X, T -AI. Other versions of this "linearization by extension" are described, including the cases of entire functions and polynomials (where Q = c). As an application of these results, we consider the operator function equation
INTRODUCTION
The present paper deals with certain aspects of the problem of classifying operator functions up to equivalence. A preliminary announcement of the main results has appeared in [14] .
Throughout this paper an operator is understood to be a bounded linear operator acting between two (possibly different) complex Banach spaces. Let A and B be operator functions, holomorphic on an open set Sz in the complex plane @. We call A and B equivalent on Q (see [I 11 ) if there exist operator functions E and F, holomorphic on Sz, whose values are bijective operators on suitable Banach spaces, such that
B(h) = F(h) A(h) WV,
h E Q.
(1)
To denote this property, we shall write A wR B. If in formula (1) the equivalence operator functions E(.) and F(.) and the associated inverse-operator functions E( .)-' and F( .)-' are polynomials, then A and B are said to be polynomiully equivalent on 52.
If T and S are operators acting on a finite dimensional Banach space X, then the functions T -hl and S -hl are polynomially equivalent on C if and only if T and S are similar. More generally one can say that for matrix polynomials (i.e., h-matrices) the problem of finding the simplest representative in a given polynomial equivalence class is well understood. A similar remark holds for holomorphic Fredholm operator functions.
In the first section of this paper a survey is given of the main results concerning equivalence classes of holomorphic matrix functions and holomorphic Fredholm operator functions. In this section we also consider a local version of the definition of equivalence, and we describe several classes of operator functions which are equivalent at a point. Many of the results mentioned in this section also hold for meromorphic operator functions, but here as well as in the rest of the paper we restrict ourselves to holomorphic functions.
To give a more detailed account of the results proved in the other sections, we need the definition of an extension of an operator function. Let X and Y be complex Banach spaces. Throughout this paper 2(X, Y) will denote the space of all bounded linear operators acting between X and Y endowed with the usual operator norm. Given an operator function A: .Q -+ 9(X, Y) and a Banach space 2, we define the Z-extension of A to be the operator function on Sz whose value at X in Q is the operator A(A) @ Iz in 9(X @ 2, Y @ Z), i.e., the direct GOHBERG, KAASHOEK, AND LAY sum of A(h) and the identity operator 1z on 2. In Sections 2-4 it is shown that several problems concerning operator functions can be solved by combining the methods of equivalence and extension. A general discussion of this principle is given at the end of Section I. In Section 2 we shall prove (in a number of different versions) the following statement : Given a holomorphic operator function A : Q + 9(X, Y), there exists a Banach space 2 such that the Z-extension of A is equivalent on Q to a linear function of the form T -XS. First of all we consider the case that A is an operator polynomial of degree n and Q = C. In that case one may take for 2 the direct sum X"-l of 71 -1 copies of X, and then the equivalence in the above statement turns out to be polynomial equivalence. Next we consider the case that Q is a bounded Cauchy domain and A is continuous on the closure Q, We prove that in this case the space Z and the operator T may be chosen such that the operator S is the identity operator on X @ 2. Finally we consider certain entire operator functions and some other cases where A does not have continuous boundary values. At the end of Section 2 we show that for holomorphic operator functions whose values are Fredholm operators acting on an infinite dimensional Hilbert space, no extension is needed to get an equivalent linear function.
In Section 4 we consider the problem of finding decompositions of A corresponding to decompositions of the spectrum of A (i.e., the set of all /\ in the domain of A such that A is not bijective) into disjoint compact sets. Let Q be a bounded Cauchy domain, and suppose that A(A) = A,(h) A,(h) ... A,@), AEQ, polynomials whose highest coefficients are bijective, then 2, and 2, can be taken to be operator polynomials too.
In the last section of the paper relation between the local and global version of the definition of equivalence is discussed, and it is shown that there exist operator functions A and B such that A is locally equivalent to B, but A(.) @ 1, is not globally equivalent to B( .) @ 1a for any Banach space 2.
EQUIVALENCE CLASSES
It is clear that the notion of equivalence is a true equivalence relation, and therefore one can consider the different equivalence classes of holomorphic operator functions. Many properties an operator function may possess do not depend on the particular choice of the operator function, but only on the equivalence class to which it belongs. We shall give some examples of such properties.
Let A : Sz + 9(X, Y) be holomorphic on Q. The spectrum Z(A) of A is the set of all h in G' such that A(h) is not bijective. It is clear that all operator functions in a given equivalence class have the same spectrum. In fact for equivalent operator functions A, and A, the growth of the functions Ij 4,(.)-l (1 and I] 4,(.)-l 11 near Z(A,) = Z(A,) will be the same. Further, if for A, EZ(A) the operator 4(X,) is Fredholm, then the numerical characteristics of A at the point h, (see 0 I .2) do not depend on the particular choice of A in a given equivalence class (cf. [II] , [17] ). In this section we illustrate the use of these and other invariants by describing some simple representatives for a number of equivalence classes. But first we present a local version of the definition of equivalence.
Two operator functions A and B, holomorphic at A,, in C are called equivizlent at A, (notation : A ,-A0 B) if there exists an open neighborhood U of A, such that A and B are equivalent on U. This notion of equivalence at a point leads to a second form of equivalence on a set. Two operator functions A and B, holomorphic on Q, are said to be locally equivalent on Q if A -A B for each X E 52. To distinguish the notion of local equivalence from the type of equivalence used so far, we shall sometimes call the latter global equivalence.
It is clear that global equivalence on Q implies local equivalence on Q, but in general the two types of equivalence are not the same. This can be shown by using a counterexample of [16] (cf. S ec ion t 5, where a somewhat stronger statement is proved). Other interesting counterexamples appear in J. Leiterer's paper [22] .l This paper also contains a general principle which among other things is used to show that for several classes of operator functions the two r The problem of the relation between local and global equivalence was stated (together with other problems on operator functions) in an informal lecture [12] given by the first author at the University of Maryland at College Park. The present paper, as well as Leiterer's paper [22] , originated in this lecture. 
Here the zero block in the right lower corner represents the (n -r) x (m -r)-matrix whose entries are all zero. The equivalence in formula (1) (b) Let A(X) be a n x m-matrix whose entries are complex functions, holomorphic at h, . Then (see [17] ) there exist non-negative integers k, < k2 < .'. < k, such that Again the right lower corner of the above matrix represents the (n -r) x (WZ -r)-matrix all of whose entries are zero.
This result, as well as the result mentioned under (a), are special cases of an abstract ring theoretical statement concerning matrices with entries in a principal ideal domain R (see Sections 8 and 10 in Chapter III of [19] ). To see this one takes for R, respectively, the ring of all complex polynomials and the ring of all germs of complex functions, holomorphic at h, .
(c) Leiterer's results on local and global equivalence mentioned above yield a generalization of the theorem mentioned under (a) to holomorphic matrix functions. Let A(X) be a n x m-matrix whose entries are complex holomorphic functions on a region Q. Then A-R wheredr ,..., d, are complex holomorphic functions on Q such that the quotients dj+l/dj (j = l,..., r -1) are holomorphic on Q too (see [22, Theorem 5.51 ).
To illustrate the basic idea behind this result, we shall present Leiterer's proof as given in [22] . Take z E Q. According to the local result mentioned under (b), there exist non-negative integers K,(Z) < K,(Z) < ... < k?(z) such that Here Y = max rank A@), where the maximum is taken over all h in Q. Let (1 be the set of all points of I? for which at least one of the numbers K,(Z),..., R,(z) is non-zero. Observe that /l = {Z E $2 1 rank A(z) < r}. Hence n is a discrete subset of .Q. By the Weierstrass factorization theorem there exist complex holomorphic functions dl ,..., d,. on 9, nonzero on Q\A, such that for each j and z E (1 the function d,(h)@ -z)-~+) is holomorphic and non-zero on a neighborhood of z. Put Then A and D are locally equivalent on ~'2. But Leiterer has shown that for functions of this type the notions of local and global equivalence coincide. Hence A -n D. [17] ). This result allows us to extend the local equivalence theorem for holomorphic matrix functions, mentioned in 1 .l (b), to operator functions with normal points. In fact the following theorem holds true : If A, is a normal point for A, then
where k, < R, < ... < k, are non-negative integers, PI ,..., P, are mutually disjoint one dimensional projections and PO + PI + ... + P, is the identity operator on the whole space (see [17, Section 31) . For kr ,..., K, one may take the partial multiplicities of A at A, (see [17] for the definition of this notion). As the partial multiplicities do not change under equivalence, it follows that two operator functions A and B, which have values in 9(X, Y) and have a normal point at A, , are equivalent at A,, if and only if the partial multiplicities of A and B at A,, are the same ([l 11).
With some modifications, the local equivalence stated in formula (3) remains true if one drops the bijectivity condition on A(h) for h near A, and only requires A@,) to be a Fredholm operator ( [25] ) or merely a semi-Fredholm operator with complemented range and null space ( This is proved in [25] . We shall call the set {ki}i of partial multiplicities, together with the numbers rank (I, -PO) and rank (I, -Q,,) the numerical characteristics of A at A, . Theorem 4.2 in [2] ( see also the last paragraph of Section 1 in [3] ) gives a complete description of the class of all operator functions A such that A is equivalent at h, to a block-diagonal operator function D of the form (4) for which the conditions (Dl), (D,) and ( [18] .
Recently, J. Leiterer ([22, Section 51) has shown that a similar result holds for an arbitrary holomorphic Fredholm operator valued function, provided one replaces the polynomials q1 ,..., qs in (5) by holomorphic scalar functions on Sz and allows the finite sum in (5) to be the sum of an infinite convergent series. Let us recall the definition of an extension of an operator function as given in the Introduction. Given an operator function A : 52 --f 9(X, Y) and a Banach space Z, the Z-extension of A is the operator function A, defined on Sz by
In the beginning of the present section we observed that the spectrum Z(A) of a holomorphic operator function A and the growth of j/ A(*)-' 11 near 2(A) do not change if A is replaced by an equivalent operator function. The same remark holds true if A is replaced by its Z-extension. Also, if A(&) is a Fredholm operator for some A,, E Z(A), then A&,) @ 2 will be a Fredholm operator and the numerical characteristics of A at A,, will be equal to those of A(.) @ 2 at A0 . This last fact has the following implication. Proof. Since Leiterer has proved that local and global equivalence coincide for holomorphic Fredholm-operator functions, it suffices to show that local equivalence of A( .) @ Iz and B( .) @ I, on Sz implies local equivalence of A and B on Q. Take h, E 9, and assume that A(.) 0 1.~7 B(a) @ Iz . (6) As A and B are Fredholm operator valued, the same is true for A(.) @Iz and B( .) @ 1, . Furthermore we know that the numerical characteristics of A and B at X0 do not change if A and B are replaced by their Z-extension. Now formula (6) implies that the numerical characteristics of A( .) @ I, at ha are equal to those of B( .) @ 1, at h, . It follows that the same is true for the numerical characteristics of A and B at A0 . But then we can apply the results of [ 1 l] to show that A is equivalent to B at X, .
In the next sections we shall show that several problems concerning operator functions can be solved by combining the methods of equivalence and extensions. The reason for this is that, in general, the equivalence class of A(.) @ I, contains many functions besides the functions B(.) @-I, , where B -R A. Moreover, as the following example shows, in contrast to the above theorem, these new equivalent functions may be still of the form C(.) @Iz , where c : sz 4 Lqx, Y). qx, a.
is equal to (1 -h) I @ I for each X in c. As the first and third factors in formula (7) are bijective operators on X @ X, it follows that the X-extensions of (1 -h)l and I -Xp are equivalent on @. Since P f: I the operators functions (1 -h)l and I -hP are not equivalent at h = 1 and hence not on C.
EXTENSION AND LINEARIZATION
Another version of the problem of finding the simplest representative in a given equivalence class is to look for linear bundles. This variant of the general problem is considered in this section. For a number of years it has been known that one can associate with operator polynomials and operator functions, holomorphic on the closed unit disc, linear functions of the form T -hS (see [23] , 171, PI, [II and th e references given in [l]). Systematically using the methods of equivalence and extension, and changing the standard approach, we are able to get much stronger results. tion (cf. [7] and [13, p. 2181 ) between the original operator polynomial A and the linear function T -AS is explained by the following identity : For each h in C the operators E(h) and F(h) are bijective and their inverses are given by :
Observe that E(h) and F(h) and the associated inverses are operator polynomials in h of degree at most n -1. So the identity (1) shows that the X%-l-extension of A is polynomially equivalent on @ to the linear function T -hS. Suppose that the highest coefficient A, is bijective. Then the operator S defined above is a bijective map from X @ X--l onto Y OX'+'. So, in this case, we can write (1) in the following way
where Tl = S-IT and F,(h) = F(/\)S.
The above results are summarized in the following theorem. THEOREM 2.1. Let A(X) = A, + M, + ... + X"A,, whet-e A,, , A, ,..., A, are in 9(X, Y) and n 3 2. Then the X+-extension of A ispolynomially equivalent on @ to a linear function T -hS. If, in addition, the operator A, is bijective, then S can be chosen to be the identity operator on Xn.
In general, without the bijectivity condition on A, , it can happen that for no choice of 2 is the Z-extension of A equivalent on C to a function of the form R--HZ.
To see this, consider the operator function I, -XK, where K is a quasi-nilpotent operator on X. If this operator function or one of its extensions were equivalent on Q= to a function of the form R -xl, then the spectrum of R would be empty (cf. 91.3).
The operators T and S referred to in Theorem 2.1 are not uniquely determined.
Bounded domains.
In this subsection s2 will be a bounded Cauchy domain, i.e., G is a bounded region whose boundary a52 consists of a finite number of disjoint closed rectifiable Jordan curves. We assume that afi is oriented in the positive sense. By C(aQ, X) we denote the Banach space of all X-valued continuous functions on 3.Q endowed with the supremum norm. For the sake of simplicity we shall suppose that 0 E 9.
The operator functions considered in this subsection have values in 9(X, X). The general case is dealt with in the next subsection. Instead of 9(X, X) we shall write 9(X). Then there exists a Banach space Z such that the Z-extension of A is equivalent on Q to the linear function T -Xr, where I denotes the identity operator on C(aQ, X).
Proof. Let P be defined on C(aQ, X) by
Note that Pf is a constant function. Since P obviously acts as the identity operator on all constant functions, by Cauchy's integral formula, we see that P is a projection of C(aQ, X) whose range may be identified with X. Define Z to be the null space of P. Then C(as2, X) = X @ Z.
GOHBERG, KAASHOEK, AND LAY
Next we consider the operator 17 defined on C(aQ, X) by
Note that 52 belongs to the resolvent set of V. In fact, for each X E 9, we have
z.5asz.
From this identity and the Cauchy integral formula it follows that PV( v -q-1 P = P, AEQ.
Finally, let M be the operator on C(aQ, X) defined by Again using the Cauchy integral formula, one sees that (3) and (4) to show that for each h E Q B(X) P = PA(X) P, (I -P) B(h) = I -P.
Formula (5) implies that for each h E Q the matrix of B(h) with respect to the direct sum decomposition C(22, X) = X @ 2 is given by B(X) = (y' "I',"'),
where C : Q --f 2'(2, X) is holomorphic. But then
for each h E Q. In the right hand side of (7), the first and third factor are bijective operators on X @ 2. Thus it follows that the Z-extension of A is equivalent on Q to T -h1, and the theorem is proved.
EXAMPLE.
Let A be as in Theorem 2.2, let B be the linear bundle T -XI in that theorem, and let A, be a normal point of A in 9. It follows that A, is an isolated eigenvalue in o(T). The algebraic multiplicity of A at X, , M(A; /\o) is defined in [ 17] and the following formula is obtained :
where r is a suitably small circle in Q centered at A,. Insight into this formula may be given using equivalence and extension. It is shown in [17] that both the right and left sides of (8) are invariant under equivalence, and it is easily seen that they are also invariant under Z-extensions. So the proof of (8) is reduced to showing that
Now the right side of (9) is just the trace of the spectral projection corresponding to the spectral set {/\a}, and it follows from [17] that for a normal point of a linear bundle, M(B; A,) is just the ordinary algebraic multiplicity of the eigenvalue h, . is just the ordinary algebraic multiplicity of the eigenvalue h, . Since the trace of a projection is the dimension of its range, (9) is true, almost by definition. This proves (8) .
In the next theorem we describe the spectrum u(T) of the operator T in terms of Q and the spectrum Z(A) of the operator function A. ( Hence it suffices to show that (10) is bijective. As h, belongs to the outer domain of aJ2 the Cauchy integral formula implies that P( V -VM)(V -&J-l P is the zero operator. But then P( v -VM)( v -&z-l is nilpotent of order 2, and it follows from (10) that X, 6 a(T). This completes the proof. By spectral theory the second term in the right hand side of this identity is bijective for all h E !Y2. It follows that T--y[TQ+(I-QII--Q. (11) Next observe that for h # a Now take a E @\a. Then the last identity together with formula (11) shows that Again using standard spectral theory, one sees that the spectrum of the operator TQ + a(1 -Q) is equal to C(A) u {u}. So, if A is as in Theorem 2.3 and if Z(A) is a compact subset of G, then, given a E @\L?, there exist a Banach space 2 and R E 9(X @ Z) such that the Z-extension of A is equivalent on Sz to R -Al,@= and a(R) = Z(A) U {u}.
(3) By replacing C'(aQ, X) by certain spaces of measurable X-valued functions on 6KJ, one can weaken the boundary condition on A in the previous two theorems. For instance, if the operator function A is holomorphic on Q and bounded measurable on %G', Theorems 2.2 and 2.3 hold true provided C(aL2, X) is replaced by L,(%& X) f or some 1 < p < co. Using weighted function spaces one can also prove the two theorems for operator functions which are unbounded on EKJ. For later purposes (see Subsection 3.2), we conclude this subsection with two lemmas concerning the operators and operator functions introduced in the proof of Theorem 2.2. To simplify the notation, we define (12) for each X E 52. Here V and C(.) are as in the proof of Theorem 2.2. So, by formula (7),
Further, let P be as in the proof of Theorem 2.2. LEMMA 2.4. For h, p E Sz, we have
(ii) PE(X)P = 0;
Proof. (i) Write the projection P as a matrix with respect to the decomposition C(Z', X) = X @ 2, and use (12) .
(
ii)-(v).
Use the definition of P and apply the Cauchy integral formula.
This gives (ii). Next, recall that E(A) = (V -M-r. Then (iii), (iv) and (v) follow from (ii) by using, respectively, the resolvent equation, the identity Jw)-l J%) = I + (P -4 w, and the fact that E(h) and E(p) commute.
(vi) From formulas (6) and (12), one sees that PF(p)(I -P) = -PB(p)(I -P) = P( v -VM)( v -pI)-l(I -P).
So, using statement (ii) twice, we get
Now use the resolvent equation, remember that V commutes with M and apply formulas (3) and (4) 
Proof. First of all observe that, by Theorem 2.3, the operator T -pI is invertible. Hence it follows from formula (13) From Lemma 2.4(ii), we know that (I-P) E(/\)P = E(/\)P. So
according to Lemma 2.4(v) , and the proof of (i) is complete.
(ii) Again, by formula (14), we have
Applying Lemma 2.4(i), one sees thatF(p) F(X)-l P = P. Next use the fact that P commutes with A(p)-l @ 1, and apply Lemma 2.4(vi). This gives the desired result.
(iii) Th p f f h e roo o t is statement is similar to that of (ii).
The case X # Y
In this subsection we shall prove Theorems 2.2 and 2.3 for the case that the values of A are operators acting between two different spaces. 
Entire functions
In this subsection we consider the possibility of linearizing entire functions by using the methods of equivalence and extension. The next theorem shows that for a large class of entire operator functions a positive result can be proved. Proof. The arguments used to prove Theorem 2.6 show that without loss of generality we may suppose that X = Y. Take 2 L= 4,(X}, the Banach space of all absolutely summable sequences with elements in X, endowed with the [r-norm. An arbitrary element of X @ tr{X} will be denoted by (x0, x1 , xa ,...), where x,, E X and (x1 , x1 ,... ) E r!r{X). On X @ e,(X) we define the following operators: 
Minimal extentions
The extensions considered in Theorems 2.1 and 2.2 are not always the best possible, that is, for certain operator functions one can find "smaller" extensions which still are equivalent to a linear bundle.
To illustrate this fact, let us consider the case of a n x n-matrix polynomial A.
As we will be considering A up to equivalence only, we may as well suppose that A is equal to its Smith canonical form, i.e.,
A(h) = PA4 0 0.
where p1 ,...,p, are manic scalar polynomials and p, is divisible by p,-, (j = 2,..., r) (see Sect. 1.1 (a)). Let 3 be the degree of pj . Note that v = vr is equal to the degree of A. We may consider A as an operator polynomial whose coefficients are in Z'(CY).
So we can apply Theorem 2.1 to show that the VP-u-extension
A of A is polynomially equivalent on @ to a linear function T + XX We can also apply Thcorcm 2. I to each of the cntrics p t ,..., p,. separately. This yields an extension ^ A of 4 which again is polynomially equivalent on C to a linear bundle. Obscrvc that in the second case the operator A(A) acts on C'lf.yi j "' il'r-', while in the first case A(h) acts on Cnv. As V, j-... .L vy -T may be strictly less than n(v --I), one sets that the second approach mav give a "smaller" extension than the first, while this smaller extension is still polynomially equivalent on C to a linear function. The next thcorcm is one further result in this direction. 
where A,, A, and C are given holomorphic operator functions. The results of this section will be used in Section 4 to prove certain decomposition theorems, but the theorems stated below are of independent interest and new, probably even for matrix polynomials. The main result is the following theorem. This theorem could be proved directly by substituting the formulas for Z, and Z, into equation (I), but in this paper we shall follow another way. We came to these formulas for Z, and Z, by using the methods of equivalence and linearization by extension, which are described in the previous sections. We shall use these methods to prove Theorem 3.1.
First we prove Theorem 3.1 for the case that A, and A, are linear functions of the form T -XI. This is done in Sect. 3.1. The full proof of the theorem is given in Sect. 3.2. Finally, in Sect. 3.3, we present a detailed study of the solutions for the case that A, and A, are operator polynomials.
The linear case
Let Tl , T2 and S be in 9(X). It is well-known that the operator equation This statement also holds true if Tl E 9(X, , XI), T, E 9(X, , X,) and SE 9(X, , X,), where XI and Xs are (possibly) different Banach spaces ([6, Theorem 3.21). Clearly, Z,(h) and Z,(X) depend holomorphically on h and satisfy equation (2). So we may suppose that ur # o . Observe that ur is an open and closed subset of u(T,). Let PI be the spectral projection associated with or and Tl . As 852 is a contour in C which separates ur from the rest of the spectrum of Tr , we have (with asZ positively oriented.) Note that (II -P,)(T, -Mr)-l has a unique holomorphic extension defined on the whole of 9. Hence the same is true for C(h)(Ir -P,)(T, -xl&l.
Let V, denote the holomorphic extension of the latter function. Put V,(A) = 0 for all h E Q. Then The identities (5) and (6) show that 2 is a holomorphic solution of equation (4). Together with the result proved in the first paragraph of this proof, this implies that Z,(X) = -Z(X) + V,(h) and Z,(h) = Z(h) are holomorphic solutions of equation (2) . It remains to show that As Vi is the holomorphic extension of C(h)(Z -P,)(T, -AZ)-' to the whole of Q, we see that formula (7) holds true, and the proof of the theorem is complete. 
Proof of Theorem 3.1
We shall apply the method of linearization by extension as described in Subsection 2.2. Note that we can apply Theorem 2.2 to both A, and A, . Let j --I, 2. Define Tj to be the linear operator on C(%Q, X,) given by Then we know that (15 -hzj) ';; [Aj(A) 0 zZl]* (8) Here Ij is the identity operator on C(2Q, X,) and Zj is the null space of the projection Pj defined on C(2Q, X,) by
By formula (8) 
Sow, by formula (9), the equation (11) can be written as From what we have proved so far, it is clear that Y, and Ya will be holomorphic solutions of the equation (12) .Our next step is to solve equation ( 13) . By Theorem 2.3, we have U(Tj) n J-2 = Z(Aj) n Q = 2&4) for i = 1,2. So from our hypotheses on the spectra of A, and A, , we know that the sets u1 = ~(7'~) n 52 and ua = u(Ta) n 52 are disjoint compact subsets of Sz. Let the contour I' be as in the statement of the theorem, i.e., r is a suitable contour in Q around a, = Z(A,), which separates or from ua = Z(A,). Choose a bounded Cauchy domain Q,, such that and r and its inner domain lie entirely in a,,. Observe that one can apply Theorem 3.2 to Tl and T, provided one replaces Q by Q, . For X E in,, define
where Then VI and V, are holomorphic on Q, , and VI(A) and V,(A) satisfy equation (13) for each h E Q, .
Take a fixed h E s2, and x E X1 . Then
Here the second equality follows from formula (10) and the definition of D(h). The third equality is a consequence of Lemma 2.5(iii). Note that, because of the conditions on Q, and the spectral properties on A, , the last integral in (14) does not change if Q, is replaced by Q. Next we compute P,F,(X) I/,(h) F,(h)-' Plx for a fixed h E 52, and x E X1 . First of all, observe that, by formula (lo), we may replace D(X) by P&(X) PI in the definition of V,(X). Next we can apply Lemma 2S(ii) and (iii) to show that Remark 3.4. Interchanging the roles of A, and A, in the above proof and using Remark 3.3(a), it is easily seen that the operator functions 2, and 2, , defined below, form another pair of holomorphic, solutions of equation (1).
Here (1 is a suitable contour in J2 around 2(A,) which separates 2l(A,) from Wd.
Operator polynomials
In this subsection we consider the equation for the case of operator polynomials. Let C be an operator polynomial of degree 12, and suppose that A, and A, are as in Theorem 3.1. If, in addition, the operator function A, is a polynomial of degree y1 , then the solution Z, given in Theorem 3.1 will be an operator polynomial in A of degree at most n + tl -1. Similarly, if A, is an operator polynomial of degree y2 , then the solution & given in the previous remark is a polynomial of degree at most n + r2 -1. If A, and A, are both polynomials, it does not follow from the formulas given in Theorem 3.1 or of those given in Remark 3.4 that the equation (15) has polynomial solutions.
THEOREM 3.5. Let A, , A, and C be operator polynomials of degrees r1 , r2 and n, whose coe$%ients are in 2(X,), 9(X2) and 2(X, , X2), respectively, and suppose that the spectra z(A,) and 2(A2) are. disjoint. If, in addition, for at least one of the operator polynomials A, and A, the highest coeficient is bajective, then there exist operator polynomials Z, and Z, satisfying (15) , such that degree (Z,) < n + r2 -1 and degree (Z,) < n + r, - 1. Proof. Let 
Since A,(.)-' is holomorphic outside Q, formula (16) implies that Kow apply Theorem 3.1 to the restrictions of A, and A, to 0 and use formulas (17) and (18) . It follows that for each X E Q the operators Z,(h) and Z,(h), defined by
where r is a suitable contour in 52 around Z(A,), satisfy the equation
But Z, is a polynomial of degree at most tl + y2 -1 and Z2 is a polynomial of degree at most n + pi -1. Hence from the identity theorem for polynomials it follows that (19) holds for each X in @, and the theorem is proved. If the highest coefficient of A, is bijective, then we can interchange the roles of A, and A, and use the solutions Z1 and Z2 , given in Remark 3.4, to get the desired result. Here r is a suitable contour around Z(A,), which separates Z(A,) from Z(A,).
EXTENSION AND DECOMPOSITION
In this section we consider the following problem. Given a decomposition of the spectrum Z(A) of the holomorphic operator function A into two disjoint compact sets ur and ua , can one find a representative in the equivalence class of Proof. It suffices to prove the theorem for the case n = 2. Hence we shall be dealing with functions whose values are operators on X @ X. Such operators will be described by 2 x 2 operator matrices.
Omitting the variable A, we have (A$2 ;, = (,' ",1)("11 ;J-pz 0').
Here I denotes the identity operator on X. Observe that in this formula the first and third factor of the right hand side are bijective operators on X @ X, which depend holomorphically on A. Thus But existence of solutions Z, and Z, of this type is guaranteed by Theorem 3.1. Proof. To prove this theorem one can use the same arguments as in the proof of the previous theorem, except for the reference to Theorem 3.1, which has to be replaced by a reference to Theorem 3.5.
Observe that the previous two theorems do not completely solve the problem mentioned in the first paragraph of this section. The question remains whether a decomposition of the spectrum of A into disjoint compact sets yields a multiplicative decomposition of A of the form described in Theorem 4.1. However under certain extra conditions on Q or the Banach space X the theory of holomorphic operator valued cocycles (see [ 161 and [21] ) guarantees the existence of multiplicative decompositions of this type. This leads to the following theorem. We conclude this section with yet another application of the methods of equivalence and extension to products of operator functions. open set in C, and let P: U + 9(X) be a projection function, holomorphic on 0'. Suppose that P is equivalent on U to the constant projection P,, , i.e., PO = F@) P(4 -w), hE u, where E and F are holomorphic on U and their values are bijective operators on X. We shall show that without loss of generality, we may suppose that
then G is holomorphic on U and it is not difficult to show that G(X) is bijective and
Given a Banach algebra rU, we let G2I denote the group of all invertible elements in '?I. In particular, G9(X) will denote the set of all bijective operators on X. The following lemma will be useful in the proof of the main result of this section. From the result mentioned in the first paragraph of the proof it is clear that in Gg(X @ Z) there exist two continuous curves connecting V with T @ Iz and Ix 04 Y respectively. This shows that T @I, and Ix@, belong to the same connected component of GS?(X @ Z), and the proof is complete.
Let T be as in the previous lemma, and suppose that TM,, = MO for some closed subspace Ma of X. Then the proof of Lemma 5.1 shows that the continuous curve in G9'(X @ e,{X}), connecting T @ Ic,(xl with the identity on X @ e,(X}, can be chosen in such a way that for each S on this curve THEOREM 5.2. Let P: $2 -+ L(X) be a projection function, holomorphic on the region Jz, and let PO be a projection of X such that G9([I -P,-,]X) is connected. Suppose that P is locally equivalent on Q to the constant projection P,, . Then there exists a Banach space Z such that the Z-extension of P is globally equivalent on 9 to the constant P,, @I, .
Proof. Put Y = POX, and take Z = l,(Y). Consider the function Q(.) = P(.) @I,: Sz -+ 9(X @ 2) and the projection Qa = PO @I, of X @ 2. We shall prove that Q is globally equivalent on G to Qs .
Let '8 be the Banach algebra
Further, let G be the connected component in G'$I containing the identity on X @ 2. Observe that our hypothesis on [I -P,IX, together with Lemma 5.1, implies that {T @ Iz 1 T E G%'(X), TP,, = POT} C G.
Take X E 9. As P(.) and PO are locally equivalent on Sz, the remark made in the second paragraph of this section implies the existence of an open neighborhood U,, of X in !S and a holomorphic operator function E,: U, --, Z(X), whose values are bijective operators on X, such that -w) w WY = PO , XEU'$. (1) and (2) it follows that EA(z) EJ.s-i = F,(z)-'F,(z), x E UA n U, . Hence H(z) = FA(z) ,!?A',( x ) , z E UA , is a well-defined holomorphic function on !Z', whose values are bijective operators on X @ 2. An easy computation shows that H(z) Q(s) H(z)-' = Q,, f or each z E Q. So Q is globally equivalent on 52 to Q0 , and the proof is complete.
Next we shall show that without the condition on [I -P,,]X the conclusion of Theorem 5.2 does not hold. The example we shall give is a modification of the counterexample given in [16, Section lo] and of Example 6.5 in [22] . Then fi = U, u U, , and the intersection U, n U, has two connected components which we shall denote by A-, and A,, . For X we take the space Y @ e,(Y), w h ere Y is a Banach space with the property that GL(Y) is not connected (see [5] ). Let x E U, n U, .
As A(z) commutes with PO for each z E U, n U, , we have Fd4 P&W = F&> f',P&Y~
x E U, n U, .
So P(z) = F9(s) P$'j(z)-l, z E Uj , is a well-defined projection function, which is holomorphic on Q. From the definition of P(.) it is clear that P(v) is locally equivalent on Q to Pa . Suppose that there exists a Banach space 2 such that the Z-extension of P is globally equivalent on Sz to P,, @I, . By the remark made in the second paragraph of this section, it follows that there exists a holomorphic operator function E: !J -+ 9(X @ Z), whose values are bijective operators on X @ 2, such that Put p&t) = F,(h) @ lz for h E Vi , J' = 1,2. From the definition of P(e) it is clear that It follows that E(h) p@)(P, @ I,) = (P,, @ I,) E(X) p&l) for each X E Uj . Let '3 be the closed sub-algebra of 9(X @ 2) consisting of all operators S commuting with P,, @ 1, . Then E(h) &(A) E G9I, XE Uj.
As U, and U, are connected and fll(z) = pa(z) for z in d-, , we may conclude that for each h in d+1 the operators E(h) PI(h) and E(h) pa(h) belong to the same connected component of G'K Multiplying these operators on the left by pi(A)-' E(X)-l, we see that the identity on X @ 2 and fll(h)-l pz(h) belong to the same connected component of G2l, for X E A,, . But
Hence the operator T @ Ic,(rl @ I, belongs to the connected component of G'% containing the identity in X @ 2. Since % consists of all operators on 9(X @ 2) which commute with P,, @ Iz , this can only happen if T is on the connected component of G9(Y) containing the identity on Y. Contradiction.
Let P: Sz -+ 9(X) be a projection function, holomorphic on the region Q, and suppose that P(.) is locally equivalent on Q to the constant projection PO in 9(X). Observe that Let R, be the projection of ei{X} onto l,{P,X} along {,{(I -P,)X} .With a few changes the arguments employed in the proof of Theorem 5.2 can be used to show that p(9OR,+oOR,. This shows that the family (6) is holomorphically trivial.
