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Abstract. In this review, we retrace the recent progress in the anti-de Sitter (AdS)
instability problem. By instability we mean that for large classes of initial data, any
perturbation of AdS space-time, however small, leads to the formation of a black
hole. Since the seminal work of Bizoń and Rostworowski in 2011, many different
kinds of numerical experiments were performed in asymptotically AdS space-times,
unveiling a very intricate structure of the instability. In particular, many efforts were
dedicated to the search of islands of stability, i.e. families of initial data that resist black
hole formation. Many analytical and numerical tools were deployed to disentangle
stable from unstable initial data, and shed new light on the necessary and sufficient
conditions for collapse. Recently, research beyond spherical symmetry became more
and more engaged. This is a very promising channel of investigation toward a deeper
understanding of the gravitational dynamics in asymptotically AdS space-times.
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1. Introduction
Einstein’s equations in vacuum admit three maximally symmetric solutions: Minkowski
(flat), de Sitter (dS) and anti-de Sitter (AdS) space-times. They correspond respectively
to zero, positive and negative curvature and cosmological constant Λ. Both Minkowski
and dS space-times are non-linearly stable, which means that no arbitrarily small
perturbation can grow unbounded. Mathematical demonstrations can be found
respectively in [1] and [2]. Both proofs rely on a dispersion mechanism: any perturbation
should decay one way or another, and this is possible when waves can propagate freely
toward infinity without back-reacting substantially on the metric. The decay rate of the
perturbation is exponential in dS and the non-linear stability can be inferred relatively
easily. In Minkowski space-time on the other hand, the decay rate is borderline and the
non-linear stability proof is much more subtle.
AdS space-time is much different (we refer the reader to [3–10] for its precise
definition). The negative cosmological constant acts like a gravitational potential that
prevents time-like geodesics from ever reaching infinity. Instead, test particles, whatever
their initial speeds, come back to their starting point in a finite proper time. This is
even true for null geodesics. In this case, a photon can reach infinity in a finite time (as
measured by a static observer). Assuming that the total energy (or mass) of space-time
is conserved, this photon has to bounce back on space-like infinity, at the so-called AdS
boundary. In other words, this space-time acts like a reflective confining box: any test
particle, be it massive or massless, follows a straight line in vacuum and comes back at
its starting point in a finite time. It thus oscillates perpetually, as if it were trapped in a
n-dimensional billiard table, illustrated in figure 1. This confining mechanism is clearly
incompatible with the decay argument needed for establishing a non-linear stability
proof. And actually, no such proof exists so far.
It has long been known that AdS was linearly stable, since the seminal works
of [3,11,12]. It means that no small perturbation can have a mode that is unbounded in
time at first order in amplitude. Nevertheless, linear stability does not imply non-linear
stability. Very curiously, the emergence of the AdS-Conformal Field theories (CFT)
correspondence in 1998 (see [13–17]) triggered an avalanche of papers, but very few of
them were concerned about the non-linear stability of AdS. The first questioning of this
point appeared in 2006 with the works of [18,19]. Notably in [19] the following “rigidity”
theorem was demonstrated:
Theorem 1 (Anti-de Sitter rigidity theorem) The only globally regular asymptot-
ically AdS (AAdS) space-time that tends to AdS at arbitrarily long times is AdS itself.
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Figure 1. Radial geodesics in vacuum AdSn space-time in static coordinates ds2 =
−
(
1 + r
2
L2
)
dt2 + dr
2
1+ r
2
L2
+ r2dΩ2n−2. Time-like geodesics are pictured in dotted red
lines and null ones in solid green. A bunch of time-like geodesics exhibiting an initial
kinetic energy spread comes back to its initial position in a unique and finite amount
of time, piL, where L is the AdS radius directly linked to the cosmological constant by
Λ = − (n−1)(n−2)2L2 .
This is clearly the opposite of the decay condition for perturbations and it is quite
natural for a space-time that cannot radiate its energy to infinity. However, the author
conjectured that AdS was probably non-linearly stable, and this was the global consensus
at that time, with the notable exception of [18].
The number of researchers working on the AdS non-linear stability problem
drastically increased in 2011, after the seminal paper of Bizoń and Rostworowski [20].
With the help of numerical time evolutions in spherical symmetry, they found that
scalar wave packets were inexorably collapsing to a black hole after several reflections
off the AdS boundary. This behaviour persisted even in the very small amplitude limit,
and lead to the so-called AdS instability conjecture. As more and more proofs were
accumulating in favour of a pervasive instability of AdS space-time, other classes of
initial data were discovered, namely islands of stability. These configurations were able
to resist black hole collapse for arbitrarily long times. As more and more such islands
came out in the literature, it became clear that the space of initial data (or parameter
space) was chaotically splattered with both stable and unstable configurations in the
zero-amplitude limit, a feature at odds with what happens in Minkowski or de Sitter
space-times. A key challenge today is thus to disentangle the structure of the instability
and to unveil necessary and sufficient conditions for collapse.
The more numerous the outcoming papers in the field, the more intricate and subtle
the problem seemed to be. This gave rise to lively debates in the community, but also
to an abundance of new numerical experiments and formalisms. In this paper, we give
an overview of the state of the art of the AdS non-linear stability problem and hope to
disentangle the information harvested in the literature. In section 2, we focus on the
properties of unstable initial data, from both a numerical and perturbative perspective,
and introduce the AdS instability conjecture. Section 3 focuses on critical phenomena
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associated to black hole formation and singularity theorems in AdS. Islands of stability
are discussed in section 4, notably with the two-time framework (TTF) formalism and
the analyticity strip method. The general structure of the instability is addressed in
section 5 and section 6 is devoted to the conditions for black hole formation. The
particular case of the instability when no black hole is allowed is considered in section
7. The recent advances beyond spherical symmetry are discussed in section 8 and the
CFT interpretation is tackled in section 9.
Hereafter, we set the speed of light to unity, c = 1 and use the signature
(+,−,−,−, · · ·).
2. Weakly turbulent instability of anti-de Sitter
In 2011, Bizoń and Rostworowski studied the collapse of a spherically symmetric scalar
wave packet in AdS. The setup of their experiment was reused so often that we deem
useful to reproduce it here.
2.1. Einstein-Klein-Gordon equations in spherical symmetry
Consider the Einstein-Klein-Gordon (EKG) system of equations with cosmological
constant in four dimensions:
Gαβ + Λgαβ = 8piG
(
∇αφ∇βφ− 1
2
gαβ∇µφ∇µφ
)
, (1a)
∇µ∇µφ = 0, (1b)
where gαβ is the metric, Gαβ is Einstein’s tensor, ∇ is the connection associated to the
metric, and φ is a real massless scalar field. In spherical symmetry and in conformal
coordinates, the metric can be put into the form (note that both t and x coordinates
have no dimensions, the physical time is thus Lt)
ds2 =
L2
cos2 x
(−Ae−2δdt2 + A−1dx2 + sin2 xdΩ2), x ∈
[
0,
pi
2
[
, (2)
where dΩ2 = dθ2 + sin2 θdϕ2 is the angular part of the length element. The metric
functions A, δ and scalar field φ are supposed to depend only on (t, x) and the AdS
boundary lies at x = pi/2. Accordingly, we choose notations in which overdots and
primes indicate time and radial derivatives respectively. Defining
Φ = φ′ and Π = A−1eδφ˙, (3)
the system of equations (1a)-(1b) boils down to evolution equations for the dynamical
variables (in units 4piG = 1)
Φ˙ = (Ae−δΠ)′, (4a)
Π˙ =
1
tan2 x
(tan2 xAe−δΦ)′, (4b)
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and constraint equations
A˙ = −2 sinx cosxA2e−δΦΠ, (5a)
A′ =
1 + 2 sin2 x
sinx cosx
(1− A)− sinx cosxA(Φ2 + Π2), (5b)
δ′ = − sinx cosx(Φ2 + Π2). (5c)
Because the scalar field is massless, the AdS length scale L drops out of the equations.
The variables Φ and Π are evolved in time with (4a)-(4b) while the constraints (5b)-(5c)
are used to update the metric at each time step. The equation (5a) is used as a monitor
of code precision. This system of equations supplied with Dirichlet boundary conditions
and compatible initial data is locally well-posed [21,22].
2.2. Numerical observations
The initial data is chosen to be a localised wave packet with Gaussian shape:
Φ(0, x) = 0 and Π(0, x) = ε exp
(
−tan
2 x
σ2
)
, (6)
where ε denotes the amplitude and σ the width of initial data. Apparent horizon
formation is signalled by the vanishing of the blackening factor A in the metric (2), such
that the apparent horizon radius lies at its largest root. More numerical details can be
found in [23].
Letting the system evolve in time leads to the following observations. If the
amplitude is large, the scalar wave packet directly collapses to a black hole. Lowering the
amplitude and repeating the experiment, the horizon radius xH decreases and eventually
tends to zero when a critical amplitude ε0 is reached. This would have been the end of
the story in asymptotically flat space-times, as was noted by Choptuik and collaborators
in 1993 [24,25].
If the simulation is run with an amplitude ε < ε0, the scalar field starts to contract
but does not form a black hole. It then spreads and reaches infinity in a finite time
slightly larger than the null geodesic‡ one t & piL/2, as was noted later in [26]. Because
of the reflective boundary conditions, the field bounces off the AdS boundary. When it
comes back to the origin, self-gravitation had the time to build up a more peaked scalar
field profile, so much as to collapse to a black hole when approaching the origin x = 0.
This leads to a second branch of collapsing solutions that undergoes one reflection.
When the amplitude is lowered down to a second critical value ε1 < ε0, the resulting
black hole has a horizon radius going to zero. Initial data with amplitudes smaller that
ε1 have to bounce off the AdS boundary twice before collapsing. And so on and so
forth. A sequence of critical amplitude εn can then be constructed, where n is the
number of bounces of the initial data having amplitudes εn < ε < εn−1. This behaviour
is illustrated in figure 2. Note that on this plot, xH denotes the horizon radius right at
‡ It depends also on how large the initial data is, i.e. how large is the parameter σ. The wider the
initial data, the shorter the time to reach the boundary.
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Figure 2. Left: horizon radius xH as a function of the amplitude ε of the initial
wave packet. The far right curve describes the prompt collapse of the scalar wave
packet, the other curves on the left are respectively for 1 to 9 reflections off the AdS
boundary. Right: time of black hole formation tH as a function of the initial amplitude
of the scalar wave packet. Each step corresponds to an additional reflection off the
AdS boundary. The steps are separated by an amount of time ∆t & piL, i.e. slightly
larger than the time of a null round trip in AdS. Credits: [20, 27].
the point of collapse. In the long term evolution, after several partial absorptions and
reflections of the scalar field on the horizon, all the scalar field falls into the black hole
and the metric settles down to the Schwarzschild-AdS solution with a mass parameter
in agreement with the mass of the initial data [26].
Furthermore, it was mathematically proved in [22] that the Schwarzschild-AdS
solution was non-linearly stable in spherical symmetry. Soon after black hole formation,
the space-time thus settles down to a stable and stationary Schwarzschild family of
solution. The striking feature unveiled by [20] is that however small the amplitude
of the initial data is, a black hole is formed all the same. This suggests to look at a
perturbative approach and see if some indications of collapse can be inferred.
2.3. Perturbative approach
We denote by ε the small parameter encoding the initial data amplitude. The EKG
system of equations (1a)-(1b) is invariant under the transformation φ → −φ. Thus,
under the transformation ε → −ε, the scalar field should just change sign and the
metric change not at all. This is why the three functions admits the following even-odd
expansion:
φ = εφ1 + ε
3φ3 + . . . , (7a)
A = 1− ε2A2 − . . . , (7b)
δ = ε2δ2 + . . . . (7c)
At first order O(ε), the EKG system boils down to
φ¨1 + L̂φ1 = 0 with L̂ = − 1
tan2 x
∂x(tan
2 x∂x). (8)
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This equation can be solved by diagonalising the operator L̂. Defining an inner product
on the Hilbert space of solutions as
(f, g) =
∫ pi/2
0
f(x)g(x) tan2 xdx, (9)
an orthonormal basis of solutions is [23]
L̂ej = ω
2
j ej where ω
2
j = (3 + 2j)
2 and j ∈ N, (10a)
ej(x) = dj cos
3 xP
( 12 ,
3
2)
j (cos(2x)) with dj =
2
√
j!(j + 2)!
Γ(j + 3/2)
, (10b)
where Γ is Euler’s Gamma function and P (
1
2
, 3
2)
j are Jacobi polynomials. All eigenvalues
are real and positive because the operator L̂ is self-adjoint. This means that no
eigenmode is unstable, which is consistent with the linear stability of AdS space-
time [3, 11, 12]. In addition, all frequencies are equidistant: the spectrum is said to
be resonant. We can now solve (8) through decomposition on the basis (ej)j∈N, which
gives:
φ1(t, x) =
∞∑
j=0
aj cos(ωjt+ βj)ej(x), (11)
where aj and bj are real constants. In other words, at first order the solution is merely
oscillating in time with a spatial dependence governed by the (ej)j∈N functions.
At second order, the equations relative to A2 and δ2 admit the following solutions:
A2(t, x) =
cos3 x
sinx
∫ x
0
[φ˙1
2
(t, y) + φ′1
2
(t, y)] tan2 ydy, (12a)
δ2(t, x) = −
∫ x
0
[φ˙1
2
(t, y) + φ′1
2
(t, y)] sin y cos ydy. (12b)
At third order, it comes
φ¨3 + L̂φ3 = S(φ1, A2, δ2) ≡ −2(A2 + δ2)φ¨1− (A˙2 + δ˙2)φ˙1− (A′2 + δ′2)φ′1.(13)
Projecting this equation on the basis (ej)j∈N yields, denoting c
(3)
j = (φ3, ej) and
Sj = (S, ej):
∀j, c¨(3)j + ω2j c(3)j = Sj. (14)
A straightforward (but tedious) look at the right-hand side of (14) makes it clear that
it contains some resonant terms cos(ωjt) or sin(ωjt) every time there exists a triplet
(j1, j2, j3) such that
aj1 6= 0, aj2 6= 0, aj3 6= 0 and ωj = ωj1 + ωj2 − ωj3 . (15)
This is due to the resonant character of the spectrum of the operator L̂ and gives rise
to secular resonances, i.e. solutions of the form
φ3 ∼ t sin(ωjt) + . . . . (16)
These solutions are thus diverging linearly in time. We infer that when φ3 and φ1 are
of the same order of magnitude (namely after a time t = O(ε−2)), the perturbative
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scheme breaks down, as we expect higher orders terms to be smaller than leading terms
in convergent series. Such resonances are quite common in perturbative expansions and
they can sometimes be cured by redefining the expansion parametrisation. For example
the Poincaré-Lindstedt method consists in expanding the frequencies ωj as
ωj = ω
(0)
j + ε
2ω
(2)
j + . . . . (17)
Substituting this expression into (11) and (13) leads to the suppression of many secular
resonances if the constants ω(2)j are chosen astutely. However, in the case under study,
if some resonances of (14) are indeed removable, others are not and the expansion is
truly diverging on time-scales t = O(ε−2) [20].
The perturbative approach thus provides an analytical argument in favour of the
black hole formation: any small perturbation cannot remain small and it takes a time
t = O(ε−2) to reach the fully-non linear regime. This is in very good agreement
with numerical results, for which the time of collapse does indeed scales as the inverse
square of the amplitude (figure 2). In analogy with quantum mechanics, this statement
describes the instability in position-space. In order to get the momentum-space picture,
we can take advantage of the perturbative approach and define the energy per mode of
a solution.
2.4. Energy per mode
For convenience, we introduce
Πj = (
√
AΠ, ej) and Φj = (
√
AΦ, e′j), (18)
the projections of Π and Φ on the bases (ej)j∈N and (e′j)j∈N respectively (recall that
e′j =
dej
dx
). Note that (ei, ej) = δij but (e′i, e′j) = ω2j δij. The total mass of the system can
be expressed as§
M =
1
2
∫ pi/2
0
(AΦ2 + AΠ2) tan2 xdx. (19)
Applying Parseval’s identity, it comes
M =
∞∑
j=0
Ej(t) with Ej = Π2j +
Φ2j
ω2j
. (20)
We can then reasonably interpret Ej as a proxy for the energy contained in the jth
mode (recall however that energy is not local). It turns out that the signature of the
instability is very clear when considering the energy per mode: it is characterised by a
weakly turbulent cascade.
§ Recall that the energy density ρ measured by a static observer at infinity is Ttt where Tαβ =(∇αφ∇βφ− 12gαβ∇µφ∇µφ), so that ρ = A2e−δ2 (Φ2 + Π2). Due to spherical symmetry, the mass can be
computed by integrating the energy density, but with a rescaled volume form. This is reminiscent of the
famous Tolman-Oppenheimer-Volkoff equations and mass function for spherically symmetric neutron
stars.
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Figure 3. Fraction of the total energy contained in the first k+1 modes Σk =
∑k
j=0Ej ,
for an initial excitation of the j = 0 and j = 1 modes (equation (22)). The energy in the
first sixteen modes Σ16 is almost constant while the energy in the first modes Σ1, Σ2,
etc., decreases, which means that the energy is flowing to higher modes. Credits: [20].
2.5. Weakly turbulent cascade
In order to better understand the mechanism of black hole formation, the authors of [20]
tried to evolve initial data obtained with a single eigenmode of the linear operator L̂,
namely
(φ, φ˙)t=0 = ε(e0(x), 0). (21)
From a perturbative point of view, this single-mode initial data displays a single resonant
term in the expression of S0, and this term can indeed be removed by Poincaré-Lindstedt
regularisation. It suggests that such initial data should not collapse into a black hole.
This was actually checked via numerical evolution in time: a single-mode excitation is
indeed non-linearly stable.
On the other hand, the so-called two-mode initial data (coefficients are defined in
equation (10a)-(10b))
(φ, φ˙)t=0 = ε
(
e0(x)
d0
+
e1(x)
d1
, 0
)
, (22)
displays an irremovable secular resonance and does lead to black hole formation in a
time t = O(ε−2). It was then numerically observed in [20] that the energy of the system
was cascading to higher order modes and hence higher spatial frequencies. This cascade
behaviour is illustrated on figure 3. Black hole formation then provides a natural cut-off
that eventually forbids the transfer of energy to smaller and smaller scales indefinitely.
2.6. The anti-de Sitter instability conjecture
The important features of the simulations are the following:
I a black hole is formed however small the initial amplitude of the perturbation is,
I the formation time tH of the apparent horizon scales like O(ε−2),
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Figure 4. Time-radial planes during the evolution of a Gaussian massless scalar
field initial data. The radii are in units of L, and colour encodes the scalar energy
density. Vertical black lines indicate the apparent horizon rH appearing at the end
of the simulation. The initial amplitude is 150 times smaller on the right panel and
the corresponding apparent horizon lies at rH = 0.0049L after one bounce off the AdS
boundary. This figure is highly reminiscent of figure 1 for null geodesics. Credits: [26].
I energy is flowing from low to high spatial frequencies during evolution.
The first and third properties gave rise to the so-called weakly turbulent behaviour.
This lead to the following instability conjecture [28]:
Conjecture 1 (Anti-de Sitter instability) AdS is unstable against black hole
formation for a large class of arbitrarily small perturbations.
In [29], it was argued that the reflective boundary conditions were a key ingredient
of the instability precisely because of the absence of a decay condition for perturbations.
Let us also mention that a diverging growth of the frequency of fluctuations was already
observed in [30] in a AdS space within a big crunch scenario.
2.7. Other features of the instability
From the null geodesic knowledge (see figure 1), it is expected that the crossing time of
a massless scalar wave packet is ∼ piL. However, the authors of [26] observed that the
time to form a black hole after one reflection was slightly larger than the time needed
for null geodesics to do one round trip in AdS space-time. Non-linearities thus tend to
slow down the massless scalar field. A snapshot of the time-radial plane of the evolution
of the scalar field is pictured in figure 4 for both direct and delayed collapse.
The instability in five dimensions was first investigated in [31]. In contradiction
with [20], they did not observe black hole formation below a certain amplitude threshold.
However, this was only due to their spatial resolution (6400 points): the apparent horizon
xH could not be resolved with such a few number of points. This was demonstrated
in [27] whose authors used 217 ∼ 130000 spatial points.
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The instability is not only present in four and five dimensions, but in all dimensions.
Indeed, in [27], it was demonstrated that the spectrum of the linear operator L̂ was
resonant in all dimensions, with equally spaced eigen frequencies. The perturbative
approach always gives rise to secular resonant terms at third order, indicating a
breakdown at time t = O(ε−2), independent of the number of dimensions.
More and more arguments were gathered suggesting that the instability was
systematic, i.e. independent of the initial data. For example, the instability was
recovered for complex scalar fields [32, 33]. Let us also mention the Vaidya setup
of [34, 35] where the Gaussian wave-packet is replaced by a Gaussian shell with initial
data:
Φ(0, x) = 0 and Π(0, x) = ε exp
(
−tan
2
(
pi
2
− x)
σ2
)
, (23)
where the scalar field is initially concentrated close to the AdS boundary.
The weakly turbulent behaviour is not solely an intrinsic property of AdS, but it
was also observed in flat space-time enclosed in a cavity. The underlying idea is that the
reflective boundary conditions of AdS space-times can be mimicked by a flat space-time
with appropriate boundary conditions at a finite radius. However, this analogy holds
only for spherically symmetric distributions. Indeed, the bouncing time is not isotropic
in such a cavity if the matter distribution is not spherically symmetric, whereas AdS
space-time is strictly isotropic, whatever is the initial distribution. In [36], Dirichlet
boundary conditions were imposed at a finite radius R of Minkowski space-time, with
Gaussian initial data. Again, arbitrarily small amplitudes lead to black hole formation
after potentially several bounces on the r = R wall. Figure 5 shows the spectrum Ej
versus j of the data at different times of the evolution. The turbulent cascade toward
high-j modes is visible and just before black hole formation, the spectrum approaches a
power law of exponent α ∼ −1.2. This value seems universal since it is independent of
the functional form of the initial data and is also observed in the 4-dimensional AAdS
case.
Finally, let us observe that the vocabulary of turbulence interfered with the AdS
instability field mainly because of the cascade of energy to higher spatial frequencies.
The analogy with fluid turbulence was even pushed further with the study of time
frequencies in [37]. In particular, it was shown that the power spectrum of the Ricci
scalar at the origin was characterised by a Kolmogorov-Zakharov power spectrum, i.e.
P (ω) = ω−s with s = 1.7± 0.1, (24)
ω being the time frequency. The numerical value of s seems to be universal as it holds
in both four and five dimensions with Gaussian or 20-mode initial data.
3. Black hole formation in AdS space-times
The details of black hole formation in general relativity (GR) are in striking analogy
with phase transitions. This analogy was uncovered by the seminal work of Choptuik
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Figure 5. Energy spectrum at different times before collapse of a solution undergoing
several dozens of reflections in flat space-time enclosed in a cavity. Just before the
apparent horizon formation at time tAH , the spectrum is approximately a power law
with a universal exponent α ∼ −1.2. Credits: [36].
and collaborators [24, 25] in asymptotically flat space-times. Since black holes form
more easily in AAdS space-times, and given that there are several branches of black
hole formations, it is legitimate to ask how close to the asymptotically flat case the
formation of black hole with a negative cosmological constant is.
3.1. Critical phenomena in AAdS space-times
From an historical perspective, it is important to mention the numerical simulations
by Pretorius and Choptuik in 2000 [38] and Husain and collaborators in 2003 [39]
in AAdS space-times. In these papers, the authors evolved in time a spherically
symmetric Gaussian wave packet initial data made of a massless scalar field. Like
in the asymptotically flat case, if the scalar wave packet amplitude ε is larger than a
critical value ε?, then the scalar field collapses directly to a black hole with apparent
horizon rH . This corresponds to the far right curve of figure 2 (left panel). The goal of
these papers, however, was to characterise the critical behaviour of black hole formation.
Namely, on the point of collapse, for amplitudes ε & ε?, the authors observed that the
apparent horizon radius rH was governed by
ln rH ∼ γr ln(ε− ε?) + r0 + Fr(ln(ε− ε?)), (25)
where r0 is a constant and Fr a sinusoidal function of period (or echoing period) ∆r.
This is a typical feature of critical phenomena and phase transitions, illustrated on the
left panel of figure 6. From the numerical simulations, it was measured that
γr ' 1.2 in 3 dimensions, (26a)
γr ' 0.37 and ∆r ' 3.44 in 4 dimensions. (26b)
These values are universal, in the sense that they are independent of the value of the
cosmological constant Λ and of the functional form of the initial scalar wave packet.
They also match the values found earlier in asymptotically 4-dimensional flat space-
times. This is to be expected since the physics probed is quite local (and thus
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the scalar field profile in 3-dimensional AdS with Gaussian initial data. The amplitude
is smaller than the threshold of black hole formation, so no black hole can appear.
Credits: [38, 39].
independent of the asymptotics) for the formation of arbitrarily small black holes.
Unfortunately, at the time, the authors of [39] were not interested in values of ε
smaller than ε?, so they missed the breakthrough of the so-called AdS weakly turbulent
instability.
The three dimensional case of [38] is particular because black holes have a minimum
mass below which their formation is strictly impossible (this is the so-called Bañados-
Teitelboim-Zanelli (BTZ) metric [40]). It was thus observed in [38] that even if non-
linearities build up in such a setting, the scalar field does not collapse even after several
bounces off the AdS boundary. Still, non-linearities build up and a sub-pulse structure
emerges, i.e. the initial Gaussian profile breaks off into several distinct wave packets, as
shown on the right panel of figure 6.
In the AdS instability context, the authors of [20] checked that in the right
neighbourhood of each critical amplitude εn, i.e. for ε & εn (see figure 2), the power-law
behaviour of [24,25,39] was recovered, namely for ε & εn:
xH ∼ (ε− εn)γr with γr ∼ 0.37. (27)
These critical phenomena associated to the AdS instability were refined further
in [41, 42]. The authors were able to resolve precisely the apparent horizon formation
and looked at the fine structure of critical collapse. Unlike previous studies, they focused
on the left neighbourhood of critical points that only exist in AdS space-time. Denoting
by Mn+1g the mass gap at which starts the left branch, and εn the corresponding
critical amplitude of initial data undergoing n bounces, they have shown that in the
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Figure 7. Left panel: mass of the apparent horizon as a function of the amplitude of
the initial data. In the right neighbourhood of a critical point, MH ∼ (ε− εn)γr while
in the left neighbourhood of a critical point MH −Mn+1g ∼ (εn − ε)ξ. Right panel:
critical behaviour of the Ricci scalar at the origin Rmax(x = 0) for fixed width σ of
the initial data and for different branches: from direct collapse (b = 0) to five-bounce
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the labels, p stands for ε. Credits: [42].
left neighbourhood of critical points (ε . εn) the black hole mass MH was obeying
MH −Mn+1g ∝ (εn − ε)ξ, (28)
with ξ ∼ 0.7. This value of ξ is universal, i.e. independent of the number of bounces n,
and of the functional form of the initial data. Moreover, looking at the maximal value
of Ricci scalar at the origin Rmax(x = 0) on the point of collapse, they observed that in
the left neighbourhood of a critical point (ε . εn)
lnRmax(x = 0) = −2γl ln(εn − ε) + b0 + Fl(ln(εn − ε)), (29)
where again Fl is a sinusoidal function with echoing period equal to ∆l. The parameters
γl and ∆l are related to their right branch counterparts by (see equations (26a)-(26b))
γl = γr and ∆l =
∆r
2γr
. (30)
This feature is called the discrete self-similarity near the critical points in AdS space-time
and is best illustrated in figure 7.
Thus, critical phenomena in AAdS space-times are much richer than in the
asymptotically flat case. First, there is an infinity of black holes formation channels
indexed by the number of bounces. Second, each critical point has not only a right
branch but also a left branch (attached to a mass gap), which are related to each other
by (30).
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3.2. Singularity theorems in AAdS space-times
Given the strength of the instability conjecture, a natural question is to know whether
we can prove it via a singularity theorem. In the asymptotically flat case, singularity
theorems were proved by Hawking and Penrose [43]. In a simplified formulation, the
theorems imply that if
¶ the null energy conditions holds, i.e. ∀v, vµvµ ≥ 0, Rµνvµvν ≥ 0,
· the strong causality or chronology conditions holds, i.e. there exists no closed time-
like curve,
¸ there exists a region of strong gravity, i.e. a closed trapped surface,
then the space-time is not time-like nor null geodesically complete, i.e. there exist some
geodesics that never reach infinity. Said differently, the space-time is singular and can
exhibits a black hole or a naked singularity.
These conditions are discussed in the AAdS case in [44]. In view of the instability
conjecture, condition (c) has to be removed, as it was numerically observed that even
weak gravity initial data leads to black hole formation. However, eliminating this
condition rises difficulties that were discussed in details in [44] but not overcome.
Nonetheless, the authors managed to give sufficient conditions for a singularity to form
in the simplified case of a perfect fluid in spherical symmetry, by examining carefully the
Raychaudhuri’s equation. Notably, the naked singularity formation was not excluded.
Very recently, the author of [45,46] mathematically and rigorously proved that the
spherically symmetric Einstein-radial massless Vlasov system was non-linearly unstable
against black hole formation. This setup, also called the Einstein-null dust system, is a
simplified model of the EKG equations, and can be seen as a high frequency limit of the
latter (some non-linear terms being dropped out). This tour de force can be interpreted
as the very first proof of the AdS instability conjecture in the simplest possible setting,
and as such as a specific singularity theorem.
No other attempt of singularity theorem demonstrations in AdS has been attempted
to the best of our knowledge. And indeed, it seems that the formation of black holes is
not universal. Several islands of stability‖ were found in the literature, namely families
of non-linearly stable initial data that never collapse.
4. Quenching the turbulent cascade
Black holes form for arbitrarily small amplitudes in a very large number of cases (as we
have seen in the previous sections), but is it mandatory? If the instability conjecture
was confirmed many times, an even more challenging problem was to find solutions that
resisted black hole formation and circumvented the instability.
‖ This denomination was originally coined in [47].
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Figure 8. In the hard wall model, a wall, i.e. Dirichlet or Neumann boundary
conditions, is enforced at a coordinate z0. The coordinate z is an inverse radius,
so that the AdS boundary lies at z = 0. The chessboard patterned region is forbidden,
so that the scalar field is restricted to move only between the wall and the boundary,
bouncing back and forth between the two.
4.1. The hard wall model
Black hole formation is expected to occur when the energy get concentrated in such
a small region that an apparent horizon can form. The region where such a focus of
energy is favoured is obviously the origin in spherical symmetry. What happens then to
the instability if we prevent the scalar field to ever reach the origin? This question was
tackled in [48, 49] with the so-called hard wall implementation. Namely, the authors
placed a wall at a radial coordinate z = z0 while the AdS boundary lied at z = 0.
The scalar field could only move between these two boundaries, as pictured in figure
8. Furthermore, on the hard wall, Dirichlet or Neumann boundary conditions were
imposed, and both the 3 and 4-dimensional cases were studied.
The only input of data was performed via time-dependent energy injection on the
AdS boundary¶ imposing
φ(z = 0, t) = εe−
t2
δt2 . (31)
The authors observed that for small enough amplitudes ε, the scalar pulse generated by
the energy injection bounced forever back and forth between the AdS boundary and the
hard wall. For amplitudes larger than some threshold ε0, a black hole formed with a
horizon smaller than z0 (i.e. larger than the radius of the wall). The intuition is that a
black hole is formed if the black hole that would be formed in ordinary AdS space-time
¶ For example in [50] the authors advocate that a more natural boundary condition for AdS is to hold
the renormalised boundary stress tensor fixed, instead of the boundary metric.
CONTENTS 18
10-1 100 101
100
²/
δt
3/
2
(a)
d=3, N
10-1 100 101
10-1
100 (b)
d=3, D
10-1 100 101
δt
10-1
100
²/
δt
2
(c)
d=4, N
10-1 100 101
δt
10-2
10-1
100 (d)
d=4, D
Figure 9. Dynamical phase space diagram for black hole formation in the hard wall
model. The dimension is d = 3 or 4 and Dirichlet (D) or Neumann (N) boundary
conditions are imposed on the wall. Black holes are formed for parameters above the
dots computed numerically, while the scattering phase occurs below. Straight lines
correspond to analytical limits. Credits: [48].
(without a hard wall) has its event horizon outside the hard wall. Otherwise the infalling
shell is scattered back by the hard wall before it reaches its Schwarzschild radius.
This behaviour was observed in all dimensions, with all boundary conditions
considered, and is summarised in figure 9. These results were sustained by both
analytical and numerical arguments. In particular, the frequencies of the linearised
modes did not display obvious resonances, except in the case of Neumann boundary
conditions in four dimensions. The hard wall model thus provides a defocusing
mechanism that can suppress the turbulent cascade below a certain amplitude threshold.
This is in deep contrast to unstable initial data that precisely miss the existence of such
a threshold.
4.2. Time-periodic solutions
Surprisingly, from a historical perspective, the very first island of stability (non-
collapsing solution) was uncovered before the instability conjecture itself. Fully non-
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linear spherically symmetric solutions of EKG equation were built as early as 2003,
in [51], where the authors obtained the first boson stars in AAdS space-times. Their
solutions were also proved to be linearly stable against perturbations and exhibited a
maximum mass that was smaller than their asymptotically flat counterparts.
A few years later, the quest for building black holes with scalar hairs in AdS
was triggered by [52]. In this work and its extensions (see e.g. [53–55]), Reissner-
Nordström black holes surrounded by a spherically symmetric charged scalar field, in
what is called the Abelian-Higgs model, were built either perturbatively or numerically.
These configurations have at least two parameters: one drives the size of the horizon and
another drives the amplitude of the scalar cloud. In this formalism, taking the zero-size
limit of the horizon leads naturally to boson stars (when the scalar field is complex and
massive) or charged scalar periodic solutions, dubbed solitons. These solutions obtained
in [51–55] were the very first AAdS time-periodic solutions to emerge in the literature,
even before the instability conjecture was formulated. Furthermore, there were clues
that these solutions were stable against linear perturbations. Apart from boson stars
(see [47] and section 8.1 below), the non-linear stability of these solitons was never
investigated though.
The first numerical evolution of a non-collapsing solution in full AAdS space-time
was the single-mode (21) initial data discussed in section 2.5. Then, other types of stable
initial data appeared concomitantly in [56,57], in the spherically symmetric EKG setup.
In [57], the authors called them “boson stars”, but since their scalar field was massless,
this denomination was not strictly correct. The authors found initial conditions that
were immune to the non-linear instability below some amplitude threshold ε0. These
solutions exhibited a power-law spectrum (in terms of pseudo-spectral coefficients)
for collapsing solutions while non-collapsing configurations featured an exponential
spectrum. In particular, the authors observed that Gaussian initial data with large
width σ & 0.4 did belong to these non-collapsing solutions, i.e. their collapsing time
diverged to infinity at a finite amplitude. This is illustrated in figure 10. The argument
was that widely distributed mass energy prevented the energy to flow to smaller and
smaller scales. Instead, the energy was perpetually exchanged between the first modes.
However, this claim was tempered by [58] whose authors confirmed the results but did
reignite instability for even larger values of the width parameter σ & 8. A similar
behaviour was uncovered in the Einstein-Maxwell setup in [59].
Almost simultaneously in [56], time-periodic solutions were constructed and shown
to be non-linearly stable with the help of spectral methods. The authors started by
constructing perturbatively periodic solutions, that they used as a seed for a Newton-
Raphson solver that could find fully non-linear generalisations. They then plugged the
result into an evolution code and monitored the phase space of spectral coefficients.
In particular, they proved that high coefficients remained bounded, as shown in figure
11, demonstrating that no turbulent cascade was at play. The perturbed solution was
not periodic any more but quasi-periodic with orbits close to the perturbative periodic
solution. This clearly highlighted the existence of a stable periodic attractor immune to
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Figure 10. Collapse times for Gaussian initial data of amplitude ε and width σ. For
large σ, no collapse is observed, i.e. the time of collapse tc diverges to infinity at a
small but non-zero amplitude. For small σ, the instability is recovered. In comparison,
Bizoń and Rostworowski [20] originally used σ = 1/16 = 0.0625. Credits: [57].
Figure 11. Slices of the coefficients space for a stable and near-periodic solution in
AdS space-time over 500 periods of time. Not only the coefficients remain bounded
and no weakly turbulent instability is observed, but the trajectory in phase space turns
out to be quasi-periodic. Credits: [56].
the non-linear stability.
The perturbative construction of time-periodic solutions consists in choosing an
ansatz (see equations (1a)-(1b) and (2))
φ(t, x) = eiΩtf(x), δ(t, x) = d(x), A(t, x) = A(x), (32)
for the three dynamical functions at play. The differential equations for f , d and A
are [56]
−Ω2 e
d
Af =
1
tan2 x
(tan2 xAe−df ′)′, (33a)
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Figure 12. Mass of a time-periodic solution as a function of the oscillation frequency
Ω. At low amplitudes, Ω = 3. Below a certain critical value Ω = 2.253, the solutions
become unstable against black hole formation. Perturbative (dashed) and numerical
results (solid) agree well each other in the low amplitude limit. Credits: [61].
d′ = − sinx cosx
[
f ′2 +
(
Ωed
A f
)2]
, (33b)
A′ = 1 + 2 sin
2 x
sinx cosx
(1−A) +Ad′. (33c)
These equations can be solved order by order by expanding Ω, f , d and A in a small
amplitude parameter ε. Choosing a dominant mode eγ in the zero-amplitude limit, it
comes
f = εf1 + ε
3f3 + . . . with f1(x) ∝ eγ(x), (34a)
A = 1− ε2A2 − . . . , (34b)
d = ε2d2 + . . . , (34c)
Ω = ωγ + ε
2Ω2 + . . . , (34d)
where Ω is expanded around the dominant frequency ωγ according to the Poincaré-
Lindstedt method. After projection of the unknown functions on the eigen basis
(ej)j∈N all secular resonances are removable by fine-tuning the Ωi coefficients. The
perturbative algorithm for the construction of time-periodic solutions was extended
in [60] to tachyonic fields and pushed to 20th order in the amplitude.
The formalism of the time-periodic solution [56] was extended to odd spatial
dimensions in [61]. The authors explored the parameter space further and found
bifurcations and resonances in the non-linear solutions that were missed by [56]. The
stability branch of these solutions are shown in figure 12, as well as the agreement
between numerical and perturbative techniques. Stable solutions remain close to the
initial data for ever, while unstable ones quickly collapse to black holes. This is very
reminiscent of usual self-gravitating systems that exhibit a maximum mass that is the
boundary between stable and unstable behaviours.
Why are time-periodic solutions non-linearly stable? One explanation was given
in [62] where the authors studied the spectrum of a linear perturbation superimposed
CONTENTS 22
0 500 103
t
0
5
10
15
( |Π(
t,
0)
|2
−
(Ω
f
(0
))
2
) /ε 842
1
1
2
Figure 13. Time-periodic background perturbed by a Gaussian profile. The plot
shows the time evolution of the scalar field amplitude Π(t, 0) (with time-periodic
background subtracted). The amplitude of the perturbation is labelled by different
colours. For large amplitudes, the instability is triggered, while for low amplitudes, it
is suppressed. Credits: [62].
on a time-periodic background. Unlike the vacuum AdS background case, they observed
that the spectrum of the corresponding linear operator L̂ was now only asymptotically
resonant:
ωj = Cj +D +O
(
1
j
)
, (35)
such that eigen frequencies were equidistant only in the large-j limit. The idea
was the following: a resonant spectrum leads to non-linear instability while an only
asymptotically resonant spectrum could lead to an amplitude threshold below which
the instability is suppressed (this point is further discussed in section 6.3 below). The
argument gathered momentum with the time evolution of a Gaussian perturbation
around this time-periodic background. This did suppress the turbulent cascade for
sufficiently low amplitudes of the perturbation, highlighting that the time-periodic
solution could be an attractor immune to non-linear instability. This point is illustrated
in figure 13. For stable solutions, the energy spectrum settles down to an exponential
form at long times, adding weight to the stability and regularity statement.
The time-periodic and large-width Gaussian solutions were the first non-trivial
dynamical examples of non-linearly stable solutions in AAdS space-times, suggesting
that the instability had a much richer structure than was previously thought. It was
noticed in [34] that the scalar field profiles of large Gaussian initial data of [57] and of
the time-periodic solutions of [56] were in fact very close to each other and probably
belonged to the same island of stability. Notice that these time-periodic solutions could
well be called scalar geons [63].
4.3. The two-time framework (TTF)
We have seen in section 2.3 that the Poincaré-Lindstedt method could remove secular
resonances arising at third order in the expansion, at least in some cases. This method
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works very well and at all orders in the case of time-periodic solutions (section 4.2).
However, in the general case, some irremovable resonances appear and are responsible
for the AdS instability.
The perturbative equations at third order (14) are nothing but a system of
non-linearly coupled oscillators. Such systems belong to the class of non-integrable
Hamiltonian systems. For a long time, they were believed to obey the ergodic hypothesis.
In 1955, in order to test this statement, Fermi and his collaborators performed a
numerical simulation of a chain of 64 non-linearly coupled oscillators [64]. At the time,
the authors expected the system would exhibit thermalisation, an ergodic behaviour in
which the system becomes random with all modes excited more or less equally. Instead
the system displayed a very intricate quasi-periodic solution. This is the so-called
Fermi-Pasta-Ulam-Tsingou (FPUT) paradox. This result showed that non-integrable
Hamiltonian systems were not always ergodic. In subsequent works (see [65] for a
review), it was shown that the quasi-periodic behaviour on certain time scales could be
studied within the Two-Time Framework (TTF).
Transposed to the AdS instability problem, the ergodicity hypothesis advocates
for a systematic instability, since if very small scales are substantially excited, black
hole formation becomes very likely. Thus, the AdS instability would appear as an
ergodic thermalisation process, echoed in the dual CFT (see section 9). However, given
the similarity between the FPUT problem and equations (14), it can be reasonably
expected that gravitational dynamics in AdS space-time are not ergodic. There could
exist quasi-periodic solutions that do not explore the whole phase space and thus avoid
black hole formation. As for the FPUT problem, TTF might be of great help in finding
such solutions.
The TTF aims at providing a systematic way of removing secular resonances and
thus building non-linearly stable solutions. It was first introduced in [66], motivated by
the FPUT analogy, and refined in [67–69]. Recycling the results of section 2.3, we have
already seen that at first order, the solutions could be written
φ1(t, x) =
∞∑
j=0
(αje
−iωjt + αjeiωjt)ej(x), (36)
where a bar means complex conjugation and αj are constant complex amplitudes. The
idea is the following: given that both perturbative results and numerical simulations have
proved that some initial data becomes singular in a time t = O(ε−2), let us introduce a
new time-scale, or slow-time
τ ≡ ε2t. (37)
The intuition is that if the dynamics involves rapid oscillations superimposed on a slow
drift behaviour, there should be some sort of simplified effective description of the slow
motion, in which the fast oscillations have been averaged out. This is at the heart
of multiple-scale analysis. We thus expect the small amplitude scalar field to undergo
large variations in a time-scale τ = O(1), while it oscillates on a much shorter time-scale
(i.e. it bounces many times before collapsing). This suggests to make the envelope of
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oscillations vary slowly, on a time-scale τ = O(1). We thus write (this is nothing but a
variation of the constants method):
φ1(t, τ, x) =
∞∑
j=0
[αj(τ)e
−iωjt + αj(τ)eiωjt]ej(x). (38)
Paying attention that now ∂t → ∂t + ε2∂τ , the second order equations for A2 and δ2 are
unchanged but at third order a new term ∂t∂τφ1 appears (compare with (13)), namely
∂2t φ3 + L̂φ3 + 2∂t∂τφ1 = S(φ1, A2, δ2). (39)
Projecting onto the basis (ej)j∈N, it comes (in contrast with (14))
∀j, c¨(3)j + ω2j c(3)j − 2iωj(∂ταje−iωjt − ∂ταjeiωjt) = Sj. (40)
Of course, the introduction of the slow-time did not remove the resonant terms e±iωjt
on the right-hand side, but we are now free to enforce them to vanish by imposing
−2iωj∂ταj = (component e−iωjt of Sj) =
∑
klm
Sjklmαkαlαm, (41)
where Sjklm are real constants representing all the possible resonant channels ωj +ωk =
ωl + ωm. Other channels like e.g. ωj = ωk + ωl + ωm can be shown to vanish and a
brute-force calculation of the Sjklm coefficients is presented in [67]. At this point, all
functions c(3)j remain bounded in time by construction and hence are of little interest,
so that we now focus on the αj. Moving to the exponential complex representation
αj(τ) = Aj(τ)e
iBj(τ), (42)
with Aj the real amplitude and Bj the real phase, equation (41) becomes
2ωj
dAj
dτ
=
{j,k}6={l,m}∑
j+k=l+m
SjklmAkAlAm sin(Bj +Bk −Bl −Bm), (43a)
2ωj
dBj
dτ
= TjA
2
j +
∑
i 6=j
RijA
2
j +
1
Aj
{j,k}6={l,m}∑
j+k=l+m
SjklmAkAlAm cos(Bj +Bk −Bl −Bm),(43b)
where {j, k} 6= {l,m} means that neither j nor k is equal to either l or m, Tj = Sjjjj
and Rij = Sijji + Sjiji. These equations are called the TTF equations. Alternative
denominations are resonant [70], renormalisation flow [67] or time-averaged equations
[71].
Defining
N =
∞∑
j=0
ωjA
2
j and E =
∞∑
j=0
ω2jA
2
j , (44)
it was shown in [68,69,72] that N and E were conserved quantities, namely
dN
dτ
= 0 and
dE
dτ
= 0. (45)
These quantities are then interpreted as N the total particle number (in analogy to
quantum mechanics) and E the total energy of the system. There exists a third
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conserved quantity, that was uncovered in [68] and which represents the total interaction
energy between modes. In [69], it was argued that if there was a cascade of energy
toward high-j modes, the simultaneous conservation of E and N induced that there was
an inverse cascade of particle number toward low-j modes, and vice versa. This is called
the dual cascade phenomenon.
The TTF equations are third order in amplitudes and are valid for durations up
to τ = O(1). It would be possible to introduce other time-scales like ε4t to go further
in time. But usually, evolving the TTF equations up to τ = O(1) brings enough
information to conclude about the stability.
In general, the TTF equations are evolved numerically. As the number of coupled
equations is infinite, a cut-off (or truncation number) jmax has to be enforced. The
advantage of these equations is that they are ordinary differential equations in time,
whereas the full EKG system (1a)-(1b) is a system of partial differential equations.
Within the TTF, the spatial dependence is entirely encoded on the basis functions
(ej)j∈N, which is somewhat reminiscent of spectral methods in numerical analysis.
The equations are thus less computationally demanding, which contributed to the
democratisation of the AdS non-linear instability study. Incidentally, the number of
publications in the field drastically increased after 2014 and [66].
The TTF equations and conservation laws were generalised to non-spherically
symmetric scalar field collapse in [72] with the help of spherical harmonic decomposition.
The resonant channels depend on the number of dimensions and the authors expected
the system of equation to display an underlying symmetry that would simplify their
systematic determination. An SU(d) symmetry was precisely demonstrated in [73] and
refined in [71].
Last but not least, the TTF equations are invariant under the transformation
αj(τ)→ εαj(τ/ε2), (46)
which means that if a solution of amplitude one does something at slow-time τ , then
the same solution with amplitude ε does the same thing at slow-time τ/ε2. This feature
was observed in the non-linear case as early as [20]. It actually comes out naturally
from the TTF equations.
4.4. The analyticity strip method
A standard approach is to evolve in time the TTF equations and to determine if the
energy spectrum (equation (44)) becomes singular, namely if there is an energy flow
toward high-j modes so as to get a power-law spectrum instead of an exponential one.
The underlying concept is the one of analyticity strip, described in [74] and used for
the first time in the AdS instability context in [75]. It consists in fitting the coefficients
Aj (or the energy per mode Ej = ω2jA2j according to (44)) as a function of j at each
slow-time step by
Aj(τ) = C(τ)j
−γ(τ)e−ρ(τ)j. (47)
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In practice, the fit is performed on a reduced set of modes that is away from j = 0 and
j = jmax in order to minimise truncation errors. The function ρ(τ) is the analyticity
radius of the solutions. If ρ stays strictly positive, it means that the solution is regular
at all times. If the radius of analyticity hits zero, it is a strong hint that the solution
blows up in a finite time. The existence of a time τ0 at which ρ(τ0) = 0 is a necessary
but not sufficient condition for black hole formation (see section 6 below).
The TTF equations coupled to the analyticity strip method are thus less effective
than fully non-linear evolutions to find unstable solutions, but they are very good (and
computationally cheap) at exploring the AdS sea to find islands of stability. They also
bring a kit of analytical tools to better understand the deep structure of the problem.
4.5. The two-mode controversy
One of the first playgrounds of the TTF framework was the two-mode initial data
(equation (22)). It was first studied in [20] as a minimal setting for triggering the
instability (recall that a single mode initial data is non-linearly stable). Subsequently,
the authors of [66] tried to evolve the TTF equations for the equal-energy two-mode
initial data with a cut-off jmax = 47. Surprisingly they found that their code was
showing no sign of collapse. After a lively debate [69,70,76–78], the simulations of [70,79]
confirmed that the two-mode initial data was really collapsing and that the TTF as well
as the full GR simulations of [66] suffered from resolution problems and a too small
truncation number.
In particular in [70], the authors carefully scrutinised the two-mode initial data
both in full GR and with the TTF equations with a cut-off jmax = 172. Not only did
they confirm that the two-mode initial data was collapsing in the full theory, but they
also showed the agreement with TTF via the analyticity strip method. Namely, they
observed that the analyticity radius was dropping to zero in a finite slow-time τ? ' 0.509
and that the exponent γ in (47) was tending to 2 at this date. They inferred via the
TTF equations (43a)-(43b) that such behaviours implied a logarithmic divergence of the
phase derivatives dBj/dτ (Bj being defined in (42)) and checked that this was indeed
the case numerically, as pictured in figure 14.
This behaviour was supported by analytical calculations in [80,81], with a discussion
about the gauge-dependence of the result, in particular for different choices of boundary
conditions δ(t, x = pi/2). Indeed, the two gauges used in the literature are
δ(t, x = 0) = 0, Interior Time Gauge (ITG), (48a)
δ(t, x = pi/2) = 0, Boundary Time Gauge (BTG), (48b)
where δ is the metric coefficient in (2). The authors of [80, 81] have shown analytically
that the logarithmic divergence of dBj/dτ was suppressed in the BTG. This was
confirmed numerically by [82] whose author demonstrated that these features existed
only in the ITG gauge. This was given more support in [83] whose authors studied
precisely the gauge dependence of the TTF equations. They concluded that the gauge
was impacting only the phases Bj but not the amplitudes Aj. Furthermore, if one
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Figure 14. Left: analyticity radius for the TTF evolution of the two-mode initial data.
It hits zero in a finite slow-time, suggesting a potential consecutive blow-up. Right:
slow-time derivative of the n = 96 phase Bn. A logarithmic blow-up a ln(τ? − τ) + b is
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Figure 15. Left: upper envelope of Π2(t, 0) in the full GR evolution of two-mode
initial data with ε = (2pi)−3/22−p for p = 1, 2, 3. The corresponding solutions of
the truncated TTF system are shown in solid as the truncation number N increases.
Right: idem but with a larger amplitude ε = 0.09. In this case, three cascades of
energy (increasing curve) and two inverse cascade (decreasing curve) are visible before
collapse. Credits: [70, 78].
gauge gives singular results and not the other, it reveals that there is a infinite redshift
between the two gauges, so that TTF does become invalid as a perturbation theory
and an instability is triggered. Finally, the results of [82] indicated that the logarithmic
blow-up of the phase derivative was completely suppressed in both ITG and BTG gauges
in higher dimensions than four.
Based on these results, full GR and TTF finally agreed each other about the two-
mode initial data: it is unstable, it collapses to a black hole, and both frameworks can
detect it, either by the vanishing of the blackening factor A of by the vanishing of the
analyticity radius ρ. Thanks to the scaling symmetry (46), it is established that the
two-mode initial data does collapse for arbitrarily small amplitudes, a regime usually
out of reach of numerical simulations.
The agreement between the two kinds of time evolution can be clearly seen in
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collapse occurs at t ∼ 1080. Credits: [82].
figure 15. For small amplitudes (left panel), the convergence of the TTF solution to
the full GR with increasing truncation number is unambiguous. The case of amplitude
ε = 0.09 (right panel) taken from [78] was subject to lively debates. Indeed, if full GR
simulations indicate black hole formation at t ∼ 1080, TTF disagrees and undergoes an
inverse cascade after this date.
The author of [82] studied more deeply this point with the help of the analyticity-
strip method. He first observed that the two-mode initial data was unambiguously
unstable in 9-dimensional AdS, as can be seen on the left panel of figure 16. This
suggested that the instability was favoured in higher dimensions. Back to the 4-
dimensional problem, he observed that the truncation number was slightly impacting
the location of the first root of the analyticity radius, as can be seen on the right panel
of figure 16. The analyticity radius hits zero at time t ∼ 800, i.e. before the non-
linear collapse at time t ∼ 1080. The point is: nothing prevents the TTF equations
to be evolved in time after the analyticity radius hits zero, like in the right panel of
figure 15. However, the physical meaning of the evolution after this stage should not
be considered too seriously. Even if TTF solutions do not blow up at this stage, the
only reliable criterion for instability is the vanishing of the analyticity radius. The fact
that it hits zero at time t ∼ 800 is already a strong indication of a near subsequent
singularity formation.
4.6. Generation of islands of stability with TTF
Besides being an alternative and cheaper numerical method to study the instability
conjecture, the TTF is a valuable tool to build islands of stability, namely initial data
that are non-linearly stable. The first paper employing TTF in the AdS instability
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Figure 17. Energy per mode for initial data (49) with µ = 0.3 plus an initial random
perturbation. The energies in the first modes remain always close to their initial values,
signalling a stable solution within the duration of the simulation. Credits: [66].
problem was [66], where the authors uncovered a new family of periodic and stable
solutions by imposing real amplitudes (equation (42))
Aj = ε
e−µj
ωj
, (49)
with a truncation number jmax = 47. In figure 17, it is clearly visible that such initial
data remained stable with a bounded and quasi-periodic departure from the initial
conditions. In particular, no turbulent cascade was observed. This was confirmed
in [84] whose authors pushed the truncation number to jmax = 150 and observed the
same stabilisation.
Similarly in [78], a whole two-parameter family of stable quasi-periodic solutions
was found, inspired by [66] and equation (49), namely
αj(τ) = aje
−ibjτ , (50)
where the parameters aj and bj could be finely tuned so that energy flows between
modes were perfectly balanced. In figure 18, a quasi-periodic solution was perturbed
with a small two-mode contribution. For moderate amplitudes of the perturbation, the
phase space of the TTF exhibited a quasi-periodic behaviour, which was reminiscent of
the quasi-periodic solutions of section 4.2. The authors were also able to recover the
stable/unstable behaviour of Gaussian initial data (recall that stability is recovered for
widths 0.5 . σ . 8 ), as depicted in figure 19: stable initial data featured an exponential
spectrum while unstable initial data presented a power-law spectrum.
5. Structure of the instability
So far, we have discussed configurations that were either non-linearly stable or non-
linearly unstable. However, the boundary between these two behaviours is not so clean,
and the same family of solution can switch between stability and instability. We already
spotted this phenomenon for the Gaussian initial data, that is generally unstable except
for width 0.4 . σ . 8 (section 4.2). However, this transition can be much more intricate
and chaotic.
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Figure 19. Left: energy spectrum of stable Gaussian initial data σ = 0.4 with
exponential tail at all slow-times. Right: energy spectrum of unstable Gaussian initial
data σ = 1/16 with a power-law tail at large slow-time indicating turbulent cascade
and potential black hole formation. Credits: [78].
5.1. Chaotic footprints
Apart from Gaussian or two-mode initial data, another family of experiments in AAdS
space-times consists in the interaction of two concentric thin shells of a perfect fluid
with a linear equation of state p = wρ where p is the pressure, ρ the energy density
and w a free parameter, that can be constrained by energy conditions (weak, null
or strong). This problem is close to the collapse of a scalar wave packet as several
authors [34, 35, 38, 79, 85, 86] noticed that broad pulse initial data had the tendency to
break off into several sub-pulses interacting with each other. Furthermore, this setup
was the first to exhibit chaotic behaviours in the AdS instability context.
The first study of this problem was initiated in [87]. The authors patched several
Schwarzschild metrics together with Israel junction conditions (see for example [88])
between each shell and studied the effective potential of interaction. They concluded
that periodic solutions should then exist.
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Figure 20. Left: number of crossings between the two shells before collapse as a
function of Ri/L, their common initial position. There are regions where no collapse
occurs, and a fractal-like structure emerges where an arbitrarily large number of
crossings takes place. Right: black hole mass and number of crossings as a function of
the initial mass-energy content encoded in the δ parameter for a different set of initial
conditions. In the left neighbourhood of the nth critical point starting at a massMn+1,
the mass of the black hole behaves as MH −Mn+1 ∼ (δn − δ)γ . Credits: [90].
The numerical experiment was performed in [89] in a flat space-time enclosed in a
cavity and in [90] in AdS space-time. This problem could be seen as the simplest two-
body problem as it was one-dimensional. Several kinds of behaviours were observed:
prompt collapse, delayed collapse and perpetual oscillatory motion. The confinement
seems crucial to ensure that the shells collide each other repeatedly, thus allowing small
effects to build up in time.
Examining the number of crossings of the shells during evolution and before
collapse, several striking results emerged. First a fractal-like structure was clearly visible,
as depicted in figure 20 (left panel) for initial conditions where the two shells started at
the same positions Ri. Like in many chaotic systems, the authors unveiled windows of
stability, i.e. some ranges of Ri in which no collapse occurred.
Moreover, for a different set of initial conditions, the mass of the black hole exhibited
a critical behaviour in the left neighbourhood of critical points, namely
MH −Mn+1 ∝ (δn − δ)γ, (51)
where δ encodes the mass-energy content of the initial data and Mn was the black hole
mass at the critical amplitude δn. The coefficient γ was found to be ∼ 0.95 but actually
depended on the equation of state parameter w. This critical behaviour is illustrated in
figure 20 (right panel).
Finally, non-collapsing solutions explored the space of parameters in a chaotic way,
as can be seen on figure 21, where the phase space of the inner and outer shell displayed
fractal curves. The thin shell model thus unfolded a very rich structure as well as simple
examples of chaotic islands of stability that were highly sensitive to initial conditions.
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Figure 21. Phase space position-speed of a non-collapsing solution in the thin-shell
problem. Red depicts the innermost shell’s orbit and blue the outermost. Insets show
zooms in phase space. Credits: [90].
5.2. Structure of islands of stability
As more and more islands of stability were uncovered, a legitimate question was: how
large were these islands in the instability sea ? In order to better understand the
structure of the instability, let us momentarily consider the simpler case of Minkowski
space-time. This space-time is non-linearly stable when it is slightly perturbed [1].
Thus no black hole can be formed when the amplitude of the initial data is arbitrarily
small. On the other hand, it is well known that many asymptotically flat self-gravitating
objects like neutron stars, white dwarves, boson stars or Proca stars have a maximum
mass, i.e. collapse to a black hole if their mass is too large. Moreover, asymptotically
flat electromagnetic or gravitational geons have no maximum mass [63,91].
All these features can be summed up in an abstract picture, depicted in figure 22.
In a polar representation, we can insert different families of self-gravitating solutions
at different angles and use the radial direction as a measure of the amplitude (or
equivalently the mass) of a particular solution within a given family. On the one hand,
at large amplitudes, many solutions collapse to a black hole, with the notable exception
of geons. On the other hand, since Minkowski space-time is non-linearly stable against
small perturbations, no black hole can be formed around the Minkowski background,
such that this space-time lies at the centre of an “island” of stability.
This kind of diagram is very instructive for studying the structure of the AdS
instability. Let us first introduce the following set of definitions+, taken from [92], and
all illustrated in figure 23:
I “Generic instability” means that the set of stable initial conditions (not forming a
+ The adjective “generic” used in this section should not be counfounded with the mathematical
property of genericity, and is used as a synonym of “almost always”. The distinction with the
mathematical property of genericity is important to perform, though it lacks a rigorous definition
of the topology and of a measure in the space of initial data (thanks to Piotr Bizoń for pointing this
out).
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Figure 22. Generic stability diagram of asymptotically flat space-times. The radial
direction denotes amplitudes of the initial data, so that Minkowski space-time lies at
the centre. Angular direction is an abstraction that denotes the space of parameters.
For example (non-rotating) neutron stars (NS) lie at an angle θ = 0, white dwarves
(WD) at θ = pi/2, boson stars (BS) at θ = pi and Proca stars (PS) at θ = 3pi/2. We
have also inserted electromagnetic geons at θ = 5pi/4. Since all these objects have
a maximum mass, they all form a black hole (BH) for sufficiently large amplitudes,
which corresponds to the white region. Electromagnetic geons on the other hand can
have arbitrarily large masses, so they never form a black hole. Since Minkowski space-
time is non-linearly stable for small perturbations, no black hole can be formed in the
neighbourhood of the central Minkowski point.
black hole) shrinks to measure zero in the zero-amplitude limit ε→ 0.
I “Generic stability” means that the set of unstable initial conditions (forming a black
hole) shrinks to measure zero in the zero-amplitude limit ε→ 0.
I “Mixed instability” means that both sets of initial conditions have non-zero measures
in the zero-amplitude limit ε→ 0.
In order to grasp the meaning of these definitions, let us consider a mass isocontour,
pictured by a dashed circle in figure 23. If we mentally try to progressively reduce
its radius down to zero (zero-amplitude limit), we see that the circle tends to become
completely white on the left diagram (a black hole is always formed), rainbow-like on
the central one (a black hole is never formed), and half-white half-coloured on the right
one (black hole may or may not form depending on the initial data). The three different
concepts listed above thus correspond to different colour end states for a limiting isomass
circle whose radius is shrinking to zero.
After the discovery of the weakly turbulent instability [20] and the perturbative
construction of geons [93] (non-spherically symmetric time-periodic solutions, see below
section 8), the general idea was that AdS space-time was generically unstable [47], as can
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Figure 23. Schematic representation of the generic stability definitions. The
radial direction denotes amplitudes of the initial data, so that pure vacuum AdS
space-time lies at the centre. Angular direction is an abstraction that denotes the
space of parameters, like the quantum numbers of geons (which are non-spherically
symmetric periodic solutions, see section 8) or the fundamental frequency of time-
periodic solutions (section 4.2), or more generally any functional dependence. Coloured
regions correspond to initial data that are non-linearly stable and never collapse,
different colours corresponding to different families of stable solutions. White regions
indicate initial data that are non-linearly unstable and collapse to a black hole. The
left panel describes the “generic instability” picture, the middle panel describes the
“generic stability” picture, and the right panel describes a possible “mixed stability”
picture. On each diagram, we show a mass isocontour with a dashed circle.
be seen on the left panel of figure 24 reproducing that of [47]. However, the work of [94]
took full advantage of the scaling symmetry (46) of the TTF equations to demonstrate
that any non-collapsing solution of amplitude ε remained stable in the ε → 0 limit in
the fully non-linear theory. This forbids the cuspy shape of the diagram and argues
in favour of instability corners. In particular, if non-collapsing solutions form a set of
measure non-zero at finite amplitudes, then they persist to be a set of measure non-zero
when the amplitude tends to zero. Figure 24 illustrates the tension between the original
statement of [47] and the theorems demonstrated in [94]. The former advocates for the
“generic instability” picture while the latter argues in favour of the “mixed stability”
hypothesis.
To summarise, the weakly turbulent instability of AdS [20] ruled out the “generic
stability” hypothesis. This lead some people to adopt the “generic instability” picture
[47]. But actually, the emergence of numerical islands of stability in combination with
the TTF framework revealed a more appropriate “mixed stability” representation, where
unlike the right panel of figure 24, all stability regions are stability corners [94]. If we
also take into account the chaotic behaviour exhibited in section 5.1, the boundaries
between stable and unstable solutions in the mixed stability picture of figure 23 might
well be fractals.
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Figure 24. Left panel: diagrammatic picture of islands of stability. Geons solutions lie
on the black arrows. Shaded regions denote islands of stability around geon solutions.
Because perturbation theory about empty AdS leads to geons only for a measure zero
set of seed solutions in the generic instability picture, each such region has been drawn
so that empty AdS lies at a cusp. Middle and right panels: phase-space diagrams of
the stability island conjecture. Initial perturbations in the blue region collapse while
the unshaded region represents islands of stability. The theorems of [94] show that one
can transport non-collapsing solutions radially without triggering instability. This is
in direct contradiction with the cuspy nature of stable regions, that would be better
drawn as corners. Credits: [47, 94].
6. Conditions for collapse
So far, we have discussed several examples of non-linearly stable or unstable solutions.
But given the mixture of possibilities and the intricate structure of the AdS instability,
a legitimate question is: can we give a set of a few necessary or sufficient conditions for
collapse?
6.1. Competition between focusing and defocusing
In hope of giving a mechanism of the instability, intuition argues that self-gravitation
of a scalar wave packet tends to always contract the field every times its typical size
is small and self-interaction is large, i.e. every times it crosses the origin. And so
on so forth until black hole formation. However, it is a mistake to believe that self-
gravitation only contributes to contracting the scalar field profile. Incidentally, the
existence of non-linearly stable solutions suggests that there is at least one other effect
that counterbalances the contraction. Islands of stability should thus result from an
endless competition between contraction and dilatation.
Indeed, in order to understand the islands of stability found in the literature, the
authors of [92] developed a perturbative and heuristic argumentation: gravitational
self-interaction leads to tidal deformations which are equally likely to focus or defocus
energy. This stresses the potential repulsive nature of gravitation. A daily illustration
of this statement lies in the tidal effects of the Moon onto the Earth that induce a
stretching and not a compacting. The idea is that stable solutions oscillate between
focusing and defocusing dynamics. On figure 25, the simple example of a scalar pulse
with one peak region and one extended tail region is carried out (analytical arguments
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Figure 25. A thin shell with higher energy density in its front comes out narrower
as it crosses the origin, because of self-gravitating contraction effects. However, the
flipped configuration with high energy in the tail comes out wider because of tidal
effects inducing a dilatation of the profile. Credits: [92].
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Figure 26. The horizontal axis is the peak energy density of the scalar pulse.
The green left-oriented arrow represents defocusing effects while the right-oriented
one represents focusing effects. There can be stable solutions (left panel) that never
collapse because of a circular flow pattern (exchange) between these two competitive
behaviours, while unstable solutions (right panel) fluctuate so much as to form
eventually a black hole. Credits: [92].
can be found in [92]). On the one hand, if the peak enters first the central region near
the origin, the dominant behaviour is that of contraction. On the other hand, if the tail
reaches the origin first, it flattens the peaked region via tidal interactions. Thus, there
is clearly a competition between contraction and dilatation. These two behaviours can
act alternatively in similar proportions like for stable solutions, or fluctuate so much
as to finally form a black hole, as depicted in figure 26. It is important to note that
these considerations rely on position-space analysis instead of the very popular energy
spectrum analysis.
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6.2. Phase coherence
Because of the competition between contraction and tidal dilatation, it can be guessed
that collapse occurs only when the successive contraction stages of the wave packet
motion add up coherently during the motion without being inhibited by the dilatation
stages. This is the idea of phase coherence: small effects can build up in time if they
are summed coherently, like a child’s swing gathering momentum each time it is pushed
forward with the right timing.
The authors of [95] took over this argument and showed that a power-law spectrum,
usually classified as unstable, was not a sufficient condition for black hole formation.
They uncovered that such a spectrum could indeed belong to a stable solution if the
phases Bj were incoherent. They formulated the condition for phase coherence as (see
equations (43a)-(43b))
Bj(τ) = jγ(τ) + θ(τ) + . . . , (52)
where dots represents anything that goes to zero in the large-j limit. Said differently, the
phases between modes are said to be coherent if they are (asymptotically) equidistant.
For example in 4-dimensional AAdS space-times, if the phase coherence condition (52)
is satisfied, any spectrum An ∼ n−α with α > 3 remains regular at all times while
black holes form for α < 2. Between these two limits, substantial back-reaction on
the metric is at work and would need numerical simulations to conclude about black
hole formation. On the other hand, whatever is the value of α, any phase-incoherent
initial data never collapses to a black hole in a time O(ε−2). Phase coherence thus
appears as an additional necessary condition for collapse. To prove that this condition
was not sufficient, the authors, by fine-tuning the phases, were able to build power-
law spectrum solutions where there was no energy transfer among the modes and hence
non-linear stability. Furthermore they demonstrated that the two-mode initial data were
particularly prone to provide coherent phases and hence to lead to black hole formation.
This was also demonstrated for unstable Gaussian initial data [96].
The lesson from [95] is thus the following: when employing the TTF equations to
probe unstable configurations, the solution can be reasonably declared unstable if (i) the
analyticity radius hits zero in a finite slow-time (section 4.4), (ii) the phase coherence
condition (52) holds and (iii) the exponent of the power-law spectrum (recall that an
analyticity radius of zero implies a power-law spectrum) should be in some interval
(superior to two in the 4-dimensional case), given in [95].
6.3. The role of a resonant spectrum
A large part of the literature focused on the massless scalar field in AdS with spherical
symmetry. This setting has a linearised Einstein’s operator that is resonant, i.e. with
equidistant eigenvalues (see section 2.3). In order to investigate if this is a sufficient
condition for the instability to be triggered, it is interesting to study different situations
where the resonant character of the spectrum is broken in order to see if the instability
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Figure 27. Evolution in time of the Kretschmann scalar for three identical Gaussian
initial data in a flat enclosed cavity. Top: massless scalar field with Dirichlet boundary
conditions, the spectrum is fully resonant. Middle: massless scalar field with Neumann
boundary conditions, the spectrum is asymptotically resonant. Bottom: massive scalar
field with Dirichlet boundary conditions, the spectrum is non-resonant. Credits: [99].
is suppressed or maintained. Evolving a massive scalar field or imposing Neumann
boundary conditions in an enclosed cavity are two possible ways of breaking the resonant
spectrum.
For example, massive scalar field initial data in spherical symmetry were evolved
in time in the following articles. In [97], initial data were evolved in an asymptotically
flat space-time, mimicking a confining mechanism with a φ4 potential∗. Even if delayed
collapse (i.e. after several “bounces” off the potential barrier) was observed, there was
always a finite threshold below which no collapse occurred. In [99], the confining
mechanism was enforced within a flat enclosed cavity with Dirichlet or Neumann
boundary conditions. In the case of Dirichlet boundary conditions, and denoting by
µ the mass of the scalar field, the spectrum of the linear operator was
ωj =
√
µ2 +
j2pi2
R2
, (53)
and thus only asymptotically resonant, i.e. resonant only for infinite wave-numbers.
Finally in [100], the standard AdS setup was studied with a massive scalar field. One
important result of these works was that time evolutions with non-resonant spectrum
collapsed earlier than in the fully resonant case, as illustrated in figure 27. Furthermore,
the authors recovered that in AdS space-time, be the spectrum resonant or not, all the
original features of the massless scalar case were present (instability for very small
amplitudes and finely-tuned islands of stability). These results thus suggested that a
resonant spectrum was not a necessary condition for collapse.
In order to further investigate this point, it is also possible to investigate the
∗ For another confining mechanism mimicking that of AdS space-time, see also [98] that studies
the Gross-Pitaevskii equation with attractive non-linearity in a harmonic potential. In this non-
gravitational study, the authors found that turning off the resonant spectrum always gave rise to a
minimum threshold amplitude below which the wave function never becomes singular.
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dynamics of a massless scalar field in a flat enclosed cavity, as initially suggested in [36].
At the time, the authors shared the opinion that the resonant spectrum was not a
necessary condition for the instability. However, the careful analysis beyond spherical
symmetry of [47] (see below section 8) came out soon after and established an opposite
conclusion. In order to solve this contradiction between analytical and numerical studies,
the flat enclosed cavity was scrutinised once more in [62], whose authors pursued their
initial work [36]. Decreasing the amplitude of the initial data, they did find this time
that, with Neumann boundary conditions, there existed a threshold ε0 below which no
collapse occurred. The case of Neumann boundary conditions was particular precisely
because the spectrum of the linear operator was only asymptotically resonant. Indeed,
the eigen frequencies obey tan(ωjR) = ωjR, where R is the radius of the cavity. In the
large-j limit, it comes
ωj =
pi
R
(
j +
1
2
)
+O
(
1
j
)
, (54)
so that these frequencies are only asymptotically equidistant. This setup was generalised
to the charged scalar field in [101] with qualitatively identical results: no collapse
below a certain threshold of amplitude. This was also analytically supported by
arguments within the Kolmogorov-Arnold-Moser (KAM) theory in [102]. Indeed, non-
linear dynamics theorems argue that when the spectrum is not perfectly resonant, there
always exists a finite (but possibly arbitrarily small and difficult to spot numerically)
threshold ε0 below which the instability is suppressed.
Thus the three numerical studies [97,99,100] dealing with massive scalar fields had
opposite conclusions to the ones of [62, 101] whose authors used a massless scalar field.
However, thanks to the analytical studies [47, 102], the role of a resonant spectrum is
now well understood to be that of a necessary (but not sufficient) condition for the
instability.
At this point, it is wise to point out two numerical limitations: (i) the amplitude of
numerical initial data cannot be arbitrarily small and (ii) numerical simulations run for a
finite amount of time. Thus, if an unstable solution is spotted in a numerical simulation,
it is rigorously impossible to state that it remains unstable in the zero-amplitude limit (in
contrast with stable solutions whose stability is preserved by decreasing the amplitude,
as explained in section 5.2 via the TTF equations). In the same vein, if a stable solution
is observed to be stable for a finite (even if very long) time in numerical simulations,
it is rigorously impossible to state that it remains stable in the infinite-time limit. The
different numerical setups and precisions used in the literature may explain the apparent
disputes between several authors. This is why analytical frameworks like KAM theory,
perturbations, analyticity strip and TTF are invaluable tools to get more insight in the
structure of the instability.
For the sake of completeness, let us mention that a lot more new classes of
islands of stability were uncovered in the massive scalar case. For example in [61, 103],
time-periodic solutions (or breathers) were constructed perturbatively and numerically.
Moreover, by fine-tuning the mass of the scalar field, whole families of non-linearly stable
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Figure 28. Left: analyticity radius ρ of a Gaussian initial data in 3-dimensional AdS
space-time. The decrease is exponential, but ρ never hits zero. Right: Sobolev norm
H2(t) = ‖φ′′(t, x)‖2 of the scalar field for three different amplitudes of the Gaussian
initial data. The inset shows the same curves in terms of the slow-time ε2t, so that it
is clear that the blow up is ∝ exp(O(ε2t)). Credits: [75].
Gaussian initial data were found in [85]. Finally in [100], initial data made of three
Gaussian wave packets were observed to remain non-linearly stable by continuously
exchanging energy between its constitutive parts. This is in full agreement with the
focusing/defocusing mechanism discussed in section 6.1.
7. Instability when no black hole is allowed
So far, we always confounded non-linear instability and black hole (or apparent horizon)
formation. How would the instability be expressed if, by one way or another, black hole
formation was simply forbidden? There are at least two simple cases when black hole
formation is not allowed: 3-dimensional AAdS space-times and Einstein-Gauss-Bonnet
(EGB) gravity.
7.1. 3-dimensional AAdS space-times
The particular case of 3-dimensional AAdS space-times was studied in [75]. As
mentioned in section 3.1, an AAdS 3-dimensional (or BTZ) black hole has a minimum
mass M0, so that initial data with total mass M < M0 can never form this kind of
singularity. Thus, the natural turbulent cascade cut-off of black hole formation does not
prevail any more, and what is observed is an exponential growth of the Sobolev norm
H2(t) = ‖φ′′(t, x)‖2 as well as an exponential decrease of the analyticity radius, shown
in figure 28. Unlike the higher dimensional cases, the analyticity radius never reaches
zero.
The instability conjecture has thus a different flavour in three dimensions [28]:
Conjecture 2 (Anti-de Sitter instability in 3 dimensions) Small smooth pertur-
bations of 3-dimensional AdS remain smooth at all times but their radius of analyticity
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Figure 29. Horizon radius xH as a function of the initial amplitude of the Gaussian
scalar wave packet in Einstein’s (left) and EGB gravity (right). Insets show the black
hole formation times tH . Credits: [85].
shrinks to zero exponentially fast.
Said differently, even if no black hole is formed for sufficiently small amplitude
initial data, the turbulent cascade still occurs as the perturbations do not remain small
in any reasonable norm that captures the turbulent behaviour.
7.2. Einstein-Gauss-Bonnet gravity
The extension of the EKG setup to 5-dimensional EGB gravity was performed in [85,86],
adding the following term to the Lagrangian of the theory
λ(R2 − 4RµνRµν +RµνρσRµνρσ), (55)
where λ is the Gauss-Bonnet (GB) parameter. In this theory, a limiting black hole of
radius rH → 0 has a minimum mass M0 = λ/2. This implies that, in analogy with the
3-dimensional AdS case, no black hole can form if the initial data has mass lower than
M0.
The authors chose to study Gaussian initial data, for which the amplitude
corresponding to M0 is ε = 21.86. However, no black hole formation was observed
for amplitudes below ε = 36, whose last collapsing solution bounced 24 times. This
means that there was a whole range of amplitudes where black hole formation was
theoretically possible but yet did not occur. Running a simulation with an amplitude
in this range but turning off the GB term did indeed reignite collapse. The intuition
was that the GB term contributes largely to defocusing mechanisms that resists black
hole formation. The instability was thus suppressed more severely than expected. The
comparison of collapses with and without the GB term is clearly visible on figure 29,
where the structure of the instability seems much more chaotic in the GB gravity.
8. Beyond spherical symmetry
In the literature, the large majority of studies in the field of the instability conjecture
assumed spherical symmetry. Birkhoff’s theorem states that at the exterior of
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a spherically symmetric non-rotating body the metric should match the one of
Schwarzschild-AdS space-time. Thus no gravitational waves can be emitted in such
space-times and gravitational dynamics were thus induced with a scalar field. This
was the simplest setting we can imagine, and also the cheapest computationally
speaking. The first investigations beyond spherical symmetry were dedicated to find
purely gravitational time-periodic configurations called geons. They can be seen as
generalisations of the time-periodic solutions of section 4.2. The cost of numerical
evolutions of initial data increasing significantly with the number of dimensions, there
are very few probes of the instability beyond spherical symmetry to date. However, this
seems a promising area of research in a near future.
8.1. Geons
The first study beyond spherical symmetry was dedicated to AAdS geons in [93], which
was also the first attempt to build solutions that resisted black hole formation. The
authors solved the vacuum Einstein’s equation with a negative cosmological constant
perturbatively with the help of the Kodama-Ishibashi-Seto formalism (see [104–107]).
The solutions, called geons, could be described by four parameters which were the
amplitude and three quantum numbers (n, l,m) that corresponds to the number of
radial nodes n and the spherical harmonic seed Y lm.
Recalling the scalar field knowledge, and in the same spirit of time-periodic
solutions (section 4.2), it is known that single-mode excitations do not suffer from
secular resonances. In the gravitational sector, the Poincaré-Lindstedt method was
also successful in removing all secular resonances appearing at third and fifth order in
the case of an (l,m, n) = (2, 2, 0) seed. This suggested that fully non-linear (2, 2, 0)
geons could be constructed at arbitrary orders and could thus provide the first island of
stability that was not spherically symmetric.
In these configurations, the angular momentum provides a natural barrier against
black hole formation, and the rotation is described by a helical Killing vector. Geons thus
play the role of the non-linear time-periodic functions of [56,60,61] in the gravitational
sector, i.e. fundamental non-linearly stable modes of vibrations of AdS space-time. The
fully non-linear numerical construction of gravitational (l,m, n) = (2, 2, 0) geons was
initiated in [108] in the harmonic gauge with the help of the de-Turck method and
spectral discretisation]. These geons were also obtained in [110] in a maximal slicing-
spatial harmonic gauge. The two papers [108,110] disagree to some extent, as illustrated
in figure 30. In particular, their numerical solutions display significant differences in
the determination of the rotation frequency ω (which is determined by the quantum
numbers, see equation (56a) below) and the angular momentum J . However, the
perturbative approach at 5th order shows that the curve should be convex (see [110,111]
] See [109] for an excellent review on these two popular numerical methods applied to stationary
solutions. See also chapter 6 of [63] and appendix A of [110] for a connection between de-Turck and
3+1 gauges.
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Figure 30. Left panel: ω − J plane taken from the numerical simulations of [108].
Blue points are numerical results while the solid green curve denotes 3rd order results.
Right panel: ω − J plane computed in [110]. The range of amplitudes probed on the
left panel is reported on the right panel with the help of a light blue frame at scale.
Credits: [108,110].
for detailed computations), like on the right panel of figure 30.
If the existence of geons stands on firm arguments, their non-linear stability is still
a partially unanswered question. One expects that, akin to the time-periodic solutions
of the scalar sector (section 4.2), geons constitute non-linearly stable attractors. In [47],
some perturbative arguments in favour of their non-linear stability were given. The
conclusion of this work was that geons and boson stars (the latter being constructed for
the first time in AdS in [51]) were non-linearly stable unless they were embedded in very
high dimensional space-times or if perturbations had low differentiability, i.e. were far
from being C∞. However, the proof was missing some theorems that were proven only in
the analogous case of the non-linear Schrödinger equation. So this result was half-way
between a demonstration and a conjecture. The equivalent of two-mode initial data for
geons was also considered perturbatively, but this time irremovable secular resonances
did emerge, like in the scalar case.
Not much work has been done beyond the (l,m, n) = (2, 2, 0) geon before [112,113]
(and more recently [111]), whose authors greatly extended the perturbative results
of [93]. They worked at fixed quantum numbers (l,m, n) and obtained the allowed
linear frequencies
ωS = l + 1 + 2n, (56a)
ωV = l + 2 + 2n, (56b)
n being a positive integer, and the labels S and V corresponding to scalar-type or vector-
type perturbations in the Kodama-Ishibashi-Seto formalism. For these single-mode geon
excitations, the authors found many configurations with irremovable secular resonances,
indicating that non-spherically symmetric systems could be even more unstable than
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Figure 31. Two approaches for building geons perturbatively. S and V stand for
scalar-type and vector-type perturbations respectively. The first point of view consists
in looking for non-linear extensions of fixed (l,m, n) single-mode geon seeds. This is
represented by the left part of the picture. In this case, many single-modes appear
to suffer from irremovable secular resonances (red crosses). The second point of view,
on the right, considers non-linear extensions of fixed (ω,m) geon seeds, ω being a
degenerated function of l and n (equations (56a)-(56b)). In this case, it turns out that
all secular resonances can be removed (blue spheres). The non-linear geon extensions
thus obtained are merely linear combinations of single-modes geons. The number of
allowed combinations matches precisely the degeneracy of the frequency ω at fixed m.
spherically symmetric ones. This claim was tempered though in [114] whose author
argued that these resonances were indeed removable if, instead of a single mode, a
linear combination of modes sharing the same frequency ω and azimuthal number m
were considered. This amounted to work at fixed frequency and azimuthal number
(ω,m) instead of fixed (l,m, n), ω being a degenerate function of l and n according to
(56a)-(56b). This claim was made stronger in [115,116] where the author found that, at
the perturbative level, the number of possible geon excitations with a given frequency
ω was precisely equal to the multiplicity of the frequency, suggesting that all secular
resonances could be removed properly. An illustration of these arguments is given in
figure 31. The fully non-linear numerical study [110] put an end to the debate by
explicitly constructing non-linear excited geon solutions, thus confirming the arguments
of both [112, 113] (non-existence of excited (l,m, n) = (2, 2, 1) geons) and [114–116]
(existence of three excited families (ω,m) = (5, 2)).
These numerical solutions of geons are pictured in figure 32. Since they all feature
a Killing vector ∂t′ (i.e. they are stationary in a co-rotating frame), the figure shows its
norm, given by gt′t′ . After regularisation and subtraction of the AdS background, what
is left is the geon contribution h˜t′t′ . The shape of the isocontours increases in complexity
for excited geons.
Without a doubt, many other families will be constructed in the future, with other
symmetries than these helically symmetric ones. A straightforward extension of this
work would be to construct m = 0 axisymmetric geons, that have no ϕ dependence, but
are periodic in time. Other families of geons could be constructed too, e.g. scalar-type
modes with odd quantum numbers l andm. These geons, however, have less symmetries
than the even-even ones, and are thus potentially more greedy in terms of numerical
resolution.
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Figure 32. Isocontours of h˜t′t′ . They correspond to the regularised norm of the helical
Killing vector ∂t′ in the co-rotating frame of geons, after background subtraction. All
five families of geons are presented, namely the scalar (l,m, n) = (2, 2, 0), (4, 4, 0) modes
and the three excited families I-III, in this order. Red isocontours denote positive
contributions to the norm.
8.2. Black holes surrounded by geons
A question of fundamental interest is how geons are linked to black holes in AAdS space-
times. Precisely, the black resonators of [117] were configurations where a rotating black
hole lied at the centre of an l = m = 2 geon. However, they were shown to be unstable
againstm > 2 superradiant modes (see also†† [118]). The reason is that black resonators
have a geon as their zero-horizon radius limit and then merge with Kerr (precisely at
the onset of superradiance) when the gravitational hair vanishes. Black resonators
were candidates for a putative stationary endpoint of the superradiant instability, but
††The main result of [118] was that black holes with ergoregions in AdS were linearly unstable for
perturbations of rotation speeds above the Hawking-Reall bound of superradiance [119] (see [120] for
a review on superradiance in astrophysics). To make a long story short, superradiant instability, or
black hole bomb, happens when a rotating black hole absorbs a wave and radiates away another one
with much higher amplitude via a Penrose process. If a mirror is placed around the black hole so as
to send this energetic wave back into the black hole, the process can repeat indefinitely and back-react
substantially on the metric even if the initial perturbation was small [121]. This mechanism is of course
at play in AdS space-time because of the reflective boundary conditions (see e.g. [122,123] for dedicated
reviews).
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Figure 33. Mass-angular momentum diagram of black resonators. The thick black
line depicts extremal Kerr-AdS such that non-extremal ones lie above. The dashed
purple region delimits black holes with rotation frequency ΩHL ≤ 1. The onset of
superradiant instability for the l = m = 2 mode is denoted by the thin blue line. The
bottom dashed line represent l = m = 2 geons. Data points represent black resonators
obtained numerically. Credits: [117].
the authors [124] demonstrated that it was impossible, and that maybe the stationary
endpoint of superradiance may not exist at all. These peculiar black holes exhibit only
one single Killing vector, and thus constitute the generalisation the scalar hairy black
holes obtained previously in [125]. These single Killing field black holes with scalar hair
displayed a boson star as a zero-horizon radius limit. They then merged with Myers-
Perry black holes (see [126] for a review) at the onset of superradiance, i.e. when the
scalar hair vanishes.
As close counterparts of AAdS gravitational geons, let us mention the Einstein-
Maxwell-AdS spinning solitons obtained in [127, 128] and the AAdS Proca stars made
of a massive spin-1 Abelian field of [129]. Proca stars were spherically symmetric and
shown to be stable against radial perturbations. As for the Einstein-Maxwell solitons,
they could also be dressed with a black hole at their centre, in much the same way as
the scalar hairy black holes. Since no symmetry was assumed, the obtained black holes
could have a multipolar structure, depicted in figure 34, unlike in Minkowski space-time.
The stability of these solutions was not investigated though.
As a final remark on black holes, it is important to mention that the authors of [130]
have studied analytically the non-linear stability of Schwarzschild-AdS black holes with
no spherical symmetry assumption on the perturbations and conjectured that these
black holes were non-linearly unstable. Thus, what was granted in spherical symmetry
seems to break down when no symmetry is involved.
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Figure 34. Top: surface of constant energy density for the Einstein-Maxwell-AdS
solitons with regular electric multipoles. Bottom: isometrics embedding for the horizon
of AdS-electro-vacuum black holes. The same multipole (from left to right) are used:
(l,m) = (2, 2), (3, 2), (3, 3). The topology of horizon matches that of the energy
isocontours of the surrounding soliton. Credits: [128].
8.3. AdS instability beyond spherical symmetry
Very recently, the first ever numerical evolution of a massless scalar field beyond spherical
symmetry was investigated in [131]. The authors chose to work in 5-dimensional AdS
space-time with an SO(3) symmetry, such that dynamics occurred only in the (t, x, y)
directions (compared to (t, r) for spherical symmetry). The numerical evolution was
also restricted to zero angular momentum initial data, which was parametrised by two
amplitudes A and B, A being a spherically symmetric component and B a first harmonic
excitation. The scalar field φ initial data then read
φ(ρ, χ) = Af(ρ) +Bg(γ) coshχ, (57)
where ρ was a radial coordinate, χ an angular coordinate, and functions f and g were
piecewise C2 functions. The spherically symmetric case is recovered whenever B is
zero. The main results of this study are summarised in figure 35. At fixed mass, non-
spherically symmetric initial data undergo fewer bounces before black hole formation.
At fixed number of bounces, the non-spherically symmetric initial data need less mass
to collapse. This lead the authors to conjecture that the instability was even more
prominent beyond spherical symmetry, as already suggested by [112,113]. These results
are somewhat difficult to compare to the spherically symmetric knowledge since no low
amplitude limit is probed numerically.
Almost simultaneously, the authors of [132] performed simulations of a massless
scalar field with an azimuthal number m = 1 ansatz. They compared two families of
initial data, one with zero angular momentum J and one with J ' 0.155E, E being the
total mass. They observed numerically that non-zero angular momentum simulations
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Figure 35. Left: Collapse time as a function of the non-spherically symmetric
deformation of the initial scalar profile, for fixed total mass M = 0.021 (blue squares)
and M = 0.030 (red circles). Right: Maximum mass for which a black hole is formed
after N bounces, N being 1 (yellow squares) or 2 (black circles), as a function of the
non-spherical deformation. Credits: [131].
Figure 36. Time of collapse as a function of the initial energy content E for two kinds
of initial data: one with zero angular momentum J = 0 and one with J ' 0.155E.
The latter simulations do not suppress the instability but delay it. Credits: [132].
were still unstable at low amplitudes. However, it did take more time to form a black
hole compared to the zero angular momentum case. This is illustrated in figure 36. The
end state of the stability could be a Myers-Perry black hole or the rotating hairy black
holes of [125] discussed in section 8.2.
Thus, [131] argues that no spherical symmetry speed up the instability, while [132]
advocates that angular momentum delays black hole formation. This suggests that the
structure of the instability beyond spherical symmetry is quite involved, and not very
well-known for the moment. These results are very promising for the future. For the
time being, the qualitative understanding of the AdS instability is not challenged by
angular momentum or asymmetric considerations, but it is much too soon to consider it
a definitive statement. The freedom of initial data being much larger in higher dynamical
dimensions, and much more computationally expansive, we expect that progress in this
area of research, however exciting, will be much slower than in the spherically symmetric
case (which literally boomed in about a few years).
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9. The CFT interpretation
Of course, one of the main motivations to study the AdS instability is the AdS-CFT
correspondence. What does the instability means on the CFT side? And what are the
quantum observables that may be impacted by the instability?
9.1. Dual thermodynamics
From a thermodynamical point of view, black hole formation is usually understood as
thermalisation of the dual system in the CFT side, and the weakly turbulent cascade
came as no surprise for the AdS-CFT community who expected any thermodynamical
system to thermalise [17]. However, several authors cautioned that this was not always
true [34, 35, 92]. Indeed, black holes obtained in numerical simulations are always
classical. But if one considers the Hawking radiation [133, 134], these black holes
formed after several bounces could be themselves thermodynamically unstable and may
evaporate, partially or totally, according the Hawking-Page phase transition [135]. The
thermalised state could thus be described by a smaller black hole in equilibrium with
its Hawking radiation or by a thermal gas in AdS space-time. This means that the final
classical black holes observed in the simulations, if too small, are not thermalised states,
but just pre-thermalisation steps in the dual theory, that only achieve equilibrium on
a longer timescale. This is strikingly reminiscent of revivals and equilibrations that
were observed experimentally in some isolated Bose-Einstein condensates [136–138].
Others discussions of CFT duals in the context of the AdS instability can be found
in [26,31,66,93].
As first noticed in [53, 57, 93], the existence of non-linearly stable solutions is even
more surprising, since they are dual to systems that never thermalise in the CFT side,
and do not exhibit black hole formation even if their mass is above the Hawking-Page
limit. A potential heuristic explanation is that such systems may form a meta-stable
state that can survive by continuously exchanging energy between its constitutive parts,
as observed in [34,35,38,79,85,86,90,100], which is translated in a gravitational balance
between focusing and defocusing effects in the gravitational AdS dual (discussed in
section 6.1).
9.2. Dual systems
Several CFT interpretations are available in the literature. For example, the authors
of [34, 35] focused on the CFT duals of direct and delayed (i.e. with bounces) collapses
in AdS space-time. They computed the entanglement entropy of the dual system and
observed that this quantity was oscillating in the latter case. The authors also suggested
that the maximum of matter energy distribution in AdS was dual to the density of
strongly correlated excitations in the field theory.
In the hard wall model of [48,49], the authors observed that non-collapsing solutions
induced a modulated oscillation of the boundary operator 〈O〉, and the time scale of
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Figure 37. Left: diagrammatic representation of a gravitational geon in an AAdS
space-time. Right: dual system living on the boundary. It is a Bose-Einstein
condensate of a spin-2 field, namely glueball excitations.
the modulation was precisely O(ε−2). The oscillations were interpreted in terms of
conversions of a collection of glueballs into another collection (and back).
Finally, from an AdS-CFT point of view and since a linearised graviton can
be interpreted as a spin-2 excitation, gravitational geons are equivalent to a Bose-
Einstein condensate of spin-2 field excitations [93], namely glueballs excitations. This
is illustrated in figure 37.
Because of the holographic principle, the dual system lives always in a space-time
that is one dimension less than the bulk space-time. For example, a 4-dimensional
geon is dual to a 3-dimensional Bose-Einstein condensate of glueball excitations. The
latter, however, can well be interpreted as a 4-dimensional system with one symmetry
(or invariance), so much as to reduce the effective dimensionality to three.
10. Conclusion
Since the original work of Bizoń and Rostworowski in 2011 [20], much progress has
been made to understand the AdS instability. In table 1, we have tried to recap all
the different aspects of the problem. The statements are mainly a short synopsis of the
previous sections of this review.
Why and how black holes form in AdS space-time appears as troublesome questions,
much more difficult to answer than in Minkowski or de Sitter space-times. This make
AdS a very interesting tool to probe the very deep nature of gravitational dynamics,
and motivates the use of ever improved analytical and numerical tools. The non-linear
stability of AdS, that was almost ignored for a decade after the advent of the AdS-CFT
correspondence, has now become a very active field of research.
Given the intricate and chaotic distribution of islands of stability, it seems very
challenging to provide a mathematical demonstration of the instability conjecture, even
if some progress has been made recently [45, 46]. Moreover, from a pure numerical
point of view, it is wise to recall that numerical simulations are limited in two ways:
they cannot run for arbitrarily long times, and they cannot probe arbitrarily small
amplitudes. Even if these difficulties can somewhat be circumvented by some theorems
in some particular cases (section 5.2), these caveats should always be kept in mind in
order to temper some conclusions.
The vast majority of the literature focused on spherical symmetry, very often with a
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massless scalar field and Gaussian initial data. The few breakthroughs beyond spherical
symmetry were carried out in the case of gravitational geons (section 8) and more
recently in time evolutions [131, 132]. The qualitative understanding of the instability
is, for the time being, not really challenged by these additional degrees of freedom, but
this is only the beginning.
One can get dizzy when thinking of all the possibilities brought by additional
dynamical dimensions, the parameter space being huge compared to spherically
symmetric cases. Our intuition is that a good starting point is given by geons, since
they form the simplest and fundamental eigenmodes of AdS beyond spherical symmetry,
and are stripped from any matter field. In the same spirit of [78], it could be interesting
to evolve in time geon initial data and to measure how much can they be perturbed
before jumping to unstable configurations.
Beyond black hole formation, the concept of islands of stability can take on various
aspects. One of interest, discussed in [47], is called non-coalescing black hole binaries.
In these configurations, two black holes orbit each other in AdS space-time. Because of
the reflective boundary conditions, there is no decay of mass or angular momentum like
in astrophysical binaries. Instead, we could imagine that the binary is in equilibrium
with its own radiation, giving an exactly periodic solution. Even if two singularities are
at play, non-coalescing binaries could well deserve the denomination island of stability,
within an ocean of merging configurations. In this regard, the dichotomy would not
lie in the presence/absence of a singularity, but in the presence/absence of merger.
This example illustrates that the concept of stability in AdS space-time could well be
enlarged, giving rise, without a doubt, to a profusion of new physical properties yet to
be discovered.
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