In this paper we consider the problem of finding bounds on the size of ternary and quaternary constant-weight equidistant codes with 2 ≤ w < n ≤ 10. Optimal ternary and quaternary constant-weight equidistant codes have been constructed by combinatorial and computer methods. All open cases for the size of optimal ternary and quaternary constant-weight equidistant codes have been closed.
Introduction
Consider a finite set of q elements and containing a distinguished element "zero". The choice of a set does not matter in our context and we will use the set Z q of integers modulo q. Let Z n q be the set of n-tuples (or vectors) over Z q and Z n,w q be the set of n-tuples over Z q of Hamming weight w.
A code is called constant-weight if all the codewords have the same weight w. A code is called equidistant if all the distances between distinct codewords are d. Let B q (n, d) denote the maximum number of codewords in an equidistant code over Z q of length n and distance d (called an (n, M, d) q equidistant code or EC) and B q (n, d, w) denote the maximum number of codewords in an constantweight equidistant code over Z q of length n, distance d, and weight w (called an (n, M, d, w) q constant-weight equidistant code or ECWC). Code with parameters (n, B q (n, d) , d) q is called optimal equidistant code. Code with parameters (n, B q (n, d, w) , d, w) q is called optimal constant-weight equidistant code.
Equidistant codes have been investigated by a large number of authors, mainly as examples of designs and other combinatorial objects [8] . Some works published on this topic are [11] , [12] , [13] , [18] . For some references for the binary constant-weight codes, see Brouwer et al. [7] , Agrell [1] and for the ternary constant-weight codes, see Bogdanova [3] and Svanström [17] . A few papers study ECWC, for example [16] and [10] . In [4] are studied non-linear error-correcting codes over an alphabet of four elements. In the present paper is considered the problem of finding bounds on the size of ECWC over the alphabet of three and four elements. Some general bounds for equidistant and constant-weight equidistant codes are presented in Section 2. In Section 3 we use combinatorial considerations to construct families of optimal ECWC and to find upper bounds for B q (n, d, w). Section 4 presents computer search methods that we use in order to find bounds on the size of ECWC. Finally we summarize new results for bounds on the size of ternary and quaternary constantweight equidistant codes in propositions and tables.
Preliminaries
Some bounds for ECWC and EC are given by the following theorems:
, if the denominator is positive.
An improved version of this bound could be found in [4] .
The proof of Theorem 2.4 is easy and we omit it here.
. ( the Johnson bounds for ECWC)
The maximum number of codewords in a q-ary ECWC satisfy the inequalities:
The proof of the Theorem 2.6 is the same as the proof of Johnson bound for constant-weight codes [17] .
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.
Here P k (x) is the Krawtchouk polynomial defined by
and
Definition 2.8.
[18] A balanced incomplete block design with parameters
is defined as an array of v different symbols or elements in b subsets or blocks such that every block contains k < v different elements, each element occurs in r blocks, and each pair of elements occurs in λ block.
Definition 2.9.
[18] A BIB design is called resolvable (an RBIB design), if its b blocks can be separated into r groups or repetitions of q blocks in such a way that each of the v elements occurs exactly once in each repetition. 3. Some combinatorial bounds and constructions of ECWC Proposition 3.1. There exists a family of optimal ternary ECWC with parameters (n, 3, 3, 2) 3 for every integer n ≥ 3.
Proof. Let u be a fixed codeword with length n and weight 2. Consider how many codewords are at distance exactly 3 from u we obtain that B 3 (n, 3, 2) = 3.
Proposition 3.2. For w = 2, .., n, P n (w) = (−1)
Proof.
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For the validity of binomial coefficients the conditions:
i ≤ w n − i ≤ n − w must be satisfied. Therefore i = w and P n (w) = (−1)
Proposition 3.3. For w = 3, .., n and k = n,
Proof. By Theorem 2.7 with k = n and Proposition 3.2 we have
n and consequently
Corollary 3.4. There exists a family of optimal ternary ECWC with parameters (4 + λ, 8, 3, 3 + t) 3 for every integer λ ≥ 0 and 0 ≤ t ≤ n − 3.
Proof. From the Simplex code, which has parameters (4, 9, 3) 3 we construct ECWC C = {0111, 0222, 1012, 2021, 1201, 2102, 1120, 2210}. From the code C we construct a family of (4 + λ, 8, 3, 3 + t 3 ) ECWC C in the following way:
where λ ≥ 0 and 0 ≤ t ≤ n − 3. Therefore B 3 (n, 3, w) ≥ 8. For these parameters Proposition 3.3 gives B 3 (n, 3, w) < 9. So B 3 (n, 3, w) = 8.
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New results for ternary and quaternary ECWC
We apply combinatorial reasoning in order to find lower and upper bounds for B q (n, d, w) in different cases. These combinatorial considerations give exact values for B q (n, d, w) in some cases. For the rest of the cases we apply computer search methods. The main method uses backtrack search to construct new optimal codes after applying restrictions to the search space. In brief steps of the method are: 1) Fix first codeword of the searched code with a = 0, 0, ..., 0, 1, 1, ..., 1 n − w w 2) Generate search space of all the codewords in lexicographic order. Then we remove all the codewords that don't have weight w. Then we take all the codewords that are on distance d from the fixed codeword a in the code.
3) Perform a backtrack search -add a codeword from generated vector space to the code if the distance between all the codewords in the code remains equal to d and the newly added codeword doesn't break lexicographic order of the columns in the code. 4) If we reach the end of the space we check if the size of the newly founded code is bigger than the best code that we have up to this moment. If yes then the newly founded code becomes best code. Finally we are doing a step back and change the codewords on the previous levels.
Also we use construction with extension. In this case construction of (n, M, d, w) q can be realized by extending some already existing (n − 1, M , d, w) q code. We can use this fact and try to extend all nonequivalent(n − 1, M , d, w) q in order to find optimal code.
In some cases the successful approach is to represent code searching as the maximal clique problem in a graph. The vectors of length n and Hamming weight w over the alphabet of the size q are vertices, and two vertices are connected by an edge if and only if the Hamming distance between the corresponding vectors is exactly d. What we have to find in the graph obtained in such way is B q (n, d, w), the size of the largest clique in this graph.
More details about all these methods and their computer realizations could be found in [6] , [5] .
Some of the results are represented by the next propositions. l) (9 + λ, 11, 7, 6 + t) 4 for λ = 0, 1 and 0 ≤ t ≤ λ + 2 (9, 11, 7, 6) 4 : {000111111, 001022222, 010033333, 022200123, 023313200, 101301303, 102133020, 110202210, 212021100, 221003011, 320122003 }.
Remark : All (n+k, M, d, w+t) q codes in the previous proposition, which codewords are not explicitly listed are obtained from (n, M, d, w) q codes by Theorem 2.4 and the construction from corollary 3.4. We can construct the corresponding EC of an ECWC by adding the all 0's codeword according to Theorem 2.1. Corresponding EC of some the ECWC that we found are equivalent to RBIB designs according to Theorem 2.10. Tables 1 and 2 display the exact values of B 3 (n, d, w) and B 4 (n, d, w) for ternary and quaternary ECWC. The upper (lower) index in a cell denotes the method used to find an upper (lower) bound for B 3 (n, d, w) and B 4 (n, d, w) respectively. All the numbers in column d = 3 for q = 3 are obtained by Corollary 3.4.
Conclusion
We consider the problem of finding bounds on the size of ternary and quaternary ECWC with small parameters. We present some combinatorial construction and Discrete Mathematics, Algorithms and Applications (DMAA)
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