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Abstract
We study the maximum mean discrepancy (MMD) in the context of critical transitions
modelled by fast-slow stochastic dynamical systems. We establish a new link between the
dynamical theory of critical transitions with the statistical aspects of the MMD. In partic-
ular, we show that a formal approximation of the MMD near fast subsystem bifurcation
points can be computed to leading-order. In particular, this leading order approximation
shows that the MMD depends intricately on the fast-slow systems parameters and one can
only expect to extract warning signs under rather stringent conditions. However, the MMD
turns out to be an excellent binary classifier to detect the change point induced by the
critical transition. We cross-validate our results by numerical simulations for a van der
Pol-type model.
Keywords: kernel methods, maximum mean discrepancy, critical transitions, tipping points,
multiscale systems, bifurcation, time series.
1 Introduction
Drastic sudden large events in dynamical systems have become a key area of interest in a broad
range of applications [2, 26]. From the perspective of modelling, a successful framework to
capture many critical transitions has been to use systems with multiple time scales in combination
with bifurcation theory [23]. The idea is that there are fast variables, which are driven slowly
towards a bifurcation point, where the system can undergo a sudden jump for certain types of
bifurcations. One aim in this context is to determine, whether there are early-warning signs
for critical transitions, which can be computed from time series data before the actual event
occurred. Ground-breaking work by Wiesenfeld in the 1980s [32] has already clearly shown that
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pre-cursors of bifurcations exist, and that they can be extracted from stochastic fluctuations
based upon critical slowing down. For example, for some class of systems, a key insight is that
changes in statistics, such as growing variance and autocorrelation, can be used as a basis for
early-warning signs. This idea has recently been (re-)discovered in various applications, e.g. in
ecology [6]. Mathematically there is a key interplay between small noise levels, a small time-
scale separation parameter and the proximity to a bifurcation instability [21] but one can indeed
build a surprisingly detailed theory for this setting in the context of fast-slow stochastic ordinary
differential equations (SODEs) [20]; see also [3, 22] for more detailed technical background as
well as Section 2. However, in advance of asking for prediction, we may also ask for detailed
methods to distinguish critical transitions and/or extreme events in dynamical systems from
regular slow/gradual transitions. Hence, we are faced with the following challenges:
• Change-point detection: In a time series generated by a fast-slow SODE, there could be
many different types and sizes of drastic jumps. Hence, it would not only be useful to
have an automatic and generic classifiers [11, 24, 29], when we actually observe a critical
transition but also to cross-validate a classifier against explicit low-dimensional models.
• Machine learning: One would like to be able to link learning algorithms to the theory
of critical transitions to gain a better understanding of learning techniques via concrete
dynamical systems. Although prediction of dynamics via machine learning is frequently
applied in practice [33] and preliminary results were obtained for seizure detection [15], a
fully-proven theory for this approach for nonlinear systems with critical transitions does not
exist. Hence, linking techniques from this area to low-dimensional tractable mathematical
models should turn out to be very useful.
• Data reliability: It is evident that with an extremely sparse data set, we are not going
to be able to understand and/or predict critical transitions. Yet, with perfectly sampled
data, the theory is proven to work. To determine the precise boundary between these two
regimes is crucial [4, 8, 34]. Therefore, a better link to statistical methods is necessary.
All three problems seem to strongly suggest to try to merge and complement the theory of crit-
ical transitions with (kernel-based) methods originating from functional analysis and frequently
used in machine learning and statistics. Here we take the first very small steps to achieve the link
between kernel methods and fast-slow SODEs in the context of critical transitions. Our main tool
on the statistical and machine learning side is the maximum mean discrepancy (MMD) [5, 13, 30].
The MMD essentially provides a measure for the difference between two probability distributions.
Of course, one can also first estimate two densities and then compare them with suitable metrics
(e.g., total variation, Wasserstein, Kullback-Leibler, etc). Yet, density estimators are expensive,
have computational limitations, and it can be difficult to theoretically link the two-stage process
of estimation and comparison to concrete dynamical systems. The MMD provides a more direct
approach and it is relatively easy to compute, so it is one natural starting point for our goal to
link the - currently quite distant - areas we study here.
The main idea we present in this work is to use the standard fast-slow SODEs as an explicit
test scenario for the MMD. In particular, we formally use a quasi-steady approximation of the
local distribution as a sample path approaches a critical transition point. Using this technique, we
can provide an approximation of the MMD and more explicitly understand its dependency upon
the parameters and upon the current state in phase space of the dynamics. This establishes a
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concrete link between a crucial model class and kernel-based statistical methods. More precisely,
we show that the MMD is excellent in classifying critical transitions in fast-slow SODEs as change
points, yet, since it is kernel dependent and depends crucially on the sliding window choice, it
can be a lot more difficult to extract a practical early-warning sign from it. As a final step, we
also cross-validate our results with numerical simulations of a van der Pol-type model.
The paper is structured as follows: Sections 2-3 collect the relevant tools we need from
fast-slow SODEs as well as from kernel-based methods and the MMD; we have included this
background also in the anticipation of the different and currently very disjoint communities,
which we aim to bring closer together. Section 4 contains the new connection between the two
areas and our formal approximations of the MMD near slow manifolds in SODEs. In Section 5,
we provide the numerical simulations for a van der Pol-type model, which confirm our formal
analytical calculations.
2 Critical Transitions in Multiple Time Scale Systems
In this section, we provide a brief review of critical transitions theory and associated dynamical
systems models as this theory might not be known to experts in machine learning and kernel
methods. One flexible and broad class of models for critical transitions are given by fast-slow
stochastic ordinary differential equations (SODEs) of the form
dx = 1
ε
f(x, y) ds +
σf√
ε
F (x, y) dW,
dy = g(x, y) ds+ σgG(x, y) dW,
(1)
where the maps f : Rm+n → Rm, g : Rm+n → Rn, F : Rm+n → Rn×k, G : Rm+n → Rm×k
are assumed to be sufficiently smooth, W = W (s) ∈ Rk is a vector of k independent Brownian
motions, 0 < ε≪ 1 controls the time scale separation between the fast variables x = x(s) ∈ Rm
and the slow variables y = y(s) ∈ Rn, while σf , σg > 0 control the noise levels; we also set
σ2∗ := σ
2
g + σ
2
f and consider a given deterministic initial condition (x(0), y(0)). One frequently
assumes that σf = σf (ε) and σg = σg(ε) are small functions of ε and also vanish in the asymptotic
limit ε → 0. The main idea to model critical transitions using (1) is to interpret the slow
variable(s) y as drifting parameters, which move the fast variables x towards a point, where the
system can undergo a large transition within a short time. More precisely, consider first the
deterministic case σ∗ = 0. This yields the fast-slow ordinary differential equation (ODE)
εdx
ds
= x˙ = f(x, y),
dy
ds
= y˙ = g(x, y).
(2)
The set C0 := {(x, y) ∈ Rm+n : f(x, y) = 0} is called the critical set. We shall assume it is a
manifold here and refer to it as the critical manifold. C0 is called normally hyperbolic at p ∈ C0
if the matrix Dxf(p) ∈ Rm×m has no eigenvalues with zero real parts. In this case, Fenichel’s
Theorem [10, 18, 22] provides a (regular) perturbation theory for the critical manifold C0 to a
slow manifold Cε. Locally, we also have that
C0 = {x = h0(y)}, Cε = {x = h(y) = h0(y) +O(ε)}
so we may present C0 as a graph and the fast variables x are slaved to the slow variables y.
Dynamically, these results imply that the dynamics for 0 < ε≪ 1 near Cε is well-approximated
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by the slow flow of the differential algebraic equation
0 = f(x, y),
y˙ = g(x, y),
(3)
which is also known as the slow subsystem. Furthermore, the fast dynamics near Cε is well-
approximated by the fast subsystem
dx
dt
= x′ = f(x, y),
dy
dt
= y′ = 0,
(4)
obtained from (2) by changing from the slow time s to the fast time t := s/ε and then taking
the limit ε→ 0. In (4), the y variables are just parameters. A fast subsystem bifurcation of an
equilibrium point p with f(p) = 0 just means that normal hyperbolicity is lost at p∗ = (x∗, y∗).
At these bifurcation points, the fast and slow scales interact in a non-trivial way [22], which
can lead to large jumps in trajectories of the full system (2) for certain types of bifurcations.
A classification of these (bifurcation-induced) critical transitions is given in [20]. As a simple
example consider the normal form for a fast-slow fold singularity
x′ = y − x2,
y′ = −ε, (5)
where C0 = {y = x2} splits into two parts Ca0 = C0 ∩ {x > 0} = {x = ha0(y) =
√
y : y > 0} and
Cr0 = C0 ∩ {x < 0} = {x = hr0(y) = −√y : y > 0} and the fold singularity/point at the origin
0 := (0, 0) = p∗. Since Dxf(x, y) = −2x, we conclude that Ca0 (resp. Cr0) is normally hyperbolic
and attracting (resp. repelling), when viewed as equilibrium points for (4). It is easy to check
using Fenichel’s Theorem that if we start near Ca0 for y(0) > 0, y = O(1) as ε→ 0, y(0) ≈ x(0)2
then we get attracted to a slow manifold Caε , which is located at a distance O(ε) from C0. The
slow dynamics on Caε is governed by y˙ = −1 so that we slowly approach a neighbourhood of the
fold point in finite time. In a neighbourhood of the fold point, one can prove that a jump occurs
directed towards x = −∞; even the precise local asymptotics in ε is well-known [9, 19, 22, 25].
The main point for the work here is that a particular class of critical transitions occurs in fast-
slow systems and that suitable simplifications in these systems to provide analytical guidelines
for time series analysis.
Next, we briefly clarify the role of noise (σ∗ 6= 0). In actual time series measurements of
critical transitions, we always have to deal with noise. This may either originate from internal
system fluctuations, external forcing and/or measurement errors. Hence, we include stochasticity
directly into the modelling framework. Furthermore, it turns out that noise can be useful in
the prediction of critical transitions. The idea is that fluctuations can help to detect critical
slowing down [32], i.e., the linearization Dxf(p) =: A(p) is close to being singular near the
critical transitions at p∗. Indeed, if we consider the linearized fast-subsystem SODE around an
attracting branch of C0 [3, 20] for the simplest additive noise (F ≡ Id, k = m, σg = 0) we get
dX = Dxf(x, y)X dt+ σf dW =: A(p)X dt+ σ∗ dW, (6)
which is just an Ornstein-Uhlenbeck (OU) process X = X(t) ∈ Rm. As long as A(p) has
spectrum in the left-half of the complex plane, one easily checks that the covariance matrix
V (t) := Cov(X(t)) has a stationary limit
V∞ = lim
t→+∞
V (t).
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However, in the limit p→ p∗, there are elements in the covariance matrix, which diverge; see [20]
for more details. For this work, it is only relevant to know that - in practical terms - we expect
the (co-)variance to grow near a critical transition modeled by a sufficiently generic fast-slow
system. Of course, when the fast jump occurs, the (quasi-stationary approximation of the) mean
of the fast variable stochastic process changes drastically, when compared to the mean during
the slow phase approaching the fast subsystem bifurcation.
3 Kernels and Maximum Mean Discrepancy
In this section, we give a brief review of reproducing kernel Hilbert spaces as used in statistical
learning theory as this theory might not be known to experts in critical transitions. The discus-
sion here mostly follows [7, 31, 27]; for a historical perspective see also [28, 1] and for a recent
application related to dynamics see [14]. Let H be a Hilbert space of functions on a separable
metric space X ; more generally, many constructions work for just a set X but we shall not explore
this direction here. Denote by 〈u, v〉 the inner product on H for u, v ∈ H and by ‖u‖ = 〈u, u〉1/2
the induced norm. H is called a reproducing kernel Hilbert space (RKHS) if there exists a kernel
K : X × X → R
such that K has the reproducing property, i.e., ∀u ∈ H, u(x) = 〈u(·), K(·, x)〉 and K spans H,
i.e., H = span{K(x, ·)|x ∈ X}. K will be called a reproducing kernel of H. HK(X ) will denote
the RKHS H with reproducing kernel K. The idea to consider kernels naturally builds upon
finite-dimensional matrix analysis. A function K is called a Mercer kernel if it is continuous,
symmetric and positive definite. The following kernels, defined on a compact domain X ⊂ Rn,
are Mercer kernels:
(M1) linear: K(x, z) = κx⊤z for κ > 0;
(M2) polynomial: K(x, z) = (1 + x⊤z)p for p ∈ N;
(M3) Gaussian: K(x, z) = exp
(−(x− z)⊤(x− z)/σ2) for σ > 0.
If K is a Mercer kernel on X , then there is a unique Hilbert space H of functions on X so that
K is a reproducing kernel. Moreover, kernels can be viewed as generalized dot products. There
exists a feature map Φ : X → H such that
K(x, z) = 〈Φ(x),Φ(z)〉H for x, z ∈ X .
The dimension of the RKHS can be infinite and corresponds to the dimension of the eigenspace
of the integral operator LK : L2ν(X )→ C(X ) defined
(LKu)(x) =
∫
K(x, z)u(z) dν(z), u ∈ L2ν(X ),
where ν is a Borel measure on X . Conversely, for a given H of functions u : X → R, with X
compact, satisfying
∀x ∈ X , ∃κx > 0, such that |u(x)| ≤ κx‖u‖H,
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one can prove that H has a reproducing kernel K. In practice, one frequently just takes the
canoncial feature map Φ(x) = K(x, ·) for a chosen Mercer kernel such as (M1)-(M3).
RKHSs play an important role in change-point detection. Suppose we are given a sequence
of samples x1, x2, · · · , xM from a domain X . We want to detect a possible change-point time
τ , such that before τ , the samples xi ∼ P i.i.d for i ≤ τ , where P is the so-called background
distribution, and after the change-point, the samples xi ∼ Q i.i.d for i ≥ τ+1, where Q is a post-
change distribution. Hence, the problem is to compare two distributions P and Q. Change-point
detection in RKHSs is based on mapping the dataset into a RKHS H and to compute a measure
of heterogeneity, which is small if P = Q and large if P and Q are far apart. Several measures
of heterogeneity have been proposed in the literature; cf. [16] for a survey. We are going to use
the maximum mean discrepancy (MMD)
MMD[H, P, Q] := sup
u∈H,‖u‖≤1
{Ex[u(x)]− Ez [u(z)]}, (7)
as a measure of heterogeneity. We also note an alternative way to express the MMD [13]. Let
Φ : X → H be a continuous feature mapping and assume that K is measurable and bounded,
i.e., supx∈X K(x, x) < ∞. Let P be the set of Borel probability measures on X . We define the
mapping to H of P ∈ P as the expectation of Φ(x) with respect to P
µP : P → H
P 7→ ∫X Φ(x) dP
The maximum mean discrepancy (MMD) between two probability measures is then given as the
distance between two such mappings [13]
MMD[H, P, Q] = ‖µP − µQ‖H, (8)
=
(
Ex,x′[K(x, x
′)] + Ey,y′ [K(z, z′)]− 2Ex,z[K(x, z]
) 1
2
where x and x′ are independent random variables drawn according to P , z and z′ are indepen-
dent random variables drawn according to Q, and x is independent of z. This quantity is a
pseudo-metric on distributions1. For the MMD to be a metric, it is sufficient that the kernel is
characteristic, i.e., the map µP : P → H is injective. This is satisfied by the Gaussian kernel
(both on compact domains and on Rd) for example [30]. The formulation (7) of the MMD will
be more useful for theoretical considerations as discussed in Section 4 while (8) is going to be
more convenient for the estimation of the MMD from time series as discussed in Section 5.
4 Linearization and Maximization
In this section, we would like to show explicitly that for bifurcation-induced critical transitions in
fast-slow SODEs (1), the MMD indeed detects the corresponding change points. Our calculations
in this work are formal, i.e., we use several approximations without rigorous proof. The idea here
is to develop the correct intuition and then study the situation also numerically in Section 5.
Detailed proofs are beyond the scope of this work and will be considered in a future study.
1Given a set M , a metric for M is a function ρ : M × M → R+ such that i.) ∀x ∈ M,ρ(x, x) = 0, ii.)
∀x, y ∈ M,ρ(x, y) = ρ(y, x), iii.) ∀x, y, z ∈ M,ρ(x, z) ≤ ρ(x, y) + ρ(y, z), and iv.) ρ(x, y) = 0 =⇒ x = y.
A pseudometric only satisfies (i)-(iii) of the properties of a metric. Unlike a metric space (M,ρ), points in a
pseudometric space need not be distinguishable and one may have ρ(x, y) = 0 for x 6= y.
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We consider the two-dimensional setting m = 1 = n for (1) as it contains already all the
main features. Furthermore, the definition(s) (7)-(8) implicitly or explicitly involve the kernel
K. Therefore, we would like to consider several basic classes of kernels and study the parameter
dependence of the MMD in these situations near a critical transition. Let (x∗(t), y∗(t)) ∈ R2 be
a trajectory of a deterministic fast-slow ODE (with m+n = 2) lying in an attracting part of the
critical manifold Ca0 such that this trajectory reaches at some time T∗ > 0 a bifurcation point of
the fast subsystem, which is a critical transition [20]. Then it is a standard technique to linearize
the fast variable part of the SODE around the deterministic reference solution to obtain
dX = [∂xf(x∗(t), y∗(t))](X + b(t)) dt+ σf dW =: (−a(t)X + a(t)b(t)) dt+ σ∗ dW, (9)
in the case of additive noise; under suitable assumptions on σg and G, the slow variable noise
terms only enter as higher-order corrections in (9) so we shall drop them here. Classically one
would also aim to remove the mean b(t) from (9) if one only wants to study the variance [3, 20]
but here it is crucial to keep it as a varying parameter. The SODE (9) is a time-dependent OU
process providing a good lowest-order approximation X = X(t) ∈ R to the local fluctuations
transverse to Cε of the fast variable x; see [3, 20, 22] for a more detailed derivation and the validity
range of the approximation. At the critical transition point, we lose normal hyperbolicity so that
a(t) > 0 for t ∈ [0, T∗) and a(T∗) = 0,
where the positive sign of a(t) arises because we introduced an additional negative sign in the
definition (9) as it simplifies the notation below. Note that a(t) is essentially only dependent
upon y∗(t) as we locally can always write x∗(t) = ha0(y∗(t)). The dynamics of y∗ is given by
the slow flow (3). In particular, y∗(t) is only slowly varying so the same holds for a(t). If we
measure the original process x(t) frequently enough over a given time interval, we can make a
quasi-steady assumption that within a time window t ∈ [tj, tj+1] we approximately have
dX = (−a((tj + tj+1)/2)X + a((tj + tj+1)/2)b((tj + tj+1)/2)) dt+ σ∗ dW
=: bjaj − ajX dt + σ∗ dW, (10)
where aj > 0 for tj+1 ≤ T∗. It is well-known [12] that the OU process defined by (10) has a
stationary distribution with Gaussian density
ρ(x; aj , bj , σ∗) =
√
aj
πσ2∗
e−aj(x−bj)
2/σ2
∗ . (11)
It is possible to check that as long as we keep σ∗ > 0 fixed, then the variance of X(t) diverges
near a fast subsystem bifurcation point as t ր T∗ [20]. Furthermore, we can always re-scale aj
using the definition αj := aj/σ
2
∗ in the stationary density to eliminate one parameter
ρ(x;αj , bj) =
√
αj
π
e−αj(x−bj)
2
. (12)
In principle, the density ρ has support on R, yet it is well-established for critical transitions that
we are only interested in the mean and the local fluctuations on time scales before a noise-induced
large deviation effect has taken place. Therefore, we are going to approximate the process on
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a large compact interval X containing b(t). Now we can finally start to study, how a kernel-
based method detects the change point, and how it interacts with critical transitions in fast-slow
SODEs. We can use the MMD to compare two stationary densities
MMD[H, Pi, Pj] := sup
‖u‖≤1
{Ex[u(x)]− Ey[u(y)]}, (13)
where u ∈ H, x ∼ Pi has the density ρ(x;αi, bi) and y ∼ Pj has the density ρ(y;αj, bj). Recall
that
Ex[u(x)] = Ex[〈u,K(x, ·)〉] = 〈u,Ex[K(x, ·)]〉.
Selecting the linear kernel K(x, z) = κxz from (M1) we get
Ex[K(x, z)] = zκ
∫
X
x
√
αi
π
e−αi(x−bi)
2
dx ≈ zκ
∫
R
x
√
αi
π
e−αi(x−bi)
2
dx = κzbi (14)
so we just extract the mean. The MMD is then given by
MMD(M1)[H, Pi, Pj] ≈ κ(bi − bj) sup
‖u‖≤1
〈u, Id〉, Id(z) := z.
The last supremum obviously depends upon H but does not depend upon any parameters of
the fast-slow SODE. In particular, for the linear kernel, only the variation in the mean is picked
up. This is expect since the linear kernel is only characteristic in detecting the mean, i.e., for a
general polynomial kernel with power p, the MMD returns zero if the first p moment coincide.
However, even for the linear kernel and for some critical transitions, this can be sufficient for
detecting them. For example, in the case of a fold (5), we easily get
b(t) =
√
−εt+ y(0)
so the difference between bi and bj increases as t→ T∗. However, for other bifurcations such as
the pitchfork with f(x, y) = xy − x3 we easily check that bi = bj for all i, j due to symmetry.
Hence, we should definitely look at nonlinear kernels.
As above, we can carry out calculations for the more general case of the polynomial kernel
(M2). We obtain
∫
X
(1 + xz)p
√
αi
π
e−αi(x−bi)
2
dx ≈
∫
R
(1 + xz)p
√
αi
π
e−αi(x−bi)
2
dx =: Ip.
The last integral can be evaluated for any p ∈ N and we just give a few examples
I1 = 1 + biz, I2 =
2αi(biz+1)
2+z2
2αi
, I3 =
(biz+1)(2αi(biz+1)2+3z2)
2αi
I4 =
4α2i (biz+1)
4+12αiz
2(biz+1)
2+3z4
4α2i
, I5 =
(biz+1)(4α2i (biz+1)4+20αiz2(biz+1)2+15z4)
4α2i
.
For I1 we just get a shifted linear kernel, which only depends upon the moving average/mean bi,
while for all higher (p ≥ 2) exponents, the MMD also depends upon the moving variance ai. We
know from the theory of stochastic fast-slow systems that far away from the critical transition
the variance is very small, at least in the linearized approximation, so we formally take the limit
αi →∞, which yields
lim
αi→+∞
Ip =
∫
R
(1 + xz)pδbi(x) dx = (1 + biz)
p. (15)
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where δbi denotes the delta-distribution centered at bi. The result tells us that the MMD
lim
αi,αj→∞
MMD(M2)[H, Pi, Pj] ≈ sup
‖u‖≤1
〈u, (1 + bi·)p − (1 + bj ·)p〉 (16)
becomes more independent of the (scaled) variance αj away the critical transition. Approaching
the critical transition itself, we have to take the limit αi → 0, in which case Ip becomes
lim
αi→0
Ip = +∞, for p ≥ 2 and z 6= 0.
From this result, one might be tempted to conjecture that the MMD could become infinite as
we approach the critical transition. Yet, this is a very subtle point in practice. For example,
consider p = 2, then we have to consider the difference
2αi(biz + 1)
2 + z2
2αi
− 2αj(bjz + 1)
2 + z2
2αj
. (17)
Let us calculate this expression for the fold bifurcation. We get with t¯j := (tj + tj+1)/2 that
αj =
1
σ2∗
√
−εt¯j + y(0) and bj =
√
−εt¯j + y(0).
Now let us assume that we just make a small time step for the estimate between the two densities
so that t¯j = t¯i + δ. Plugging this into (4) and Taylor-expanding yields to first-order in δ that
αi ≈ αj − εδ
2σ2∗
√
y(0)− t¯jε
and bi ≈ bj − εδ
2
√
y(0)− t¯jε
.
Note that the last formula contains three small parameters: δ, ε, σ∗. This very subtle in practical
terms since the relative ratios now matter crucially as the critical fold transition is approached.
Plugging in the approximations we get that the difference in (17) is approximately equal to
1
4
δzε

z
(
σ4
∗
(y(0)−t¯jε)3/2 − 4
)
σ2∗
− 4√
y(0)− t¯jǫ

 +O(δ2) =: ζ(z; δ, ε, t¯j).
So we conclude that for polynomial kernels (M2) it might be theoretically possible to use the
MMD as a warning sign since we have
MMD(M2),fold[H, Pi, Pj] ≈ sup
‖u‖≤1
〈u, ζ(·; δ, ε, t¯j)〉, (18)
which does diverge for fixed δ as the fold critical transition is approached when εt¯j → y(0).
However, if δ is very small (see also Section 5) then we simply will not see any change in the
MMD up to a very small neighbourhood of the transition. However, we still see that the MMD
is an excellent binary classifier as the mean between the pre-jump and post-jump distributions
are very different.
Next, we will use the Gaussian kernel, which is actually characteristic for any moments. It is
among the most widely used kernels in machine learning. We get that
Iσ :=
∫
R
e(−(x−z)
2/σ2)
√
αi
π
e−αi(x−bi)
2
dx =
√
αi
αi +
1
σ2
e
− αiµ
2
αiσ
2+1 .
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It is useful to consider the two limits, away from the critical transition for αi →∞ and near the
transition for αi → 0. For the former we get
lim
αi→+∞
Iσ = e
− (bi−z)
2
σ2 . (19)
Hence, the MMD satisfies
lim
αi,αj→∞
MMD(M3)[H, Pi, Pj] ≈ sup
‖u‖≤1
〈
u,
(
e−
(bi−·)
2
σ2 − e−
(bj−·)
2
σ2
)〉
(20)
far away from the transition and the difference in means is crucial. Very similar calculations as
in the polynomial case show that the time scale δ in comparing the distribution as well as the
sizes of ε and σ2∗ restrict the MMD somewhat as a practical early-warning sign. In summary, we
have seen that the MMD is expected to be an excellent way to detect critical transitions, when
the underlying dynamical system is given by a stochastic fast-slow SODE. The kernel parameters
and fast-slow system parameters crucially matter to attenuate or decrease certain detection and
early-warning scenarios as shown by the (semi-)explicit formulas above.
5 Model Problems and Time Series
5.1 An MMD Estimator
We give with a brief description regarding the numerical calculation of the MMD based upon
the theory in Section 3. Following up on formula (8), one can check that given two i.i.d samples
(x1, · · · , xM) from P and (z1, · · · , zM) from Q, an unbiased estimate of MMD is [13]
MMD2ub :=
1
M(M − 1)
M∑
i 6=j
H(ηi, ηj), (21)
where ηi := (xi, zi) and H(ηi, ηj) := K(xi, xj)+K(zi, zj)−K(xi, zj)−K(xj, zi) and convergence
takes place in distribution. When P 6= Q, it can be shown that, under certain assumptions [13],
MMD2ub −MMD(H, P, Q)√
Vl(P,Q)
D−→ N (0, 1),
where VM(P,Q) = O(M−1) as M →∞ and N (0, 1) is the standard normal distribution. When
P = Q, it can be shown that, under certain assumptions [13],
M MMD2ub
D−→
∞∑
ℓ=1
λℓ(w
2
ℓ − 2),
where wℓ ∼ N (0, 2) i.i.d., λi are solutions of the eigenvalue problem for the centered kernel
K˜(xi, xj) := K(xi, xj)−ExK(xi, x)−ExK(x, xj)+Ex,x′K(x, x′). In particular, the estimator (21)
we are going to use here is known to give a controlled numerical approximation to the MMD if
the sample size M is sufficiently large.
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5.2 Numerical MMD for a van der Pol Oscillator
In this section, we study the fast-slow SODE (1) given by a van der Pol-type oscillator with
f = y− 27
4
x2(x+1), g = −1
2
− x, F = 1, G = 1, σf = 0.1, σg = 0.1, ε = 0.01, (22)
which was used originally in [34] to study the reliability of early-warning signs for critical tran-
sitions.
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Figure 1: Numerical computations for the fast-slow SODE (1) with detailed model specifica-
tion (22). (a) Time series for the fast variable x showing the typical (noisy) relaxation oscillations
of van der Pol-type oscillators. (b) Plot of the squared MMD using the estimator MMD2ub for a
polynomial kernel with p = 2.
We numerically integrate the equations using standard SODE algorithms [17] generating a
single time series of 5 · 106 points, which is shown in Figure 1(a), where we normalized the
horizontal time axis to the unit interval [0, 1]. We analyzed the time series for the fast variable
and computed the MMD (21) as shown in Figure 1(b) for a polynomial kernel as defined in (M2)
with p = 2. Note that even if the polynomial kernel defined in (M2) is not characteristic, it still
can offer some insight on changes of the low order moments. In the computation each sliding
window consists of M = 1000 points, within which we estimate the MMD in comparison to a
window shifted by 200 points by using (21).
We observe that the MMD is an excellent binary classifier for the critical transitions gen-
erated at the two fold points of the critical manifold C0 = {f = 0}. It is also easy to check
computationally that the results are qualitatively the same for all types of polynomial kernels for
p ∈ {2, 3, 4, . . .}. Between the fast jumps at the fold points, the MMD is very small. Once the
jump at the fold is included, then a large spike in the MDD is observed as predicted by our theory
from Section 4. In particular, change-point detection can easily be automated. Near each jump,
we can also look at a smaller scale before the critical transition. Figure 2 shows the MMD near
the first critical transition. There seems to be a small tendency to increase before the transition
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Figure 2: Same computation as in Figure 1. The figure just shows a zoom near the first critical
transition.
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Figure 3: Same computation as in Figure 2 except that we now select a large shift in the sliding
window, instead of 200 points we take 1000 points, i.e., non-overlapping windows. The MMD is
now larger by about a factor four to five, precisely as predicted by the theory from equation (18)
as we have increased essentially δ by a factor five. This means we get a slightly more pronounced
warning sign, yet it is still probably too small to be practically useful.
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on a much smaller scale as already predicted from the theoretical considerations in Section 4 as
δ is indeed small in our simulations in Figure 2. If we increase the window shift from 200 to 1000
(i.e., non-overlapping but adjacent windows), we can indeed see a slightly better early-warning
sign as shown in Figure 3. However, the warning sign seems still to hold only very close to the
transition so it might not be practically feasible. Furthermore, if we increase the shift even more,
the choice of sliding window is crucial, which we simply do not know in advance for a single
critical transition. Yet, if we have many transitions, it might be possible to configure the MMD
to always compare the current distribution to a learned pre-tipping reference distribution.
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Figure 4: Numerical computations for the fast-slow SODE (1) with detailed model specifica-
tion (22). (a) Time series for the fast variable x showing the typical (noisy) relaxation oscillations
of van der Pol-type oscillators. (b) Plot of the squared MMD using the estimator MMD2ub for a
Gaussian kernel with σ = 1.
In Figure 4, we show the MMD for the Gaussian kernel from (M3) with parameter σ = 1. The
conclusions are similar to the polynomial kernel that also the Gaussian kernel performs excellent
in detecting the critical transitions, i.e., it is a very good binary classifier. The only key difference
is the larger baseline fluctuations in the Gaussian case in comparison to the polynomial case in
Figure 1.
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