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Automatic understanding of human behaviors is a challenging research topic and 
is vitally important for video surveillance. Previous researches working on this topic 
focus mainly on the recognition of some articulated human behaviors such as walking 
and running. Graphical Models or Hidden Markov Models are widely used to leam 
the characteristics of human actions. However these methods are often action-specific. 
Real-world applications are unlikely to be restricted only to the recognition of some 
carefully modeled human behaviors, especially for the purpose of irregularity 
detection. The hard-to-defme but easy-to-discriminate property of irregular human 
activities makes statistical methods more appealing, which do not explicitly assume a 
set of rules or parameters for a specific human action. Instead they try to leam the 
patterns of normal human behaviors from the training videos, and thus infer about the 
irregularity. 
In this thesis, we propose an approach for detecting unusual human activities in 
videos without the need to define all valid configurations explicitly. Given a video 
database which contains some normal human activities for one particular context, we 
learn the statistical presentation of these normal activities, and consider the activities 
as irregular which are quite different from these normal activities. The underlying 
principle is that newly observed normal activities have large correlation with previous 
activities in the training database while irregular activities do not. Within the 
framework of Bayesian inference, the detection process is formulated as a maximum a 
posteriori (MAP) estimation problem. 
I 
Our approach has four contributions: firstly, we build the statistical 
representation of normal activities in the database using non-parametric kernel density 
estimation; secondly, we can account for large changes in appearances, illuminations, 
and background scenes; thirdly, the feature set is highly compressed by PCA and 
stored in a K-D tree structure, making the search for behavior-based similarity fast 
and effective; fourthly, it requires no explicit motion estimation and no predefined 
class-based templates. 
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Computer vision is the science that develops the theoretical and algorithmic basis 
by which useful information about the world can be automatically extracted and 
analyzed from an observed image, image set, or image sequence [1]. 
It is estimated that 75% of the information received by human beings is visual 
[2]. When one receives and uses visual information, we refer to this process as 
perception or understanding. When the job is done by a computer, we call it computer 
image processing and recognition. The manipulation of images by computer is a 
relatively recent development. Even though earlier work existed, it was not until the 
late 1970s that a more focused study of computer vision started, when computers were 
able to manage the processing of large data sets such as images. In its short history, 
many methods are proposed for solving various well-defined computer vision tasks 
with varying degrees of success (as shown in Fig 1-1). Some of them are still in the 
state of basic research, but more and more methods have found their way into 
commercial products. For most practical applications, the computer is often 
pre-programmed to solve a particular task, but methods based on learning are now 
becoming increasingly common. 
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Fig 1-1 Relat ion b e t w e e n C o m p u t e r Vision a n d var ious applications. 
1.1 Visual Detection 
In computer vision, object detection means identifying some properties of the 
particular way an object is present in images or video sequences. It refers to anything 
from finding the location or the silhouette of an object to identifying a number of its 
well-defined components. All these are considered object detection problems at 
various levels of detail [3]. 
Human beings can easily segment an image and pick up the object of interest 
from their accumulated knowledge about the world. However, the problem of object 
detection is not easy for computers since most physical objects do not produce 
instances with a single measurable property. The object itself may have different 
degrees of variability. It may be a rigid 2D object, such as a stationary car, or it may 
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be a highly deformable object, such as the silhouette of a walking person. Thus, an 
extensive training process is often required before detection. 
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Fig 1-2 Face Detection and Recognition System. 
Object detection is quite an application-oriented process. We can find a variety of 
applications in object detection. For example, one of the goals of Intelligent 
Transportation Systems (ITS) is to improve traffic safety. One method is to install an 
on-board driver alert system against approaching warning signs such as stop sign, 
yield sign, and etc. Thus detecting such road signs is useful [4]. Automatic Human 
Face Detection Systems (see Fig 1-2), which are widely used in places such as 
customs and police offices, can recognize human faces efficiently and help save a lot 
of human power. Automobile License Plate Recognition Systems placed at highway 
toll gates can recognize and register the license numbers of the passing vehicles very 
quickly (see Fig 1-3). They can also be used to record the vehicles that break traffic 
rules. Character recognition technologies can detect and recognize the characters 
presenting in text documents with a high degree of accuracy. Object detection can 
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also be applied in building detection and model construction. It is of great economic 
importance to accurately determine the shape and location of buildings from aerial 
images, since manual delineation is extremely expensive, and there are a number of 
applications waiting for affordable 3D building data. 
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Fig 1-3 Automobile License Plate Recognition System. 
1.2 Irregularity Detection 
Irregularity detection has become a hot topic in the field of computer vision. It 
can be used in many areas of our daily life, such as defective product detection in 
quality control systems or irregular human behavior detection in various video 
surveillance systems. 
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Fig 1-4 Single Camera Surveillance System. 
Over the past 20 years only governments and large business institutions have 
been able to afford the luxury of video surveillance. In recent years, due to the ever 
growing concerns of security controls, together with the declining hardware prices, 
more and more video surveillance systems are installed in offices, shopping malls, 
residential areas, and etc. For some circumstances, a single surveillance camera 
provides a significant measure of protection, as shown in Fig 1-4. For some larger 
facilities, multiple cameras and complete video management systems are often 
required, as shown in Fig 1-5. Traditional surveillance systems usually require 
security personnel to monitor the screens all the time. Security holes exist when they 
are off-duty or can not fully concentrate on their work. So automated suspicious 
human behavior detection has been the ultimate goal for many intelligent visual 
surveillance systems. 
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Fig 1-5 Complex Video Surveillance Management System. 
The research of irregular human behavior detection in videos is very necessary 
and meaningful. It has many merits, for example, it can detect and alert security 
personnel simultaneously as suspicious activities are happening; it can save a lot of 
human power required for monitoring the screens otherwise. In addition, given a 
small video clip containing an action of interest (e.g., waving arms), we can detect the 
locations of similar actions in a long video sequence. So irregularity detection is 
critical for such computer vision applications as video surveillance and action-based 




The purpose of this thesis is to describe an approach to a problem of great 
practical concern - detecting irregular human behaviors in real-world video 
sequences. 
2.1 Definition of Irregularity 
Automatic understanding of human behaviors in video sequences is a 
challenging research topic for computer vision. Among its variety of applications, 
detecting irregular human behaviors is vitally important for video surveillance. 
Actually, it is hard to give an absolute, explicit definition of irregular human 
activities because it depends on the context in which the activities happen. Suspicious 
activities in one situation may be normal in another. In this thesis, we propose an 
interpretation to the term 'irregularity' from a relative perspective. Given a video 
database which contains the normal human activities for one particular context, we 
learn the statistical presentation of these normal activities, and consider the activities 




With the above definition, we present an effective algorithm for detecting 
irregular human activities based on behavior similarity comparison. It provides a 
measure for the degree of consistency between the motion patterns in two video 
segments. The underlying principle is that newly observed normal activities have 
large correlation with previous activities in the training database while irregular 
activities do not. The detection is performed without any prior knowledge of the type 
and nature of the activities in videos. Our method provides four contributions: 
Firstly, we build the statistical representation of normal behaviors in the training 
videos using non-parametric kernel density estimation. 
Secondly, we can account for large changes in appearances, illuminations, and 
background scenes. 
Thirdly, the feature set is highly compressed using PCA and stored in a K-D tree 
structure, making the search for behavior-based similarity fast and effective. 
Fourthly, it requires no explicit motion estimation and no predefined class-based 
templates. 
Experimental results have validated our approach in many real-world video 
sequences. 
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2.3 Review of previous work 
Irregular human behavior detection is quite an application-oriented process. It is 
closely related to the problem of detecting and recognizing human beings in images 
and videos, which serves as a basis for the further analysis of human activities. 
Previous approaches to the problem can be generally categorized into two classes: 
model-based methods and statistical methods. 
2.3.1 Mode卜based Methods 
The first class consists of model-based methods, which primarily focus on the 
recognition of a set of well studied human behaviors. Assuming a predefined set of 
rules and parameters, model-based methods build parameterized models to capture the 
important characteristics of the studied actions. The construction of these models is 
usually done via an extensive learning process, where many examples of each 
specialized action are provided (often manually segmented or manually aligned). 
For example, the work of [5], [6], [7] and [8] uses motion models to recognize 
articulated human actions, such as smiling, walking and sitting. These motion models 
are action-specific in that they characterize a particular type of human actions with a 
small number of parameters obtained by PCA. Hidden Markov Models (HMMs) are 
also widely used to model complex dynamic behaviors [9], [10] and [11]. HMMs 
quantize the feature space into a set of discrete state and model how states change 
with time. HMMs are most favored by offering dynamic time warping implicitly and 
formulating the Bayesian semantics clearly. But HMMs are restrictive since they 
model a single action with only a small set of discrete states. 
9 
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Fig 2-1 Graphical Models. 
Another common choice is to use graphical models, which model an object by a 
collection of body parts arranged in a deformable configuration, as shown in Fig 2-1. 
The appearance of each part is described separately, and the deformable configuration 
is represented by spring-like connections between pairs of body parts. The number of 
body parts and the typology of the configuration are determined either by learning or 
by hand. For example, Felzenszwalb et. al in [12], [13] adopt pictorial structure 
models introduced in [14] for object recognition. Ramanan et. al in [15], [16] develop 
a tracking system capable of detecting and recovering the configuration of human 
primitive poses. With possible body parts detected in each frame, the optimal 
configuration is obtained through Bayesian inference (e.g., Loopy Belief Propagation). 
The method is also applied to model textured animals [17]，[18]. Fanti et. al in [19] 
introduce the hybrid models by combining multiple cues into the learning process. 
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loffe et. al in [20] use a mixture of tree structure models to handle object occlusions 
where multiple parts of an object may disappear simultaneously. In common, the 
performance of these methods relies heavily on the reliable detection of the requisite 
body parts, which often fail due to occlusions or sudden motion changes. So some 
prior understanding and segmentation of the scene, or manual initialization is often 
required. 
Model-based recognition methods have been proven successful in some cases, 
but very limited in generalization. Real-world applications are unlikely to be restricted 
only to the recognition of some well modeled human behaviors. In the field of 
irregularity detection, the performance of model-based methods is expected to be 
good in situations where all normal human behaviors are well modeled and 
constrained. For each type of human actions, a specific model needs to be built. But 
the large number of normal activities in an unconstrained environment makes it very 
difficult to model them comprehensively. What's more, we often need to deal with 
some video sequences without any prior knowledge about the type and nature (e.g., 
periodic or non-periodic) of the activities in them. Therefore, some less restrictive 
alternative approaches are necessary. 
2.3.2 Statistical Methods 
The second class contains statistical methods. The hard-to-define but 
easy-to-discriminate property of irregular human activities makes statistical methods 
more appealing. They do not explicitly assume a set of rules or parameters for a 
specific human action. Instead they try to automatically learn the patterns of regular 
human behaviors from the training video sequences, thus inferring about the 
irregularity. 
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The approaches in [21], [22] and [23] are designed to cope with the periodic 
nature of certain human activities using low-level energy spectrum representations. 
They are only capable of recognizing and classifying repetitive activities. Temporal 
templates such as motion-energy images (MEI) and motion-history images (MHI) are 
used to recognize many types of aerobics exercises [49]. Stauffer et. al in [24] develop 
a real-time visual monitoring system that detect unusual events by observing moving 
objects and learning patterns of normal activities. Efros et. al in [25] compute the 
optical flows and use them to distinguish different human actions. However, dense 
unconstrained motion estimation is highly noisy and unreliable. Aperture effects exist 
for objects wearing uniform-colored clothes, especially when they are large in size. In 
[26], an unsupervised technique using Normalized Cut is developed to detect unusual 
activities in videos, but the features that they adopt are too global to discriminate local 
irregularities. In [27], [28], empirical distributions of spatiotemporal gradients 
collected from an entire video clip are used as discriminative features. The histogram 
feature is relatively insensitive to the changes in scale and spatial appearances. But the 
method requires a simple background setting. The approaches in [31], [32] using 
space-time correlation of video segments is significantly time-consuming as the 
growth of the database volume. 
Recently, methods that exploit local features have been proposed and good 
experimental results are given in static images [29] and video sequences [30], [33], 
and [34]. Lowe et.al in [29] finds the locations of scale-invariant comer features 
where the image values have significant variations in both directions. To detect and 
recognize objects in videos, Laptev et. al in [34] introduce the concept of space-time 
corner features - regions where the image values have significant variations in both 
space and time, as shown in Fig 2-2. These discrete comer features capture the local 
12 
characteristics and provide a compact representation of the objects to be recognized. 
However, the success of these methods relies on the assumption that one can detect a 
sufficient number of stable comer features. Unfortunately, it often fails in many 
situations where the motions contain no sharp inconsistencies or due to occlusions. 
Besides, local corner features are often falsely triggered due to changes in 
illuminations, which further undermine the accuracy of object recognition. 
Fig 2-2 Local Space-time Interested Points. 
Left: 2D view. Right: 3D view. 
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2.4 System Outline 
Our system consists of two modules: off-line training module and online 
detection module, as shown in Fig 2-3. 
System Training (off-line) | j | Activity Detection (on-line) 
I Database I r / Input Videos 
Background Subtraction ^O | No Background Subtraction 
Y.5S j Y(js 
! Moving Objects ~ ~ J | / Moving Objects 
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! Database Block Vectors j | / Input Block Vectors j 
I 
PCA -J 
Principal Bases j -
j Compressed Vectors j | Subspace Projection 
Vector Quantization I 
! Clusters & Prototypes J j / Compressed Vectors j 
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Irregular Activities ~ 
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Fig 2-3 System Outline. 
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In the first step, background subtraction is performed for both training videos and 
new input videos. Similar activities can be recorded in various background settings. 
Through background subtraction, we can account for large changes in background 
settings. 
In the second step, we extract a set of video volumes every several pixels densely 
within the foreground regions. For each volume, we compute the normalized 
histogram of oriented spatiotemporal gradients as its feature vector. After that, we 
perform Principle Component Analysis (PCA) to seize the principle components of 
the feature set. 
For off-line training module, the third step is to learn the characteristics of 
normal activities through statistical methods. First, we find a set of prototype features 
by classifying the feature set into a number of clusters. Each cluster consists of the 
vectors with similar activity properties. Next, we estimate the distributions of normal 
activities in the feature subspace for each cluster using Kernel Density Estimation 
methods. 
For online detection module, the third step is to conduct the MAP estimation 
based on the Probability Density Functions learned above. Under the Bayesian 
framework, we reduce the problem of irregularity detection to an MAP estimation. 
In the following chapters, we'll describe specifically on each step of the system. 




Similar activities can be recorded by different people in various background 
settings, as shown in Fig 3-1. Theoretically speaking, they are of the same type. In 
practice, we may falsely classify them into different types if we take background 
information into consideration. As this, we perform background subtraction and focus 
our efforts on foreground human activities. Background modeling is widely used in 
many tracking and surveillance systems [35], [24]. It is a vital process with two major 
contributions: 
1) It greatly reduces the computational and memory cost. 
2) It enables us to deal with considerable changes in background scenes. 
• I 國 
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Fig 3-1 Similar activities in different background settings. 
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3.1 Related Work 
A robust video surveillance and monitoring system should not depend on the 
careful placement of cameras. It should be capable of dealing with movement through 
cluttered areas, objects overlapping, shadows, lighting changes, slow-moving objects, 
and repetitive motions of background elements (e.g., swaying trees). However, 
traditional background modeling methods typically fail in these general situations. 
Haritaoglu et. al [36] use the estimates of minimum, maximum and the largest 
inter-frame absolute difference images to determine foreground pixels. It results in a 
significant level of noise. Ridder et. al [37] model each pixel with a Kalman Filter, 
which makes their system more robust to lighting changes in the scene. But it can not 
handle bimodal backgrounds well. Pfinder [38] uses a multi-class statistical model for 
the foreground objects, but the background model is a single Gaussian per pixel. 
Methods in [39], [40] use an eigenvector approximation of the entire image, but they 
are inferior in adaptability in terms of the need of long time surveillance. 
In our system, we adopt an adaptive background subtraction method introduced 
in [41]. We model the intensity values of each pixel as a mixture of Gaussian 
distributions. The model is online updated adaptively to cope with the changes in 
background scenes. Based on the persistence and variance of each Gaussian 
component of the mixture, we determine which Gaussian distributions are most likely 
to result from the background. Pixels whose values do not fit the background 
distributions are considered foreground until there is a background Gaussian 
component which supports them with consistent statistical evidence. 
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3.2 Adaptive Mixture Model 
Given a video sequence = 1 , w e consider the values of a 
particular pixel over time as a time series of intensity scalars or color vectors. At any 
time t , what is known about a particular pixel {：^：卩，少。} is its history: 
{/p/2,...,/,} = { / ( x o , 0 1 / = 1 , 2 , i < / < r } 
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Fig 3-2 Histogram of the intensity values over time. 
(a) Left: Outdoor scene with a circle on the top left corner showing the location of the chosen sample 
pixel. Right: Histogram of the intensity values of the sample pixel, (b) The intensity values over time. 
If the values of each pixel result from a unimodal distribution, a single Gaussian 
function would be sufficient to model these pixel values while accounting for 
acquisition noise. However, in practice, as shown in Fig 3-2, multiple modals often 
appear for pixels subject to changes in lighting conditions or respective motions of 
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background elements, such as swaying leaves on a tree or a flag in the wind. So an 
adaptive, multimodal model is required. 
In our work we model the recent history of each pixel, {/^/^,...,/,}, as a mixture 
of K Gaussian distributions. The probability of the current observed pixel value is 
= i X , � ( / , , � � ) ’ (3.1) 
k=\ 
and 
1 ( 1 T \ 
G(/,，"々 ’,，S,’,）= rexp - - ( / , ( / , - / / , ,) , (3.2) 
where G is a Gaussian probability density function. K is the number of Gaussian 
components, currently chosen from 3 to 5. ju�, and are the mean value and 
covariance matrix of the Ath Gaussian in the mixture at time t , and co^ ^ is the 
weight of the kth Gaussian at time t. d is the number of color channels. For color 
images, d = 3 . For computational reasons, we assume independency and the 
covariance matrix is reduced as 
ZjM = 
It assumes that the values for R, G, B channels are independent and have the same 
variances. While it is certainly not the case, the assumption allows us to avoid a costly 
matrix inversion at the expense of some accuracy. 
Thus, the recently observed values of each pixel in the scene are characterized by 
a mixture of Gaussian distributions. In general, a new pixel value will be represented 
by one of the existing Gaussian distributions and used to update the model adaptively. 
1 9 
3.2.1 Online Model Update 
An adaptive background model is necessary to deal with changes in lighting 
conditions, background scenes and shadows over time. In the mixture model, the 
values of each pixel are characterized by the parameters of each 
Gaussian component. We now discuss how to online update these parameters. 
At the initial stage, we initialize each of the K Gaussian components with a 
low weight and a high variance. The first K pixels values are chosen as the initial 
mean values of the mixture model. 
After that, for every new pixel value, /,，K<t<T, it is checked against the 
existing K Gaussian distributions to find potential matches. A match is defined as a 
pixel value being within 2.5 standard deviations of a distribution. This threshold can 
be perturbed with little effect on performance. 
Supposed such a match exists, the prior weights of the K distributions at time 
t are adjusted as follows: 
ohj 二 (1-仅)吟’+ aM�,, \<k<K, (3.3) 
f 1，if matched 
= ( 0，otherwise，（3.4) 
where a is the learning rate. \/a defines the time duration of background changes. 
The weights are normalized after the approximation. “ is a low-pass filtered 
average of the posterior probability that pixel values match the fdh Gaussian 
component given the observations from time 1 through t . The Gaussian component 
which matches currently gets its weight increased, while others are down weighted. 
Likewise, the parameters ju^  , and Y^�, are adjusted as follows: 
2 0 
= {(1 - Pk’M’丨+ PkJ.W,, + 外,_i(l - M,,), (3.5) 
= ( 0 - A’X’ , - i + P k M - M . / i l , - ",’,)}M,, 
。 ， (3.6) 
+ < , - 1 ( 1 - M � , ) 
Pk,, = «<^(7,，/Vi 丄 iM-i)， （3-7) 
where is the same learning factor as mentioned above, except only that the 
matching probability is included in the estimation. The Gaussian component which 
matches currently gets its mean and variance values adjusted, while others remain 
unchanged.. 
If none of K distributions match the current pixel value, we rank the Gaussian 
I, — f^k 
components by =~，find the least matched component and replace its 
parameters with a low weight, a high variance, and the current value as the mean 
value. Other remaining distributions are updated by equations (3.5)，(3.6)，(3.7). 
Let's summarize the update procedures: 
1) Initialization. 
2) For a new pixel value I,’ K <t<T 
If a match exists, then for each k, , \<k<K 
CO,, = + aM," 
"*，，= (0 - PkM’,-i + PicJ.Wk, + “� ,-1(1 - M, ,) , 
= { ( 1 - A ’ X , —丨 + Pk入I, - "、,)'(/, - , 




M � ' = [ 0, otherwise ‘ A . = 
Else, if no match exists, then 
Rank the Gaussian components by ：~ , find the least 
� - 1 
matched component and replace its parameters with a low weight, a 
high variance, and the current value as the mean value. For the 
remaining Gaussian Components 
C0k’t = (1 -«H . , -P Mkj = ^It = (^It-i • 
3) Repeat Step 2 until the end of the video sequence. 
One of the significant advantages of this method is that, when the pixel value 
corresponding to the foreground is included into the mixture model, it does not 
destroy the existing background model immediately. The original background 
distributions remain in the mixture until one of them becomes the /Cth matched 
distribution and a new pixel value is observed. So if an object is stationary just long 
enough to become part of the background and then it moves, the distributions 
describing the covered background still exist with the same mean value and variance, 
but a lower weight. They will be quickly reincorporated into the background model. 
3.2.2 Background Model Estimation 
As the parameters of the mixture model for each pixel change with time, we 
would like to determine which portion of the mixture best represents the background 
scenes currently. Heuristically, those Gaussian distributions with high weight and low 
variance are more favorable. To illustrate this, consider the relatively higher weight 
2 2 
and lower variance for the background pixels when no moving objects are visible. In 
contrast, when a moving object occludes some background scenes, it will either 
increase the variance of an existing distribution or introduce a new distribution with 
low weight if unmatched. Therefore, we rank the Gaussian distributions of the 
0). 
mixture by the value of ~ - . This value increases both as a distribution gains more 
evidence and as the variance decreases. As the Gaussian component with a high 
weight usually has a low variance, we simply choose the first B components as the 
background model through 
b 
B = > 5), (3.8) 
b k=l ’ 
where is a measure of the minimum change in pixel values that should be 
accounted for by the background. If a small value is chosen for S，the background 
model is reduced to be a unimodal distribution. If S is higher, a multimodal 
distribution is obtained to handle repetitive background movements. Fig 3-3 shows 
the learned average background settings in the videos of Exp. 3. 
^ • B L 
Fig 3-3 Sample Learned background settings. 
Left: The training video. Right: The test video. 
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3.2.3 Foreground Segmentation 
We assume the first B Gaussian distributions result from the background. For 
the current pixel value, if it match one of its first B distributions, the pixel is 
considered as a background pixel at time t . Otherwise, it is labeled as a foreground 
pixel at that time. Such a measure allows us to identify foreground pixels in each new 
frame while updating the background models. These foreground pixels can be 
segmented into regions by a connected component labeling algorithm [42]. This 
procedure is important in determining the spatial extent of the whole acting objects. 
Connected component labeling algorithm works on both binary and gray-level 
images. It scans an image pixel-by-pixel and groups its pixels into connected regions, 
that is, regions of adjacent pixels which share the same set of intensity values V 
(For binary images, V = {\} for foreground pixels and 厂= {0} for background 
pixels). We assume 8-connectivity and binary images. The labeling process is as 
follows: 
1) Scan each image by moving along a row until it comes to an unlabeled 
foreground pixel point 尸�. 
2) Examine the four neighbors of P^  shown in Fig 3-4，which have already 
been visited in the scan. 
P 3 P i 
P2 Po 
Fig 3-4 Neighbor pixels to be examined. 
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If all four neighbors are of 厂={O}, assign a new label to P^, 
Else if only one neighbor is of V = {\}, assign its label to P^， 
Else if more than one of the neighbors have F = {l}, assign one of the 
labels to P^  and make a note of the equivalence. 
3) Return to Step 1 until all foreground pixels are scanned. The equivalent label 
pairs are sorted into the equivalence classes and a unique label is assigned to 
each class. 
4) A second scan is made through the image, during which each label is 
replaced by the label assigned to its equivalence classes. 
We detect the acting objects by keeping the largest connected components. Fig 
3-5 and Fig 3-6 gives some sample frames of the videos in Exp. 3. The foreground 
objects are given below the original frames. Note that the segmented foreground 
objects can be quite different in spatial size due to changes in zoom or in distance to 
the video camera. This disparity in spatial scale poses great difficulty in distinguishing 
similar activities of the same types recorded at different circumstances. To account for 
this disparity, we normalize the spatial extents of foreground objects to a common 
fixed size (e.g., 120 pixels x 60 pixels) before further processing if the disparity is 
distinct. Such a measure allows us to deal with activities at different spatial scales 
flexibly. 
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Compared with traditional methods of analyzing videos on a frame-to-frame 
basis, in our work we explore the use of video volumes, which provide three 
fundamental types of information: 
1) The spatial appearance of the acting objects. 
2) The geometric layout and structure of the acting objects. 
3) The evolution of human activities over time. 
In fact, spatiotemporal texture has been studied for video synthesis [43], [44]. In 
video synthesis, it is important to preserve both the spatial and the temporal properties 
(in order to generate a long realistic looking video sequence from a short video clip). 
But in human behavior recognition, it is not desirable to be sensitive to the spatial 
appearance since we hope to recognize similar activities performed by different 
people wearing different clothes. Therefore, we compute the normalized histogram of 
oriented spatiotemporal gradients for each video volume within the foreground 
regions, which is less sensitive to the appearance changes. Similar features have been 
used in [45], but confined to static images. 
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4.1 Various Feature Descriptors 
Detecting human beings in images and videos is a challenging task owing to 
their variable appearance and the wide range of poses that they can take. The first 
priority is a robust feature set that discriminate human beings clearly, even under 
cluttered backgrounds with changing illuminations. Various feature descriptors are 
proposed in previous work. For example, Lowe in [53] suggests the Scale Invariant 
Feature Transformation (SIFT) feature descriptors for matching scale-invariant 
interested points. The success of this method relies on the assumption that one can 
stably detect a number of interested points. Unfortunately, it often" fails in many 
situations where the motions contain no sharp inconsistencies or due to occlusions. 
Gavrila & Philomen in [54] extract edge images and match them to a set of learned 
exemplars using chamfer distance. Mikolajczyk et al in [56] use a combination of 
orientation histograms with binary gradient magnitudes to model and detect body 
parts (e.g., faces, heads, and arms). Viola et al in [55] build an efficient moving 
person detector based on Haar-like wavelets and space-time differences. 
m B M H H H H I I H I ^^BHHHHI^^HH 
m H B B 
Fig 4-1 Detecting upright human beings. 
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In [45], orientation histograms are used to detect and localize upright human 
beings in static images. It can deal with a variety of articulated poses with different 
appearance/clothing. As shown in Fig 4-1，it performs well under various background 
settings. In our work, we extend it into video volumes and compute the histograms of 
oriented spatiotemporal gradients as their features. 
4.2 Histogram of Oriented Gradients 
The distribution of intensity gradients or edge directions provides rich 
information about the appearance and shape of the acting objects, and characterizes 
the underlying motions rather well (see Fig 4-2). 
• •圓 
• • • • B B B H I i 
Row (a): Sample frames of different activities 
H I W f U 
• • H I H H I I H H 
Row (b): Corresponding Gradient Magnitudes 
Fig 4-2 Intensity Gradients. 
As this, we compute the histograms of oriented spatiotemporal gradients as 
discriminative features. Fig 4-3 shows the feature extraction process. 
3 0 
/ Videos / Background J Foreground / ^ Compute 
/ Sequences / * Subtraction 7 Objects / Gradients 
I Weighted voting into | contrast normalizing 人 … / 
‘。「丨ei。npah|=ram histograms over blocks ^ 7 Future Set / 
Fig 4-3 Feature Extraction Process. 
4.2.1 Feature Descriptor 
Given a video sequence we estimate the local 
spatiotemporal gradient for each pixel via the first derivative filters (see Fig 4-4): 
G(又，少，0 = - (4.1) 
Sample Frame 1 Sample Frame 2 Sample Frame 3 
H U ^ I 
Gx of Frame 2 Gy of Frame 2 Gt of Frame 2 
Fig 4-4 Spatiotemporal Gradients through first derivative filters. 
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The magnitude 
M{x,y,t) = ^Gl+Gl+G^, (4.2) 
The direction 
“ (Q \ (Q y 
= tan-' ^， t an -1 • . (4.3) 
Overlapping ^ ^ ^ ^ ^ 
.‘ blocks 丨 ^ ^ ^ ^ ^ 
Video Sequence 一 \ 
Patch ^ ^ ^ ^ 
Fig 4-5 Graphical view of the notions. 
Fig 4-5 gives a graphical view of the notions used in the feature extraction 
process. For a given video sequence {/(x，少，f) 11 = l，2，...，r}，we define the notion of a 
block as a large video volume surrounding its central pixel in all three dimensions. 
The block size is chosen empirically for the concerned applications. In the spatial 
dimension, if we plan to detect local irregular human activities while leaving other 
normal activities out (e.g., detecting a waving arm with a gun), the spatial size should 
be large enough to capture the local behavior characteristics (e.g., an arm's size). In 
the temporal dimension, several frames are included in a block based on the length of 
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the activities, assuming that different instances of the same action occur at similar 
speeds. 
Suppose we extract N blocks with overlapping from the foreground regions of 
the video sequence { / ( x , 少 = 1,2，...,r}，denoted by [b^ \ i = 1，2,...,TV}. For each 
block b" it consists of a number of small patches {p^ j | j = 1,2,...,M}. For each 
pixel within the patch p^  j , we calculate its spatiotemporal gradient using (4.1). A 
orientation histogram h“j is formed by voting these pixels into evenly-spaced 
orientation bins over the patch p^  j • The vote can be weighted by either the gradient 
magnitude or its square. The gradient direction captures the local behavioral 
properties of the acting person，while its magnitude depends primarily on the local 
photometric properties and is affected by his/her spatial appearance. The block feature 
vector jc,. is obtained by rearranging the histograms [h.j \ 7 = 1,2,...,m} of the 
patches [p^j \ 7 = 1,2,...,m} s b^ in a column-wise manner determined by the 
patch sequence. Such a representation implicitly preserves the relative geometric 
structure of the acting person. To preserve the behavioral (orientation) information 
and decrease the sensitivity to the appearance changes and small local mismatches, we 
normalize the feature vector x, before using it. 
4.2.2 Feature Merits 
A good measure needs to agree perceptually with a human observer. Direct Sum 
of Squared Differences (SSD) of gradient information, which is widely used for static 
image completion, does not necessarily provide the desired results in measuring 
similarity of motion patterns between video volumes, since maintaining motion 
3 3 
continuity is more important than finding the exact match of spatial patterns within a 
frame of the video. 
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Column (a): ID functions Column (b): Corresponding Histograms 
Fig 4-6 Importance of matching histograms 
As illustrated in Fig 4-6 (in ID), very different temporal behaviors (e.g., f^{t) 
and /3(/)) can lead to a smaller SSD score than behaviors with the same motion 
patterns (e.g., f f i ) and /2 (0 )as 
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\ m - m f d t > k m - m f d t = Um - m f d t . 
Even though the functions and f人t) encode the same temporal changes, they 
are falsely grouped with a flat function By contrast, f^{t) and f^{t) yield 
the same gradient histogram which distinguish them from f人t) as 
_ �2(') < Kit) _ �3(/) = "/“/) _ "/3(,) 
Different from the global orientation histograms used in [28], we reduce the 
effects of background noise and keep the geometric information in the designation of 
feature descriptors. These histograms characterize the properties of local activities 
with enough flexibility to accommodate for small changes in viewing angles and 
poses. 
4.3 Subspace Analysis 
We extract the blocks densely every other several pixels with overlapping within 
the foreground regions. As such, special care must be taken of the computational and 
memory cost, even if we have greatly reduced it through background subtraction. To 
enhance computational efficiency, we project the vectors from the high-dimensional 
space to a much lower-dimensional subspace by using a bank of filters obtained by 
PCA [46]. 
4.3.1 Principal Component Analysis 
Principle Component Analysis (PCA) is mathematically defined as an orthogonal 
linear transformation that transforms the data set to a new coordinate system in which 
the greatest variance by any projection of the data set lies on the first coordinate 
(called the first principal component), the second greatest variance on the second 
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coordinate, and so on. It can be used for dimensionality reduction in a data set by 
keeping lower order principal components and ignoring higher order ones because 
low order components retain the 'most important' characteristics of the data set that 
contribute most to its variance. PCA has the distinction of being the optimal linear 
transform for keeping the subspace that has largest variance. Unlike other linear 
transforms, PCA does not have a fixed set of basis vectors. 
Let M = [ W p 讲 2 ， . . . ， 所 ” ] = b e a matrix M c ，where 
each column m,， / = 1，2, ...，《，represents a different repetition of the experiment. 
Assuming that M is zero mean (the mean has already been subtracted from each 
column of the matrix M) , the first principal component w, e 广 is defined as: 
w, = argmax varjw^M} = argmax£:|(>v^M)^|. (4.4) 
With the first k-\ components, the kth component can be found by subtracting 
the first k -1 principal components from M 
A 4 4 
Mk-i = M - (4.5) 
/=i 
A 
and by substituting M in (4.4) with the new matrix Mk-i 
\f , A Y " 
w. - argmax五]w^ Mk-i >. (4.6) 
M=i [I j J 
Therefore, it is equivalent to finding the singular value decomposition of the matrix 
M, 
M = W Z V \ (4.7) 
where W is a I-by-I unitary matrix. The matrix W of the matrix M is 
equivalent to the matrix W of the observed covariance matrix MM^， 
Mhf = WTU fV. 
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The eigenvectors of the matrix M are the columns of the matrix W (referred to as 
the basis vectors) while the elements of the diagonal matrix Z are the corresponding 
singular values ranked in a non-increasing fashion. 
‘ A , 0 . 0 -
X = 0 . 0 
0 0 . A/ 
The compressed matrix Mp^^ e R— is obtained by projecting M from a high 
dimension I to a low dimension d with only the first d basis vectors 
MpcA = WjM = (4.8) 
^d = [Wi，W2，..”W( • 
The number of the basis vectors, d , can be determined by the percentage of 
energy kept in the compressed matrix Mp^^ . The eigenvectors with large eigenvalues 
correspond to the dimensions in which the matrix M have high variances. Therefore, 
we choose d by 
d 
d = a r g m i n - y ~ > y . 
；=1 
where y is usually chosen as 80% � 9 5 % . 
4.3.2 Subspace Projection 
Suppose we extract N^ blocks from the foreground regions of the training 
videos in the database. For each block, we compute its normalized histogram of 
oriented spatiotemporal gradients, denoted by x,. Let X = {a;,. | / = l，:2,...，iVd be 
the set of feature vectors for the N^ blocks in the database. We substitute the matrix 
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M in (4.9) with the feature set X and project it to the subspace by keeping 95% of 
the energy. Fig 4-7 shows the sixteen principle components for the video sequence in 
Exp. 1. 
The 1th basis The 2th basis The 3th basis The 4th basis 
• u • n 
The 5th basis The 6th basis The 7th basis The 8th basis 
111 u m f i 
The 9th basis The 10th basis The 11th basis The 12th basis 
_ 國 _ _ 
The 13th basis The 14th basis The 15th basis The 16th basis 
Ml H W II 
Fig 4-7 Principle components for the feature set of Exp. 1 
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Chapter 5 
Bayesian Probabilistic Inference 
It is hard to give an explicit, absolute definition of irregular human activities. In 
our work, we define the activities in the videos of the training database as normal, and 
regard the activities which are quite different from the normal activities as irregular. 
Therefore, we assume that normal activities have their underlying distributions and 
irregular activities should have small probabilities of occurrence under these 
distributions. 
In this chapter, we will formulate our algorithm from a Bayesian probabilistic 
inference viewpoint. Given a training database S and a new video T, we discuss how 
to model the probability density distributions (PDFs) of normal activities in the 
feature subspace and how to reduce the problem of irregularity detection to an MAP 
estimation. 
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5.1 Estimation of PDFs 
Suppose we get N^ blocks from the foreground regions of the training videos 
in the database S. Let X = {x^ \ i = a R'' be the set of feature vectors for 
the Nx blocks, where R^ is the low-dimensional subspace. For those blocks which 
are adjacent geometrically, their features bear substantial resemblance with each other. 
With this property, we can determine a set of prototype features by Vector 
Quantization [50] methods that best represent the training database. For the quantity 
of data and the number of prototypes we use, we choose unsupervised K-Means 
clustering here. 
5.1.1 K-Means Clustering 
K-Means is an effective data-clustering algorithm [51], which classifies data 
patterns based on the nearest-neighbor criterion. Given a data set 
X = = and a certain number of clusters, K, the task is to 
determine the K cluster centroids XP = {xl\k = \,2,...,K] and assign each 
vector x^eX to the cluster associated with the nearest centroid. The procedure is 
summarized as follows: 
1) Randomly select K cluster centroids {a;^  | A: = 1,2,..., A：} far away from 
each other. 
2) Assign each vector g X to the cluster that has the nearest centroid, 
if < \x^-xP\,forallj^k, \ <j<K, 
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3) When all vectors in X have been assigned into K clusters 
Xk = jjcf = k = \,2,...,K , where N^ is the number of 
feature vectors in cluster X''，recalculate the positions of the K centroids 
I Nk 
Njc /=i 
4) Repeat Step 2 and 3 until the centroids no longer move. 
We can see that a loop exists in the procedure. As a result of this loop we may 
notice that the K centroids change their locations step by step until no more changes 
happen any more. This algorithm aims at minimizing an objective function, in this 




Finally, it produces a classification of the vectors in X into clusters from which the 
metric to be minimized can be calculated. 
We apply unsupervised K-Means clustering on X and classify it into K 
subsets denoted by X^ = {xf | / = l，2，...，iVjJ，A: = 1,2,...,A：. Each cluster consists 
of the vectors with similar activity properties and is represented by its corresponding 
prototype x^. The number of the clusters K is chosen empirically to accommodate 
the complexity of the activities. More complex human actions necessitate more 
prototype features. But a large codebook is usually troublesome because as the 
number of the prototype features, K, increases, the amount of data needed for 
effectively clustering increases on the order of K . Fortunately, we resolve this 
problem as our method densely extracts large quantities of feature vectors from the 
training videos. 
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K-Means has been proved effective in many problem domains. But it does not 
necessarily find the optimal configuration corresponding to the minimum of the 
objective function. And it is sensitive to the initial randomly selected cluster centroids. 
We run the K-Means algorithm multiple times to reduce this effect. 
5.1.2 Kernel Density Estimation 
The feature vectors within the cluster give multiple examples of the 
corresponding prototype feature at* . To find the density distribution of normal 
activities within the kth cluster, we use kernel density estimation (KDE) methods 
[47] to approximate it. Without any specific assumption about the underlying 
distributions, the Probability Density Function (PDF) of the Ath cluster can be 
estimated by: 
= = (5.1) 
Nk /=i 
where denotes the Ath cluster, and F ^ is a kernel function which satisfies 
and ]"尸乂/>// = 1. A commonly used kernel is the multivariate Gaussian 
function: 
巧(1 — 1，）= 7 ( 5 . 2 ) 
where is the variance matrix (also called 'bandwidth'). For a certain bandwidth, 
a normal density function is placed on each feature vector jcf . These density 
functions are then added together to form the kernel density estimation. Fig 5-1 gives 
the results of kernel density estimation with different bandwidths in ID space. 
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Fig 5-1 Kernel density estimation. 
Row (a) gives the histograms of two dataset X^ and X^. 
Row (b) and Row (c) give the kernel density estimations with different bandwidths. 
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We can think of (5.1) as estimating the PDF at x by averaging the effects of a 
set of kernel functions centered at each distinct feature point in the Ath cluster. Note 
that the kernel density estimation changes with the bandwidth. In general, as the 
bandwidth decreases towards 0，the number of modes increases to the number of 
data points in the dataset and the KDE is very noisy. Given sufficient samples, a 
kernel density estimator can perform well in both low and high dimensions, and 
asymptotically converge to any density function [48]. This property makes it very 
appropriate in our application where the underlying PDFs are unknown. 
5.2 MAP Estimation 
We have introduced the way in which to learn the statistical representation of the 
normal activities in the training video S. For a test video T, we want to detect whether 
there are irregular human activities in it. With the learned PDFs, we reduce the 
problem of irregularity detection to an MAP estimation. 
5.2.1 ML Estimation & MAP Estimation 
Let 少 be a random variable and p{y\x) be a PDF, where x is the 
parameter set determining the PDF. p{y\x) is also referred as 'likelihoodfunction’. 
Maximum Likelihood (ML) estimation aims to find x that maximizes the 
likelihood for the given observation data y，that is, 
Xml = argmax p{y\x). 




Usually, we maximize the log-likelihood for the ease of computation 
n 
/=i 
Thus, ML estimation can be obtained by solving 
•;cZCyi，_y2,...,_yJ^ = 0 . 
In ML estimation, we assume that the actual value of x is fixed, yet unknown. 
The optimal estimator jc is determined irrespective of the true x . In some cases 
where some prior knowledge about x exists, for example, it can not take certain 
values or its PDF is known, ML estimation can not effectively make use of such 
knowledge to attain a better estimate. 
Different from ML estimation, Max A Posteriori (MAP) estimation provides a 
way of incorporating prior information into probabilistic inference. MAP estimation 
aims to find x that maximize /7(:\c|_y)，that is, 
Xma!> = argmax;7(x| 力. 
X 
Given /?(y) is independent of a： and 
pyy) 
we can get 
Xmap = arg max p(y I x)p(x) = argmp[log/7(>; | x ) + / 7 ( a : ) ' . 
If p{y\x) and /7(a:) are known, x蕭 can be found by solving 
aiog;7(>;|A：) + aiog/7(A：) — 0 
dx dx . 
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In ML estimation, there is no preference on the values of jc, or we can say p(x) 
is a constant and the prior information is non-informative. In MAP estimation, jc isa 
random variable with prior distribution p(x). Substituting with a uniform 
distribution, MAP estimation is identical to ML estimation, and the estimation is 
solely determined by the observation data. 
5.2-2 Detection through MAP 
Given a new video sequence T，we extract a set of feature vectors for Ny 
blocks, denoted by Y = [yj | j = , where R'' is the low 
dimensional subspace. We want to detect whether there are irregular activities in Y. 
For a block y^^Y, we compute the posterior probability P{X'' with the 
Bayesian rule: 
P � X = K ，（5.3) 
7=1 
where the likelihood function p(y j \y j gX*) can be obtained using (5.1), and the 
prior piX' ' ) » N j N ^ , that is, the occurrence frequency of the cluster • 
With the learned prior p{X'') and the likelihood function p{yj the 
problem of irregularity detection is equivalent to an MAP estimation: given an 
observed block y�，classify it to some cluster X' which satisfies: 
X' = 
piy,\yjeX')p{X') (5 4) = a r g max-^ . v 
i=l 
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The feature yj with p{yj \ yj sX')p(X') < e will be considered as a block 
in a video containing potential irregular activities. Finally, an irregular activity is 
detected when such blocks in Y are more than a predefined number. 
5.3 Efficient Implementation 
Because there are a large number of blocks extracted from the videos in the 
database, it is necessary to implement the on-line MAP estimation efficiently for each 
block extracted from the input video. From (5.4), we see that for each feature vector 
y j , we need to compute p{X'' | yj) ，k = . Each p{X'' \ yj) is obtained 
by (5.3), where the main concern is how to compute p{yj | y � e X*) efficiently. 
After the system has been off-line trained, we can get K clusters 
X � = {xf I / = k = \,2,…,K. Nk is usually a large number, and thus 
the computation of p(y j | y � e X * ) is time consuming. In fact, it is not necessary to 
obtain p{yj | y). eX*) by using all the Gaussian kernel functions in (5.1)，since the 
functions with their centers x: far from y�contr ibute little to /?(少)| 少）e Z*) . 
Therefore, we simplify the computation here and only search for those functions with 
centers close to y � t o approximate it. Finding these functions is equivalent to 
finding their centers xf. An efficient way to search for a small subset 7} of the 
Alh cluster X^ which is close to y j is to construct a K-D tree with all the jcf, 
i = 1,2，...，Nk，in the training stage. The detail about K-D trees can be found in [52]. 
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5.3.1 K-D Trees 
In computer science, a K-D tree is a space-partitioning data structure useful for 
organizing points in a K-dimensional space. Technically, the letter K refers to the 
number of dimensions. A 3-dimensional K-D tree would be called a 3-D tree. It is a 
useful for such applications as searches involving a multidimensional search key (e.g. 
range searches and nearest neighbor searches). It uses only splitting planes that are 
perpendicular to one of the coordinate system axes. Fig 5-2 shows the splitting planes 
in 3D space. 
W  
Fig 5-2 Splitting planes in 3D space 
Since there are many ways to choose axis-aligned splitting planes, there are 
many different ways to construct a K-D tree. The canonical method of K-D tree 
construction has the following constraints: 
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參 As one moves down the tree, one cycles through the axes used to select the 
splitting planes. (For example, supposed the root would have an ；c-aligned 
plane, the root's children would both have ；^-aligned planes; the root's 
grandchildren would all have z-aligned planes, and so on.) 
參 At each step, the point selected to create the splitting plane is the median of 
the points being put into the K-D tree, with respect to their coordinates in the 
axis being used. 
Given a list of N points, this method leads to a balanced K-D tree containing 
those points, in which each leaf node is about the same distance from the root. 
5.3.2 Nearest Neighbor (NN) Algorithm 
The nearest neighbor (NN) algorithm, to find the NN to a given target point not 
in the tree, relies on the ability to discard large portions of the tree by performing a 
simple test. To perform the NN calculation, the tree is searched in a depth-first 
fashion, refining the nearest distance. First the root node is examined with an initial 
assumption that the smallest distance to the next point is infinite. The sub-domain 
(right or left), which is a hyper-rectangle, containing the target point is searched. This 
is done recursively until a final minimum region containing the node is found. The 
algorithm then (through recursion) examines each parent node, seeing if it is possible 
for the other domain to contain a point that is closer. This is performed by testing for 
the possibility of intersection between the hyper-rectangle and the hyper-sphere 
(formed by target node and current minimum radius). If the rectangle that has not 
been recursively examined yet does not intersect this sphere, then there is no way that 
the rectangle can contain a point that is a better nearest neighbor. This is repeated 
until all domains are either searched or discarded, thus leaving the nearest neighbor as 
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the final result. In addition to this one also has the distance to the nearest neighbor on 
hand as well. Finding the nearest point is an 0(log N) operation, where N is the 
number of data points in the K-D tree. 
Suppose that such a subset Z* has been found from the K-D tree for the Ath 
cluster. Then p{yj \ yj g X*) can be computed as follows: 
piyAyj^X') 二 钱 F 办 厂 X : � 。 去 S (5.5) 
As mentioned before, let N^ denote the number of blocks extracted from the 
foreground regions of the training videos, and M denote the number of patches in a 
block. By doing so, our computational complexity is reduced to (^(logiV；^^). In 




Experiments and Conclusion 
In the previous chapters, we have introduced our system to detect irregular 
human activities in videos. In order to demonstrate the effectiveness of the proposed 
algorithm, we have conducted a number of experiments with real-world indoor and 
outdoor videos. This chapter presents the experimental results, discusses some 
problems in the system, and gives the conclusion finally. 
6.1 Experiments 
We implement the algorithm using Matlab on a 3.0GHz Pentium(R) 4 CPU, 
2.00GB RAM PC. As we intend to detect local suspicious activities (e.g., a waving 
arm with a gun) but leave other body parts as normal, the block size should be large 
enough (e.g., an arm's size) in the spatial dimension to capture the characteristics of 
local activities. With the described probabilistic inference algorithm, the detection is 
carried out despite the fact that we have no prior knowledge of what kind of 
suspicious behaviors may occur in the test videos. Below we will give some sample 
real-world experimental results. 
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6.1.1 Outdoor Video Surveillance - Exp. 1 
In this experiment, the training video consists of 800 frames of size 720 x 480 
pixels, in which a girl and a boy walk in front of a building wall separately, as shown 
in Fig 6-1 (a). We down-sample the video frames to 360x240 pixels to accelerate the 
computation. After background subtraction, we normalize the foreground objects to a 
fixed size 120x60 pixels. We choose 尺=40 in the K-Means clustering, and the 
block size is 39x39x6 . We keep 95% of the energy in PCA. 
• 圓Ml 
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(a) The training video sequence contains people walking in front of a building wall. 
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(b) Irregular human behaviors and the detection results in the test video. 
Fig 6-1 Detection of suspicious behaviors in Exp. 1. 
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In the test video, activities such as waving one or both arms and walking are 
performed by different people wearing different clothes. We consider walking as 
normal since there are similar activities in the training database. Fig 6-1 (b) gives 
some sample frames of the test video. The detection results are given below the 
original frames. Behaviors which cannot be inferred from the video containing the 
normal activities are highlighted in red bubbles. We can see that the method is 
insensitive to the changes in appearances and properly detects unseen suspicious 
human activities (e.g., waving arms) while leaving human walking as normal. 
6.1.2 Outdoor Video Surveillance 一 Exp. 2 
Fig 6-2 shows the results of our method to detect suspicious human behaviors in 
surveillance application. The training video database consists of 560 frames of size 
720x480 pixels, in which two persons walk or jog through the scene separately or 
simultaneously. We also down-sample the video frames to 360x240 pixels. We 
choose A： = 60 in the K-Means clustering, and the block size is 45x45x6. We 
keep 95% of the energy in PCA. Fig 6-2 (a) shows 6 sample frames with normal 
activities in the training videos. A test video with 850 frames of the same size 
contains some irregular activities which do not appear in the training video, such as 
jumping, squatting and raising a gun, as shown in Fig 6-2 (b). The detection results 
are also given below the original frames. Behaviors which cannot be inferred from the 
video containing the normal activities are highlighted in red bubbles. Note that the 
backgrounds in the test video and the training video are not exactly the same. 
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(a) The training video sequence contains human walking and jogging. 
• • • 
(b) Irregular human behaviors and the detection results in the test video. 
Fig 6-2 Detection of suspicious behaviors in Exp.2. 
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6.1.3 Outdoor Video Surveillance - Exp. 3 
In this experiment, the training video consists of 800 frames of size 720x480 
pixels, in which a boy walk and run through an office passage, as shown in Fig 6-3 (a). 
We down-sample the video frames to 360x240 pixels to accelerate the computation. 
After background subtraction, we normalize the foreground objects to a fixed size 
120x60 pixels. We choose K = in the K-Means clustering, and the block size is 
39x39x6. We keep 95% of the energy in PCA. 
HHHIH^MHHH 
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(a) The training video contains a boy walking and running indoors 
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(b) Irregular human behaviors and the detection results in the test video. 
In the first test video, the same boy squats suddenly when he walks through the 
same passage. Fig 6-3 (b) gives some sample frames of the test video. The 
detection results are given below the original frames. Behaviors which cannot be 
inferred from the video containing the normal activities are highlighted in red bubbles. 
We can see that it properly detect the suspicious activities while leaving human 
walking as normal even with changes in illuminations. 
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(c) Irregular human behaviors and the detection results in the test video. 
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(c) More frames from the 2门」test video. 
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In the second test video, the background setting is an outdoor parking lot, which 
is totally different with the indoor office in the training video. In this video, people 
perform various activities, such as walking, shooting, squatting, jumping, waving, and 
turning around, as shown in Fig 6-3 (c). The detection results are given below the 
original frames. We can see that even though there are large changes in spatial scales 
and background settings, it can still detect these complex irregular activities. Besides, 
it can detect irregular human activities with the existence of regular activities at the 
same time. 
n i 圓 圓 
m 翻 圓 
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(d) Detection results using Boimam's methods. 
Fig 6-3 Detection of suspicious behaviors in Exp.3. 
We have implemented Boiman's method in [31] and a comparison of 
experimental results is given in Fig 6-3 (d). It costs 1-2 seconds per frame for our 
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system, but 15-20 seconds per frame using Boiman's method. The speed is 
accelerated mainly by taking advantages of background subtraction and PCA 
compression. Besides the large difference in computing speed, we can see that 
Boiman's method is more sensitive to the changing background, which is undesirable 
in video surveillance systems. 
6.1.4 Classroom Monitoring 一 Exp.4 
Fig 6-4 shows the detection results in another application of classroom 
monitoring. We define that raising hands and sitting on the chairs are normal activities 
in this context, but behaviors such as standing up, cheating and leaving one's chair are 
regarded as irregular. Fig 6-4 (a) gives 6 frames of the normal activities from a 
training video with 320 frames of size 720x480 pixels. We also down-sample the 
video frames to 360x240 pixels. We choose /C = 60 in the K-Means clustering, and 
the block size is 45 x 45 x 6. We keep 95% of the energy in PCA. The first test video 
with 540 frames of the same size contains irregular activities such as standing up and 
walking out, as shown Fig 6-4 (b). The detection results are highlighted in red bubbles 
and given below the original frames. We can see that the occlusion of some body 
parts can also be handled. Fig 6-4 (c) gives some sample frames of another test video 
in which people are wearing different clothes from those in the training video. 
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(b) Irregular human behaviors and the detection results in the test video. 
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(c) Sample frames from another test video. 
Fig 6-4 Detection of suspicious behaviors in Exp.4. 
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6.2 Algorithm Evaluation 
We evaluate the robustness of the suggested behavior recognition scheme by 
analyzing its invariance with respect to various parameters. 
1) Invariance to Spatial and Temporal Translations 
The spatial position of an object in the image plane has no effect on the local 
spatiotemporal gradients. For each block within the foreground regions, an orientation 
histogram is computed as its feature vector. Such a measure is invariant to the 
translations in the image plane since it does not make use of the absolute pixel 
coordinates. Likewise, it is also invariant to the temporal translations, namely, two 
actions will be recognized as the same even if they are not temporally synchronized. 
2) Invariance to Appearance Changes 
Changes in human appearances caused by different clothes are well handled by 
the suggested approach, as show in Exp.l and Exp.3. The distribution of intensity 
gradients or edge directions provides rich information about the appearance and shape 
o f the act ing objects , and characterizes the underlying m o t i o n s rather we l l . The 
gradient direct ions characterize the underlying mot ions o f the act ing person, wh i l e the 
gradient magnitudes are normalized to reduce the sensitivity to the appearance 
changes. But this invariance may break when extreme changes are involved, for 
example, when one person wears a highly textured shirt while another wears a single 
color one. 
3) Varying Background Settings and Illuminations 
Methods that detect and recognize human activities often require a plain fixed 
background [27], [31]. Similar activities recorded in different background settings are 
often misclassified. Our approach makes use of background subtraction to deal with 
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this problem. As shown in Exp.3, such a measure makes our method more robust to 
the large changes in background scenes and lighting conditions. 
4) Robust to Varying Spatial Scales 
The acting persons may differ in spatial scales due to changes in zoom or in 
distance to the video camera. The disparity in spatial scale poses great difficulty in 
distinguishing similar activities of the same types recorded at different circumstances. 
We account for this disparity by normalizing the spatial extent of the acting object to a 
fixed size if the disparity is distinct. 
And there are still some drawbacks and limitations for further developments. 
1) We currently assume that different instances of the same action occur at 
similar speeds. But in practice, similar activities can be recorded at quite different 
temporal scales, which require multiple block sizes in the temporal dimension. 
2) We need to predefine the cluster number K for the K-Means clustering, 
which is also sensitive to the initial randomly selected cluster centroids. 
3) The invariance to the appearance changes may break when extreme changes 
are involved. For example, when one person wears a highly textured shirt while 




The task of action recognition in video is an extremely difficult one. Many 
approaches thus focus on recognizing a highly limited set of actions. However, real 
systems have to extend the variety and number of action types they can handle. In this 
thesis we have proposed a probabilistic approach to detect irregular human behaviors 
based on behavior similarity comparison. It provides a measure for the degree of 
consistency between the motion patterns in the two video segments. Within the 
framework of Bayesian inference, we first estimate the PDFs of normal behaviors, 
and then formulate the detection of irregular activities as an MAP estimation problem. 
Our approach does not need to find the body parts. It can deal with large changes in 
appearances, illuminations, and backgrounds. Our method provides four major 
contributions: firstly, we build the statistical representation of normal behaviors in the 
training videos using non-parametric kernel density estimation; secondly, we can 
account for large changes in appearances, illuminations, and background scenes; 
thirdly, the feature set is highly compressed using PCA and stored in a K-D tree 
structure, making the search for behavior-based similarity fast and effective, fourthly, 
it requires no explicit motion estimation and no predefined class-based templates. 
Our method currently assumes a relatively fixed temporal scale. Experimental 
results have validated its effectiveness in many real-world video sequences. But in 
practice, human activities can be recorded at quite different speeds. Future work 
includes handling the cases in which activities in the training videos and the test 
videos are of different temporal scales. Temporal pyramids [27] may be a good choice. 
And special attention is required to study the relationship between the cluster number 
K and the scalability of normal activities in the database. Besides, we are currently 
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investigating some new possible uses for this method, such as action-based video 




[1] Robert M. Haralick, Linda G Shapiro., "Computer and robot vision", Addison-Wesley 
Publishing Company. 
[2] Ernest L. Hall, "Computer Image Processing and Recognition", Academic Press, Inc. 
[3] Amit, Yali, "2D object detection and recognition: models, algorithms, and networks". 
[4] Eun Ryung Lee, Pyeoung Kee Kim, and Hang Joon Kim, "Automatic Recognition of A Car 
License Plate Using Color Image Processing". 
[5] M. Black and Y. Yacoob, "Recognizing Facial Expressions in Image Sequences Using Local 
Parameterized Models of Image Motion," International Journal of Computer Vision, vol. 25, 
no. l ,pp . 2 3 ^ 8 , 1997. 
[6] S. Ju, M. Black, and Y. Yacoob, "Cardboard people: a parameterized model of articulated 
image motion," Automatic Face and Gesture Recognition, 1996., Proceedings of the Second 
International Conference on, pp. 3 8 ^ 4 , 1 9 9 6 . 
[7] M. Black, Y. Yacoob, A. Jepson, and D. Fleet, "Learning parameterized models of image 
motion," Proceedings of the IEEE Computer Society Conference on Computer Vision and 
Pattern Recognition, pp. 561-567 ,1997 . 
[8] M. Black, "Explaining optical flow events with parameterized spatio-temporal models," 
Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, vol. 1，pp. 326-332, 1999. 
[9] D. J. Moore, I. A. Essa, and M. H. Hayes, "Exploiting human actions and object context for 
recognition tasks.," in ICCV, pp. 80-86，1999. 
[10] C. Bregler, "Learning and recognizing human dynamics in video sequences," Proc. IEEE 
Conf. Computer Vision and Pattern Recognition, pp. 568-574, 1997. 
[11] M. Brand, N. Oliver, and A. Pentland, "Coupled hidden markov models for complex action 
recognition," Proceedings of the IEEE Computer Society Conference on Computer Vision 
and Pattern Recognition, pp. 994—999’ 1997. 
6 8 
[12] P. Felzenszwalb and D. Huttenlocher, "Efficient matching of pictorial structures," PROC 
IEEE COMPUT SOC CONF COMPUT VISION PATTERN RECOGNIT, vol. 2，pp. 66-73 , 
2000. 
[13] P. F. Felzenszwalb and D. P. Huttenlocher, "Pictorial structures for object recognition.," 
International Journal of Computer Vision, vol. 61，no. 1，pp. 55—79，2005. 
[14] M. Fischler and R. Elschlager，"The Representation and Matching o f Pictorial Structures," 
Computers, IEEE Transactions on, vol. 100，no. 22, pp. 6 7 - 1973. 
[15] D. Ramanan, D. Forsyth, and A. Zisserman, "Strike pose: tracking people by finding stylized 
poses," Proceedings of the IEEE Computer Society Conference on Computer Vision and 
Pattern Recognition, vol. 2005. 
[16] D. Ramanan and D. Forsyth, "Finding and tracking people from the bottom up," Computer 
Vision Pattern Recognition, 2003. Proceedings. 2003 IEEE Computer Society Conference on, 
vol. 2, 2003. 
[17] D. Ramanan, D. Forsyth, and K. Barnard, Detecting, Localizing and Recovering Kinematics 
of Textured Animals. Computer Science Division, University of California, 2004. 
[18] D. Ramanan and D. Forsyth, "Using temporal coherence to build models o f animals," 
Computer Vision, 2003. Proceedings. Ninth IEEE International Conference on, pp. 338-345, 
2003. 
[19] C. Fanti, L. Zelnik-Manor, and P. Perona, "Hybrid models for human motion recognition.," 
Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, pp. 1166-1173，2005. 
[20] S. loffe and D. Forsyth, "Human tracking with mixtures of trees," Computer Vision, 2001. 
ICCV2001. Proceedings. Eighth IEEE International Conference on, vol. 1 ,2001 . 
[21] F. Liu and R. Picard, "Finding periodicity in space and time," Computer Vision, 1998. Sixth 
International Conference on, pp. 376-383, 1998. 
[22] R. Polana and R. Nelson, "Detecting activities," Journal of Visual Communication and Image 
Representation, vol. 5，no. 2, pp. 172-180, 1994. 
[23] R. Polana and R. Nelson, "Detection and Recognition of Periodic, Nonrigid Motion," 
International Journal of Computer Vision, vol. 23, no. 3, pp. 261-282 , 1997. 
6 9 
[24] C. Stauffer andW. Grimson, "Learning patterns of activity using real-time tracking," Pattern 
Analysis and Machine Intelligence, IEEE Transactions on, vol. 22，no. 8，pp. 747—757，2000. 
[25] A. Efros, A. Berg, G. Mori, and J. Malik, "Recognizing action at a distance," Computer 
Vision, 2003. Proceedings. Ninth IEEE International Conference on, pp. 726—733，2003. 
[26] H. Zhong, J. Shi, and M. Visontai, "Detecting unusual activity in video.," Proceedings of the 
IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pp. 
819-826 ,2004 . 
[27] L. Zelnik-Manor and M. Irani, "Event-based analysis of video," Computer Vision and Pattern 
Recognition, 2001. Proceedings of the 2001 IEEE Computer Society Conference on, vol. 2, 
2001. 
[28] L. Zelnik-Manor and M. Irani, "Statistical analysis of dynamic actions," IEEE Transactions 
on Pattern Analysis and Machine Intelligence, vol. 28，no. 9，pp. 1530-1535, 2006. 
[29] D. Lowe, "Object recognition from local scaleinvariant features," Computer Vision, 1999. 
The Proceedings of the Seventh IEEE International Conference on, vol. 2, 1999. 
[30] I. Laptev and T. Lindeberg, "Space-time interest points.," in ICCV, pp. 432-439 ,2003 . 
[31] O. Boiman and M. Irani, "Detecting irregularities in images and in video.," in ICCV, pp. 
462-469 ,2005 . 
[32] E. Shechtman and M. Irani, "Space-time behavior based correlation," Computer Vision and 
Pattern Recognition, 2005. CVPR 2005. IEEE Computer Society Conference on, vol. 1,2005. 
[33] J. Sivic and A. Zisserman, "Video Google: a text retrieval approach to object matching in 
videos," Computer Vision, 2003. Proceedings. Ninth IEEE International Conference on, pp. 
1470—1477, 2003. 
[34] C. Schuldt, I. Laptev, and B. Caputo, "Recognizing human actions: a local SVM approach," 
Pattern Recognition, 2004. ICPR 2004. Proceedings of the 17 th International Conference on, 
vol. 3，2004. 
[35] A. Bobick and J. Davis, "The recognition of human movement using temporal templates," 
Pattern Analysis and Machine Intelligence, IEEE Transactions on,\o\. 23, no. 3，pp. 257-267, 
2001. 
[36] I. Haritaoglu, D. Harwood, and L. S. Davis, "W4: A real time system for detecting and 
70 
tracking people.," Proceedings of the IEEE Computer Society Conference on Computer 
Vision and Pattern Recognition, p. 962, 1998. 
[37] C. Ridder, O. Munkelt, and H. Kirchner, "Adaptive Background Estimation and Foreground 
Detection using Kalman-Filtering," Proc. ICAM, vol. 193199, 1995. 
[38] C. Wren, A. Azarbayejani, T. Darrell, and A. Pentland, "Pfinder: real-time tracking of the 
human body," IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 19, no. 
7，pp. 780-785，1997. 
[39] A. Monnet, A. Mittal, and N. Paragios, "Background modeling and subtraction of dynamic 
scenes," Computer Vision, 2003. Proceedings. Ninth IEEE International Conference on, pp. 
1305-1312，2003. 
[40] F. De la Torre and M. Black, "Robust principal component analysis for computer vision," 
ICCVOl, vol. 1, pp. 362-369 , 2001. 
[41] C. Stauffer and W. Crimson, "Adaptive background mixture models for real-time tracking," 
Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, vol. 2，pp. 2 4 6 - 2 5 2 , 1999. 
[42] B. Horn, Robot Vision. McGraw-Hill College, 1986. 
[43] Z. Bar-Joseph, R. El-Yaniv, D. Lischinski, and M. Werman, "Texture mixing and texture 
movie synthesis using statistical learning," IEEE Transactions on Visualization and 
Computer Graphics, vol. 7, no. 2, pp. 120-135 ,2001 . 
[44] Y. Wexler, E. Shechtman, and M. Irani, "Spacetime video completion," Computer Vision and 
Pattern Recognition, 2004. CVPR 2004. Proceedings of the 2004 IEEE Computer Society 
Conference on, vol. 1. 
[45] N. Dalai, B. Triggs, I. Rhone-Alps, and F. Montbonnot, "Histograms o f oriented gradients for 
human detection," Computer Vision and Pattern Recognition, 2005. CVPR 2005. IEEE 
Computer Society Conference on, vol. 1 ,2005. 
[46] F. De la Torre and M. Black, "Robust principal component analysis for computer vision," 
ICCVOl, vol. l，pp. 3 6 2 - 3 6 9 , 2 0 0 1 . 
[47] B. Silverman and B. Silverman, Density Estimation for Statistics and Data Analysis. CRC 
Press, 1986. 
7 1 
[48] B. Han, D. Comaniciu, Y. Zhu, and L. Davis, "Incremental density approximation and 
kernel-based bayesian filtering for object tracking," Proc. IEEE Conf. on Computer Vision 
and Pattern Recognition, pp. 638-644. 
[49] A. Bobick and J. Davis, "The recognition of human movement using temporal templates," 
Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol. 23，no. 3，pp. 
257-267, 2001. 
[50] A. Gersho and R.M. Gray, Vector Quantization and Signal Compression. Kluwer Academic, 
1991. 
[51] J.B.MacQueen, "Some methods for classification and analysis of multivariate 
observations, "Proceedings of 5& Berkeley Symposium on Mathematical Statistics and 
Probability, Berkeley, University of California Press, 1:281-297 
[52] J. Bentley.，"Multidimensional binary search trees used for associative searching," volume 18, 
pp. 5 0 9 - 5 1 7 , 1 9 7 5 . 
[53] D.G.Loew.，"Distinctive image features from scale-invariant k e y p o i n t s I J C V , 60(2): 91-110, 
2004. 
[54] D. M. Gavrila, J. Giebel, and S. Munder., "Vision-based pedestrian detection: the protector+ 
system," Proc. of the IEEE Intelligent Vehicles Symposium, Parma, Italy, 2004. 
[55] P. Viola, M. J. Jones, and D. Snow., "Detecting pedestrians using patterns of motion and 
appearance," The 9th ICCV, Nice, France, volume 1，pages 7 3 4 - 7 4 1 , 2 0 0 3 . 
[56] K. Mikolajczyk, C. Schmid, and A. Zisserman., "Human detection based on a probabilistic 





. , ‘ 
.• … • ， *、 
，‘ . 
./ V: . • 
• . ... , • 
. �.::• -J-. 
• .， •‘-. ：• • 
, . . . . . . . . . . • . 
‘ ‘ ,, Xy； • ,---‘峰 
、•^. r • • • ‘ 
’ . . 、 〔 、 / + • : - - 、 . . • 
• . , ‘ 
• . � . • . “ 
.1' . . 
. • 
* •• . . . . . . . ‘ 
. . . . 
. . . . . . .. .. •- •；•• ..l-Zr ：•„.->• . 
- . . . . . •二"T-tlrr^'- s^、： s -• 
C U H K L i b r a r i e s 
圓 _ _ 1 
0 0 4 4 3 9 8 6 7 
