Parametric high-dimensional regression analysis requires the usage of regularization terms to get interpretable models. The respective estimators can be regarded as regularized M-functionals which are naturally highly nonlinear. We study under which conditions these M-functionals are compactly differentiable, so that the corresponding estimators admit an asymptotically linear expansion. In a one-step construction, for a suitably consistent starting estimator, this linearization replaces solving optimization problems by evaluating the corresponding influence curves at the given data points. We show under which conditions the asymptotic linear expansion is valid and provide concrete examples of machine learning algorithms that fit into this framework.
Introduction
In the mid nineties, Robert Tibshirani succeeded in combining two important paradigms of fitting linear regression models, namely variable selection and shrinkage of the coefficients, in one single optimization problem, calling it the Lasso (Least Absolute Shrinkage and Selection Operator, Tibshirani [1994] ). While already being superior to the former state-of-the-art procedures of Ridge regression and subset selection in terms of interpretability of the model and prediction accuracy (Tibshirani [1994] ), its popularity grew when Efron et. al. embedded the Lasso into the framework of forward stagewise regression and provided the LARS algorithm (Efron et al. [2004] ) which turned out to be more efficient than the implementations of Tibshirani and Osborne et al. [2000] . A very competetive algorithm has been developed by Friedman et al. in 2007 , relying on the fact that despite the Lasso for multiple regression does not have a closed form solution, a simple Lasso just concerning one single predictor has. Therefore, they apply the so-called "shooting" algorithm to the Lasso and other suitable problems, which means that one repeatedly cycles through the variables, letting all others fixed to their values of the previous iteration and fits the partial residual, i.e., a coordinate-wise optimization is done (Friedman et al. [2007] ).
Also going back to the nineties, the idea of combining several simple or "weak" models to get a "strong" model has been proposed. The first popular so-called "Boosting" algorithm was AdaBoost for solving classification problems (Freund and Schapire [1997] ). In the path-breaking work of Friedman in 2001 (Friedman [2001 ), a gradient descent Boosting algorithm has been presented, where the negative gradient vector of the loss function, evaluated in the current model, is fitted in each iteration by a weak model. At the end of each iteration, the model is additively updated. A special attention was later given to the L 2 −Boosting, that is the gradient Boosting with the squared loss, in seminal works of Bühlmann et al. (Bühlmann and Yu [2003] , Bühlmann [2006] , Bühlmann and Hothorn [2007] ) where it is shown that it can be achieved by iteratively computing simple least squares fits. It turns out that L 2 −Boosting (and other types of Boosting as well) performs variable selection and shrinks the coefficients, therefore it is strongly related to the Lasso, although the striking difference that the Lasso can at most select n predictors if p > n makes clear that they are not equal, as convincingly pointed out in [Bühlmann, 2006, Sec. 4.3] .
The advantages of both methods are clear: Instead of directly solving an optimization problem w.r.t. a p−dimensional parameter, one splits this task up into several simple optimization problems with a known closed-form solution, leading to a very high computational efficiency. More precisely, from the fact that L 2 −Boosting performs variable selection, it can be implicitely seen as minimizing a regularized L 2 −criterion. The variable selection property of Boosting is inherited from the evaluation of different simple models in the given loss function with preference for the best performing one. In fact, an aggregation over the columns is made, both in the fitting step as well as in the updating step. This may be regarded as a kind of "measure" on the columns of the data set which has been introduced and studied in the Ph.D. thesis of the author (Werner [2019] ).
This contribution should go in the direction of a linearization of certain regularized M-estimators which corresponds to an aggregation over the rows of the data matrix. Such a linearization can be identified with a first-order expansion, invoking functional gradients. In fact, such functional gradients have already been mentioned in [Bühlmann and Hothorn, 2007, Sec. 2.1 .1] where the steepest gradient descent algorithm is formulated from a functional point of view. The gradient vector equals the Gâteaux derivative of the empirical risk functional. Without spelling it out, Bühlmann exactly used the definition of the influence curve of a corresponding M-functional (Hampel et al. [2011] ), so the gradient vectors U i correspond to the influence curve evaluated at the data points (X i , Y i ). Those influence curves play a major role in robust statistics since they quantify the infinitesimal influence of a single observation to the estimator. Moreover, since one of the most important contributions of robust statistics is the identification of estimators with functionals (Huber and Ronchetti [2009] , Hampel et al. [2011 ], Rieder [1994 , Maronna et al. [2006] ), the influence curves which are nothing but functional first gradients linearize an estimator under certain conditions (Von Mises [1947] , Reeds [1976] , Rieder [1994] ), up to a remainder term of order o(n −1/2 ).
Such an estimator is referred to as asymptotically linear estimator (ALE).
Therefore, the main question for this work is the following one: Can we make assumptions under which regularized M-estimators are asymptotically linear? And if we can, is it possible to embed the Lasso into this framework?
The Gâteaux derivatives of certain penalized M-functionals have already been computed (Alfons et al. [2013] , Öllerer et al. [2015] , Avella-Medina [2017] ), but working with them requires to prove that the estimator can be linearized, i.e., that the remainder can be controlled uniformly under suitable distributional neighborhoods, which was only mentioned as an idea in terms of Fréchet differentiability (Averbukh and Smolyanov [1967] ) in Avella-Medina [2017] and which has not been done in the other references. There already exist results where the asymptotic linearity of penalized M-estimators has been shown ( Van de Geer [2016] , LeDell et al. [2015] ) and even remarkable results concerning penalized Mestimators in the nonconvex setting (Loh [2017] ), but to the best of our knowledge, in particular, the case of a general theory for the asymptotic linearity of penalized M-estimators has not been covered by the aforementioned results so far.
In literature, robustness results by proving the boundedness of influence curves have been established in the special case of regularized kernel-based regression problems (Christmann and Steinwart [2004] ).
Since they require Fréchet-differentiability of the loss function which is not true for example for the ǫ−insensitive loss, Christmann and Van Messem [2008] introduced Bouligand influences curves to show the robustness of support vector regression estimators. The asymptotic normality of kernel-based regression methods has been shown in Hable [2012] who also used the framework of compact differentiability of the corresponding functional.
The rest of this article is organized as follows. In section 2, the general definition of R−differentiability and relevant tools from robust statistics are introduced. In section 3, results from Rieder [1994] are recapitulated which will be essential for the rest of this main section. Then we transfer the results for M-estimators to the case of regularized M-estimators. Subsection 3.3 is the main theoretical part where we show under which conditions a compactness assumption of the parameter space is reasonable and when the asymptotic linearity is valid. For non-differentiable penalty terms, we will heavily rely on an approximation lemma of Avella-Medina [2017] . Section 4 is devoted to concrete examples.
Preliminaries
This section compiles the concepts needed for the main section. We recur to the abstract definition of R−differentiability of maps between normed vector spaces. The second part contains the most important definitions of quantitative robust statistics like the influence curve, the L 2 −differentiability of a parametric statistical model and asymptotically linear estimators.
Functional derivatives
We begin with the definition of R−differentiability of maps between (possibly infinite-dimensional) normed real vector spaces (cf. Rieder [1994] , Averbukh and Smolyanov [1967] ).
Definition 2.1. Let X, Y be normed real vector spaces. A map
where the remainder term ρ satisfies the following conditions:
The following definition taken from [Rieder, 1994, Sec. 
By definiton 2.2, it is clear that R−differentiability can be seen as a linear approximation of some functional T such that the remainder term converges uniformly on all sets S ∈ S. Following, we now define three special concepts of R−differentiability (cf. Rieder [1994] ). We say that the functional T is Gâteaux or weakly differentiable resp. Hadamard or compactly differentiable resp. Fréchet or boundedly differentiable if the cover of X consists of finite resp. compact resp. bounded sets. Trivially, bounded differentiability implies compact differentiability which implies Gâteaux differentiability. The derivatives coincide in this case. Moreover, continuous Gâteaux differentiability implies bounded differentiability.
For the application of an infinite-dimensional delta method ( [Rieder, 1994, Thm. 1.3.3] ), it is necessary to investigate whether the chain rule holds for functional derivatives. The following theorem ( [Rieder, 1994, Prop 
Conversely, if the chain rule holds, the maps are already compactly differentiable.
The chain rule does not hold for Gâteaux differentiable maps in general. Counterexamples can be found in Averbukh and Smolyanov [1967] or Fréchet [1937] . Thus, from the above mentioned concepts of functional derivatives one can state that compact differentiability is the weakest form of R−differentiability such that the chain rule holds. 
Basic concepts of quantitative robustness
Every real data analysis requires model assumptions. However, these assumptions are in general not fulfilled, hence the real data differ from data that would have been generated by the ideal model. Therefore, fitting models by using the real data can be seen as if one analyzes a contaminated data set which affects the quality of the fitted model. It is not desirable to exclude potential "outliers" from the data set (cf. Hampel et al. [2011] ) but to find strategies that downweight them, like iteratively reweighted least squares (IRWLS) (Huber and Ronchetti [2009] ). We now define the influence function (cf. Hampel [1974] ).
Definition 2.3. Let X be a normed function space and let Θ be a normed real vector space. Let T : X → Θ be a statistical functional. The influence function or influence curve of T at x for a probability measure P is defined as the derivative
where δ x denotes the Dirac measure at x.
So, the influence curve is just a special Gâteaux derivative with h := δ x − P . The influence curve can be seen as an estimate for the infinitesimal influence of a single observation on the estimator. If the IC is unbounded, then a single observation can have an infinite impact on the resulting estimator which is of course not desirable. For robustness properties, it is necessary that the influence curve is at least bounded. In that case, the estimator is sometimes called B-robust (Van der Vaart [2000] ).
The robustification of an estimator can be done by robustifying its influence function. Minimax results for optimal-robust influence curves have been established in several works (Rieder [1994] , Rieder et al. [2008] , Hampel et al. [2011 ], Fraiman et al. [2001 ). However, for guaranteeing optimality of these approaches, it is crucial that the estimator is asymptotically linear ( [Rieder, 1994, Def. 4.2.16] ) and that the model be smooth enough, i.e., that it be L 2 −differentiable (LeCam [1970] ).
Definition 2.4. Let P := {P θ | θ ∈ Θ} be a family of probability measures on some measurable space (Ω, A) and let Θ be a subset of
for h → 0. In this case, the function Λ θ0 is the L 2 −derivative and
is the Fisher information of P at θ 0 .
Note that the L 2 −differentiability is a special case of the wider concept of L r −differentiability (Rieder and Ruckdeschel [2001] ). The L 2 −differentiability holds for many distribution families, including normal location and scale families, Poisson families, Gamma families, and even for ARMA, ARCH and GPD families (Rieder et al. [2008] , Pupashenko et al. [2015] ). A standard example of a distribution family that is not L 2 −differentiable is the model
Then the sequence (S n ) n is asymptotically linear at P θ0 if there exists an influence curve ψ θ0 ∈ Ψ 2 (θ 0 ) such that the expansion
holds. The family Ψ 2 (θ 0 ) of influence curves is defined by the set of all maps η θ0 that satisfy the conditions
where I p denotes the identity matrix of dimension p × p.
In this definition, condition i) is vital for integrability and for the application of a central limit theorem to conclude that S n is asymptotically normal, i.e.,
Condition ii) ensures unbiasedness of the asymptotically linear estimator. The third condition leads to uniform unbiasedness (w.r.t. θ 0 ), more precisely, if ψ θ0 satisfies i) and ii), [Rieder, 1994, Lemma 4.2.18] shows that the condition iii) is equivalent to
for all t n → t where t n , t ∈ R p , so the asymptotic normality granted by a central limit theorem will hold locally uniformly over compacts (Rieder [1994] ).
An extension of this concept arises if one wants to estimate the transformed parameter τ (θ) leading to so-called "partial" influence curves in the terminology of [Rieder, 1994, Def. 4.2 .10], Rieder et al. [2008] .
Then the set of partial influence curves (pIC) is defined by
Then the sequence (S n ) n is asymptotically linear at P θ0 if there exists a partial influence curve
is valid.
Since it holds that
(see [Rieder, 1994, Rem. 4.2 .11 e)]), the asymptotically linear expansion of transformed estimators in terms of partial influence curves clearly mimicks the traditional delta-method.
Asymptotic linearity has been proven for example for asymptotically normal M, R and M D estimators ( [Rieder, 1994, Rem. 4.2 .17]), so especially for maximum likelihood estimators, quantiles or least squares estimators.
Compact differentiability of regularized M-functionals
This is the main part of this paper. We will recapitulate the results on asymptotic linearity of unpenalized M-functionals that will be transferred to the regularized case thereafter. Define the function
Asymptotic linearity of M-estimators
and call its empirical counterpart Z n . The next two assumptions are (A1) The parameter space Θ ⊂ R p is nonempty, compact and equals the topological closure of its interior.
(A2) The function ϕ satisfies
The following main corollary ( [Rieder, 1994, Cor. 1.4 .5]) makes use of a result of Jain and Marcus ([Jain and Marcus, 1975, Thm . 1]) which requires (A3) There exists a pseudo-distance d on Θ such that d(θ, θ 0 ) → 0 as θ converges to θ 0 and such that the metric integral
and of the following theorem [Rieder, 1994, Thm. 1.4 .2].
Theorem 3.1 (Compact differentiability of M-estimators). Under (A1), (A2), assume additionally that:
(A5) There exists a zero θ 0 ∈ Θ • of η and η ∈ C p (Θ). Moreover, η is locally homeomorphic at θ 0 with bounded and invertible derivative dη(θ 0 ).
Then there exists a neighborhood
T is compactly differentiable at η with derivative given by
where Π θ0 is the evaluation functional at θ 0 .
Corollary 3.1. Under the assumptions (A0)-(A5), the sequence (S
where the influence function is given by
If the S n are measurable, then asymptotic normality follows, i.e.,
where
Remark 3.1 (Fréchet differentiability). The proof uses an infinite-dimensional version of the delta method (see e.g. Van der Vaart and Wellner [2013] , [Rieder, 1994, Thm. 1.3.3] Example 3.1. We refer to [Rieder, 1994, Thm. 1.5 .1] who shows that for distribution functions F that are continuous in some neighborhood U around a = F −1 (α), the location α−quantile is compactly but Gill et al. [1989] , Van der Vaart and Wellner [2013] ). This fact has been used to prove asymptotic linearity of the area under the curve (AUC) and the cross-validated AUC as it has been done in LeDell et al. [2015] . However, Wellner [1992] So, we can summarize that it is reasonable to show the asymptotic linearity by the milder requirement of compact differentiability.
The regression context
Fitting a model based on a training set by minimizing some loss function without any restriction generally leads to overfitting, especially in the case of high-dimensional data. This issue has been investigated by Vapnik (Vapnik [1998] ) who introduced the structural risk minimization principle which performs the optimization on structures that have finite Vapnik-Chervonenkis dimension. In practice, this idea manifests itself when penalizing the loss function by a regularization term.
In the regression context, we have a model
The function f might be any measurable function mapping from X into Y. In this work, we assume that f is an element of the parametric function class (A6) J λ is non-negative with J λ (0 p ) = 0 and J λ is convex.
The assumption that a regularization term must be non-negative is natural. On the other hand, since it penalizes the model complexity, the assumption that J λ (0 p ) = 0 is reasonable since the parameter θ = 0 p leads to a model consisting at most of the intercept which would not make sense to penalize. The convexity assumption is needed for practical applications to prevent the solution from overfitting and, of course, to guarantee the existence of a unique solution in combination with a convex loss function.
Then we try to solve
by solving the empirical counterpart of the corresponding Z-equation
provided that ∂ θ L = ϕ exists and that integration and differentiation can be interchanged. If the penalty term is not of a particular interest, we suppress the superscript and just write Z n or η.
As for L 2 −differentiability of parametric regression models, we refer to [Rieder, 1994, Thm. 2.4.7] for random design and to [Rieder, 1994, Thm. 2.4 .2] for fixed design of the regressor matrix.
Asymptotic linearity of regularized M-estimators
For clarity, we write down the following corollary of 3.1 to illustrate that we regard the loss function and the penalty term separately, where the latter will be the one that is more likely to cause problems.
Corollary 3.2. Assume (A0), (A1) and (A3). Let the assumptions (A2) and (A4) be true for
and let (A5) be true for η λ (θ) provided that the derivative exists. Then the asymptotic linear expansion in 3.1 holds with
Compactness assumption of the parameter space
We need to justify the assumption of a compact parameter space. This can be done by coercivity arguments. For the following lemma, we refer to Evgrafov and Patriksson [2003] and Levitin and Tichatschke [1998] .
If f is coercive w.r.t. θ, i.e., the sets
are bounded for all c ∈ R for every x ∈ X , y ∈ Y, then min θ (f (x, y, θ)) > −∞ and Ξ(x, y) is nonempty and compact for any x, y. It is easy to see that the usual penalty terms like the l 1 −, l 2 − or elastic net penalty are coercive (see p.e. [Aravkin et al., 2013, Cor. 8] ). On the other hand, non-convex penalties do not have to be coercive, for example the SCAD penalty (cf. Fan and Li [2001] ) is constant outside a neighborhood of zero whose width depends on the penalty parameter.
In fact, since we are now allowed to assume compactness of the parameter space, we face another potential issue. The compactness assumption leads to the problem that the M-estimatorθ n may be located at the boundary of Θ. We invoke the idea of one-step estimators from Van der Vaart [2000] to make the connection with machine learning algorithms.
Having a √ n−consistent preliminary solutionθ n of the estimating equation Z n (θ) = 0, then an application of the Newton-Raphson algorithm leads to an improved one-step solution
where Z 
Theorem 3.2. Let the notation be as above. Let the condition that for every constant M it holds that
be satisfied for a regular matrix Z ′ 0 . If it holds additionally that √ n(Z n (θ 0 )) converges to some limit, then the One-Step estimatorθ n is already √ n−consistent.
Lemma 3.3. Let all the notation be as above. Under (A2), (A5) and the additional assumptions (A7)
The learning procedure is √ n−consistent, (A8a) The function Z n is twice differentiable w.r.t. θ, the One-Step estimator is not located at the boundary of the parameter space.
Proof. Since condition (3.1) is weaker than differentiability of Z n at θ, this part is already satisfied by (A8a). The only condition of theorem 3.2 that remains to be proven is the convergence of
√ n(Z n (θ 0 )) to some limit Z. But, since we already know by (A7) that the learning algorithm is √ n−consistent, sô
An application of a delta method which is possible under (A8a) provides that
has a limiting distribution (which is the Dirac measure at zero) and we note that by definition, it holds that Z n (θ n ) = 0, so the convergence of √ nZ n (θ 0 ) has been established and theorem 3.2 applies.
✷
We admit that it is not common to assume learning rates like we did in assumption (A7), but it is more convenient just to assume consistency. Since functions that are too complex may not be able to be approximated with a predetermined rate, this assumption results in the class of approximable functions getting strictly smaller.
Twice differentiable Z-function Theorem 3.3. Under the conditions (A0), (A1), (A6), (A7), (A8a) and
• and η λ is locally homeomorphic at θ 0 with bounded and invertible [Rieder, 1994, Rem. 1.4.6 
Proof. As a byproduct of (A1), we immediately get (A3). This is true since R p is a normed space, hence the pseudo-distance is just the standard euclidean norm on R p and by boundedness of Θ and since p is finite, we can conclude that the metric integral is finite. Even more general, the metric integral is finite provided that d(θ, θ
0 ) = ||θ − θ 0 || δ 2 for some δ ∈]0, ∞[ (see
.b)]).
From twice differentiability of η λ , the first part of (A2) 
where the Lipschitz constant L x must be finite by compactness of Θ. We conclude that (A4) holds.
Thus, corollary 3.1 is applicable and we get the desired result. 
Twice continuously differentiable loss function, non-differentiable penalty term
If the penalty term is non-differentiable, like the Lasso loss, then we invoke an approximation result of Avella-Medina [2017] which uses a maximum theorem of Berge [1963] . This result is exactly what we need in the presence of non-differentiable regularization terms since that despite we cannot assume differentiability, we can at least assume continuity. 
Finally, we can conclude that we can work with infinitely differentiable penalty terms satisfying the conditions of the previous subsection but that this results in the same asymptotic linear expansion as if we used the true non-differentiable penalty term. Thus, we only need the existence of an approximating sequence of penalty terms.
✷ Remark 3.3. [Öllerer et al., 2015, Lemma 5.4] showed for the Lasso and a concrete hyperbolic tangent approximation of the penalty term that the influence function of the approximating estimator derived by [Öllerer et al., 2015, Prop. 4 
.1] converges to the influence function of the Lasso. So, Medina generalized their result with 3.4 for any losses and penalties satisfying the given conditions.
Note again that the main difficulty for non-differentiable regularization terms is the translation of M-to Z-equations. The approximation result elegantly avoids a tedious case-by-case study under which conditions an M-estimator w.r.t. a certain regularized loss function can be written as Z-estimator and provides a universal result.
Extension to ranking
In the ranking setting (see for example Clémençon et al. [2008] ), we assume the same underlying model as in the first part of this section, with the only difference that we have to invoke a joint distribution
where the notation F r is introduced to distinguish it from the joint distribution in the previous part of this section.
In contrast to prediction problems, it is not the goal to recover the true values of the Y i but just to predict their true order. Therefore, the ranking model can be fitted by defining a ranking loss function
which quantifies a ranking loss, that is some loss of a misranking of a pair of instances. Defining a penalty term and the ranking risk analogously to the risk R in section 3.2, the corresponding Z-equation resulting from the problem to minimize the regularized risk is
where ϕ r = ∂ θ L r is the score function, hence the first term of Z r,λ n is the empirical counterpart of the expected score.
We can easily adapt the theorem of Rieder [1994] to the ranking setting and conclude compact differentiability of regularized ranking functionals and asymptotic linearity of the sequence (S r,λ
Then, under the conditions (A0), (A1), (A5), (A6), (A7), (A8a) and
T is compactly differentiable at η r,λ with derivative given by
Moreover, the sequence (S Proof. This directly follows from corollary 3.1 since the optimization is done w.r.t. θ whereas the dimension of the space of the other arguments of ϕ is not explicitly used in the proof.
✷
Remark 3.4. It is important to emphasize that ranking loss functions like the hard ranking loss (cf. [Clémençon et al., 2008, Sec. 2 Clémençon et al. [2013] for an overview).
]) and related losses are not continuous and not convex, so they fail the assumptions of these theorems (however, the hard ranking loss is bounded, so combining it with a suitable regularity term again leads to a coercive target function). Examples for which the regularity conditions hold are smooth convex surrogates of those ranking losses (see

Examples for asymptotically linear estimators in machine learning
The conditions for asymptotic linearity of the regularized M-estimators in the previous section are quite general. The goal of this section is to provide examples for machine learning algorithms to which the derived results can be applied and to specify the required conditions for each procedure.
Lasso
Lasso regression (cf. Bühlmann and Van De Geer [2011] ) is an l 1 −penalized least squares regression, i.e.,
The lasso regression results in a shrinkage of the coefficients and in sparsity of the fitted model. The score function for the unregularized loss is given by
We invoke the approximation of the non-differentiable penalty term. There exists an example of such a smooth penalty term converging to the absolute value in Avella-Medina [2017] . Öllerer et al. [2015] or Avella-Medina [2017] , respectively. Then we setJ
and thus
and the (component-wise) convergence of the Hessian holds as well due to the properties of W 2,2 . For this idea, we refer to [Öllerer et al., 2015, Lemma 5.4 
Elastic net
The elastic net (cf. Zou and Hastie [2005] ) can be regarded as a compromise between Lasso and Ridge regression. Given two penalty parameters λ 1 , λ 2 , the elastic net solution is given bŷ
and by defining α := λ2 λ1+λ2 , this can be rewritten as a convex combination of l 1 − and l 2 − penalties, i.e.,
where (1 − α)||β|| 1 + α||β|| 2 2 is referred to as the elastic net penalty. Öllerer et al. [2015] , proving the result. Zou and Hastie [2005] that the elastic net can be rewritten as a special Lasso with the augmented data Using these results and the idea of Öllerer et al. [2015] , the respective influence curve of the elastic net can been computed by just adapting the already calculated influence curve and theorem 4.1. 
Proof. It is shown in
X * := 1 √ 1 + λ 2 X √ λ 2 I p ,
Adaptive Lasso
The adaptive Lasso (cf. Zou [2006] ) is a two-stage estimator that first computes the standard Lasso estimator, denoted byβ init , and then in a second step, one minimizes 
where we denote byβ Lasso (λ) the Lasso estimator using the penalty factor λ. [Loh et al., 2017, Sec. 3] 
Proof. Obviously, ifβ
β adapt S init λ = argmin βŜinit (λ)   1 n n i=1 j∈Ŝ init (λ) (Y i − X T ij β j ) 2 + λ j∈Ŝ init (λ) |β j | |β init j |   whereŜ init (λ) := {j |β init j = 0}.
Data-driven penalty parameters
It is common that asymptotic results for regularized methods allow for the case that the regularization parameter is data-driven which manifests itself in a sequence (λ n ) n of regulariztion parameters. The same is true for Boosting where the amount of regularization does not depend on a penalty parameter but implicitly on the number of iterations such that a diverging sequence of iterations is the analogue to a sequence (λ n ) n with λ n → 0 for n → ∞.
To keep the asymptotic results valid uniformly for n → ∞, results for Lasso methods as in Bühlmann and Van De Geer [2011] or Zou [2006] and for Boosting methods as for example in Bühlmann [2006] require penalty parameters which fall into a suitable range in dependence of n or numbers of iterations that grow sufficiently slowly w.r.t. n.
As for our results, we would need a suitable degree of approximation, i.e., a suitable sequence (m n ) n , leading to a sequence of regularization terms of the form (J mn λn ) n , to get similar statements.
In fact, we already used sequences (m n ) n implicitly when proving theorem 3.4. Our argument was to set m n sufficiently large to get a degree of approximation that leads to an error term which is already absorbed by o P (n −1/2 ).
If we are concerned about sequences of penalty terms, we essentially need to have a sequence (m n ) n which again grows sufficiently fast to keep the error term small enough. Since we assumed that J λ is approximable by a sequence of smooth penalty terms J m λ and since λ usually just enters as a factor, a diminishing sequence of regularization terms still keeps the approximability valid since for smaller penalty parameters, the regularization term gets "less wiggly", so we assume that for fixed n, one would generally need a smaller number m for a smaller λ than for a large λ.
A general approximation to the best of our knowledge is out of reach, however, for a given penalty term with a given approximation sequence, one could derive conditions for the sequence (m n ) n according to the sequence of regularization terms. In particular, this holds for the Lasso and the Adaptive Lasso.
Conclusion
We studied the conditions under which a regularized M-estimator can be asymptotically linearized. We provide a general theory for the asymptotically linear expansion of such estimators and gave concrete examples of machine learning algorithms which our theory includes. Of course, from the asymptotic linear expansion, the asymptotic normality can be directly derived.
Influence curves for a wide range of estimators have already been derived in the literature, but it does not suffice just to write down the asymptotic linear expansion without having proved the necessary regularity conditions of the corresponding statistical functional. This means that the potential linearization of the estimators in related work was not theoretically founded without the rigorous theory that we provided.
However, we concentrated on linear regression models in this work. An extension to other areas of machine learning will be a subject of future work. 
