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ABSTRACT
Topology optimization is a state-of-the-art tool for detecting the best material layout in a

physical space to obtain certain goals. Initially developed as a structural engineering tool, it

has been recently used in electromagnetics and has shown immense potential. The aim of

this work is to build a framework for applying the topology optimization method in
electromagnetics using a modified binary particle swarm optimization (BPSO) algorithm. In

this thesis, a very classic problem of coax to waveguide transition has been considered, and
a novel solution has been given using topology optimization. The steps to implementing

topology optimization using BPSO have been thoroughly documented. The optimized
transition has been fabricated and tested to give excellent results. Traditional transitions are
used in the performance analysis of the optimized structure. The results obtained have been

very promising and this technique can be utilized in creating elegant solutions to complex
electromagnetic problems.
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CHAPTER 1
INTRODUCTION
Optimization is perhaps the most primitive yet marvelous process embedded in

the core of nature. Physical systems optimize themselves to seek balance and a state

of minimal chaos. Unsurprisingly, the concept of optimization has been present since

the idea of engineering was developed. Engineers tweak parameters to search for the

optimum design. The optimum, however, may have varied meanings depending on

the goal, i.e., minimum cost, maximum efficiency, minimum weight, maximum

strength, and others. [1]. Therefore, there are different ways to optimize a design
based on the goal, constraints, and boundary conditions. If the physical structure is

optimized to meet a specific purpose, constraints, and boundaries, there are three
possible optimization routes to be considered: size optimization, shape optimization,

and topology optimization [2]. Compared to size and shape optimization, topology

optimization grants a more significant deal of freedom as the topology encapsulates
the complete material distribution of an object [3].

Optimization of the topology of an object, therefore, refers to creating an optimum

structure to satisfy the goal by finding the right material density in space [2]. A

structure like a bridge is optimized to have minimum weight, whereas airplane wings

are optimized to experience minimal drift, and electromagnetic antennas are
optimized to have large bandwidth [4-6]. In many of cases, topology optimization
1

seems to develop a structure that belies physical intuition. Because of the powerful

ability to solve complex constraints and generate unique and efficient designs, it has

been the mainstay in structural engineering for a long time. However, complex

structures are not the hallmark of structural engineering anymore. In various

engineering disciplines, dealing with intricate physical structures has become a
necessity. Therefore, topology optimization has permeated beyond the boundary of

fancy architectural wonders to other engineering disciplines and has become the
most robust methodology for the inverse determination of structure material
distribution [2].

Complex physical structures are familiar to electromagnetic devices, and

optimizing them has been an engineering problem for years [7]. For instance, mode

converters and antennas may require complex geometry and are often utilized using

physical intuition-based design [8]. However, these designs restrict the solver into
finding the solution from a very narrow solution space, which often might not contain
the best solution. While a physical intuition-based structure may work well for some
problems, the topology-optimized designs will always give the designer the freedom

to choose from a greater pool of both intuitive and unintuitive solutions. That’s why,
topology optimization is being considered as a novel way to solve complex

electromagnetic problems. However, the applicability in electromagnetics is yet in its
infancy. Unlike structural engineering, where the weight and densities are the design
variables, various electrical parameters like conductivity, permittivity, permeability,
2

and others, take the place of the design variable [9]. To obtain the desired response

from a structure from an unknown distribution of material requires solving an
inverse problem meaning the change in electrical properties in the domain with the

change in the material topology is not explicitly defined and multiple structures can
be attributed to the same response [10]. Therefore, the topology optimization in

electromagnetics, although, holds the core idea of structural engineering but deals
with a different set of constraints, requiring a unique approach to solve. However, it
has already been applied to metamaterials, antennas, mode converters, and

waveguides, and some designs have been implemented and showed excellent results
[9]. Nevertheless, much more research must be conducted to investigate if topology
optimization is something worth venturing into for electromagnetics. To answer this
question, this work will shed some light on the applicability of topology optimization

in electromagnetics for implementing a widely used coax to waveguide transition to
lay a foundation to solve more intricate electromagnetic topology optimization
structures in the future.

The first goal of this thesis is to build a framework for applying the topology

optimization method in electromagnetics using a modified binary particle swarm

algorithm. To validate the procedure, a coax to waveguide transition has been used
as a test case to show how topology optimization can come up with an optimized
structure that can produce large bandwidth.

3

The second goal is to implement the optimized structure in real life to compare

the optimized design against the traditional transition solutions for further validating

the implementation strategy of the described topology optimization process.

1.
2.
3.
4.
5.

This thesis is organized as follows:

Chapter 2 briefly describes the basics of topology optimization and particle
swarm algorithm after giving a brief historical background.

Simulation methodology and experimental implementation strategies are
described in Chapter 3.

In Chapter 4, the simulated results are compared with the experimental ones.
Conclusions and future research directions are highlighted in Chapter 5.

The process of selecting the algorithm, sample codes, and some issues faced
during simulation were included in the appendix section.
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CHAPTER 2
BACKGROUND
2.1 Literature Review

The roots of topology optimization are grounded in the work published by

Bendsoe and Kikuchi (1988) [11]. Although the homogenization approach required
near-optimal structure as the starting point, and involved complicated mathematics
resulting in obscure topology, the potential peaked interest of many, resulting in
decades of modification and improvement to convert it into a powerful conceptual
structural

engineering

technique.

In

continuation

of

the

development,

electromagnetic topology optimization was pioneered by Dyck (1996) in his work on

bandwidth improvement of patch antennas [12]. Later, Nomura used topology

optimization in his work on enhancing the bandwidth of resonator antennas[13], and
Erentok and Sigmund used a similar method to design sub-wavelength antennas[14].

The first application of topology optimization by Bendsoe and Kikuchi, called the

homogenization

approach,

was

computationally

expensive.

For

searching

computational efficiency and simplicity, the continuous density-based approach,

namely the solid isotropic microstructure with penalization (SIMP) method [19] and

the discrete density-based approach evolutionary structural optimization (ESO) [20],
were soon become well-known. Apart from that, the bubble method [21], level-set
5

method [22], moving morphable component (MMC) method, and phase-field method
[23] were utilized. Zhou et al. [15] and Yamasaki et al. [16] introduced level set

methods in electromagnetic topology optimization. CH Im et al. used a hybrid genetic
algorithm, a local metaheuristics based optimization algorithm in topology
optimization[17]. However, the drawback of these methods is that they lack global
search capability and are therefore susceptible to being stuck in local minima and the
final result depends on the initial topology.

Later swarm intelligence-based

algorithms for solving topology optimization were studied. GC Luh et al. implemented

immune, ant colony, and binary particle swarm algorithms for structural topologies
[24-26]. Recently, many different hybrid evolutionary algorithms have been

implemented in topology optimization, although many lack real-life implementation.
Among other global optimization methods, Hassan [18] implemented a gradient

search-based method for optimizing the topology of a coax-to-waveguide transition
using FDTD with self-penalization.

Among the global swarm intelligence methods, the particle swarm algorithm is

among the most popular. Although the first implementation of particle swarm

optimization (PSO) is credited to Kennedy and Eberhart (1995) [27], it was Reeves
(1983) who first proposed particle systems to model dynamic objects [28]. Later,
Reynolds (1987) [29] used particle systems to simulate the behavior of a flock of

birds. The initial PSO algorithms suffered from a slow convergence issue. Y. Shi and
Eberhart introduced inertial weight in PSO to counteract this, increasing convergence
6

speed [30]. To continue the improvements, Kennedy and Eberhart introduced the

binary version of PSO (BPSO) [31]. The BPSO is applied to binary problems where
each dimension of a particle can have two states only: 0 or 1. The primitive version of

BPSO had some difficulty in converging to the best solution because the binary
positions are based on randomness. In addition, normal BPSO suffers from becoming

trapped in local minima [31], [32]. This issue has been counteracted by employing
different transfer functions in BPSO and reducing unhealthy randomness. In [33],
Khanesar introduced a novel BPSO algorithm that utilized different velocities for

other bits and kept the convergence scheme of the normal PSO. BPSO is suitable for
topology optimization algorithms because of its easy correlation with finite element
methods

7

2.2 Theory of Topology Optimization

The procedure of topology optimization depends on the method of analysis in the

domain of interest. Finite element and FDTD are the predominant methods that have

been utilized in topology optimization. Although FDTD is generally faster, the finite
element method is more suitable for application in accurately solving more complex

structures and problems having larger domains. In this thesis, the focus is, therefore,
limited to the finite element approach. In the finite element approach, the domain of

interest is segmented into finite elements. A physical property correlated to the

existence of the material inside the domain of interest is treated as a problem variable
to be solved that will create the topology. For example, material density is one of the

most common problem variables in typical topology optimization problems. Two
approaches can be taken to deal with the design variable: the discrete design variable
and the continuous design variable. Imagine a domain of interest is discretized in a
4x4 grid and the material density is the design variable. Each box can either hold

material or be empty. For the discrete case, the material density matrix can have
either 0 or 1 as elements depending on whether it has material inside. For the
continuous case, the material density can be any value between 0 to 1. After the whole

analysis process, the materials can be placed in a grid if the corresponding density is
close to 1 and 0. The boxes are left empty if the material density is relative to 0. Fig.
1 describes the process.

8

(a)

(b)

Fig 1. (a) A 5x5 grid with continuous material density. As the grids turn darker, they approach closer
to 1, (b) The same system converted into discrete material density. Dark squares correspond to 1, and
light squares correspond to 0.

The problem can be stated as the following:

Let F(p) be the cost function to be minimized where p is the density matrix.
The optimization problem is,

min 𝐹𝐹(𝑝𝑝)
𝑝𝑝∈ℝ

s.t. pi = {0, 1} for the discrete case, and pi = [0 1] for continuous case.

9

(2.1)

2.3 Problem statement

Fig 2. The domain of interest of coax to waveguide transition.

A broadband coax-to-waveguide transition has been chosen to be the design case

to test our topology optimization procedure. The coax-to-waveguide transition is
relatively easy to characterize and widely used in many microwave subsystems

including as a connection to supply excitation of horn antennas. Furthermore,

modification to the coax-to-waveguide transition has been done in the past including

the topology optimization method to achieve performance enhancement, so choosing
this problem gives a basis of comparison. The critical requirements imposed on the
operation of the changes are a good power match within a wide frequency range.

The domain of interest holds the material distribution that defines the topology

of the structure in transition. A coaxial line feed power into the system. The inner coax
10

has a diameter of d, and the outer coax has a diameter of D. The coax feeds a power
Pin, and a power Pr is reflected and passed through the coax. So, the optimization
problem is maximizing the output to input power ratio, i.e., minimizing S11. The cost
function is defined by equations (2.2) and (2.3).

min ∑𝑓𝑓 𝑆𝑆11,𝑓𝑓 (𝑝𝑝) ∗ 𝐶𝐶(𝑝𝑝)
𝑝𝑝∈ℝ

Here,
𝐶𝐶(𝑝𝑝) = �

s.t. pi = {0, 1}

1,

−

10

𝑆𝑆11

𝑆𝑆11 > −10𝑑𝑑𝑑𝑑

,

𝑆𝑆11 ≤ −10𝑑𝑑𝑑𝑑

(2.2)

(2.3)

In the cost function, the C(p) term is essential in satisfying the high bandwidth

requirement. As our goal is to achieve the best bandwidth, simply minimizing the

sum of S11 is inadequate. For example, suppose a structure A has a bandwidth of 4.5

GHz, and a structure B has a bandwidth of 5 GHz as shown in Fig 3. Here, if we take
the sum of S11, A will be considered as the better structure, whereas if bandwidth is

considered, then B is going to be deemed as the better structure. The solution is to

neglect the effect of S11 going beyond -10, which is done by using equation (2.3).

11

Fig 3. Demonstration of how the broadband cost function works

2.4 Concepts Of Standard Particle Swarm Algorithm

The underlying concept of PSO is the social interaction among several particles

moving around in the search space, looking for the best solution. Each particle in the

swarm looks for its positional coordinates in the solution space, which are associated
with the best solution that has been achieved so far by that particle and the best
solution achieved among the neighborhood of that the particles. From analyzing the

local and global best values, the direction and momentum of the particles are
determined.

The standard particle swarm procedure is very straightforward. First particles

that are uniformly distributed over the domain of interest are created. Then the

optimization parameters are initialized. Next, each particle’s position is evaluated,
12

and the cost function is analyzed. From the cost function analysis, the velocity and
position of particles are calculated using the following equations.

𝑣𝑣𝑖𝑖(𝑡𝑡+1) = 𝑤𝑤𝑣𝑣𝑖𝑖 (𝑡𝑡 + 1) + 𝑐𝑐1 𝑟𝑟1 �𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑥𝑥𝑖𝑖 � + 𝑐𝑐2 𝑟𝑟2 (𝑥𝑥𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 − 𝑥𝑥𝑖𝑖 )
𝑥𝑥𝑖𝑖 (𝑡𝑡 + 1) = 𝑥𝑥𝑖𝑖 (𝑡𝑡 + 1) + 𝑣𝑣𝑖𝑖 (𝑡𝑡 + 1)

(2.4)
(2.5)

Here, w is the inertia weight, c1 and c2 are the cognitive and social factors,

respectively. 𝑥𝑥𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 is the position of the global best and 𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 When particle

velocities or positions go out of bound; the boundary values are used to confine them

within the region. The process of finding new velocity and position of the particles is
continued until wither the stopping criteria or the convergence is met.

2.5 Binary Particle Swarm Algorithm

For the Binary Particle swarm, the particles can only hold binary values. The big

deviation from the SPSO is that the velocity does not define the direction of

movement, but rather the probability of switching its current value. A transfer
function is associated with the velocity in order to convert the velocity space to a
switching matrix.

13

The binary particle swarm algorithm has the following parameters that can be

optimized to get the desired output.

•

Swarm and Neighborhood size – The swarm size is the number of particles

introduced to the system. The optimum swarm size depends on the problem
itself. Thus, it varies related to the problem. The greater the swarm size, the

greater the initial diversity. However, the particles are expected to converge to
a global best after specific iterations. The neighborhood size defines the area
which individual particles can obtain information from.

The bigger the

neighborhood, the more information each particle receives for finding the
optimum. Smaller community increases reliability in finding the global best

with the expense of convergence speed. For our problem, the swarm size has
been selected to be 40. As for the neighborhood, the star topology has been
•

•

considered, where each particle is connected to all other particles.

Number of iterations – The number of iterations is problem-dependent. Too few
iterations may end simulation prematurely, and too many iterations may
increase computational complexity needlessly.

Cognitive and social factor- The cognitive element is the trust in the particle’s

search, whereas the social aspect is the trust in the particle’s aggregated search
of others. Each particle is independent if the social part is zero, whereas the

whole swarm acts like a single particle if the cognitive factor is zero. As particles
draw strength from a cooperative nature, the algorithm works best when these
14

factors are in the same order. Higher values of these factors cause fast
acceleration and abrupt movement, whereas lower values cause smooth

trajectories. In our model, the elements were 2 and 4, respectively. These values
were chosen from analyzing a simple implementation of the algorithm and

•

Inertia weight- Inertia weight determines how much velocity the previous
iteration takes. The inertia weight is taken as 85%.

•

Transfer Function- Transfer function transforms the velocity matrix into a

decision matrix. There are different types of transfer functions that has been
used e.g. S-type, x-type, and U-type. The most common one is the Sigmoid
function or the S-type transfer function which typically follows the following
equation.

𝑆𝑆 =

1

1+𝑒𝑒 −�𝑣𝑣𝑖𝑖 �

(2.6)

Three rules need to be followed while setting up the transfer function [34]. These

are:
1.

The probability of changing a bit from 0 to 1 or vice versa must be high for large

2.

The probability of unchanging a bit must be high for small absolute values of

absolute values of velocities.

velocities.

15

3.

The outcome of a transfer function should be in the range of [0, 1] as it acts as a
probabilistic function.

2.6 Modified Binary Particle Swarm Algorithm Steps

Using equations (2.4) and (2.5) in BPSO results in poor convergence.

To

counteract this, a simple modification has been made to the velocity equation where
the appropriate velocity is selected by comparing each particle’s position with the

local and global best for each pixels. The idea behind the algorithm was inspired from

[33] where different velocity functions were used for different bits. The workflow for

implementing our modified BPSO algorithm is as follows:
1.

Initialize the swarm. Each swarm has a random binary matrix that works as the

2.

Evaluate the performance F of each particle, using its current position.

initial distribution.

3.

Compare the performance of everyone to its best and the global performance so

4.

Change the particle’s velocity,vp, according to the following structure.

far.

𝑡𝑡
𝑣𝑣𝑝𝑝(𝑖𝑖,𝑗𝑗)
=

𝑤𝑤𝑣𝑣 𝑡𝑡−1 − 𝑐𝑐1𝑟𝑟1 − 𝑐𝑐2𝑟𝑟2; 𝑖𝑖𝑖𝑖 𝑥𝑥(𝑖𝑖, 𝑗𝑗) = 𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑖𝑖, 𝑗𝑗); 𝑥𝑥(𝑖𝑖, 𝑗𝑗) = 𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑖𝑖, 𝑗𝑗)
⎧ 𝑝𝑝(𝑖𝑖,𝑗𝑗)
𝑡𝑡−1
⎪𝑤𝑤𝑣𝑣𝑝𝑝(𝑖𝑖,𝑗𝑗)
+ 𝑐𝑐1𝑟𝑟1 − 𝑐𝑐2𝑟𝑟2; 𝑖𝑖𝑖𝑖 𝑥𝑥(𝑖𝑖, 𝑗𝑗) ≠ 𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑖𝑖, 𝑗𝑗); 𝑥𝑥(𝑖𝑖, 𝑗𝑗) = 𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑖𝑖, 𝑗𝑗)
𝑡𝑡−1

⎨𝑤𝑤𝑣𝑣𝑝𝑝(𝑖𝑖,𝑗𝑗) − 𝑐𝑐1𝑟𝑟1 + 𝑐𝑐2𝑟𝑟2; 𝑖𝑖𝑖𝑖 𝑥𝑥(𝑖𝑖, 𝑗𝑗) = 𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑖𝑖, 𝑗𝑗); 𝑥𝑥(𝑖𝑖, 𝑗𝑗) ≠ 𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑖𝑖, 𝑗𝑗)
⎪ 𝑡𝑡−1
⎩𝑤𝑤𝑣𝑣𝑝𝑝(𝑖𝑖,𝑗𝑗) + 𝑐𝑐1𝑟𝑟1 + 𝑐𝑐2𝑟𝑟2; 𝑖𝑖𝑖𝑖 𝑥𝑥(𝑖𝑖, 𝑗𝑗) ≠ 𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑖𝑖, 𝑗𝑗); 𝑥𝑥(𝑖𝑖, 𝑗𝑗) ≠ 𝐺𝐺𝑏𝑏𝑒𝑒𝑒𝑒𝑒𝑒 (𝑖𝑖, 𝑗𝑗)
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(2.7)

5.

6.

Calculate the Transfer function using the following equation.
𝑆𝑆 =

1+𝑒𝑒

1

−�𝑐𝑐3 𝑣𝑣𝑝𝑝 �

(2.8)

Generate a random variable, R of the same order as the Transfer function.

7.

Move each particle to a new position using the following equation.

8.

Go to step 2 and repeat until convergence.

~𝑥𝑥 𝑡𝑡 (𝑖𝑖, 𝑗𝑗); 𝑖𝑖𝑖𝑖 𝑆𝑆(𝑖𝑖, 𝑗𝑗) > 𝑅𝑅(𝑖𝑖, 𝑗𝑗)
𝑥𝑥 𝑡𝑡+1 (𝑖𝑖, 𝑗𝑗) = � 𝑡𝑡
𝑥𝑥 (𝑖𝑖, 𝑗𝑗); 𝑖𝑖𝑖𝑖 𝑆𝑆(𝑖𝑖, 𝑗𝑗) < 𝑅𝑅(𝑖𝑖, 𝑗𝑗)

(2.9)

In this algorithm, the velocity is thought of the metric for instability. lower the

velocity, the higher is the probability of the particle retaining its value. If the value of
certain bit of the current position matches with either local or the global best matrix

in that specific position, it tries to retain that position and therefore velocity is

decreased and if it differs from either, the velocity is increased. The effect of having
the same value in a pixel as the local and global best is the reduction of the terms c1r1

and c2r2 from the weighted velocity respectively. This process is summarized in Table
1.
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Table 1. Selection procedure of the appropriate particle velocity in the modified BPSO

Velocity, Vp(I,j)

Local Best (i,j) =

Global Best (i,j) =

Current particle (i,j) ?

Current particle (i,j) ?

Yes

Yes

wVp-c1r1-c2r2

Yes

No

wV-c1r1+c2r2

No

No

Yes

No
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wV+c1r1-c2r2

wV+c1r1+c2r2

CHAPTER 3
METHODOLOGY

3.1 Optimization Procedure

Fig 4. Flow chart of the method of topology optimization.

The optimization procedure requires the steps included in Fig. 4. First, an initial

optimizable structure is made and then the system is fed to CST. CST uses an

electromagnetic solver to get the S11 parameters from the input conductivity matrix.
Then minimization algorithm uses a binary particle swarm to find the optimum
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conductivity matrix. The conductivity is then checked and compared with the global
best, and until the best point is reached, the loop is continued.

3.1.1 Initial Guess

Generally, topology optimization requires the engineer to make an initial first

guess. The coax-to-waveguide transition has long been an essential component in

microwace applications. Our initial design approach is based on a transition element
presented in a patent in 1984 [35] and shown in Fig. 5. In the patent, a coax with a
larger diameter at the end of the inner coax is suggested. From the cross-section, it

looks like a square metallic body. It gives an idea that a square patch might be a
suitable starting point for this transition. This claim was tested in simulations, the
results of which is included in chapter 4.

(a)

(b)
Fig 5. (a)The original patent from 1984, and (b) Initial guess.
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Fig 6. Conductivity matrix creation.

3.1.2 Conductivity Matrix

The conductivity matrix is the design variable in our test case. The initial guess is

first discretized into binary digits where zero means no conductivity or blank space
and 1 means the existence of a perfect electric conductor.

3.1.3 CST Model Optimization

The conductivity matrix is fed to the commercial electromagnetics code CST using

a Matlab code that creates CST commands and connects it through server. The Matlab

code gives CST commands using VBA language with the help of Windows ActiveX
server. Then, CST is used as a finite element solver here. Several considerations have
been taken while building the model. These are discussed below.

In finite element analysis, the accuracy of the result obtained is determined by the

size of the mesh. A model with a small element size yields higher accuracy than a
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modal with a significant element size. Also, if the number of elements is large, then
the complexity of the model increases.

Table 2. Analysis of computation time and percentage error for different mesh distribution
∑(𝑆𝑆11 −𝑆𝑆11 ,ℎ𝑖𝑖𝑖𝑖ℎ)2

Mesh

Growth

error,

Low quality

2

11%

1.01

0%

High quality
optimum

rate

1.1

∑(𝑆𝑆11 ,ℎ𝑖𝑖𝑖𝑖ℎ)2

0.004%

Computation
time (s)
90

2440
125

From Table 2, it is observed that with decreasing growth rate, the percentage

error is reduced. This, however, also increases the computation time. The low-

quality structure takes only 90 seconds to simulate once, whereas the high-quality

one takes 41 minutes. An optimum mesh size and growth rate is found which takes
only 2 minutes 5 seconds to simulate, yet has a small error percentage of 0.004%.

To further reduce the simulation time, the walls of the bounding box have been

declared as a surface with 0 thickness. As the walls are defined as a perfect electrical

conducor (PEC), the thickness is irrelevant because the skin depth of a PEC, with an
22

infinite electrical conductivity, is zero. Furthermore, reducing the patch to a surface
reduces the computation cost. Normally, patch antennas have a very thin layer of

metal mounted on a dielectric slab. This thin layer of metal can be computationally
demanding as it requires a very tiny mesh element size.

The length of the structure also attributes to the computation time.

The

simulation time scales with the length of the waveguide, but the length is also

constrained that it must be large relative to the size of the patch itself. Keeping these
constraints in mind, the length is chosen as 32.5 mm to ensure a feasible simulation
time.

Fig 7. Problem Setup with the optimized mesh.
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Table 3. Simulation time with different lengths

Length

Computation time (s)

32.5

90

(mm)

(avg.)

50

125

90

245

3.2 Setting Parameters Of The Algorithm

Choosing appropriate parameters is required in successful implementation of an

algorithm. However, the actual problem can often be so computationally demanding
that testing out different parameters is not feasible. Such was the case for our test

case. Therefore, to set appropriate parameters a simplified problem was considered.

The simplifified structure has 16 grids, therefore, the solution space has 65,536

possible structures. Each structure is assigned a random Cost function value

generated by a random number generator. The challenge of the algorithm is to find
one of the best possible values in the solution space in 300 iterations using 10
particles. Figure 8(a) shows an optimum structure found by the BPSO algorithm after

300 iterations. For this case, the best structure found by the BPSO algorithm was 4th

best out of 65,536 possible solutions. So, the algorithm does not always converge to
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the absolute best solution, and it guarantees a very good solution. Another point to be

noted here is that the solution space used for the simplified space is created
randomly, so there is no intuitive correlation between the cost function and changing

material space. However, it was impressive that BPSO always converged to the top

0.0004% solution. Table 4 lists the parameter values used here. The detailed codes
are attached in the appendix section.

(a)

(b)

(c)
Figure 8. (a) Optimized structure in the 4x4 grid (b) Velocity matrix, (c) Cost function vs iteration

25

Table 4. Parameters of the Binary particle Swarm Algorithm

Parameter

Value

Inertia Weight, W

0.85

Number of iterations, MaxIt

100

Sigmoid function Steepness factor, c3

3

Swarm Size, N

40

Social factor, c2

Cognitive factor, c1

4
2

Swarm size and maximum iteration numbers were taken keeping the simulation

time in mind and were not optimized from the simplified solution. Ideally, more

number of particles expand the search space, and more maximum iteration limit gives
particles more chances to locate the best global solution. However, both of these
increase computation time. Each particle takes roughly 2.30 minutes to simulate,
therefore, 40 particles with 100 maximum iterations refer to roughly 7 days of
computation time which was deemed as a suitable number.

The other parameters, namely, social, cognitive, steepness factors and inertia

weight were determined by analyzing the simplified problem. Increasing the

steepness factor increased the transition rate of the algorithm, however it also
increased the randomness, therefore often providing poor convergence. For the
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social and cognitive factors, it was observed that, the algorithm performs poorly when

there is cognitive factor is weighed more than the social factor. Therefore, the social

factor is kept at 2 times that of the cognitive factor. Finally, the inertia weight of 0.85
was shown to provide the best convergence for the simplified case.

3.3 Experimental Setup

3.3.1 Creation Of The Waveguide

The transition of concern is the TEM mode from coaxial cable to TE10 mode in the

waveguide. The waveguide is split vertically to make sure there is a minimal
alteration to the TE10 mode. The detachable parts make soldering the patch easier.

(a)

(b)

Fig 9. (a) 3D model, (b) CNC Milled Al-6061 T6 waveguide
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3.3.2 Patch Fabrication

(a)

(b)

(c)

(d)

Fig 10. (a) LPKF ProtoMat, (b) LPKF ProtoLaser, (c) Printing in process in LPKF ProtoLaser, (d)
Printed boards in LPKF ProtoLaser.

The patches are manufactured using a both LPKF Protolaser and ProtoMat. The

simpler square patches were made using ProtoMat and ProtoLaser was used to

fabricate mainly the optimized patches. First, the drawing of the patches are

converted into .dxf. Then the backlayer is done first. The the fiducials are read and
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the board is flipped to finish the top layer. The laser milled designs performed much
better than the CNC milled ones as they did not have toolmarks in the patch.

3.3.3 VNA Measurement

HP8720ES is used to take measurement data. First the VNA needs to be calibrated

with the short, open and load. Then, the data is written into a floppy disc. While doing
the test with horn, the setup is kept upright to ensure that nothing that might affect

the measurements is nearby. For comparison purpose data with both horn antenna
termination and open termination is taken.

Fig 11. Taking measurements in VNA.
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CHAPTER 4
RESULTS

In this section, the simulation results based on the BPSO-based topology

optimization have been compiled and compared to the experimental results from the
fabricated patches and the waveguide. The section is organized in the following way.

First, the simulation results from the patch inspired by the original patent are

simulated. Here the permittivity of the material is varied to suggest the possible range

of permittivity for the substrate. Then, four suitable materials are taken, and after
analyzing the simulation and experimental results, the best one is picked. In the

following subsection, a comparative analysis has been made between the fabricated

ideal patch and the initial square patch, protruded inner coax, and the simulated
results. Then, a comparison with the traditional solutions has been made.

Finally, a performance analysis of a waveguide filter was made, which was

observed while trying to solve a fundamental flaw in the initial approach to solve the
problem.
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4.1 Selection Of The Substrate

(a)

(b)

Fig 12. (a) Original square patch model, (b) Simulated return loss.
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(a)

(b)

Fig 13. (a) The square patch model with the ground plane and (b) Comparison between the return
loss of the square patches with and with the ground plane.
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Fig 12 shows the initially proposed lone square patch and its return loss profile in

CST simulation. It is observed that this structure only works well from 6.83 to 8.54
GHz range and has 1.71 GHz of bandwidth, suggesting that a modification can be made
to make it work better. It was found out that adding a ground plane improves the

response. Therefore, original patch is modified using CST parametric sweep solver,
and a 3.8 mm wide ground plane is generated to give the structure a better return

loss. The new model as shown in Fig 13, works well from 6.7 to 11.1 GHz range,
therefore has a bandwidth of 4.4 GHz. This structure is utilized as the initial guess in
our topology optimization.

Next, an estimate of suitable substrate material is made from another parametric

sweep simulation. The parametric sweep showed that the materials with dielectric
permittivity in the range 2-3.5 work best for this structure. To compare the results,
the materials in table 5 have been studied both experimentally and numerically.
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Table 5. Permittivity of the substrate materials studied here

Substrate Material

Permittivity

RO4003c

3.33

RO3003

3.00

RO 5880LZ

2.00

Fibre glass

4.6

Among the substrates used here, RO 5880 LZ composite has the lowest dielectric

constant of 2.00 [36]. It has lightweight material for high-performance weight-

sensitive applications, low dissipation factor (0.0021 at 10 GHz) and its low dielectric

constant is constant over a wide frequency range.

Rogers RO4003C substrates are high performance wover glass reinforced

hydrocarbon [37]. RO4003C laminates provide consistent dielectric constant (3.33)

over wide frequency range, low loss, easy manufacturability and good dissipation
factor of 0.0027 at 10 GHz.
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RO3003 substrates offer excellent stability of dielectric constant (3.00) over

various temperatures and frequencies and is ideal for applications upto 77 GHz. It has
an excellent dissipation factor of .0010 at 10 GHz [38].

Fibreglass substrate has dielectric permittivity of 4.6 and have excellent thermal,

mechanical, and electrical properties[39].

From the simulation and experimental results from Fig 15 and 16 respectively, RO

4003C with 0.25 mm thickness was selected as the suitable material for the operation.

The experimental implementations showed a reduced bandwidth of 3.7 GHz ( 7.1-

10.8 GHz) for RO 4003c substrate with 0.25 mm thickness, compared to the 4.4 GHz

bandwidth in the simulation. It can be attributed to the imperfections in the printing
process, the rounded corners in the waveguide and the use of horn antenna.
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Fig 14. Fabricated square patch transitions of different permittivity substrates.

Fig 15. Comparison of the selected parametric sweep results for the square patch with 3.8 mm
ground. The dark blue curve is for RO 4003c substrate with 0.25mm thickness.

The signals in Fig 16 have a lot of oscillations which is attributed to the

imperfection in the machining. As will be seen in the next section, the laser milled
optimized structure shows much less oscillation in the response.
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(a)

(b)

Fig 16. Experimental results of the response with different substrates for (a) horn antenna
termination and (b) open termination.
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4.2 Performance Analysis Of The Optimized Structure

BPSO algorithm with 40 particles for 100 iterations was run for approximately 14

days to obtain an optimized structure. The Fig 17 shows the simulated and printed

version of the optimized structure. The structure had very fine microstructures.
Therefore, it had to be milled out using LPKF ProtoLaser.

(a)

(b)

Fig 17. (a) Laser milled optimized patch, (b) Optimized patch from simulation.
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4.2.1 Comparison Between Simulation And Measurement

From the electrical field point of view, it is observed that the optimized patch with

performs excellently in converting the TEM mode from the coax to the TE10 mode in
the rectangular waveguide, which is evident in the field simulation images of Fig 18.

Fig 19 shows a comparison between the simulated and the measured response.

The measured model showed similar characteristics, albeit having oscillations in the

return loss curve and having slightly less bandwidth. The simulated model is suitable
for use between 6.8-12.8 GHz, whereas the measured one is suitable for the 7.1-12.2
GHz range. This can be attributed to multiple things: 1. First, the milled waveguide

had rounded corners for which the corners of the patch needed to be trimmed,

making it different from the structure simulated. Second, the horn antenna, in the end,
is not a perfect matching device. Simulation of the horn antenna as seen in Fig 20

shows that it falls off drastically after 12 GHz. Also, the horn antenna shows

oscillations in the return loss curve which is observed in the experimental response.

Therefore, it can be attributed to the loss of 0.9 GHz of the operational frequency
range in the practical model. The simulated model is suitable for use between 6.812.8 GHz, whereas the measured one is suitable for the 7.1-12.2 GHz range.
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(a)

(b)

(c)

(d)

Fig 18. Electric field distribution in the waveguide at 10 GHz: (a) TEM mode in Coax, (b) TE10 mode
in the waveguide port, TEM to TE10 mode conversion in the transition region observed from (c) xy
plane, (d) zx plane.
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Fig 19. Simulated vs. measured response of the optimized structure.

(a)

(b)

Fig 20. (a) WR-90 horn antenna simulated in CST, (b) Simulated return loss.
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4.2.2 Comparison Between Optimized Structure And The Square Patch

(a)

(b)

Fig 21. Comparison between the optimized transition response and protruded coax response for (a)
horn antenna termination, (b) open termination.

The matched response of the square patch shows that the square patch with

ground has an operational frequency range from 7.1-10.8 GHz, and the one without
ground has an operational frequency range 7.2-10.6 GHz. So, compared to the
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square patch, which was the initial starting point, the optimized structure shows
50% improvement compared to the lone square patch and 38% improvement
compared to the square patch with ground plane.

4.2.3 Comparison With The Protruded Inner Coax Transition

(a)

(b)

Fig 22. Comparison between the optimized transition response and protruded coax response for (a)
horn antenna termination, (b) open termination.
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Fig 23. Waveguide with protruded inner coax.

Here, the transition shows a significant improvement when equipped with the

optimized structure compared to a merely protruded coax. The transition acts almost
like an open circuit even when the impedance is matched to the air with a horn
antenna.

4.2.4 Comparison Between Optimized Structure Response And Traditional
Equipment

When compared to two of the existing coax to waveguide transitions, it was

observed that the optimized structure response was way better than 1 and
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comparable to the other. For transition1, it starts at around the same frequency as the
optimized structure but extends beneath 12 GHz.

(a)

(b)

Fig 24. Comparison between the optimized transition response and traditional equipment response
for (a) horn antenna termination and (b) open termination.
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(a)

(b)

Fig 25. (a) Traditional coax to waveguide transition1, (b) Traditional coax to waveguide
transtion2.

(a)

(b)

Fig 26. (a) CST model of the traditional waveguide transition, (b) Comparison of the simulated
response between the traditional and optimized structure.

The reason for one of the transitions slightly overperforming the optimized design

can be be attributed to the use of horn antenna which does not work well beyond the
range of 8.2-12.4 GHz. Also, the defects in the milled waveguide might have

contributed to it. It is shown that from CST simulation in Fig. 26, the optimized
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structure is supposed to outperform the traditional structure used. However, this
result needs further investigation.

4.3 Performance Analysis Of The Wave Filter

Fig 27. Structure generated from unconstrained optimization using genetic algorithm.

Fig 28. The optimized structure ( to the left) and the optimized design with blocker ( to the
right)
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(a)

(b)

Fig 29. Comparison between the optimized transition response and traditional equipment response
for (a) horn antenna termination and (b) open termination.

Fig 27 shows a structure that was obtained from unconstrained 3D topology

optimization.

Initially, when unconstrained 3D topology optimizations were

attempted, it resulted in bad convergence. Then it was observed that two factors
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contributed to this discrepancy. Whenever the whole transition element is isolated
from the inner conductor or a PEC structure is created that spans the whole height of
the waveguide, almost all of the signal is reflected back. The second scenario was

particularly interesting as a simle patch could block out the whole signal. The

structure was implemented as in Fig. 28 and the blocker structure managed to
actually block signal for the whole frequency band as shown in Fig 29.

The takeaway is that creating a structure might be possible that blocks the signal

coming from a certain direction completely while transmitting a signal from the other
direction. Although this particular case is beyond the scope of this thesis, it is
something that might be created using topology optimization.
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CHAPTER 5
CONCLUSION

In this thesis, a novel optimization technique for defining the optimum topology

of a coaxial to waveguide transition is discussed to assess the applicability of such

methods in the microwave and high-power transmission systems. Although the

measurements have been made for only low-power systems, this method indicates
progress. By using the pixelization approach with a binary particle swarm optimizer,
it is evident that an antenna can be designed to work better than the traditional

solutions. The core theories of the topology optimization and particle swarm
algorithm have been discussed in Chapter 2. The binary particle swarm algorithm

basics have been introduced to lay a background for the work to be shown. In Chapter

3, the numerical analysis technique, experimental validation, and comparison
procedure have been described.

In Chapter 4, the results have been enlisted. The results show 50% improvement

over the initial guess. However, the simulation time and computational complexity
bottleneck for this pixelization approach. This particle problem only dealt with 192

design variables and it took 14 days of computation time. For application to problems

with more design variables, other optimal options including continuous optimization
methods can be considered for reducing complexity and simulation time.
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In this method, finite element analysis was the tool that was used to optimize the

topology. CST and COMSOL were used to get the optimum topology for the inevitable

transition. However, both software substantiated a similar problem which caused a
bottleneck. After several iterations, both softwares showed significant slowdown
even after using a high-capacity server computer. Thus, it is impractical for complex

structures because each iteration requires the creation of a new file for each particle
in play which is computationally inefficient. A possible solution is handling the finite
element analysis in the same script as the optimization, such as MATLAB.

Although this work has been implemented in a relatively straightforward

scenario, this work can further be extended to 3D to optimize the topology of more
complex transitions. The 3d structures will have greater design parameters to
optimize and a better initial guess. Also, the BPSO decision-making might be

improved by adopting a different type of transfer function, i.e., the X-shaped and U-

shaped transfer functions. The next big step should be analyzing the applicability of

this method in high power transition where topology optimization techniques has not
been used yet.
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APPENDIX
A. Selection Of The Algorithm

(a)

(b)

Fig 30. (a) Position of the optimum and (b) Number of switching per 100 iterations for 20
consecutive simulations for GA, BPSO, ACO applied on the 4x4 simplified case.
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Table 6. Comparison of performance among BPSO, GA and ACO algorithms for a 4x4 random
pixelization

Algorithm

Mean simulation
time

Mean number of
switching per
100 iterations

Mean position of
the optimum

BPSO

18.69

4.85

32.5

ACO

10.16

2.2

43.7

GA

42.23

3.45

28.4

B. Sample Codes
1. Creating Matlab functions to give command of the CST function using VBA:

The code for using CST command in MATLAB using activeX can be found here
[40].

Some Sample functions:

function addMat(obj,name,Eps,Mue,C,sigma)
VBA = sprintf(['With Material\n',...
'.Reset\n',...
'.Name "%s"\n',...
'.Type "Normal"\n',...
'.Epsilon "%s"\n',...
'.Mue "%s"\n',...
'.TanDModel "ConstTanD"\n',...
'.Sigma "%s"\n',...
'.Colour "%f", "%f", "%f"\n',...
'.Create\n',...
'End With'],...
name,Eps,Mue,sigma,C(1),C(2),C(3));
obj.update(['define material: ',name],VBA);
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end
function deleteParameter(obj,name)
% CST_MicrowaveStudio.deleteParameter(name)
% Delete the named parameter from CST project

end

if obj.isParameter(name)
obj.mws.invoke('DeleteParameter',name)
end

The code for using these functions to execute activeX command was documented by
Henry Giddens [35].
2. Cost Function

M=-20*log10(abs(M));
L=length(M);
for fff=1:L
if M(fff)<-10
M=-10;
end
end
MM=sum(M);

3. Modified BPSO code for simplified problem

clc;
close all;
%% Problem Definition
tic;
a=4;
ny=a;
nz=a;
n=ny*nz;
index=1:1:2^n;
mgg=zeros(2^n,n);
dd=[];
f=1;
for i=1:1:n
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dd=nchoosek(n,i);
j=f+1:f+dd;
mgg(j,:)=padarray(nchoosek(1:1:n,i),[0 n-i],'post');
f=f+dd;
end
s=rng;
% rng(s);
Cost=normrnd(0,1,[2^n 1]);
l=find(Cost==min(Cost));
best=mgg(l,:);
bestcostreal=mink(Cost,1);
NN=a;
VS=[NN NN];
VMn= 0;
VMx= 1;
%% PSO Parameters
MaxIt=100;
nPop=10;
c3=2;
phi1=2;
phi2=4;
phi=phi1+phi2;
chi=abs(2/(phi-2+sqrt(phi^2-4*phi)));
w=chi;
wdamp=0.9;
c1=chi*phi1;
c2=chi*phi2;
% Velocity Limits
VelMax=0.5*(VMx-VMn);
VelMin=-VelMax;
%% Initialization
empty_particle.Position=[];
empty_particle.Cost=[];
empty_particle.Velocity1=[];
empty_particle.Velocity2=[];
empty_particle.Velocity=[];
empty_particle.Best.Position=[];
empty_particle.Best.Cost=[];
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particle=repmat(empty_particle,nPop,1);
GlobalBest.Cost=inf;
for i=1:nPop
particle(i).Position=randi(2,a)-1;
% Initialize Velocity
particle(i).Velocity=zeros(VS);
particle(i).Velocity1=zeros(VS);
particle(i).Velocity0=zeros(VS);
% Evaluation
Mapp=find(particle(i).Position)';
Mapp=unique(Mapp);
li=length(Mapp);
vv=padarray(sort(Mapp),[0 nz*ny-li],'post');
TF= isempty(vv);
if TF==1
vv=zeros(1,nz*ny);
end
[~,b]=ismember(vv,mgg,'rows');
particle(i).Cost=Cost(b);
% Update Personal Best
particle(i).Best.Position=particle(i).Position;
particle(i).Best.Cost=particle(i).Cost;
% Update Global Best
if particle(i).Best.Cost<GlobalBest.Cost
GlobalBest=particle(i).Best;
end
end
BestCost=zeros(MaxIt,1);
%% PSO Main Loop
for it=1:MaxIt
for i=1:nPop
r1= rand(VS);
r2= rand(VS);
for p=1:a
for q=1:a
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&&

if particle(i).Position(p,q)==particle(i).Best.Position(p,q)
particle(i).Position(p,q)==GlobalBest.Position(p,q)

particle(i).Velocity(p,q)=w*particle(i).Velocity(p,q)c1*r1(p,q)-c2*r2(p,q);
elseif
particle(i).Position(p,q)~=particle(i).Best.Position(p,q) &&
particle(i).Position(p,q)==GlobalBest.Position(p,q)
particle(i).Velocity(p,q)=w*particle(i).Velocity(p,q)+c1*r1(p,q)-c2*r2(p,q);
elseif
particle(i).Position(p,q)==particle(i).Best.Position(p,q) &&
particle(i).Position(p,q)~=GlobalBest.Position(p,q)
particle(i).Velocity(p,q)=w*particle(i).Velocity(p,q)c1*r1(p,q)+c2*r2(p,q);
else
particle(i).Velocity(p,q)=w*particle(i).Velocity(p,q)+c1*r1(p,q)+c2*r2(p,q);
end

end

end

S=1./(1+exp(-c3*particle(i).Velocity));
RR=rand(a,a);
for p=1:a
for q=1:a
if RR(p,q)<S(p,q)
particle(i).Position(p,q)=~particle(i).Position(p,q);

end

end

end

% Evaluation
Mapp=find(particle(i).Position)';
Mapp=unique(Mapp);
li=length(Mapp);
vv=padarray(sort(Mapp),[0 nz*ny-li],'post');
TF= isempty(vv);
if TF==1
vv=zeros(1,nz*ny);
end
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[~,b]=ismember(vv,mgg,'rows');
particle(i).Cost=Cost(b);
% Update Personal Best
if particle(i).Cost<particle(i).Best.Cost
particle(i).Best.Position=particle(i).Position;
particle(i).Best.Cost=particle(i).Cost;
% Update Global Best
if particle(i).Best.Cost<GlobalBest.Cost
GlobalBest=particle(i).Best;
end
end
end
BestCost(it)=GlobalBest.Cost;
figure(1)
imshow(GlobalBest.Position,'InitialMagnification','fit');
pause(0.001);
figure(2)
imshow(S,'InitialMagnification','fit');
disp(['Iteration ' num2str(it) ': Best Cost = ' num2str(BestCost(it))]);
w=w*wdamp;
end
BestSol = GlobalBest;
%% Results
figure;
semilogy(BestCost,'LineWidth',2);
xlabel('Iteration');
ylabel('Best Cost');
grid on;
toc;

4. Converting binary to bricks
ii=0;
for f = 1:ny

ya=zeros(nz+nz1,ny);
yb=zeros(nz+nz1,ny);
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za=zeros(nz+nz1,ny);
zb=zeros(nz+nz1,ny);
for e = 1:nz
za(e,f)=
zb(e,f)=
ya(e,f)=
yb(e,f)=

zmin
zmin
ymin
ymin

+
+
+
+

(p/nz)*(e-1);
(p/nz)*e;
(p/ny)*(f-1);
(p/ny)*f;

y1=ya(e,f);
y2=yb(e,f);
z1=za(e,f);
z2=zb(e,f);
if Map(e,f)
ii = ii+1;
name = ['Brick',num2str(ii)];
CST.addBrick([ -pattern_w+inner_coax_d/2
0+inner_coax_d/2],{y1, y2},{z1, z2},name,'component8', 'PEC');
end
end
for e = nz+1:nz+nz1
za(e,f)=
zb(e,f)=
ya(e,f)=
yb(e,f)=

zmin1
zmin1
ymin1
ymin1

+
+
+
+

(del/nz1)*(e-1-nz);
(del/nz1)*(e-nz);
(b/ny)*(f-1);
(b/ny)*f;

y1=ya(e,f);
y2=yb(e,f);
z1=za(e,f);
z2=zb(e,f);
if Map(e,f)
ii = ii+1;
name = ['Brick',num2str(ii)];
CST.addBrick([ -pattern_w+inner_coax_d/2
0+inner_coax_d/2],{y1, y2},{z1, z2},name,'component8', 'PEC');
end
end
end
CST.mergeCommonSolids('component8');
CST.addToHistory;
CST.setSolver('f');
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C. Problems With COMSOL Simulation

Using Comsol Multiphysics software was considered instead of CST. However,

there were two problems encountered during this.

First, the default Comsol with Matlab server slowed down significantly when the

simulation is run in loop. The reason behind the slowing down is not clear though as
in the method that has been applied, history block in the model is not altered at all.

The problem was also rampant in CST, however, an alternate way was found out by
creating separate CST files during each iteration.

Second, the data obtained from COMSOL simulation was not reliable as it showed

much larger variation from the experimental solution. Initially, mesh size was thought
to have contributed to this problem. However, reducing the mesh size did not show

big improvement. Fig. 35 shows the variation in COMSOL simulation compared to the
practical square patch.

Ideally, Comsol should replicate plots similar to the practical ones, so this needs

to be further investigated. For the test cases, as CST results were in good enough

60

agreement with the practical ones, it was chosen as the FEM solver for this test
problem.

(a)

(b)

Fig 31. (a) Comsol model for the grounded square patch, (b)Discrepancy in Comsol plot.
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