Self-organized maps have been proposed as a model for the formation of sensory maps in the cerebral cortex. The role of inputs is critical in this process of self-organization. This paper presents a systematic approach to analyzing the relationship between the input ensemble and the quality of self-organization achieved.
Introduction
Several algorithms for the self-organizing formation of orientation columns in the visual cortex have been proposed [9, 4] . The role of inputs is critical in the process of self-organization. Hubel, Wiesel and Levay [6] showed that rather than being genetically predetermined, the structure of V1 undergoes changes depending on the animal's visual experience, especially during the critical period of development. Sharma, Angelucci and Sur [13] performed an experiment where inputs from the retina were rewired to the auditory cortex instead of the visual cortex, resulting in the formation of orientation-selective columns in the auditory cortex. It is thus likely that the same self-organization process is taking place in different areas of the cortex. The nature of the cortical maps then becomes a function of the inputs received.
Thus, a study of the input space plays an important role in furthering our understanding of cortical maps. In this paper we investigate the presentation of the proper visual inputs that are necessary to achieve the type of self-organization observed in the visual cortex, including areas V1 and V2 [4] .
As we move up the hierarchy of cortical visual areas, starting from V1 and progressing through V2 to the IT (inferior temporal) area, the cortical representation of the input captures higher order relationships between parts of the input space. Thus, V1 captures low-level features such as orientations of edges, whereas IT captures higher order relationships such as those between the eyes and mouth in a typical face [8] .
The choice of input stimuli is related to the desired modelling task. Certain classes of inputs are sufficient to model V1. For instance, Bednar [1] used input stimuli consisting of elongated Gaussian blobs. However, if the goal is to model higher order cortical areas such as V2, this class of stimuli is not appropriate. One of the problems with using Gaussian blobs is that they do not provide sufficient information for the self-organization of higher-order maps such as V2, whose elements have wider receptive fields than the elements of V1.
Other researchers have used natural images [7] as inputs to self-organizing algorithms. However, the bulk of such efforts are aimed at modeling area V1, and no higher.
Since the self-organization of cortical maps is critically dependent on the input ensemble, a thorough and systematic study of the dependence of the quality of self-organization with respect to the inputs is desirable. The goal of this paper is to present algorithms for the generation of images of curved lines, which are then used for testing methods for visual processing, such as cortical simulations of the visual stream, including the organization of V1 and V2. The advantage of this approach is that it allows the user the ability to precisely control the statistics of the input stimuli to visual processing algorithms. We show that the statistics of the curves generated with our algorithm are similar to the statistics of natural images as determined by Sigman et al [14] . This way, the self-organizing maps trained by images of artificially generated curved lines should be comparable to the maps generated by training on natural images, as they are both capturing similar input statistical variations [15] .
The curve generation algorithm consists of two parts: 1) the creation of a curve by using a random walk in curvature space (2) the application of appropriate anti-aliasing techniques to render the curve.
In order to ensure uniform statistics for the curves, we pick an image point at random from a uniform distribution of image coordinates, and an orientation at random from a uniform distribution of orientation angles. This initial condition is important, as it can be used to ensure that every point in an input image has been visited and every orientation about this point has also been covered. The curve generation algorithm begins by randomizing the curvature at the initial point. The curve is allowed to evolve by incrementally perturbing its curvature by a small random amount. The curve also possesses inertia in that a moving average of the past three curvature values is maintained. This is necessary in order to prevent the occurrence of involute curves, which do not have a sufficient spatial extent.
The curve is rendered on a discrete digital grid using an anti-aliasing algorithm. We adapt a method proposed by Wu [16] for drawing straight lines to the problem of drawing curves. Bresenham's [3] algorithm is used to minimize the number of points that need to be rendered along the curve.
The results of applying this algorithm are discussed. The algorithm is used to provide the inputs for training a cortical model of orientation column formation in V1. The model consists of an infomax approach, and is able to achieve the formation of orientation selective areas in a simulated V1 area.
Finally, we compare the statistics of curves generated by our algorithm with the statistics of lines in natural images.
Background
Our broader research effort is aimed at modeling interactions between V1 and V2 [12] , and in general, the self-organization of higher-order maps in the visual stream. The psychophysical observations of Field et al [5] serve as a testing ground for our model. Field showed that the human visual system is capable of responding to contours of smooth dashed lines in a field of distractors. We are developing a model which provides a neurobiologically grounded explanation for Fields's psychophysical experiment, which involves dashed curved contours. A model that seeks to explain this experiment will only be successful if the appropriate stimuli, namely those containing curved lines, are presented.
Though natural images can be used as input, they must be properly selected to ensure that the right distribution of curved stimuli exists in these images. Furthermore, it is hard to carry out analytics with natural images, as it is difficult to create a mathematical model that precisely describes a natural image. By using computer graphics-generated stimuli, we have ready access to a precise mathematical model. A systematic study comparing the properties of computer graphics-generated stimuli and natural images for the purposes of training self-organization algorithms has not been done previously. This paper addresses this issue.
A second problem that has received little attention in the literature is the characterization the sensitivity of the self-organization algorithms to the statistics of the inputs they are trained on. We show that self-organization that parallels cortical area V1 in terms of orientation columns occurs only for certain ranges of curvature in the curved line stimuli. This type of analysis will prove useful to researchers in self-organized maps. Though different researchers have tried several approaches to self-organization with different inputs [4] , we propose a systematic approach to explore the dependence of self-organization on the inputs.
Methods
The requirements for the curve-generation algorithm we seek are (1) Generation of realistic curves in terms of their geometry. We use the curvature as a measure of the curve's geometry, and generate random curves that obey certain constraints such as their permitted curvature. (2) The realistic rendering of the curves in terms of their appearance as grayscale images. This implies the use of proper anti-aliasing techniques, such that the rendered curve does not contain jaggies. (3) The ability to control the spatial distribution of the curves. For instance, it is desirable to ensure that each unit in the cortex has been stimulated an equal number of times by lines of different orientation, such that the distribution of orientations is uniform.
We note that the visual cortex receives retinal inputs via the lateral geniculate nucleus (LGN), whose units perform a center-surround filtering which is similar to edge detection. Thus, the generation of thin contours should suffice to model the output of the LGN to the cortex.
The following algorithm is designed to meet the above requirements. We first start with the basic curvegeneration method. There are several choices available, including Bezier curves and splines [10] . The use of Bezier curves requires the selection of control points. Since the selection of control points has to be done automatically, one method would be to randomly select these control points. However, we found that a random selection of control points did not work well. This is because the generated curve may possess sharp changes in curvature.
Generation of curve geometry
We used an algorithm that manipulates the curvature explicitly, and can be thought of as a random walk in curvature space. The curvature is defined as κ = ds/dθ where s is the arc length and θ is the tangent angle. The arc length is integrated as we proceed along the curve. The algorithm starts at an initial point (x, y) with tangent angle θ. The curvature is perturbed by a random value, η, drawn from a uniform distribution in the range [−0.5, 0.5]. In order to prevent the curvature from changing abruptly, the curve possesses an inertia consisting of the past curvature values. Thus, if the curvature at a time step t is κ(t), we maintain the values κ(t − 1) and κ(t − 2). The curvature update equation is in the form of a moving-average filter as follows.
where γ is a gain term that controls the amount of noise added. We used a value of γ = 0.75. We would also like to avoid curves with high curvature, as this would result in a spiral behavior of the curve, resulting in rapid termination. This is achieved by imposing a hard limit on the curvature as follows
The curvature threshold T is determined to be T = 4/W where W is a measure of the size of the image given by the average of its height and width. We make T a function of W so that similar looking curves can be generated for any desired image size. This allows unit testing of small simulated cortical areas say of size 40x40 units, followed by larger scale simulations, say of size 200x200 units. During this change in scaling, the behavior of the generated curves is scale-invariant. Once the curvature has been updated, we compute the new slope, µ as follows.
where s is the arc-length. For the sake of simplicity, we set s = 1. In order to give the appearance of a slowly varying curve, the curvature is updated only every N iterations, say N = 4.
Rendering of the curve
Once the geometry of the curve is specified as above, we need to render it in the form of a digital grayscale image. This requires the use of anti-aliasing techniques in order to avoid the appearance of jaggies. We adapt techniques proposed by Wu [16] and Bresenham [3] to render anti-aliased straight lines. Given a point (x, y) that the curve passes through, with a tangent angle θ, we determine the next digital grid point it must pass through. Following Bresenham's algorithm, let us assume the next point in positive direction of θ the has an x coordinate of x(t + 1) = x(t) + ∆x, without loss of generality. Here, ∆x is the increment in the x direction and is set to 1 for simplicity. (An analogous procedure is followed to draw the curve in the negative direction of θ). The required value of y is computed from the slope µ obtained from equation 3 as follows
Assuming a grayscale value in the range [0..1] for the image, the next point on the curve, with x coordinate of x(t) + ∆x is rendered with Wu's algorithm as follows. Let y l be the floor of y(t + 1) and y u be the ceiling of y(t + 1). The grayscale value I assigned to point (x + ∆x, y l ) is 
This results in a thin, anti-aliased curved line, which is an appropriate stimulus to use when testing cortical self-organization algorithms. We can specify the initial condition that the curve passes through a point (x 0 , y 0 ) and has orientation θ 0 at this point. The rendering of the curve is then performed according to equation 4 in the directions of +θ 0 and −θ 0 .
Experimental results
The results of applying the above algorithm for curve generation are shown in Fig. 1 . The images are of size 200x200. As can be observed, the resulting curves possess a gradual change in curvature, giving them a snake-like appearance.
The ability of the user to specify the initial conditions for the curve are advantageous in that one can ensure that all points in the image have been visited, and all orientations about each point have been rendered.
One can vary the rendering of the curve to create dashed lines by using equations 5 and 6 only every N steps. We now examine the effect of varying the parametrization of the curves on the self-organization process.
Effect of the curve parameters on self-organization
We used the curve generation algorithm described above as input to a self-organization algorithm based on the infomax criterion as developed by Bell and Sejnowski [2] . Consider a network with an input vector x, a weight matrix W, a bias vector w 0 , and a squashing function g which creates the output y, where y = g(Wx + w 0 ). Let g be a sigmoidal function, with g(u) = (1 + e −u ) −1 . With this form of g, the learning rules to achieve mutual information maximization between x and y are
We apply the above learning rules to a network with a 10x10 input layer and a 10x10 output layer, such that each unit in the input layer is connected to every input in the output layer. Let j denote an index into the input layer, and i into the output layer, such that i, j ∈ [1, 100]. The weight matrix W is thus of size 100x100, where the element W ij describes the connectivity from unit j in the input layer to unit i in the output layer. The result of training can be visualized through Fig. 2 . The weights that connect to the i th unit can be arranged in a matrixW i , where the entry W i (m, n) is the weight from an input at location (m, n) to the i th output unit. In our case,W i is a 10x10 matrix. Fig. 2 displays the matricesW i as graylevel images. Note that several of the weight matrices shown have an oriented structure, showing that they are detecting lines of different orientation, at different phases. There are also some weight matrices that do not show such organization.
In an ideal case, all the weight matricesW i will have oriented structure after sufficient training. On the other hand, if there is poor self-organization, we will see little oriented-selective structure in the weight matrices. In order to quantify the degree of self-organization, we develop a metric, d, based on the amount of oriented energy in a matrix. d depends on a shape measure s i and an energy measure η i .
In order to define the shape measure s i , we threshold the matrixW i into a binary image using the method of Otsu [11] to yield a region R of 'ones'. We calculate second order central moments, µ 20 , µ 02 and µ 11 where a central moment of order pq for the region R is defined as where A is the area of the region R and (x,ȳ) is the centroid of R, and p, q = 0, 1, 2, ... If the elements of the matrix are considered to be a 2D image which has an intrinsic shape, then one can define measures of this shape. The shape measure we use, s i is defined by
The shape measure s i reflects the eccentricity of a region, and varies between 0 for a circle and 1 for a highlyelongated region. Next, consider the mean squared energy η i defined by
The measure of oriented energy is then defined by the following product
The reason we use such a measure is because the shape measure s i is scale invariant, and a weight matrix consisting of a single blob of noise can have high eccentricity, giving rise to the false conclusion that the matrix shows good self-organization. The global measure of self-organization is defined as the average of the measures
where M is the number of matrices considered, 100 in this case.
Variation of d with the number of training iterations
As Fig. 3 shows, the measure d of self-organization increases as the number of training iterations increases. The rate of increase in the self-organization is higher in the beginning, and slows down with an increasing number of iterations.
Variation of d with respect to the curvature gain
As Fig. 4(a) shows, the measure d of self-organization decreases with respect to the curvature gain γ in equation 1. This shows that if straight lines are used as stimuli, the map shows better self-organization. However, using straight lines as the sole input form may not result in the correct organization of association fields in V2 [5] , which are essential to the line completion experiment described in Section 2. This is because V2 is conjectured to capture information related to curvature of lines [5] . 
Variation of d with the amount of noise in the system
We corrupt each pixel in the the curved line image with additive noise which is drawn from a uniform distribution with zero mean and in the range [−δ, δ]. Fig. 4(b) shows that the measure d of self-organization decreases with increasing noise level, δ. It is expected that natural images will contain a fair amount of noise. (For instance, the contours of tree branches may be interrupted by foliage). This shows that if synthetic curved lines are used as stimuli, the resulting map shows better self-organization.
Furthermore, to achieve a comparable level of self-organization as measured by d, an algorithm using natural images would need to use a much larger number of training cycles, typically by a factor of two times. This can be seen by comparing Fig. 3 and 4(b) .
Comparison of the curve statistics with that of natural images
We follow the method of Sigman [14] et al to generate statistics of images containing curved lines drawn by our algorithm. Let E(x, y, φ) denote the energy at pixel (x, y) of an image, where φ is the dominant orientation at this point. E(x, y, φ) and φ are computed using steerable filters as described in [14] . We are interested in the co-occurrence statistics of a line at orientation φ with a line of orientation ψ at a distance (∆x, ∆y) away. This is expressed as
E n (x, y, φ)E n (x + ∆x, y + ∆y, ψ)dxdy (14) where N is the total number of images and the integral is calculated for each image. The angles are quantized into 16 equal bins from 0 to 180 0 . Fig. 5 shows the result of applying this method to a set of 2000 curved lines drawn by the algorithm in Sec. 3.2. Fig. 5(A) shows the co-occurrence matrix C(∆x, ∆y, 0, 0), i.e. the co-occurrence of energy for collinear segments. This matrix is displayed as a grayscale 2D image. Fig. 5(B) shows a plot of the logarithm of the distance in pixels on the x axis versus the logarithm of the collinear energy on the y axis. This plot clearly shows that the distribution of collinear energy is not an exponential function, but follows a power law, as anticipated by Sigman et al [14] . Furthermore, collinear interactions extend over long distances. Fig. 5 (C) and (D) explore the phenomenon of co-circularity, which refers to the tendency of pairs of oriented edges in natural images to be co-circular, ie tangent to a common circle [14] . Fig. 5(C) shows C(∆x, ∆y, 0, ψ 1 = 22 0 ). The lobes of maximum intensity have orientation θ 1 = 11 0 , which is half of ψ 1 , as predicted by the co-circularity rule in Sigman et al [14] . Similarly, Fig. 5(D) shows C(∆x, ∆y, 0, ψ 2 = 34 0 ). The lobes of maximum intensity in this case have orientation θ 2 = 16.5 0 , which is approximately half of ψ 2 , as predicted by the co-circularity rule in Sigman et al [14] . The statistics of the artificially generated curved lines as depicted in Fig. 5 are in agreement with those of natural images as shown in Fig. 2 and Fig. 4 of Sigman et al [14] in terms of their power law distribution and co-circularity This shows that using curved lines suffices to train self-organizing maps to achieve organization similar to that in cortical areas V1 and V2.
Conclusions
In this paper, we developed a systematic approach to analyze the variation of self-organized maps with respect to variations in their input. We presented the benefits of using an artificial curve-generation algorithm for generating inputs to self-organized maps. We developed a measure for the degree of self-organization, and analyzed the behavior of a self-organization method, infomax, with respect to variations in the input. We showed that the amount of curvature of the curved lines affects the degree of self-organization. We also showed that the degree of self-organization decreases with increasing noise in the image.
Thus, it is possible to achieve self-organization in cortical simulations of V1 and V2 faster through the use of the curved line inputs than with images of natural scenes. Since the statistics of the two types of inputs are similar, the fidelity of the maps in representing the statistics of natural scenes is not compromised. The use of the curved line generation algorithm should thus be of great value to researchers who are investigating computational models of the visual cortex. 
