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ABSTRACT
Since the rise of the resource-based view (RBV) and the dynamic capabilities theory (DCT), the origin of firm performance has shifted from the outside-in approach to the “inside-out approach” that seeks to locate the source of performance inside the firm. Grounded on the resource-based view and the dynamic capabilities theory, this study developed and tested a new model of firm performance based on capabilities and validated their applicability to small and medium-sized entreprises (SMEs) in Rwanda. The study adopted a descriptive-causal design and employed a quantitative method. Data were collected using a survey questionnaire developed and administered to a final sample of 211 owners/managers. To analyse collected data, a two-step approach to Covariance-Based Structural Equation Modelling (CB-SEM) was applied using Analysis of Moment Structures (AMOS) statistic software version 25.00. Standardised estimates and critical ratios in SEM were used to evaluate the strength of significant influence of capabilities on firm performance. The findings revealed that both ordinary and dynamic capabilities have a positive and significant influence on the performance of manufacturing SMEs and that the relationship between capabilities and performance is positive and significant. The study recommended that owners and managers assess themselves the conditions under which ordinary and dynamic capabilities could be adopted to boost SMEs’ performance. These correlated and complementary capabilities should not be considered in isolation but rather should be integrated and combined to leverage, exploit, and sustain a competitive advantage.  
Keywords: Performance, Capabilities, SMEs, SEM.
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1.1 Background of the Study
The question of “why do firms perform differently while in the same business environment” has been central in the strategic management literature. Nevertheless, for most strategic management scholars (e.g. Teece, 2017), the basic argument to this thorny question is contained in the two schools of thought of firms’ performance heterogeneity. 

One is based upon an economic tradition, emphasising the importance of external market factors in determining firm performance. It builds on what has come to be known as the “structure- conduct-performance” paradigm of leading authors like Bain in 1956 and as extended by among others Michael Porter in the 1980s. The second approach builds on the internal attributes or ‘resources’ of firms and is known as the resource-based view (RBV) of the firm of leading authors like Wernerfelt in 1984 and as propelled by Barney in 1991 (Barreto, 2010; Rifat, 2017). Both sources of firm performance are important, but the focus of this study is limited only to the second approach of the idiosyncratic set of firm-specific factors such as organisational capabilities as strategic intangible resources of the firm (Hillemann & Gestrin, 2016). 

Unanimously, strategic management theorists (e.g. Kor & Mesko, 2013; Molloy & Barney, 2015; Teece, 2014a; Teece, 2014b; Teece, 2016, Teece, 2017) recognise the importance of organisational capabilities in the prediction of firm performance. Organisational capabilities are, according to Barney & Hesterly (2012) intangible resources that enable the organisation to take full advantage of the other resources it controls. As such, capabilities arise in part from learning, combining resources, and exploiting complementary assets (Teece, 2019). 

Therefore, given the resource-oriented nature of organisational capabilities, the resource-based view (RBV) and its related extension known as the dynamic capabilities theory (DCT) are theoretical perspectives which explain and predict firm performance heterogeneity based on capabilities (Barney, Ketchen, & Wright, 2011). In reality, RBV is concerned with achieving superior performance when market demands do not fluctuate excessively whereas, DCT, based on the shortcomings of the RBV, integrates the notion of dynamism of the environment for sustainable performance (Teece, 2019). 

Viewing organisational capabilities, under the microscope of the RBV and DCT indicates that capabilities are the core component of these theories, although the nature of those capabilities, in each theory, might not be similar. In other words, strategic management scholars have distinguished organisational capabilities into two broad categories (Wilden, Gudergan, Nielsen & Lings, 2013; Wilden & Gudergan, 2015): ordinary capabilities (OCs) which are to a large extent operational and dynamic capabilities (DCs) which are generally strategic in nature (Teece, 2019). Although both capabilities operate on the resource base in a distinct manner, they have a different but direct impact on firm performance (Lin & Wu, 2014; Pezeshkan, Fainshmidt, Nair, Lance Frazier, & Markowski, 2016). As such, the ordinary capabilities direct the firm “to do things right” whereas, dynamic capabilities have a strategic direction about “doing right things” Teece, 2017. 
Since Day’s (1994) conceptualisation, organisational capabilities have fascinated the interest of researchers and the dependence of a firm’s performance on capabilities, therefore, theoretically acknowledged (Yu, Ramanathan & Nath, 2014; Teece 2014a, 2014b). However, notwithstanding this theoretical recognition of the concept, empirical studies on the capabilities-performance nexus divulge limited consensus as to how capabilities either ordinary or dynamic are linked to SMEs performance. 

These previous studies have inclined, however, to examine merely the role of organisational capabilities on performance with a propensity to focus on a single capability (either ordinary or dynamic) and its influence on a single measure of firm performance (Jamaliah, 2010). Also, the interaction between capabilities and other organisation phenomena such as firm size to influence performance has not been fully investigated (Wang & Ahmed, 2007). Therefore, this study seeks to fill these gaps by examining at a time the synchronised effect of several capabilities on performance in a single study while incorporating the moderating effect of firm size in this relationship to provide a more holistic view of capabilities-performance nexus. 

As far as Rwanda is concerned, small and medium enterprises (SMEs) are fundamentally associated with their contribution to employment, as 41% of the country’s labour force is employed by those firms with less than 100 employees (National Institute of Statistics of Rwanda [NISR], 2015). The contribution of SMEs to the gross domestic product (GDP) of Rwanda is 55% (NISR, 2015); therefore, based on these statistics it is assumed that the future prosperity of the Rwandan economy is highly dependent on the growth of SMEs. For that reason, the government of Rwanda has improved its business environment; Rwanda has now ranked the second most competitive country in Sub-Saharan Africa after Mauritius in 2018 (World Bank, 2019). 

Accounting for more than 99% of the total number of existing firms in Rwanda, micro and SMEs have emerged as a dynamic force in the development of the Rwanda economy (Ministry of Trade and Industry [MINICOM], 2010).  However, the recent report from the NISR, (2018) indicates that there are in Rwanda 186 822 enterprises of which 171 108 (91.6%) micro; 13 504 (7.2%) small; 1784 (0.95%) medium and 426 (0.22%) large. Additionally, the Rwanda Governance Board [RGB], 2012) alerts that the SME sector is characterised by a high failure rate of 82%. Similarly, (MINCOM, 2017) reported an alarming situation, the industrial sector in Rwanda is still small but quite competitive and contributed to an average 16% of GDP for a decade ago (2008-2017) while the manufacturing sector has contributed to GDP at only 6.4% over the same period.

1.2 Statement of the Problem
Competitive advantage and the differences it creates on firm performance are often strongly related to the resources and capabilities firms hold. Whether and how firms’ capabilities lead to their competitive advantage and improved firm performance has been a core issue in the discussion of strategic management scholars. On one hand, some proponents of the RBV assumed the existence of the influence of ordinary capabilities on firm performance (e.g. Barney et al., 2011; Barney, & Hesterly, 2012). On the other hand, other scholars like Teece, 2014a; Teece, 2019 have reckoned that the resource-based view (RBV) strategy is often not enough to support a significant competitive advantage. According to Teece (2014a), the ability to achieve new forms of competitive advantage is seen as dynamic capabilities which is a foremost resource that controls and contains competition. Taken together the above discussion, scholars have been trying to shift from the static (RBV) to the higher order capabilities (DCT) to explain the competitive advantage and hence performance. 

The debate arises from that albeit the dependence of a firm's performance on its capabilities has been widely acknowledged (Nath, Nacchiapan, & Ramanathan, 2010; Yu et al., 2014), the question of which capabilities lead to superior performance has been a core issue that calls for more clarification. This is explained by the use of a single capability either ordinary or dynamic whichis evident in previous empirical studies. A closer look at the very recently published theoretical works suggests that strategic management scholars, on one side have provided an inadequate explanation of the link between the two theories towards performance heterogeneity as their framework was designed to fit large firms (Li & Liu, 2014). On the other, there is no general agreement about the crucial component factors of ordinary capabilities and dynamic capabilities. Within these controversies about the crucial component factors, Jiang, (2014) called for more empirical studies to validate managerial, marketing, and manufacturing capabilities that form ordinary capabilities. 

To justify his calls for more empirical studies, Jang (2014) considered these factors to be the most important functional attributes of a manufacturing firm to maintain daily operations, generate technical fitness and consequently earn a competitive advantage for the firm. In the same vein, Wang & Ahmed (2007) claimed that the ability to reconfigure other capabilities lies with top management while underlying the necessity to consider adaptive, absorptive, and innovative capabilities of the top management to do so.

Moreover, the view held by Penrose (2008) is that firm size is a signal of resource capacity and capability. For this reason, firms always seek to increase their performance by growing their size (De & Nagaraj, 2014), but because large firms have more access to financial resources, they can build dynamic capabilities which enable them to perform better than smaller firms (Zahra & George, 2012). Therefore, the open debate raises when it comes to performance variations based on capabilities within the SMEs sector and the moderating role of firm size in this relationship. From this perspective, this study conceptualised and empirically analysed a multi-level structure of capabilities (i.e. managerial level: OCs and entrepreneurial level: DCs) and their relative influence on performance while controlling for firm size. 

Similarly, previous empirical studies testing these theories often overlook their implication on firms in less developed countries (Makkonen, Pohjola, Olkkonen, & Koponen, 2014). Owing to the extant literature in this arena one may say that the possibility that such models might need to be customised to fit the specificities of less developed countries has received very little attention to date. For that reason, capabilities development adoption differs from large to small firms and tend to appear different in diverse geographical settings, this is due to the distinctive feature of SMEs and the environment in which they operate. 
Contextually, the Rwanda government’s effort to promote industries in the country has been confronted by various environmental variables which explain why the manufacturing sector has performed below expectation (Africa Development Bank [AfDB] Group, 2014). But, to the researcher’s best knowledge, failure to address the firm-level variables such as organisational capabilities (people dependent variables) will further affect the firm’s performance negatively. 





The study’s general objective was to examine the influence of capabilities on the performance of manufacturing SMEs in Rwanda.
1.3.2 Specific Objectives
After the secondary research, the following key specific objectives were identified as being the focus of the primary research:
i.	To determine the influence of ordinary capabilities on the performance of manufacturing SMEs in Rwanda.
ii.	To determine the influence of dynamic capabilities on the performance of manufacturing SMEs in Rwanda
iii.	To establish the moderating effect of firm size in the relationship between capabilities and performance of manufacturing SMEs in Rwanda.

1.4. Significance of the Study
This study offers a combination of academic contributions to scholars and researchers and managerial implications to policymakers and practitioners in different ways. To academicians and researchers, this study contributed to theory testing and filled the gap that existed in empirically validating the RBV and DCT in SMEs as their framework was designed to fit large companies. It is one of the scanty studies to the best of the researcher’s knowledge that links the bi-dimensional approach of organisational capabilities to its performance. 

By applying OCs and DCs within the SMEs sector, this study extends the view of RBV and DCT in providing an integrated framework for capabilities. This enables the researcher to lessen the lack of theoretical support by showing the configuration process of capabilities. Theoretical arguments have been advanced about the nature of OCs and DCs and their relationship with firm performance. However, the debate about these theories has reached a point where theoretical argument should be farther complemented by relevant empirical work, especially in less developed countries using SMEs as unit of analysis. In addition, some scholars (e.g. Teece, 2017; Teece, 2019) have limited the consideration of dynamic capabilities only in rapidly changing environments while also limiting the consideration of ordinary capabilities only to stable environments leaving open the integration of these two tenet in the same context. So, this study seeks to throw more light in the concepts of ordinary and dynamic capabilities and their logical links to SMEs performance. It proposes and tests a model which assumes that the linkage between between these capabilities and SMEs performance is moderated by firm size. 

The study explored data in new setting outside the developed countries and some emerging economies in which most of the RBV and DCT researches have been conducted (Cavusgil, Ghauri, & Akcal, 2013; Li & Liu, 2014), to enlarge the scope of empirical theory testing to less developed countries.  From this perspective, this research would provide conceptualisation and empirical support for the use of RBV and DCT of manufacturing SMEs in a less developed country –Rwanda. So, an empirical study of the issue in such a context was awaited to examine the validity and reliability of the relevant measures. 

Additionally, the results of this research are useful to policymakers during the review of relevant SME policies in order to improve certain regulatory and administrative areas to support SMEs in business performance via capability development. By this means, these results are a source of reference in policy formulation and/or revision concerning the internal origins of firm performance. Practitioners and the business community will use the findings of this study to educate themselves conspicuously, on the decisions about where investments should be placed to improve SMEs performance. These findings also offer a clear picture of how SMEs can raise their competitive advantages and improve their performance through capabilities. Consequently, these findings will assist them in identifying capabilities related problems that affect SMEs in order to develop better ways of dealing with them.

1.5 Scope of the Study
The scope of the thesis is within the resource-based view and the dynamic capabilities theory in the field of strategic management and limited to the Rwandan SME sector (micro and larger firms are excluded) particularly manufacturing companies (mining and quarrying are also excluded). The field of strategic management has been chosen because the central focus of the study is the determinants of performance at the firm level i.e. the firm’s specific decision to choose which capabilities to invest in. This thesis is theoretically grounded on the resource-based view and dynamic capabilities theory to empirically test the new model of firm performance based on capabilities. The rationale for using these theories is that they provide a useful explanation of performance heterogeneity based on capabilities to deploy resources.

The empirical study is performed in Rwanda, an East Africa country. The choice of Rwanda is justified by the fact that despite its rapid economic growth, with average GDP growth of 7% per annum from 2010 to 2018 (World Bank, 2019) and backed by a strong policy framework; the question of poor performance of the SME sector is always obvious. Also, the culture of Rwanda is different from the countries where RBV and DCT have been empirically tested (developed and emergent countries).   Therefore, selecting Rwanda helped to examine the applicability (validity and robustness) of extending RBV and DCT, which may vary through different cultural settings.  

The SME sector deserves such a research exertion to not only enlarge the completeness of the applicability of the RBV and DCT, but also because of the social and economic benefits it delivers to developing countries including Rwanda. This thinking concurs with Jevwegaga et al.,(2018) who argued that the economic development of any state depend on the performance of small and medium enterprises. In line with these benefits, SMEs can when compared to larger firms, easily be established as they require less capital and management capacity and are, therefore, often seen as a seedbed for entrepreneurship.  

The selection of the manufacturing sector is justified by the fact that it is a highly labour-intensive sector that has been recognised as a direct priority to achieving the country’s Vision 2020 in terms of employment. As to paraphrasing the AfDB Group (2014), developing the manufacturing sector has many benefits, in particular the strong potential for increasing valued-added, potentially important technological slipover effects, access to foreign know-how, etc.  Therefore, the researcher hopes that accelerated progress in this sector will positively expand the economy of Rwanda and will play an important role in reaching Rwanda’s Vision 2020.

1.6 Organisation of the Thesis
After the introduction of the general theme of this study, this thesis logically continues with four additional chapters. The second chapter begins by reviewing literature around the RBV and DCT. An in-depth literature review was conducted to disclose the specific elements required in capabilities so that the underlying dimensions can be identified accurately. Then, based on the component factors of both ordinary and dynamic capabilities, several hypotheses are developed and according to the developed hypotheses, the conceptual model is suggested and tested in the data analysis related chapter.








The present chapter provides an extensive review of the extant literature, showing the relevance and significance of the research questions presented in chapter 1. This discussion begins with defining key concepts used in this study, next, the relevant theory underpinning the present thesis, namely the resource-based view (RBV) and Dynamic capabilities theory (DCT), and the relationships between the two are presented. An integrative conceptual model developed in light of RBV and DCT literature is then introduced. A thorough review of ex-ante empirical literature of capabilities-performance nexus in the context of RBV and DCT is presented followed by a policy review in the context of Rwanda.

2.2 Conceptual Review
The key concepts used in this study are reviewed and clarified to provide a clear understanding of the framework from which the study was developed. Five key concepts are discussed in the following paragraphs: capabilities, ordinary capabilities, dynamic capabilities, performance, and SMEs.

2.2.1 Capabilities
The concept of capability is widely used and is considered as a central concept in strategic management literature. However, it has significant ambiguity with a shortage of consensus about what constitutes capability and how it is used (Furnival, Boaden, & Walshe, 2019). A considerable amount of studies on capabilities were undertaken, butthere is still no general agreement among scholars about its definition. Tentative to select the most frequently shared by researchers laid the following results. 

Teece, Pisano, & Shuen (1997) for instance, deﬁned capabilities as the abilities of an enterprise to organise, manage, coordinate, or undertake a speciﬁc set of activities. To enrich the basic definition of Teece et al., (1997), Pearce, Robinson, & Mital (2012) consider capabilities as skills or the ability and ways of combining assets, people and processes that an organisation uses to transform inputs into outputs. According to Barney & Hesterly (2012), capabilities are a subset of an organisation’s resources, defined as tangible and intangible assets, that enable the organisation to take full advantage of other resources it controls. And as a subset of an organisation’s resources, capabilities arise in part from learning, from combining resources, and from exploiting complementary assets (Teece, 2019). For that reason, many capabilities become embedded in routines, and some reside with the top management team.

Given all the elements used in the various definitions and to contribute to the ever-growing conceptualisation of capability in strategic management literature, the following generic definition was proposed by the researcher, “capability is the firm’s specific skills to deploy efficiently other resources for success. “ A careful examination of the large body of strategic management literature on organisational capabilities reveals that, like its definition, there is no general agreement among scholars about the classification of organisational capabilities. However, in a recent book, Ali & Christofferson (2011) distinguish between operational/ordinary capabilities and dynamic capabilities; this concurs with the recent categorisation defended by Teece (2014a, 2014b, and 2017a). Given the foregoing, the researcher developed a theoretical framework that classifies organisational capabilities into two categories: ordinary capabilities and dynamic capabilities which concurs with Ali & Christofferson (2011). 

Ordinary capabilities also called substantive capabilities (Zahra, Sapienza, & Davidsson, 2006), operational capabilities (Winter, 2003), static capabilities, are zero-order capabilities that help a firm to earn a living at present (Helfat & Winter, 2011). However, Kaur & Mehta (2016b) commented that these capabilities are static and are not enough to meet the challenges posed by the ever changing environment. This highlights the need for building dynamic capabilities, the second category of organisational capabilities. The idea of dynamic capabilities was conceived in the working paper by Teece, Pisano, & Shuean in 1990, and first formally published by Teece & Pisano in 1994 (Alinaghian, 2012). Teece & Pisano (1994) defined dynamic capabilities as the ability of an organisation to “integrate, build, and reconfigure internal and external competences to address rapidly changing environment” (p.516). To enlarge the understanding of ordinary and dynamic capabilities, the following paragraphs highlight some proposed definitions around these concepts.

Ordinary Capabilities (OCs): Helfat & Winter (2011) defined ordinary capabilities as skills that enable organisations to carry out an activity on an ongoing basis, using more or less the same technique on the same scale to support existing products and services for the same population of consumers. This definition covers both industrial organisations and services, and highlights the possibility of studying them in both contexts. For his part, Teece (2014a) defines an operational capability as an ordinary routine (or collection of routines) that, together with its implementing input flows, confers upon an organisation's management a set of decision options for producing significant outputs of a particular type. While criticising the resource-based view, Teece (2019) contended that “the achievement of ordinary capabilities is generally insufficient to ensure success and survival of a business, except for businesses operating in weak competitive environments (which are still common in least-developed countries)”. 

Dynamic Capabilities (DCs): On the other hand, Teece (2019) defined dynamic capabilities as the firms’ ability to purposefully create, amplify and modify their resource bases. The firm’s ability to integrate, build, and reconfigure internal and external competencies to address rapidly changing environments (Teece, 2017a). In the same vein, Karimi & Walter (2015) consider dynamic capabilities as those that enable firms to spontaneously respond in new and recessionary situations. Alternatively defined, dynamic capabilities asa process (Eriksson, 2014) as a skill (Al-Alali & Teece, 2014; Helfat & Peteraf, 2015; and Teece, 2016) and as the capability (Zahra et al., 2006) to integrate, combine, build, reconfigure and change organisational resources and routines to foster change and achieve competitive advantages.

Difference between Ordinary and Dynamic Capabilities: Although the typology of dynamic capabilities and ordinary capabilities is challenging to clearly distinguish between the two in practice (Helaft & Winter, 2011), there is however a clear theoretical distinction between these concepts. For instance, even though ordinary capabilities direct the firm “to do things right” comparative to the dynamic capabilities which have a strategic direction about “to do the right things” they do not however cover the VRIN attributes to have a sustainable competitive advantage (SCA) (Teece, 2017a).  

As per function, ordinary capabilities enable a firm to make a living in the present by exploiting current market positions and being efficient in that pursuit (Wilden, Gudergan, Nielsen, & Lings, 2013; Teece, 2014; Wilden & Gudergan, 2015). They are related to a specific function such as marketing capability, purchasing capability, etc. while dynamic capabilities-the term is often in plural form- which underscores the ability to react adequately to external changes require a combination of multiple capabilities. Even if the question of what differentiates ordinary capabilities from dynamic capabilities has not reached a consensus among strategic management scholars, Qaiyuam & Wang (2018) showed that ordinary capabilities and dynamic capabilities are needed in different contexts.

In the same vein, Lin & Wu (2014) contended that ordinary capabilities and dynamic capabilities operate on the same resource base in a distinct manner and thus have a different but direct impact on firm performance. So, since both types of capabilities compete for the same limited resources, it is indispensable to understand when and under which conditions they are needed more. For instance, it has been suggested that a dynamic environment favours dynamic capabilities (Teece, 2014), and a stable environment is suited for ordinary capabilities (Vorhies et al., 2009). Teece (2017a) in his effort to understand and differentiate the two capabilities, suggested the following Table.

Table 2.1: Differences between Ordinary and Dynamic Capabilities
	Ordinary (Necessary) Capabilities	Dynamic Capabilities
Goals/ Purpose	Operational (Technical  efficiency in basic business functions)	Strategic (Achieving congruence with technological opportunities and market needs)
Domain of applicability	Risk	Deep uncertainty
Mode of  attainability	Buy or build (operational learning)	Build (dynamic learning and adjustment)
Tripartite schema 	Operate, administer and govern 	Sense, seize and transform
Key activities	Best practices 	Signature (beyond best practice) processes and activities
Managerial  emphasis	Static optimization	Entrepreneurial asset orchestration and leadership
Priority	Doing things right	Doing the right things
Imitability	Relatively imitable	Relatively inimitable
Tradability  (thick markets)	Yes	No




The concept of firm performance has particularly been a dominant issue within strategic management research as numerous strategic management theories either implicitly or explicitly underscore performance implications. Although business performance is a very popular term among practitioners and academics, there is no agreement on its meaning. Despite this difficulty in agreeing on its definition, however, firm performance remains an ultimate indicator of firm success and it emerges clearly from empirical and theoretical models (Roxas, Ashill, & Chadee, 2017). In the context of SMEs, firm performance is the core concern that refers to the firm’s success and the achievement of its objectives.

Machuki & Aosa (2011) defined firm performance as the effectiveness and efficiency with which firms run their activities. Eniola & Antebang (2015) consider that the performance of the company has several names, including growth, survival, success, competitiveness, etc. In the same vein, Barney (1995), and as used in this study, considers competitive advantage as synonymous with performance over other competitors in the same industry or superior performance than the industry average.
In the current literature on strategic management, resources and capabilities together are considered to be elements contributing to the performance of the company (Lu et al., 2010). In many studies, intangible firm resources, such as capabilities, have been used as a factor influencing firm performance (Radulovich, Javalgi, & Scherer, 2018). Some researchers have attempted to study ways to improve business performance and others have investigated predictors of business performance (Mahmood & Hanafi, 2013). This study highlights how ordinary and dynamic capabilities predict the performance of SMEs while controlling for their size (small or medium). From a theoretical standpoint, both RBV and DCT provide theoretical foundations for the conceptual model of the current study.

2.2.3 Small and Medium Enterprises / Manufacturing SMEs
For a long time, the definition of SMEs has mainly focused on objective measures such as the number of employees, turnover, payroll, and company net worth (European Commission, 2003). Even research accord to the defined criteria, the definition of SMEs always remains different from one country to another depending on the size of its economy. For example, the European Union (2004) proposes a uniform definition: independent companies with less than 250 employees and having either a turnover of fewer than 40 million euros or total assets of less than 27 million euros. In Rwanda, SMEs are defined in terms of the number of employees (up to 100), turnover (up to 50 million Frw = 51,000 USD), and size of net investment (up to Frw 75 million = USD 80.00). According to the World Bank report cited in MINICOM (2010), two of the three conditions must be met.

On the other hand, the manufacturing sector is defined as those establishments (industries) that involve transforming an idea into a physical product that can be sold in the marketplace (Rwanda Development Board, 2012). The traditional manufacturing industries involve turning raw materials into products. In the Rwandan context, micro enterprises involve up to three people and have an annual turnover of up to Rwf 5 million. Small entreprises employ up to 29 people and have a sales turnover of up to Rwf 10 million while medium enterprises employ between 30 to 99 people and have an annual sales turnover up to Rwf 50 million. Therefore, as small and medium manufacturing companies are part of SMEs, the two concepts were interchangeably used in this study to signify any “Establishment that transforms raw materials into finished product employing 4 to 99 persons and having between Rw 10 and 50 million of annual turnover”. 

Although the definition of SMEs differs from country to country due to the size of its economy, they do, however, share some characteristics in common, especially the small ones. They have a low number of hierarchical levels, high personalisation, a strong interconnection of formal and informal elements, small amount of resources, and a low degree of formalisation (Nicolescu, 2009) as well as flexibility. The issue of flexibility was highlighted by the work of Minai, Uddin, & Ibrahim (2014), who stated that small businesses are generally informal and flexible and depend heavily on the personal characteristics of the owner. However, in many circumstances, medium-sized enterprises are more formalised than smaller ones and for the most part, have a developed organisational structure. For this reason, it can be argued that medium-sized companies are likely to develop capabilities that lead to superior performance compared to small ones.

2.3 Theoretical Review
This study is grounded on two theories: RBV and DCT. These two theories were so important because they provide a useful explanation about firm performance heterogeneity based on capabilities. They helped the researcher to not only understand the variables of the study from a theoretical perspective but also to come up with a conceptual model and formulation of hypotheses. The two theories answer to a common question of “why do firms perform differently”?

2.3.1 The Resources-Based View 
The structure-conduct-performance (SCP) paradigm has shown its limits, the clear existence of intra-firm performance differences was sufficiently embarrassing that an alternative perspective known as the RBV emerged to explain firm-level differences (Teece, 2019). In this theory, intra-industry differences are explained by firm-level ownership of difficult-to-imitate resources especially intangible assets such as capabilities. This theory is underpinned by the work of Penrose (1959), who provided links among resources, capabilities, and competitive advantage. 

Indeed, the RBV is a strategic management theory which claims that companies compete based on “unique” organisational resources and capabilities that are valuable (in the sense that they exploit opportunities and neutralise threats in a firm’s environment), rare (among a firm’s current and potential competition), difficult to imitate, and non-substitutable (VRIN) by other resources (Barney, 2011). This theory emphasises the prominence of intangible assets, such as organisational capabilities, in achieving competitive advantage. Thus, the RBV treats capabilities as unique path-dependent processes difficult to imitate by competitors (Amit & Schoemaker, 1993). This aligns with Haapen, Juntunen, & Juntunen (2016) who argued that a firm’s competitive advantage is contingent upon its utilisation of resources and capabilities; a position previously advocated by Kozlenkova, Samaha, & Palmatier (2013). 

While the content of ordinary capabilities is not completely the same, in some cases, researchers have merged several capabilities as a bundle of a new capability in order to align with the functional level of RBV. For instance, Jiang (2014) considers a theoretical framework that integrates three dimensions namely managerial, manufacturing, and marketing capabilities to explain the RBV and how these components together lead to superiority in the market place. Adopted in this study, when these ordinary capabilities are VRIN in the sense of Barney (2011), performance over competitors is assumed. However, the problem with RBV is that the view of the firms as a bunch of resources is very static and limited and does not provide an explanation of how successful firms withstand over time within an increasingly competitive environment.

2.3.2 The Dynamic Capabilities Theory 
As an extension of the resource-based view, pioneered by the works of Teece & Pisano (1994); and continued by the studies of Helfat et al., (2007); Wang & Ahmed, 2007; Teece (2019) and many others, the concept of dynamic capabilities has advanced in order to provide an additional explanation for the firm’s performance from an internal perspective. The dynamic capabilities theory posits that since marketplaces are dynamic, rather than simply heterogeneity in firm’s resources endowments, it is the capabilities by which firm’s resources are acquired and deployed in ways that match the firm’s market environment that explains performance heterogeneity (Tece et al., 1997; Eisenhardt & Martin, 2000; Makadok, 2001). It further suggests that organisations must integrate and reconfigure their resources and capabilities to renew or alter the resources mix to be able to cope with environmental changes (Helfat & Peteraf, 2015). Indeed, in the dynamic capabilities framework, firm trajectories or “paths” of change depend on the current resources and capabilities of each firm “positions”, from which change “proceeds” Teece, Pisano, & Shuen, 1997).

In his effort for applying the dynamic capabilities theory Teece, (2017a) p. 698 stated that “dynamic capabilities can usefully be broken down into three primary clusters of activities: (i) identification, development, co-development and assessment of technological opportunities in relationship to customer need (sensing); (ii) mobilisation of resources to address needs and opportunities, and to capture value from doing so (seizing); and (iii) continued renewal (transforming)”. The reason is that these capabilities are not only scarce; they are often difficult to imitate by competitors. 

While Teece (2007) has been advocating for a framework that encompasses sensing, seizing, and transforming capabilities; at the same time, and for the same practical purpose, Wang & Ahmed (2007) offered an integrated model for understanding crucial components of dynamic capabilities (DCs) namely adaptive, absorptive and innovative capabilities that lead to superior performance heterogeneity. They showed that the need for DCs in the firm is essential for its long term growth and survival. Therefore, to understand the influence of dynamic capabilities as higher-order capabilities, this study adopted this framework for one key reason: they are considered as the most important industry-level dynamic capabilities (Zhan & Chen, 2013; Onn & Butt, 2015; Wang, Senaratne, & Rafiq, 2015; Kaur & Mehta, 2016a; 2016b). Also, in reviewing the literature, several shortcomings were identified in this DCs premise; studies using these components are scarce with the noticeable exception of (Kaur & Mehta, 2016a; 2016b; Wang et al., 2015) when compared to those using Teece’s framework. 

So, contrary to ordinary capabilities that can be brought, dynamic capabilities must be built through a process of investment in discovery, knowledge generation and learning (Teece, 2017b). This is one of the building reasons why most scholars including the current researcher opine that this framework was designed to fit larger companies as this investment is usually costly to SMEs. This concurs with Teece (2017a) who recognises that it is difficult to create strong dynamic capabilities as sensing and seizing for instance, are similar to exploration and exploitation, two activities that require consequent investment.

2.3.3 The Relationship between RBV and DCT
This study theoretically proposes and empirically tests a model incorporating both ordinary and dynamic capabilities and the mechanisms of how they lead to superior performance while controlling for firm size. The resource-based view claims that performance is obtained when a firm achieves VRIN capabilities (Barney, 2011), however, VRIN capabilities are static in a specific frame of time and in some moment in the future (Teece, 2017a). For that reason, competition could copy or destroy them, eliminating then the competitive advantage. Thus, if the firm’s objective is to generate a differentiation through the time, the question is now “do static approach of RBV can generate real sustained performance in a firm”? This question relates exactly to the research first question: Do OCs influence the performance of manufacturing SMEs in Rwanda?

However, going deeply further in strategic management literature, it appears that DCs are a complement to the static approach of the RBV to get real and sustained performance. This triggered the need to integrate also the DCT which has a strategic direction about “doing right things” and which is future-oriented (Teece, 2017a). In the same vein, if the firms’ objective is to generate sustained competitive advantage and hence performance, the second research question was “Do DCs influence the performance of manufacturing SMEs in Rwanda”?  As noted in the paragraphs above, achieving performance from RBT and DCT is not a straightforward process neither an easy one for any firm. Given the scarcity of resources which firms from developing countries face, they-resources- are not able to fulfill the VRIN conditions and this delay in achieving VRIN can hinder firm performance in these countries. The same goes for the size of firms, especially SMEs which are also resources constrained. The size of the firm was expected to cause the relationship between capabilities and firm performance pair to change, i.e. to cause an increase or decrease; the third research question was then “Does the size of the firm (small or medium) moderate the relationship between capabilities and performance of  manufacturing SMEs”? Therefore, the combination of both OCs and DCs in one study encourages the current researcher to examine the mutual influence of RBT and the DCT on the long-run growth and survival of manufacturing SMEs in Rwanda while controlling for their size.

2.4 Empirical Review
The theoretical foundation of capabilities-performance nexus exists; the RBV and DCT were found to fit well with. Axe-ante empirical literature was reviewed in this section against the three main hypotheses to establish how existing studies attempted to tackle the issues of capabilities towards performance in SMEs. The current study investigates the influence of capabilities on SMEs performance in Rwandan while controlling for their size.

2.4.1 Organisational Capabilities and Firm Performance
A common issue in strategic management research encompasses sources of inter-firm performance differences. Research on this issue assumes such performance heterogeneity is attributable to variation in firm-level factors of resources and capabilities. This section reviewed and summarised some empirical studies linking organisational capabilities to firm performance in general. 
Qaiyum & Wang (2018) investigated the relative contribution of ordinary and dynamic capabilities to firm performance. Based on a survey of 260 Indian high tech firms, they found that in those firms that are in initial stages and the very last stage of their life cycle, ordinary capabilities outperform dynamic capabilities in boosting firm performance. However, for firms in the middle two stages of their life cycle, both types of capabilities contribute congruently. Similarly, for small and medium enterprises ordinary capabilities are more vital than dynamic capabilities. However, large firms are served equally well by both types of capabilities. The findings signposted that the role of the internal organisation has been underrated in previous research that has focused primarily on the external environment factors to understand the variance of firm performance over-time.  

Nyangi, Wanjere, Egessa, Wekesa (2015) conducted a study in Kenya on the effect of organisational capability on firm performance of sugar manufacturing firms. Data were collected from a sample of 40 participants selected from the sugar industry. The study employed correlation and regression analyses to realise its objective. The findings exposed that there exists a statistically significant correlation between organisational capability and firm performance of sugar manufacturing firms and that organisational capabilities affect firm performance. Despite the fact of being conducted in a developing country, the study, however, in addition to the small sample size; has concentrated on a single industry; this limits its generalisability.
  
Musuva, Ogutu, & Awino (2013) developed a theoretical model that examined the influence of firm capabilities on the internationalisation and performance of publicly quoted companies in Kenya. The study considered specifically the effect of organisational innovation intensity, knowledge capability, and adaptive capability on the degree of internationalisation and performance. The proposed model was tested on data drawn from a survey of internationalised publicly quoted companies in Kenya. 

The Partial Least Square Analysis Structural Equation Modelling was employed to estimate the theoretical model using the SmartPLS 2.0 software application. The outcomes of the study showed that capabilities have a positive influence on the degree of internationalisation and performance of the firm. However, the generalisability of the findings of this study is restricted due to the sector limits imposed by the publicly quoted companies in Kenya as the sole target. Generally, small companies are not publicly quoted, so the study focussed on large firms with sufficient resources that may allow them to adopt a capabilities development culture.

2.4.2 The Influence of Ordinary Capabilities on Firm Performance
Considerable research has shown that organisational capabilities have fundamentally great significance in explaining firm performance heterogeneity. However, the debate about ordinary capabilities and its influence on performance has reached a point where further empirical studies are needed. Efforts to list a few yielded the following summary. Loice, Bonuke, & Chapekony (2017) examined the effect of supply chain operational capabilities and firm performance in state corporations in Kenya. The study was informed by the resource dependency theory. The research design was an explanatory survey design. The target population of this study was constituted by 187 state corporations in Kenya. From the target population of 684 employees, a random sample of 245 employees was selected to respond to a survey questionnaire. The hypotheses of the study were tested using multiple regression analysis models. Findings revealed that operational capabilities proxy as logistic capability, structured capability, and technological capability have a positive and significant effect on firm performance. Conducted in a less developed country, with strong sample size, the study however captured other attributes of operational capabilities which limits the replication of the findings.

Ahmed, Almsafir, & Al-Smadi (2014), in their paper investigated how the importance given to operations and marketing functions impacts their capabilities and consequently, overall firm performance. By the means of the RBV and top management team literature as a foundation, they explored the relationship between business factors under different economic conditions using panel data, to test whether the importance given to the operations and marketing functions leads to capability development in those functions. They also tested whether these capabilities explain performance differentials between firms in different economic conditions. The results showed that marketing and operational capabilities both improved firm performance; though the operational capability is more important during economic downtowns. Other empirical studies conducted to analyse the specific constructs of ordinary capabilities such as managerial, manufacturing and marketing capabilities have been reviewed. 

Influence of Managerial Capabilities on Firm Performance: Building on the organisational capabilities view, a study by Marijana (2017) explored the impact of network and managerial capabilities on the performance of entrepreneurial firms in the architectural and real estate sector. She applied and extended the organisational capabilities model by integrating Porter’s value chain model and Grant’s hierarchy of organisational capabilities. Starting from differences in entrepreneurial orientation between architecture and real estate’s development firms. She argued that under high environmental uncertainty, network capabilities are more vital for the performance of architecture firms whereas managerial capabilities are more important for the performance of real development firms. Employing data from Austria, 

Germany, and Switzerland, the research results supported the hypotheses.  Despite the fact of extending the organisational model by integrating Porter’s value chain model and Grant’s hierarchy of organisational capabilities, the study, however, was conducted in Western countries. So, this geographical and cultural difference between developed and developing countries is a serious gap. A study by Kabongo & Boiral (2017) on the effect of managerial capability on the performance of eco-efficient firms was conducted in Canada. Primary data were collected from managers of 12 firms involved in processing waste materials using both questionnaires and interviews. 

Data analysis was done by regression technique and results showed that the performance of eco efficient firms largely depends on the application of managerial capabilities in the coordination of competencies, innovation, and technological development. Also, the findings revealed that the performance depends on adjustments in human resource management, networking, and marketing. This study however contributed to the existing literature on operational capability by providing additional insights on the role played by management capability in the success of firms. Kwalanda, Mukanzi & Onyango (2017) assessed the effects of dynamic managerial capabilities on the performance of the sugar industry in Western Kenya. A survey design based on samples drawn from across the sugar industry in western Kenya was adopted. The target population was constituted of 108 employees. Empirical data were collected by the use of a survey questionnaire and analysed using inferential and descriptive statistics with the help of SPSS version 20. From the results, the predictors of performance of the sugar industry were dynamic managerial capabilities constructs with 68.5% of the variation in organisation performance and positively related to the performance of the sugar industry. This study was, however, confined to Western Kenya and conducted on a single industry sample as the unit of analysis which limits its generalisability to other sectors or other parts of Kenya. 

Ahmad (2017) examined the effect of managerial capabilities on the performance of 127 companies in Pakistan, the study used primary data collected by the mean of a survey questionnaire. The study indicated that firms which invest in the development of managerial capabilities tend to realise better performance than their competitors. The study further found that small firms do not have a framework for the development of managerial capability and this negatively affects firm performance. The study concluded that firms that focus on the development of managerial capabilities are more likely to achieve high performance and have a competitive advantage.

Influence of Manufacturing Capabilities on Firm Performance: Kasema (2019c) conducted a study in Kigali city, the capital of Rwanda to assess the effect of manufacturing capabilities on firm performance. Data from a questionnaire survey self-administered to a sample of 111 small and medium-sized manufacturing companies located in Kigali city was used to examine this relationship by Structural equation modelling analysis. Findings revealed that the effect of manufacturing capabilities on the firm performance of Rwanda manufacturing sector is strong and positive. The study, therefore, recommended that future research should be carried out to test and explore the model developed for this study at the national level.

Gao, Tian, & Yu (2014) explored the change of relationship between manufacturing dynamic capabilities and enterprise performance in different levels of dynamism on the firm’s external environment. Data from the International Manufacturing Strategy Survey in 2009 was used to examine this relationship by the hierarchical regression analysis. The results showed that manufacturing dynamic capabilities can stimulate enterprise performance. A non-linear, inverse U-shaped moderation is revealed, entailing that the relationship between manufacturing dynamic capabilities and enterprise performance is stronger under intermediate levels of dynamism but comparatively weaker when dynamism is low or high.

Mukerji, Fantazy, Kumar, Kumar (2013) conducted a study to investigate the complex relationship between the three dimensions of manufacturing capability (quality, flexibility and cost) and commercialisation performance in the Canadian manufacturing sector. An empirical study of 238 Canadian manufacturing companies, using the Maximum likelihood estimate (MLE) technique, revealed that only cost is positively correlated with performance whereas flexibility is negatively correlated with commercialisation performance. The results suggested further that the ability to lower manufacturing cost without paying due attention to other dimensions of manufacturing capability; such as quality and manufacturing flexibility, leads to an unsatisfactory commercialisation performance. Despite the fact of using the RBV with strong sample size, the study, however, was conducted in a developed country. Therefore, since there are many dissimilarities between firms in developed and developing countries, this limited focus to developed countries poses serious questions to the completeness of this theory and is a major gap in the literature. 

Influence ofMarketing Capabilities on Firm Performance: A study by Salisu, Julienti, & Huda (2017) examined empirically the influence of marketing capability on firm performance in Nigeria. Using a quantitative method, a sample of 361 firms was randomly chosen in Kano State. With the aid of PLS-SEM approach, it was proven that there is a positive relationship between marketing capability and firm performance. Grounded on the dynamic capabilities theory that captured the environment dynamism, the generalisation of the findings, however, is bounded due to the geographical limits imposed by Kano State of Nigeria as the sole study site. So, a future study that applies the study method in other destinations will help to establish and ascertain the generalisation of the model.

Harram & Fozia (2015) carried out a study in Pakistan to analyse the impact of customer-oriented marketing capabilities on firm performance mediated by new product development capabilities. The manufacturing sector of Pakistan was selected for this study and data were collected from managers who are involved in marketing and product development decisions using a survey questionnaire. With a sample size of 100 respondents, results were analysed using statistical tools. The reliability of data was measured through Cronbach’s alpha, correlation, regression, and mediating regression analysis was also assessed. The results were positive and all of the hypothesised relations were supported. The study was, however, limited due to its small sample size that cannot allow generalisability of the findings.  Similarly, Adel Saleh (2015) reviewed existing literature with the purpose to illustrate the significance of marketing capabilities to organisation outcomes, thus explaining how a positive market performance of a company is achieved. The findings discovered a positive path from marketing capabilities to organisational performance.

2.4.3 The Influence of Dynamic Capabilities and Firm Performance
Al-Qahatani (2020) conducted a study aiming to explain the influence of dynamic capabilities on organisational performance in Qatar’s ministry of finance. The research population consisted of top management in which included managers. Vice manager, department manager, and vice department manager on Qatar’s ministry of finance. A complete census method was used to collect data based on the small size of the population and SEM was used to analyse data and test hypotheses. The research results indicated that there is a statistically significant influence of dynamic capabilities wot their dimensions (sensing, sizing, and reconfiguration) on organsiatio0nal performance. 

However, this study was conducted in Qatar’s ministry of finance, so it was suggested to implement the same research but in another population, which enable more generalisation of the results. The study sample consisted of top managers in Qatar’s ministry of finance which has the same culture. It was suggested to conduct the same study on other countries to discover the relationship among variables if the culture changed. Also, the unit of analysis was constituted of a public non-profit institution. 

A study by Garrido, Kretschmer, & Luis de Vasconcellos (2019) investigated the relationship between dynamic capabilities and performance in Brazilian IT industry. Using mixed methods with cross-sectional data, the study purposes to validate a scale for the measurement of dynamic capabilities based on Teece’s conceptual dimensions and examined through a survey their impact on performance. The results, besides validating the scales, showed Teece’s three conceptual dimensions exhibited different behaviour in relation to each dimension of performance where only seizing capabilities exhibited a positive relationship with performance. In addition to using mixed methods, the study was conducted in just one industry and so there is no way to control for the effect of industry on the results; the IT sector is service-intensive and services have very different characteristics from the traditional manufacturing industry; the sample of 98 respondents is too small to conduct more robust tests such as SEM to test their relationship with performance variables in a single model.

Aderonke (2017) studied the relationship between dynamic capabilities and firm performance of selected quoted food and beverage manufacturing companies in Lagos, Nigeria. The study adopted a survey research design. The population of this research study was 692 middle and top-level managers of the quoted firms. Data were analysed using descriptive and inferential (Pearson Product moment correlation, regression, and hierarchical regression) statistics. The study concluded that dynamic capabilities had a strong positive relationship with the performance of the food and beverage manufacturing companies in Lagos State, Nigeria. The study concluded that the adoption of dynamic capabilities is critical for manufacturing companies because it sustains and enables them to survive and grow consistency during intense competition. nevertheless, the limitations of this study included the fact of restricting it in the Lagos State of Nigeria; therefore, a study from other parts of the country may reveal a different result due to geographical differences and the nature of the business in other parts of the country. The second limitation concerned the unit of analysis which comprised of quoted food and beverage manufacturing companies, so, generalisation to other business types and sectors of activity entail thoughtfulness.

Kaur & Mehta (2017) carried out an empirical study on Dynamic capabilities-performance nexus from Indian IT firms. Using descriptive statistics and regression analysis, the study found that the impact of DC with adaptive, absorptive, and innovation constructs on business performance is positive. The study measured dynamic capabilities as a multi-dimensional construct with three underlying factors: adaptive, absorptive, and innovation. The study used a descriptive analysis while the stratified random technique was employed for sampling, and around 260 employees working at various organisational levels in the Indian offices of these multinational companies were surveyed using a structured questionnaire. 

Even if the results were significantly positive, this study, however, faced some limitations including the fact that the sample size is centred on four representative firms in the IT industry. The study recommended that it would be useful to increase the sample in future studies, such that the sample comprises a greater number and wider variety of units for analysis. The study further recommended that a cross-industry analysis could reveal similarities and differences in deploying such capabilities of dynamism across industries. Hofer, Niehoff, & Wuehrer (2015) examined the influence of different components of dynamic capabilities on value-based pricing and export performance in Austria. They developed a research model investigating the three components of dynamic capabilities namely; adaptive capability, absorptive capability, and innovation capability and their respective influence on value-based pricing and export performance. 

Building upon a sample of 172 Austrian CEOs and marketing managers, this research study tested the hypotheses through the structural equation meddling using partial least square. The results showed that a firm’s adaptive capability and innovation capability both positively influence value-based pricing. Furthermore, the results showed that adaptive capability has a positive influence on export performance and concluded that a firm’s adaptive capability plays a central role in international pricing and leads to enhanced export performance. Other previous empirical studies have been carried out in different contexts using specific constructs of dynamic capabilities such as adaptive, absorptive, and innovation as independent variables linked to firm success.

Influence of Adaptive Capabilitieson Firm Performance: Ali, Sun, & Ali (2017) conducted a study in Pakistan to investigate the effect of adaptive capability on the performance of SMEs. Primary data were collected by the mean of a survey questionnaire administered on a sample respondent 210 SMEs in Pakistan. The study operationalised adaptive capability in terms of change management, horizon scanning and resilience. The study used partial least square structural equation modelling (PLS-SEM) to test the model hypotheses. The findings of data analysis found a positive relationship between adaptive capability and firm performance. The study further showed that adaptive capability mediates the relationship between managerial capability and firm performance. These results offer valuable information for mangers on how adaptive capability influence performance of firm.

Eshima & Brian (2017) conducted a two-study series in South Korea and the United Kingdom on the relationship between adaptive capability and growth of firms. The results showed that increased adaptive capability corresponds in turn to growth and influences entrepreneurial orientation. The study, however was conducted in Western countries, therefore, this geographical and cultural difference between developed and developing countries is a serious gap. A study by Chryssochoidis, Dimitrios, & Ezoka (2016) investigated how adaptive capability alters the relationship between small firm competitive strategy and performance outcome of small firms. Data were gathered from a sample of 250 small firms randomly selected from a population of 748 firms in Greece using a survey questionnaire. 

The questionnaires were administered to CEOs of selected firms and analysed using the exploratory structural equation modelling (ESEM) technique. The findings of the analysis supported that adaptive capability mediates the influence of competitive strategy on performance outcomes. The study further showed that adaptive capabilities moderate the relationship between competitive strategy and firm performance. The study recommended to test the findings under multiple industry variations, inter and intra-firm, and firm size. In addition, the study recommended looking at the interface between adaptive capability and other proposed important dynamic capabilities. Contributing to the ongoing debate on dynamic capabilities by highlighting the importance of adaptive capability on superior performance, the study, however, was limited by the use of objective indicators of performance.

Talaja (2013) conducted a study to identify the relationship between adaptive capabilities, competitive advantage, and business performance. Relevant theoretical and empirical findings were questioned to develop a conceptual model that integrated researched variables. The proposed model was empirically tested and verified on a sample of Croatian companies from all industries. Results indicated that there is a direct effect of adaptive capability on competitive advantage, but also an indirect effect mediated by performance. 

Influence of Absorptive Capabilities on Firm Performance: The process of absorbing external knowledge has become an essential element for firms to adapt to changes in the competitive environment. Building on well-established theories; Francal & Rua (2017) explored the contributions of absorptive capacities to the export performance of Portuguese companies. The research study adopted a quantitative methodological approach, conducting a descriptive, exploratory, and transversal empirical study. Based on the survey data collected from 42 firms exporting footwear which responded to a survey questionnaire, the empirical results indicated that absorptive capacities have a positive and significant influence on the export performance of the surveyed firms. Due to the small sample size of surveyed firms in this study, the generalisability of the findings is doubtful because the more the sample size is large the more confident will be its generalisability.
In the same vein, Khana et al., (2017) conducted a study in a public organisation on the impact of absorptive capacity and dominant logic on innovation performance in Hefei-China. The target group of this study was public-sector employees at different levels within the organization being considered. The findings revealed that the absorptive capacity and dominant logic had a positive relationship with the firm’s performance. The findings indicated further that these predictors were not only boosting the firm’s performance but also bring innovation into public organisations. However, even though the relationship between adaptive and performance has been proved in this study, it has been shown some flaws, in particular, the fact of being conducted in public organisations cannot allow its generalisability to the private sector.

A study by Tzokasa, Kimb, Akbarc, & Al-Dajanid (2015) focused on how the interplay between a firm’s absorptive capacity and its technological and customer relationship capability contributed to its overall performance. The study employed a structural equation modelling in a sample of 158 firms from South Korea’s semiconductor industry. The study found that a firm’s absorptive capacity led to better performance in terms of new product development, market performance, and profitability when used in combination with the firm’s capability to engage state of art technologies in its new product development as well as cultivate a customer relationship strong.

Influence ofInnovative Capabilities on Firm Performance: Andjarwati (2020) conducted a study in Indonesia to investigate the association of innovation capabilities with the firm performance of the pharmaceutical industry. To achieve the study objective, a quantitative approach of research was adopted and the collection of data was made by using a questionnaire. For the purpose of data analysis, PLS software was carried out. This study found that human resource-oriented knowledge management practices, technology-oriented dimensions of innovation like leadership, managerial levers, and business processes have a significant and positive influence on firm performance in Indonesia. 

The results suggest that for the better firm performance of the pharmaceutical sector particularly in Indonesia, the implementation of innovative capabilities is very important. The findings of the study provide the essential understandings to enrich the current literature regarding the firm performance of pharmaceutical firms in Indonesia in the light of innovation capabilities. Kasema (2019a) studied the effect of innovation capabilities on the competitiveness of small and medium manufacturing companies in Rwanda. The research study adopted the descriptive-causal designs in a positivist philosophy. Empirical data were collected from a sample of 106 small and medium manufacturing companies using a survey questionnaire. 

A covariance-based structural equation modelling (CB-SEM) approach was used to analyse collected data using AMOS 25.0. The findings revealed that there is a strong and positive relationship between innovation capability and firm competitiveness confirming then the effect of innovation capability on the competitiveness of small and medium manufacturing companies in Rwanda. These findings supported also the fact that innovation capability is an imperative driving force behind firm competitiveness and should be developed as an integral part of business culture.
Taju Rahim, & Zainuddin (2019) conducted a study in Malaysia on the impact of technological innovation capabilities (TIC) on competitive advantage and firm performance in the automotive industry. The study used interviews and the survey methods to discuss the relationships governing technology innovation capabilities dimensions (R&D capability, manufacturing capability, networking capability, and human resource capability), competitive advantage, and firm performance. The research study used the Partial Least Square (PLS) method with WarpPLS 6.0 statistical tool to analyse empirical data collected from the automotive industry in Malaysia. Findings showed that TIC enhanced competitive advantage and firm performance. However, one of the limitations concerning this study is the fact of being conducted in a single industry sample i.e. the automotive industry. Therefore, these findings cannot be generalised to all industrial sectors, broadening the possibility to further study the phenomena in a very complex industry sector.

Ribau, Moreira, & Raposo (2017) studied the impact of internal innovation capabilities on export performance of small and medium-sized firms (SMEs), with the mediating role of entrepreneurial orientation contingent upon the proactive or reactive behaviour of the firms to external stimuli. The study used a quantitative method to collect data with a survey questionnaire administered to a sample of 147 managers from plastic manufacturing SMEs operating in Portugal. The gathered data were subjected to a Partial Least Square-Structural equation modelling technique. 

The results showed that innovation capabilities can explain variations in export performance. Despite the noticeable success of this study in terms of the hypothesised model, it was found that studying resources within a single industry context is beneficial since it allows the researcher to have tighter control over the study, however, results of the study cannot be generalised to the whole industrial sector.

Kafetzopoulos & Psomas (2015) conducted a study whose purpose was to provide additional evidence of the impact of innovation on three dimensions of a firm’s performance, namely product quality, operational performance, and financial performance. To investigate the relationship between the constructs of the proposed model, data were analysed through initial exploratory factor analysis, followed by confirmatory factor analysis and structural equation modelling. A sample of 233 Greek manufacturing firms was used for this purpose to empirically test the model. According to the study findings, the innovation capability directly contributed to product quality and operational performance. Although it has no direct impact on manufacturing firms’ financial performance, it has an indirect impact through the moderator of operational performance. Thus, innovation is an opportunity for a manufacturing firm to improve its performance.

2.4.4 The Moderating Effect of Firm Size in the Capabilities-Performance Nexus
A study by Kitenga, Kilika & Muchemi (2020) investigated the effect of dynamic capabilities on the performance and the moderating effect of dynamic capabilities on the performance of selected manufacturing firms in Kenya. The study used descriptive and explanatory research design which was cross-sectional survey in nature. The study used a survey questionnaire to 190 respondents from 70 food manufacturing listed in the Kenya Association of Manufacturer’s directory. Using multiple regression analysis to capture the nature and magnitude of the relationship between dynamic capabilities and performance; the findings confirmed the existence of such a relationship within food manufacturing companies in Kenya. Further, the firm size was found not to have significant relationship with firm and does not moderate the relationship between dynamic capabilities and the firm performance. The geographical limits to Nairobi may reduce the generalisability of findings which may have been different if the study had been conducted in other counties of the country with a different operating environment. The study further recommended that future research would be conducted with non-financial measures of performance.

With secondary data collected on 60 non-financial firms listed in the Karachi stock exchange and analysed using multiple regression, Abbasi & Malik (2015) investigated the effect of firm size, firm growth on firm performance. The results of data analysis indicated that firm size mediates the effect of firm growth on its performance. The study operationalised firm size in terms of sales volumes and firm growth in terms of growth in total assets while performance was operationalised in terms of ROA. Results of multiple regression analysis showed that the effect of firm growth on performance is moderated by firm size. The study also found that the relationship between firm size and firm growth is not significant. The study contributed to strategic management by showing how firm size interacts with firm growth to influence firm performance.   

Niresh & Velnampy (2014) conducted a study to examine the effect of rim size on performance. Firm size was operationalised in terms of total sales and total assets while performance was operationalised in terms of ROA and net profit. Secondary data were collected from a sample of 15 companies listed in the Colombo Stock Exchange between 2008 and 2012 and analysed using multiple regression. The findings of the analysis indicated that no relationship exists between firm size and profitability of manufacturing firms. However, despite these interesting findings, the study main limitations were that it measured performance by only financial indicators while leaving out non-financial aspects of performance. The main contribution of this study was that it brought a new perspective which challenged previous studies which found that firm size affects firm profitability.

2.5 Research Gaps
The rationale for further research on the capability-performance nexus has been underlined by following the theoretical, contextual, conceptual, and methodological limitations of the existing literature. The reviewed strategic management literature revealed some shortcomings, some of which are summarised below. Theoretically, even if both RBV and DCT provide a useful framework for explaining the heterogeneity of firm performance based on capabilities, their frameworks were, however, designed to fit larger enterprises. It is argued that capabilities development in SMEs differs from that of larger firms because of the resource limitations of SMEs. This is in line with Zahra et al., (2006); Trott et al., (2009); Prajogo, (2016) findings that most research and theory building has concentrated on well established companies while ignoring SMEs. Therefore, it is not clear whether these theories which were developed to fit larger enterprises should also be applicable to fit SMEs.  

In the same vein, Cavusgil et al., (2013); Li & Liu (2014) and Makkonen et al., (2014) opine that most of RBV and DCT empirical studies were conducted in advanced Western countries, or newly industrialised Asian and emergent economies while relatively less is known in the developing countries about the nature of firm’s capabilities influencing performance. Therefore, since there are many dissimilarities between firms in developed and developing countries, this limited focus poses serious questions to the completeness of these theories and is a major gap in the literature. A likely conclusion from the reviewed literature is a scantiness of related studies on SMEs in developing countries to test these theories. Indeed, this study addressed this limitation, because its unit of analysis targeted manufacturing SMEs in a developing country -Rwanda- to validate these theories. 

Also, while a single capability has, uncommonly been the main influential reason for an organisation’s success (Hadjimanolis, 2000), previous studies, however, have inclined to examine merely the contribution of capabilities to firm performance variances with a propensity to focus on operational capability or on dynamic capability and its effect on a single measure of organisational performance. The scrutiny of several capabilities from RBV and DCT perspectives and their influence on firm performance in a single study provided a more holistic view of the influence of capabilities on firm performance. Therefore, this study not only came up with a new formula for validating these theories, but also the development of a new model that combines both RBV and DCT in one study which adds value to the general knowledge of strategic management.

Albeit the dependence of a firm's performance on its capabilities has been widely acknowledged (Yu et al., 2014) the question of which capabilities lead to superior performance has been a core issue and full of inconclusive debates that call for more clarification and empirically tested studies. Most of the reviewed empirical studies have used different indicator variables to measure the same construct of the theory in different research setting. This makes it difficult to judge which item is appropriate in measuring capabilities among SMEs in the Rwandan manufacturing sector. It is, therefore, unclear whether findings from empirical studies which used other capabilities measures as well as other firm performance indicators can also be replicable to other contexts. This study used OCs and DCs with their respective constructs which were linked to SMEs’ performance. 

Besides, most empirical studies using either RBV or DCT have examined the moderating influence of environment turbulence but did not pay attention to the firm size in the relationship between capabilities and firm performance while it was said that the framework of these theories were used to fit larger companies. Following this logic, the current study postulates that this relationship is moderated by firm size. 

Methodologically, most reviewed ex-ante empirical studies investigating the association between organisational capabilities and firm performance have used several other analysis techniques such as descriptive and correlation (e.g. Kwalanda et al., 2017;  Francal & Rua (2017), and regression analysis (simple, multiple, logistic) such as Harram & Fozia (2015); Abbasi & Malik (2015); Kabongo & Boiral (2017); Loice et al., (2017); Aderonke (2017); Kaur & Mehta (2017) and Kitenga et al., (2020); which enable the examination of the single relationship between the independent and dependent variables at a time (Bagozzi & Yi, 2012; Hair, Black, Babin, & Anderson, 2014). But the use of SEM provided the possibility to examine several relationships at a time, this is where this study is methodologically distinct from previous ones. So, this study has contributed to advancing the data analysis technique which accounts for multiple independent variables on a complex model. 

Moreover, a large number of ex-ante studies on capabilities either ordinary or dynamic or yet their components factors relied on small samples or a single-industry sample or yet a single firm (e.g. Angels et al., 2015; Nyangi et al., 2015; etc.). This raises issues of generalisability and reliability of results to other settings, companies, or countries. Using a multiple industries sample, this study goes somewhat towards filling this methodological gap and shed light on the conflicting conclusions drawn in the previous studies.

2.6 Conceptual Model and Hypotheses Development












Figure 2.1: Conceptual Model of the Study
Source:Researcher’s Conceptualisation, 2019.

To be able to understand the developed conceptual model that served as a starting point for the empirical investigation, a thorough conceptualisation of the research variables and their presumed links is elaborated hereafter.

2.6.1 Operational Definition of SMEs Performance
Small and medium entreprises performance is the dependent variable of this study. In the performance measurements system, there are two major indicators of performance and these are objective and subjective. To assess SMEs’ performance, this study employed subjective measures (perceived) instead of objective measures because objective performance data on surveyed SMEs was not publicly available. Additionally, the perceived measures are preferable and most applicable when the focus is on the inter-firm appraisal or when scrutinising relative performance within an industry.Scholars such as Fonti et al., (2017); Quigley et al., (2017) contended that the use of subjective measures instead of the objective is common in strategic management. 

In the current study, the SMEs’ performance is conceptualised as increased sales, increased profit, increased market share, increased customer satisfaction, and good quality product. The sales turnover demonstrates a firm’s past ability to increase its size (Whetten, 1987) while profitability measures a firm’s past ability to generate returns (Glick et al., 2005) and the market share represents the external evaluation and anticipation of firms’ future performance. Customer satisfaction increases his willingness-to-pay the value created by a company (Barney & Clark, 2007) in other words, customers want companies to provide them with goods and services that coincide with their expectations (Fornell, Johnson, Anderson, Cha, & Bryant, 1996). Therefore, to proximate the sustainability of firm performance, an average of the performance evaluation of the last three years was used (Spanos & Lioukas, 2001). This situation necessitates only including in the sample firms that have been in business for at least three years.

2.6.2 Operational Definition of Ordinary Capabilities
To conceptualise ordinary capabilities construct, this study, adopted three components of ordinary capabilities towards firm performance as suggested by Jiang (2014) namely; (i) managerial capability, (ii) manufacturing capability, and (iii) Marketing capability. The importance of OCs in generating firm performance heterogeneity was also highlighted in previous studies (e.g. Wilden & Gudergan, 2015). So, it is argued that the more these capabilities are efficiently deployed in the company higher will be the performance against its competitors. The reason for this is that ordinary capabilities allow the firm to enhance the existing process, products, and services. Therefore, the study first null hypothesis is:
H01: Ordinary Capabilities do not influence the performance of manufacturing SMEs in Rwanda.

Owing to the multi-dimensional aspect of OCs as claimed by Jiang (2014), in this study these constructs were conceptualised and their potential links to performance detailed in the next paragraphs.

Managerial Capabilities (MgC) refer to the skills of the managers to participate and resolve the issues related to business activities (Chung, Wang, Huang, & Yang, 2016). A study by Lahiri et al., (2012) defines managerial capabilities like the ability the firm has to gather, coordinate, integrate and deploy a set of resources to meet the requirements of the consumer.  These capabilities play a central role in decision making especially when it comes to the decision about where investment should be placed to enhance its performance. It is generally argued that all important decisions in the company are managerially taken at strategic level, therefore, a firm with higher managerial capabilities tends to be efficient and competitive. Thus, the first study sub-hypothesis is:
H01a: Managerial capabilities do not influence the performance of manufacturing SMEs in Rwanda.

Manufacturing capabilities (MfC) refer to the ability that simultaneously maintains a high level of balanced performance in terms of productivity, quality, delivery, cost, and ﬂexibility (Terjesen et al., 2011). These capabilities which confer the firm with competitive power are used as a weapon to achieve manufacturing performance. This idea concurs with Gao & Tian (2014) who argued that manufacturing capabilities are the most basic part of original capability and even core operational capability in manufacturing enterprise. It is then argued that firms with higher manufacturing capabilities (particularly those leading to low production cost and high product quality) tend to hike their production-oriented goals which lead to superior performance. So, the second study sub-hypothesis is:
H01b: Manufacturing capabilities do not influence the performance of manufacturing SMEs in Rwanda.

Marketing Capabilities (MkC) refer to the organisation’s ability to understand and guess customer needs better than competitors and to effectively link its offerings to customers (Krasnikov & Jayachandran, 2008). They include knowledge of the competition and of customers, skills in segmenting and targeting markets, advertising and pricing, integrating marketing activity (Nath et al., 2010). They are settled by merging employees’ knowledge and skills with the available resources and capabilities which once built may be hard to imitate (Yu et al., 2014). It is claimed that a firm with strong marketing capabilities creates superiority among other firms. Hence, the third study sub-hypothesis is:
H01c: Marketing capabilities do not influence the performance of manufacturing SMEs in Rwanda.

2.6.3 Operational Definition of Dynamic Capabilities
Dynamic capabilities (DCs) refer to the abilities that enable the organisation to spontaneously respond in new and recessionary situations (Karimi & Walter, 2015).This study adopted the DCs dimensions from Wang & Ahmed, 2007) namely adaptive, absorptive and innovative capabilities because they are the most important industry-level dynamic capabilities of firm (Wang et al., 2015; Onn & Butt, 2015; Kaur & Mehta, 2016a, 2016b). The importance of DCs in boosting firm performance was also highlighted by Breznik & Lahovnik (2016) who claimed that dynamic capabilities are vital in the quest for firm performance. It is argued that the more a company develop strong dynamic capabilities the longer will be its performance over competitors. The reason for this, as explained earlier, is that dynamic capabilities enable the firm to change its processes, products, and services. Therefore, the second null hypothesis of this study is: 
H02: Dynamic Capabilities do not influence the performance of manufacturing SMEs in Rwanda.

In alignment with the multi-dimensional facets of dynamic capabilities, it is necessary to delineate how each individual dynamic capability explains firm’s performance as below.

Adaptive Capabilities (AdC) -Adaptiveness- refers to the ability of a firm to identify as well as seize the opportunities emerging in the market (Tseng & Lee, 2014; Hofer et al., 2015). Adapteviness resembles seizing capability as per Teece’s (2017) conceptualisation. The capability to adapt highlights the importance of flexibility of resources to make resources and capabilities of a firm more aligned with environmental changes (Kaur & Mehta, 2017).So, organisations possessing adaptive capability learn more rapidly than the required rate of change to replace old traditions and routines with the new ones (Akgün et al., 2012) and tend to perform better than competitors in the market. Thus, the second study sub-hypothesis is:
H02a: Adaptive Capabilities do not influence the performance of manufacturing SMEs in Rwanda.

Absorptive capabilities (AbC) -Absorptiveness- refers to the ability of a firm to detect, acquire and apply external knowledge in its favour (Hou & Chien, 2010).It depicts the integration of external information into the knowledge base of the firm (Tseng & Lee, 2014). Looking absorptiveness from this angle, it corresponds to what Teece (2017a) called sensing capability. These capabilities are instituted upon four foundations, namely; knowledge acquisition, transformation, assimilation, and exploitation (García-Morales et al., 2014; Mirkovski et al., 2015). While knowledge acquisition and assimilation represent potential absorptive aptitude, knowledge transformation and exploitation constitute realised absorptive ability (Zahra & George, 2002). Therefore, firms with higher absorptive capability demonstrate a stronger ability to learn from partners, integrating external information and transforming it into firm-embedded knowledge. So, the second study sub-hypothesis is:
H02b: Absorptive Capabilities do not influence the performance of manufacturing SMEs in Rwanda

Innovative Capability (InC)-Innovativeness- refers to the firm’s ability to introduce new products and/or services or to enter new markets, by aligning strategic orientation with organisational processes (Wang & Ahmed, 2004; Easterby-Smith et al., 2009). It designates the ability of a firm to exhibit innovative behaviours while constantly translating knowledge into new products and processes (Manuj, Omar, & Yazdanparast, 2013).; Kaur & Mehta, 2016a). By illustration, developing new products, developing new methods of production, detecting new markets, discovering new sources of supply, and developing new organisational forms are the components of this capability (Kasema, 2019b). So, it has been claimed that firms with higher innovative capabilities overtake competitors in the market, exhibit higher profitability and have higher survival probabilities as the competitive advantage of the firm increases with innovation (Ali, 2015; Granados, 2015; Wijekoon & Galahitiyawe, 2015). Thus, owing to the above discussion, the second study sub-hypothesis is:
H02c: Innovative Capabilities do not influence the performance of manufacturing SMEs in Rwanda.

In consideration of the literature in this area, conceptually; the researcher reckons that the combination of all these attributes of OCs and DCs is associated with SMEs performance heterogeneity; but, this relationship may be reduced or increased with the size of the firm.

2.6.4 Operational Definition of Firm Size
Strategic management scholars have assumed that the impact of organisational capabilities to be universally applicable (Schikle, 2014; Jamali & Maharmat, 2015). The researcher of the current study believes that, although the extent to which organisational capabilities contribute towards SMEs performance is not homogeneous across firms, the size of firm (small or medium) will not reduce or increase the influence of capabilities on performance among surveyed firms. This is consistent with (Drnevichi & Kriauciunas (2011) who contended that while larger firms could have access to better capabilities than SMEs, the latter (SMEs) may have more flexibility and the ability to develop dynamic capabilities more quickly. Based on the above discussion, this study third null hypothesis is:
H03: Firm size does not moderate the relationship between capabilities and the performance of manufacturing SMEs in Rwanda.

2.7 Policy Review
The overall policy framework to Rwandan economic growth and particularly to manufacturing sector growth is well developed. The Government of Rwanda (GoR) through the Ministry of Trade and Industry (MINICOM) has developed a number of key policies and strategies aiming to improve the business environment, including but not limited to the SME development Policy 2010, the National Industrial Policy 2011, and the Made in Rwanda Policy 2017. The National Industrial Policy aims to (i) increase domestic production for local consumption, (ii) improve Rwanda’s export competitiveness and (iii) create an enabling environment for Rwanda’s industrialisation (MINICOM, 2011). Therefore; it is not clear, a decade ago, whether this aim is being achieved as expected. 

Similarly, the governement of Rwanda (GoR) is currently implementing the SME development Policy which aims to stimulate SME growth through enhanced business support service provision, access to finance, and the creation of a conducive legal and institutional framework. It is not clear whether the provision of these supports helped manufacturing SMEs to perform as expected. More recently, the GoR has launched the Made in Rwanda Policy (MIR, 2017) which aims to “address the trade deficit by boosting production of and stimulating sustainable demand for competitive Rwandan value-added products by addressing factors constraining the quality and cost competitiveness”. The policy seeks to address the remaining fundamental barriers to achieving competitiveness, within the existing national development policy framework. However, despite its characteristics of being holistic, firm-level factors such as capabilities have, to the best of the researcher’s knowledge not been captured by this policy. 

Long before; an economic growth guiding document, known as “Rwanda Vision 2020” was established to set out the main pillars of economic growth for two decades. According to Rwanda’s vision 2020, the manufacturing sector was expected to play a vital role in the growth of the Rwandan economy. A likely conclusion about these policies is that they managed to yield a more than 30% increase in the number of manufacturing establishments over the 2010-2017 period. In the same vein, there was a notable increase in industrial employment (from 5.5% in 2010 to 8.2% in 2017); an increase in manufacturing exports (from 8.5% in 2010 to 12.2% in 2016) (MINICOM, 2017).

However, despite those commensurate gains in manufacturing, its performance remained low with respect to neighbouring countries (EAC) and there is, nonetheless, some haunting doubt whether Rwanda can continue to compete internally and externally in the huge market of EAC and COMESA. For instance, the vision 2020 targeted an industrial contribution of 26% to GDP by 2020, the output in 2017 was far from the reality as only 15% of total GDP was achieved. The same goes for EDPRS II which targeted an industrial contribution level to GDP of 20% by 2018.














The primary focus of this study is to produce empirically tested results and conclusions on the influence of capabilities to enhance the performance of manufacturing SMEs in Rwanda. Such empirical data can only be obtained by following a properly designed research methodology.The broad research methodology included research philosophy, research design and research method and approach used, the population of the study and sampling design, data collection instrument as well as data analysis techniques. This chapter explains and justifies the choice made for adopting each stage of the methodology. Finally, the chapter highlighted the ethical issues that have been considered in this study.

3.2 Research Philosophy
Research philosophy presents the substance behind the choice of a methodology. To carry out research, a researcher must predict the nature of reality (ontology) and the best ways of knowing it (epistemology) (Saunders, Lewis, & Thornhill, 2012; Bryman, 2012; Moon & Blackman, 2014). While the ontological paradigm of research establishes the nature of knowledge and reality, the epistemological view of a study echoes the available standard method of analysing the nature of knowledge and of reality (Bryman & Bell, 2015). 

A research paradigm is a system of beliefs and assumptions guiding the development of knowledge (Kraus, 2014). Bryman & Bell, (2015) distinguished three major philosophical perspectives, positivism, interpretivism, and realism. This study opted for the positivism paradigm. The positivism paradigm asserts that the world exists knowingly as it is and is detachable from the influence of researchers; it aims to develop cause and effect as a universal truth (Bryman & Bell 2007). In this context, to substantiate the theoretical generalisations of RBV and DCT in manufacturing SMEs, it was essential to describe the social issues on an objective basis rather than accumulating people’s opinions.

Grounded on the RBV and DCT, this study seeks to develop and test a new model of SMEs’performance based on capabilities. This is consistent with Byrman (2012) who recalled that the positivism paradigm is based on the assumption that researcher can produce new knowledge and understand realities through the use of existing theory and empirical evidence. The approach was to use empirical evidence to produce knowledge and understand realities on the developed model.  In this study, after a thorough review of literature in the field of RBV and DCT, the hypotheses were formulated and then tested empirically using a survey questionnaire. This concurs with Hussey & Hussey (1997) who argue that the normal process under a positivistic paradigm is to study the literature in order to establish an appropriate theory and construct hypotheses. 

According to (Mukhles, 2020), the positivist paradigm relates to the deductive approach, which underscores the search for hypothesis by applying a survey or experiment as a method of data collection. The hypotheses developed must be authenticated later. In the same vein, Rehman & Alharti (2016) contended that positivism relies on the application of a methodology of statistical analysis and quantitative data. In this study, a model was developed and tested against theories to explain the hypotheses proposed and validated throughout empirical data. As for the variables, they were adopted from RBV and DCT theories to develop the hypotheses.  Owing to the above discussions, it can be said that this research was conducted from a positivist perspective as it offers the possibility of testing RBV and DCT and validating their applicability in manufacturing SMEs in Rwanda. The following sections describe the application of research design and research methods to this research study.

3.3 Research Design
The selection of proper research design and research method pertains to the variation of standpoints on research philosophy. In that regards, a research design is according to Rahi (2017) a plan that articulates the types of data required, methods used to collect and analyse the data as well as how all of the methods applied cans answer the research question. In the research method, scholars like Cooper & Schindler (2014); Malhotra (2014) distinguish three types of research designs: (1) exploratory, (2) descriptive, and (3) causal or explanatory design. The descriptive design describes the characteristics of the respondents and determines the proportions of a population that have these characteristics (Cooper & Schindler, 2014). 

The exploratory design focuses on investigating what is happening, asking questions, seeking new insights, assessing phenomena in a new light, as well as generating ideas and hypothesis for future researches (Mukhles, 2020). This type of research is used to measure the impact a change in one variable will have on another variable. The explanatory design investigates the relationship between variables of a phenomenon in order to establish a causal relationship between variables. This type of design was adopted to help the researcher understand how a change in capabilities can influence SMEs’performance in Rwanda. Since the descriptive research cannot explain the relationship between variables; an explanatory research design that encompasses theory-testing was also used to explain this causal relationship. Thus, based on the characteristics of these two types of design, this study used in combination with both descriptive and explanatory design. So, to arrive at this research design, the researcher decided about the types of data to be collected (in this study quantitative data); the data collection instrument (survey questionnaire) and the data analysis technique (the structural equation modelling).

3.4 Research Approach and Method
3.4.1 Research Approach
A research approach is a plan and procedure that consists of the steps of broad assumptions to detailed methods of data collection, analysis, and interpretation (Bryman & Bell, 2015). A research approach is based on the nature of the research problem being addressed. Thus, shaping a proper approach that best suits research is considered an important step in any research study because it serves to establish the reliability of the work. This, however, must be done based on the research objectives, the amount of time and resources available, and the philosophical underpinnings of the researcher (Saunders et al., 2012).

Within the context of choosing which approach suits well with the study at hand, Saunders et al., (2012) distinguish three types of main research approaches: deduction, induction, and abduction.  Although the current study used a deductive approach, it is, however, important to mention that the inductive approach is used to make sense of data, which are mainly collected qualitatively: case studies or observations. This is done through analysis to formulate a theory which is often interpreted as a conceptual framework (Saunders, Lewis, & Thornhill,2012). In contrast, the abductionapproach begins with the observation of surprising facts (Saunders et al., 2012) or new facts in real life (Bryman, 2012). 

The importance of using a deductive approach in natural science that encompasses theoretical testing has been stressed by (Bryman & Bell, 2012). This point of view was also supported by Bryman (2012) who pointed out that the deductive approach is generally based on established theories, and it finds out whether the theory applies to a specific phenomenon. To determine the causal relationship between capabilities and SMEs’ performance, this study is grounded on two theories the RBV and DCT as such the use of a deductive approach is justified.

Additionally, Sounders et al., (2012) stated that in order to test hypotheses and allow data to be measured and results to be generalised, the collection of a large amount of quantitative data is normally done using a highly structured tool to facilitate replication. With this in mind, the researcher for this study collected data from more than 200 manufacturing firms through a survey questionnaire. In the same vein, this research set up a new model of firm performance based on capabilities by deducing hypotheses that were tested with empirical data for generalisation. This is in alignment with Saunders et al., (2012) and Bryman & Bell (2012) who contended that the deductive approach is a theory-testing approach that follows a "top-down" process where endorsement of the research comes from a theoretical background. It is therefore inferred without any doubt that a deductive logical process, which moves from theory to data was the main approach in this study. Philosophically, the deductive approach is highly linked to positivism which is the most prominent approach in strategic management.

3.4.2 Research Method
A research method is, according to Zikmund, Quinlan, Babin, Carr, & Griffin (2015) a set of prescribed procedures for establishing and relating theoretical statements about events, analysing empirical evidence, and predicting as yet unknown events to confirm or disprove earlier views. Mukhles (2020) defined methods as techniques or procedures used to gather and analyse data related to some research question of hypothesis. According to Saunders et al., (2012) and Creswell (2014) there are three main types of research methods: quantitative, qualitative and mixed, but this study opted for a quantities method. A quantitative research is an objective means of testing theories by examining the relationship between variables Creswell (2014). These variables, in turn, can be measured, usually on instruments, so that the numbered data can be analysed using statistical procedures. He goes on to say that quantitative studies test theories deductively through current knowledge by creating and developing hypothetical relationships and suggested outcomes, all of which help find scientific outcomes (Creswell, 2014).

The current study tested RBV and DCT in a less developed country and validated their applicability in manufacturing SMEs. This is in agreement with Bryman & Bell (2011) who contended that the quantitative method not only allows the validity of existing theories to be checked, but also gives the study the needed validity to measure the hypotheses using less time when analysing data. In the same way, the survey questionnaire was tested for reliability and validity which were found significant. This is in line with Bryman & Bell (2015) who argued that the use of quantitative method allows the researcher to carefully balance the progress of research by satisfying the reliability and validity concept in pursuing the method of quantitative data analysis. Finally, this study measured the impact of capabilities on SMEs performance and established the causal relationships among different constructs. This concurs also with Bryman & Bell (2011) who argued that using quantitative method a researcher can measure the degree of research bias as well as scrutinise multivariate causal relationships among different constructs. So, owing to the aforementioned reasons, the use of quantitative method in this study was justified. 

3.5 Study Area
The empirical data were collected from Rwandan manufacturing SMEs countrywide. In other words, the study area embroils all the five provinces of Rwanda (Kigali City; Northern Province, Southern Province, Western Province, Eastern Province) to ensure that the study is representative. Although all establishments are almost evenly spread per provinces (NISR, 2018), this is not the case for the manufacturing sector where most firms are concentrated in Kigali city. For this reason, taking into consideration a sample of provinces would reduce the generalisability of the findings to the entire manufacturing sector.

3.6 Study Population and Sampling Design
3.6.1 Study Population
A population is according to Cooper & Schindler (2014) the total collection of elements about which the researcher wishes to make inferences. In the same vein, Zikmund, Babin, Carr, & Griffin (2013) define the target population as the complete group of the specific population elements pertinent to the research project. In this study, the target population comprised of 638 small and medium-sized manufacturing companies (i.e. between 4 and 100 employees) countrywide.   

3.6.2 Sampling Frame
A sampling frame is the list of population elements from which the sample may be drawn to represent the target population (Zikmund, Quinlan, Babin, Carr, & Griffin, 2015). The sampling frame is closely related to the population; it is a complete and correct list of population members only (Cooper & Schindler, 2014). Without any list of participants in the survey, it is very difficult to use a probability sampling technique (Saunders, Lewis, & Thornhill, 2016). As a complete and updated list of manufacturing SMEs at the national level was not available to the researcher (there was however an outdated list); in this study, the sampling frame was based on a complete and updated list of all manufacturing companies provided by the Rwanda Private Sector Federation (PSF) at the District level. These lists at the district level were compiled by the researcher to get a sampling frame at the national level that served as the basis in sampling procedures. 

The suitability of this sampling frame was to ensure that the study has covered all the 30 districts of Rwanda and by doing so, establish the generalisability of the findings to the whole manufacturing sector. After validation by the district PSF officials, the units of analysis were drawn in line with Goretti, 2008 who stressed that the unit of analysis is the objects or the person from whom the researcher collects data. The unit of analysis in this study is manufacturing SME; but as firm per se cannot answer to any research question, qualified respondents or key informants for this study were owners or CEOs of selected manufacturing SMEs.  As such a single key informant approach was adopted for this study. A critical consideration was that owners/CEOs are knowledgeable about major issues especially the capabilities and performance of their firms, they are the ones who can provide the relevant information and have the right to disclose it to the public.

3.6.3 Sampling Procedures
A sampling technique is a process that uses a small number of elements from the population to conclude about the population as a whole (Zikmund et al., 2015). As a list of manufacturing firms that makes the sampling frame was available, this study falls into the probabilistic sampling techniques. The chosen sampling technique should fit the research methodological approach, by this means, in this research study the stratified random sampling in selecting respondents from the manufacturing sector was adopted. This concurs with (Saunders et al, 2012) who contended that the stratified sampling technique is useful when a researcher is collecting data from a heterogeneous population and wants to ensure that each unique characteristic is represented. 

In the current study, the population was segregated into seven mutually exclusive subpopulations or strata herein referred to as the sector of activity as per NISR (2018) and shown in Table 3.1. The researcher applied the proportionate stratification that is based on the stratum’s share of the total population to come up with the minimum sample required in each stratum. This sampling procedure provided an equal chance for participants to be selected. Inclusion criteria for selecting the participants included: (i) having less than 100 permanent employees, (ii) and being in business and operational for at least four years.

3.6.4 Sample Size
A sample is a selection of elements or individuals from a larger body or population (Hair, Hult, Ringle, & Sarstedt, 2017b) or the number of observations that are included in the research study (Cooper & Schindler, 2011; Zikmund et al., 2015). The purpose of the sampling was to ensure that the study has a manageable number and highly representative respondents. However, to operationalise a multiple regression analysis or structural equation modelling the rule of thumb of selecting a proper sample size is to detect the number of parameters (i.e. measurement items) that should be multiplied with 5 or 10 (Kline, 2015) also known as a subject-to-variables ratio of 5:1 or 10:1. The minimum sample size is “to have at least five times as many observations the number of variables to be analysed” Hair et al., (2014a).   

As the survey instrument for this study has 38 questions, the likely sample size for this study would be 38*5= 190 or 38*10=380. The sample size using a 5:1 ratio is therefore 190 < 200 (Kline, 2016). Kline 2016 observed that a sample less than 200 may be small for a complex model with non-normal distributions, particularly for those using estimation methods other than maximum likelihood. On the other side, Kline (2015) warned that when the sample size exceeds 400 to 500 participants, then the SEM analysis becomes too sensitive, and almost any difference is detected, causing the goodness-of-fit measure to display a bad fit (Memon et al., 2020). Given this observation, the number of parameters should not be multiplied by five for this study because Slovin’s formula as cited in Ryan (2013) gives a higher percent representation (greater than 190) which bears a proportional relationship to the size of the population from which it is drawn.

So, in this study, the suitable sample size was calculated according to the Slovin’s formula n:
Where:n = the required sample size; 
N= the known population size = 636 
and e = the level of significance = 0.05.

To ensure that all sample estimates are contemplative of the population parameters weights for the different strata against the respective sample sizes were tabulated and reported. Weights were computed using w=   formula, the reciprocal of which was used to weight the sample results to get the overall population magnitude. 

Table 3.1: Sample Size Stratification
Firms’ Category 	Target Population (P)	Proportion(P/N*100)	Sample Size 
Food, Beverage and Tobacco	219	34%	85
Textile, Clothing and Leather 	76	12%	29
Wood, Paper and Printing 	83	13%	32





Source:Researcher’s compilation, 2019.   (N=868 n= 246)
One of the requirements to run the exploratory factor analysis (EFA) especially the principal component analysis (PCA) is the sample size which is usually obtained by the principle of case- to- ratio (Hair et al., 2014a). Based upon the 38 items within the model and 246 cases in this study, the item to case ratio was around 1 item to 6.4>5 the minimum cut-off. Within this context, with a sample size of 246, the researcher was able to gather adequate data to empirically test the developed model and the results are eagerly replicable as it meets the requirement of data analysis techniques, especially SEM.

3.6.4 Data Collection Method
This section aims at explaining the data collection instrument used, in this case the survey questionnaire, how it was developed, the measurements used, and the process of pre-testing and pilot study. 

3.6.1 Survey Questionnaire
According to Babbie, (2010) a questionnaire is a document containing questions and other types of items designed to solicit information proper for analysis. In this study, the survey questionnaire was accompanied by a cover letter, which explained the purpose of the research study and ensured to respondents the confidentiality of the process. The rationale for using a survey questionnaire in this study relies on its ability to provide a quick, inexpensive, efficient, and accurate means of measuring information about a population (Zikmund et al., 2015). To collect more truthful insights from the respondents and to avoid ambiguity and jargon, the questionnaire was first designed in English and then translated by professionals into the local language (Kinyarwanda) followed by a back-translation procedure (English-Kinyarwanda-English). However, respondents had the chance to choose either the English or the Kinyarwanda version (Appendix D).

This survey questionnaire comprised of four parts, the first and second parts concerned the independent variables (ordinary capabilities and dynamic capabilities: 30 questions), the third one concerns firm performance (dependent variable: eight questions), and the last deals with the profile of respondents and their firms: six Questions. The content of the survey questionnaire was borrowed from previous studies and developed based on the extant literature reviewed (see Table 3.2 for details). Qualified respondents or key informants (Owners/CEOs) were required to rate the levels of their firm capabilities and performance, relative to competitors over three years. To gather more accurate information within a time frame, this study adopted a personal interview-based survey using a drop and collect approach for executing the survey. The drop-collect approach offers some advantages such as greater anonymity as there is no face to face between the researcher and the respondent.

3.6.2	Measurement of Variables
Measuring variables in research means developing and assigning scales or values to represent attributes of objects or events. The scales used in the survey questionnaire are nominal, ordinal and interval (i.e. Likert scale). Nominal and ordinal scales are limited in use only for questions that profiled the survey participants (age, gender, and education) and their firms (age, size and activity). Three main variables (ordinary capabilities, dynamic capabilities, and performance) used in this study consisted finally (after pre-testing) of 38 questions. The five-point Likert scale ranging from strongly disagree to strongly agree was used and this concurs with Sachdev & Verma (2004) who argued that the five-point Likert scale increases the response rate and response quality while reducing respondent’s frustration level. Some questions were adopted from previous studies and adapted so that they fit the facets examined here while others were self-made.

Table 3.2: Scale Development and Source of adapted Questions
Constructs 	Scale	Question	Author (s)
Ordinary Capabilities
Managerial Capabilities	5-point scale	Q1-Q5  	Self-made
Manufacturing Capabilities	5-point scale 	Q6-Q10	Self-made and Kasema, 2019c
Marketing Capabilities 	5-point scale	Q11-Q15	Self-made and Kimutai, 2014; Saeedi, 2017
Dynamic Capabilities
Adaptive Capabilities 	5-point scale 	Q16-Q20	Jaakkola, 2012; and Saeedi, 2017
Absorptive Capabilities 	5-point scale 	Q21-Q25	Self-made 
Innovation Capabilities 	5-point scale 	Q26-Q30	Jaakkola, 2012; and Saeedi, 2017.
Firm Performance			
Firm Performance 	5-point scale	Q31-Q38	Self-made and Khaliq & Zafar, 2015 Kaur & Mehta, 2016a
Source:Researcher’s compilation, 2019

3.6.3 Pre-Testing and Pilot Study
Pre-testing and piloting the survey questionnaire are both indispensable components of questionnaire survey design and must be conducted before the main survey for validity and to ensure that the survey questionnaire is free of errors and ambiguities (Sekaran, 2003). However, even if pre-testing is often understood as a pilot study both serve distinctive purposes (Memon, Ting, Ramayah, Chuah, Cheah, 2017). 
Pre-testing is a preliminary assessment of the questionnaire with a group of respondents to detect problems that, if not resolved, would accelerate measurement error (Blair & Conrad, 2011). Kumar, Talib, & Ramayah (2013) further suggested that all developed scales, or items, be it adopted or adapted, should be pre-tested to confirm whether the questions work accurately in a new setting with the new respondents. Pre-testing the questionnaire was done using the debriefing approach (Neuert & Lenzner, 2016) to 30 respondents conveniently selected (Cooper & Schindler (2011) with (63%) of response rate. 

Table 3.3: Reliability Statistics of Pilot Study








Source: SPSS results, 2019

As results, the whole questionnaire was revised accordingly (Warner, 2012; Dillman, Jolene & Leah, 2014) and the length of the questionnaire was reduced (from 41 to 38).  A test re-test (Hulland, Baumgartner, & Smith, 2017) was done upon successful processing of the first round, with the revised version to the 19 actuals respondents and the questionnaire was reliable. Upon the successful pre-testing step, filled-in questionnaire from the pre-test was used for the pilot study to test for internal consistency of the instrument using Cronbach’s alpha in SPSS 25.0 for which results are presented in table 3.3 For the case at hand, Cronbach’s Alpha values for all the seven constructs used in this study ranged between 0.643 and 0.889 > 0.6 (Dunn et al., 2014) for this pilot study indicating that all the measures showed an adequate reliability of the survey questionnaire, hence, convenient for the final survey. 
 
3.8 Data Analysis Method
The data analysis procedures consist of organising, categorising, tabulating, and examining raw data and transforming them into “a body of facts that are in a format suitable for decision making” and hypotheses testing (Zikmund et al., 2015). As per the research design adopted for this study (descriptive-causal), collected data were analysed using both descriptive statistics and multivariate statistics especially the structural equation modelling (SEM). While descriptive statistics were performed by SPSS statistics software to profile the participants and their firms, the structural equation modelling was conducted by the Analysis of moment structures (AMOS statistics 25). 

3.8.1 Descriptive Data Analysis
Cooper & Schindler (2014) asserted that descriptive statistics are used to point out the measures of central tendency (mean, median and mode), measures of dispersion or measure of variability (variance, standard deviation, range, interquartile range) as well as shape (skewness and kurtosis). Therefore, four important measures were considered in this research study, the frequency and percentage, mean, and standard deviations as well as skewness and kurtosis. The frequency and percentage distributions were used to determine the profile of the respondents and their firms from demographics information in the survey questionnaire. Percentages serve to simplify the data by reducing all numbers to a range from 0 to 100 and secondly to translate the data into standard form, with a base of 100, for relative comparisons (Copper & Schindler, 2014).

The mean range has been applied to compute the level of capabilities and firm performance. An item analysis based on the mean scores and rank reflected the strengths and weaknesses of surveyed firms in terms of managerial capabilities, manufacturing capabilities, marketing capabilities, adaptive capabilities, absorptive capabilities, innovation capabilities, and business performance.  Then, the researcher applied a comparison of means using the formula of the class interval as shown below.
Class Interval = Max – Min/ Number of Interval
= 5-1/5
= 0.8
To interpret the obtained data, the following numerical values and description were used:
Mean Range				Interpretation




0.00 -  0.79				Very low

The standard deviation helped the researcher to measure how far or near the sample means could be from the population mean. Practically, the standard deviation tells the researcher about the spread of the data since a measure of the centre is not enough to well describe a distribution (Cooper & Schindler, 2014). To interpret the obtained data, the following numerical values and descriptions were used: (i) δ < 0.5 meaning that the perception of respondents is homogeneous, and (ii) δ > 0.5 meaning that the perception of respondents is heterogeneous which is desired in a research study (Cooper & Schindler, 2014).

The skewness and kurtosis helped the researcher to measure the normality of distribution for constructs. The values of Skewness and Kurtosis are statistics applied to examine the normality of distribution for constructs (Coakes, Steed, & Ong, 2010) (see more details in the data screening section). In sum, descriptive statistics are useful to gain a better understanding of data but are not appropriate to provide useful information on the causal relationships between the independent variable and the dependent variable in a study (Sekaran 2003). 

3.8.2 Correlation Analysis
Correlation is one of the most common forms of data analysis both because it can provide an analysis that stands on its own, and also because it underlies many other analyses, and can be a good way to support conclusions after primary analyses have been completed. Correlations are a measure of the linear relationship between two variables. A correlation coefficient has a value range from -1 to 1. Values that are closer to the absolute value of 1 indicated that there is a strong relationship between the variable being correlated, whereas, values closer to 0 indicated that there is little or no linear correlation (Cooper and Schindler, 2014).  In this research study Multi-correlation coefficient to test the relationship between the independent variables and the dependent variable at 0.05 level of significance using Pearson Linear Correlation Coefficient (PLCC) was applied. Indeed, the PLCC is used to scrutinise the relationship between the aggregate measures of ordinary capabilities, dynamic capabilities, and SMEs’ performance. 

3.8.4 Exploratory Factor Analysis
Exploratory factor analysis (EFA) is a multivariate statistical technique used to reduce a large number of observed variables to a small number of factors/components reflecting that the cluster of variables is in common (Noor, Naziruddin, & Sentosaa, 2016). EFA is considered as preliminary step for identifying whether factor structures are in line with current theory. In EFA the correlation among a group of observed variables is identified and transformed into a small number of related factors. It then captures the group of observed variables which were consistently moving together. In this process the consistent movement of observed variables is identified through factor extraction and factor rotation (Noor et al., 2016). 

Conducting EFA allows the researcher to identify problematic items that would be dropped because of poor loading and this is usually done through two steps; factor analysis i.e. defining the extraction method and rotation and assessing fit, i.e. reliability and validity tests. In the first step, the process of extraction aims to determine the factors underlying several variables (Lowry, & Gaskin, 2014). The principal component analysis (PCA) is the most commonly used method from a large range of extraction methods available and this is not an exception to this study. The rotation process is applied to present the pattern of loadings in a manner that is easier to interpret. Hair et al., 2014) suggested two main approaches to rotation, namely orthogonal and oblique rotation methods. The orthogonal rotations assume that the extracted factors are independent (uncorrelated) while the oblique rotations assume that the extracted factors are correlated. 

In the second stage (reliability and validity test), the internal consistency reliability, which refers to as the consistency of response across items within a single construct, is gauged through Cronbach’s alpha statistic (Hair, Hult, Ringle, & Sarstedt, 2014b). The discriminant validity (to test the suitability of data for factor analysis) is measured by KMO and Bartlett’s test and commonalities test (Pallant, 2013). The KMO test compares size of observed correlation coefficients to the size of partial correlation coefficients, therefore, KMO values exceeding 0.60 are generally recommended for EFA (Pallant, 2013). On the other hand, Bartlett’s Test of Sphericity assesses the presence of correlation among variables and this test should be statistically significant (p<0.05) (Pallant, 2013). The convergent test was conducted by a factor loading matrix for which results are reported in chapter 4.

With the SPSS statistics (version 25.0), the study employed the principal components analysis (PCA with eigenvalues greater than 1) and orthogonal model with VARIMAX rotation to perform exploratory factor analysis. The reason for adopting the orthogonal rotation was that the results generated from it have higher generalisability and replicability power compared with the oblique rotation method. The same goes to the interpretation of orthogonal rotation factors which is less complicated because factors are uncorrelated with each other (Tabachnick & Fidell, 2013). So, to make a decision on how many factors to retain, three criteria were taken into consideration: Eigenvalue (or latent root), scree test, and factor loadings. The eigenvalue represents the amount of variance accounted for by a factor (Hair et al., 2014). The rule of thumb is that only factors with Eigenvalues greater than 1 are reserved for further investigation (Hair et al., 2014a). Scree test criterion is used to identify the optimum number of factors that can be extracted before the amount of unique variance begins to dominate the common variance structure. Therefore, these factors contribute most to the explanation of variance in the data set (Hair et al., 2014a). Finally, factor loadings less than 0.40 and greater than 0.80 and loaded on multiple factors were eliminated during the EFA process (Yong & Pearce, 2013). After conducting the EFA, the identified dimensions were checked by confirmatory factor analysis (CFA) using AMOS, as described in the next section. 

3.8.5 Structural Equation Modelling
Structural Equation Modelling (SEM) is a collection of statistical models that seek to clarify and explain relationships among multiple latent variables (constructs) i.e. to explain covariance and how it translates into the fit of a model (Hair et al., 2014a). To date, scholars like Richter, Sinkovics, Ringle, & Schlägel, 2016; Avkiran, 2017 and Hair et al., 2017b distinguish between the Covariance-Based Structural Equation Modelling (CB-SEM) and the Variance-Based Structural Equation Modelling, later coined as Partial Least Squares Structural Equation Modelling (PLS-SEM). 

CB-SEM is primarily used to confirm (or reject) theories (i.e. a set of systematic relationships between multiple variables that can be tested empirically). It does this by determining how well a proposed theoretical model can estimate the covariance matrix for a sample data set. In contrast, PLS-SEM is primarily used to develop theories in exploratory research. It does this by concentrating on explaining the variance in the dependent variables when examining the model (Hair et al., 2017b). Since the current study sought to test the new model of firm performance based on capabilities which used RBV and DCT, the CB-SEM was suitable. Nevertheless, before running CB-SEM, some statistical assumptions under descriptive statistics must be fulfilled such as missing data, non-normality, outlier, and multi-collinearity as reported in chapter 4. Several reasons have motivated the use of SME in this study, including but not limited to the following.

First of all, SEM can incorporate observed (measured) and unobserved variables (latent constructs) while traditional techniques analyse only measured variables (Hair et al., 2014a). This study designed the hypotheses from theories which involved the latent variables such as ordinary capabilities and dynamic capabilities from which the study expected to test their impact on the performance of manufacturing SMEs. Due to the powerlessness of the traditional methods to analyse the latent variables in the research model, SEM was found to be seemly to do so. Secondly, SEM was apposite for this study because it allows the researcher to make use of several indicators variables per constructs concurrently and make more valid conclusions drawn at the construct level (Byrne, 2010). In this research study, seven first-order constructs were developed with several indicator variables in such a way that the use of other methods of analysis would require several separate analyses resulting in less clear conclusions. 















Figure 3.1Six stage process for SEM
Source: Hair et al., (2014a p.566)

Moreover, SEM takes care of measurement error in indicators of latent variables something that confounds other traditional statistical tool such as multiple regression, correlation, factor analysis, ANOVA which all share one common limitation: Each technique can examine only a single relationship at a time (Bagozzi & Yi, 2012; Hair et al., 2014a). In other words, these techniques do not enable to test the researcher’s entire theory with a technique that considers all possible information. This study intended to express RBV and DCT in terms of relationships among measured variables and latent constructs (variates), then SEM will assess how well these theories fit reality as presented by data. To arrive at such a conclusion, a six-stage process is sequentially performed (Figure 3.1).

Even if SEM is conducted based on the six stages, scholars such as Tabachnick & Fidell (2013); Hair et al., (2017a; 2017b) distinguish two main parts of SEM: the measurement and the structural models. The key difference between a measurement model and a structural model is the way the relationships between constructs are treated. From Figure 3.1, the stage 1-4 concern the first part of SEM, the measurement model while stage 5-6 relate to the structural model (Hair et al., 2014).

The Measurement Model Evaluation in a Confirmatory Factor Analysis
A measurement model is the first of the two major steps in a complete SEM model that specifies the indicators for each construct and enables an assessment of construct validity (Hair et al., 2014a). It is evaluated by confirmatory factor analysis. While the exploratory factor analysis (EFA) technique is used for “take what the data give you”; the CFA technique implicates combining variables on a factor or the precise set of factors for testing hypotheses (Hair, Black, Babin, Anderson, & Tatham, 2006). Indeed, when running a CFA, a four-stage process is involved: firstly, define individual construct i.e. selecting the suitable items to measure a specified construct is the foundation of CFA and SEM process (Hair et al., 2014a), for which results are presented in chapter 4. Secondly, specify and develop a measurement model i.e. after defining all these constructs, the measurement model should be created by establishing the relationships between the different constructs. Both equations and path diagrams (see chapter 4) were used to represent the measurement model. Finally, assess the measurement model using (goodness of fit indices and reliability and validity).

Defining the Constructs: In this study, the conceptual model has employed three variables namely; ordinary capabilities, dynamic capabilities, and firm performance. Ordinary capabilities construct was defined as comprising of managerial, manufacturing, and marketing capabilities while dynamic capabilities construct was defined as comprising of adaptive, absorptive, and innovative capabilities. SMEs’ performance (dependent variable) as a multi-dimensional concept was defined as the degree to which firms maintain business viability (Berns et al., 2009).

Specifying the Overall Measurement Model;
Table 3.4: Measurement Model
 Nature of Variables	Latent Variable	Manifest/ Indicator
/ Observed	Measurement
/ Scale
Dependent Variable	Firm Performance	Increased sales, increased profit, increased number of customers, good product quality	Interval (5-point scale)
Independent Variables	Organisational  Capabilities	Operational Capabilities 	Interval (5-point scale) 
		Dynamic Capabilities	Interval (5-point scale)
	Ordinary Capabilities 	Manufacturing capability, Managerial capability  and Marketing capability   	Interval (5-point scale)
	Dynamic capabilities 	Adaptive capability, absorptive capability and innovation capability 	Interval (5-point scale)
Moderating variable	Firm size 	Small and Medium 	Nominal: 1=small and 2=medium 
Source: Researcher’s Compilation, 2019
Specifying the measurement model means assigning scales. The current study measured both independent variables and dependent variable using interval (5-point Likert scale) with 1= Very Low; 2= Low; 3= Moderate; 4= High; 5= Very High. The moderating variable (firm size) was measured using nominal scale (small or medium). The study operationalised firm size in terms of the number of employees: small firms employ less than 30 persons while medium-sized firms employ between 30 and 100 persons. Small firms were coded as “1” and medium firms as “2”.

Following the measurement model described above, this study modelled mathematically firm performance (Y) as a function of Ordinary capabilities (OCs) and Dynamic capabilities (DCs) while controlling for firm size (Fsize). Therefore, a multiple regression equation was adopted as the logical extension of the principles of simple linear regression since the study has two predictor variables and one controlling variable. In this case, the two predictor variables and the controlling variable were presented in the mathematical model as follows:
(Y) SMEs Performance= f (Ordinary capabilities+ Dynamic capabilities+ Firm size) 
Y = β0 + β1 X1 + β2 X2 + β3 X3+ e 			
Where, 
Y= SMEs Performance 
X1, X2 and X3 are OCs, DCs and Fsize. 
β0 = Constant  
β1, β2, β3= Regression coefficients 
e = error term.
Estimating the Measurement Model: After the model specification in terms of constructs and measured variables/indicators, an estimation method should be indicated. The Maximum likelihood estimation (MLE), robust maximum likelihood (RML), unweighted least squares (ULS) and weighted least squares (WLS) are some approaches to estimate item parameters in an SEM (Davcik, 2014; Green, 2015). This study used MLE for one reason, it minimises the difference between covariance and observed matrices; as a result, it increases the parameter estimates. 

Assessing the Measurement Model Validit: Is the measurement model valid? This question is answered by (i) establishing acceptable levels of goodness-of-fit for the measurement model and (ii) finding specific evidence of construct validity. When assessing the measurement model using fit indices, the literature distinguishes three categories, namely Absolute fit indices (AFI), Incremental fit indices (IFI) and Parsimony fit indices (PFI) (Hair et al., 2014a). It is however, worth mentioning that all these fit indices are used to measure both the measurement and structural models (Hair et al., 2014a). On the other side, construct validity is done by examining convergent validity, discriminant validity and nomoligcal validity as detailed in the next paragraphs.

The Absolute fit indices (AFI) are used to assess the ability of the overall model fit and include the likelihood ratio statistic Chi-square (χ2) (Karadag, 2012), normed Chi-square (χ2/df), Goodness Fit Index (GFI) (Hair et al., 2017a), and Root mean square error of approximation (RMSEA).These indices provided a method to appraise how well the conceptual model fits the empirical data (Hair et al., 2017a).  The Incremental fit indices (IFI) are used to compare the proposed model to some alternative baseline models such as a null model that assumes all items are uncorrelated to each other. They represent the improvement in the model fit by the model specification and include the Normed fit index (NFI), Tucker Lewis Index (TLI), and Comparative fit index (CFI) (Hair et al., 2104a; Hair et al., 2017a).

The Parsimonious fit indices (PFI) are used to investigate whether the estimated model is simpler or can be improved by specifying fewer estimated parameter paths (Hair et al., 1998). The parsimonious fit index which concentrates on comparing a set of models according to their complexities and fits comprises the adjusted goodness-of-fit index (AGFI) and parsimony normed fit index (PNFI) (Hair et al., 2104a).  Details of these fit measures and their results against the recommended level are reported in chapter 4. After evaluating the model fit and estimating the model, the validity and reliability of the measurement model were also weighed in this step.

A measurement model is also assessed through reliability and validity tests.According to Hair et al., (2010), reliability is concerned with the consistency, stability, and reproducibility of measurement results. As this study used multiple measurement items for each construct, internal reliability is particularly important. By ensuring the reliability of latent constructs, the researcher can precisely confirm that the measurement items of a latent construct are not heterogeneous. In this way, high reliability is associated with lower measurement error. Researchers like Hair et al., (2017a) claim that the standard Cronbach’s alpha value is 0.7, but a score greater than 0.60 is also accepted as a reliability coefficient (Dunn et al., 2014). This research has addressed Cronbach’s alpha to assess the internal consistency of the measurement models of latent constructs. 

On the other hand, validity is related to the accuracy of measures, therefore, the better the fit between theoretical latent construct and measured items, the greater the establishment of validity. Construct’s validity can be examined by assessing convergent validity, discriminant validity, and nomological validity (Hair et al., 2014a). According to Hair et al., (2014a), convergent validity is the extent to which two measures (observed variables) of a particular construct are correlated or share a high portion of the variance in common. Convergent validity refers to the propensity for all items to validate each other. As expressed by Hair et al., (2014a), convergent validity is tested by examining Composite Reliability (CR) and average variance extracted (AVE), where CR indicates consistency of the constructs, while AVE measures the amount of variance attributed to the construct relative to the amount due to measurement errors (Azwa & Wehab, 2016). The acceptable value of CR is 0.60 while the acceptable level of AVE is 0.50 (Hair et al., 2017b).

The discriminant validity refers to the extent to which a latent construct is truly distinct from other latent constructs by empirical standards (Hair et al., 2014a). Thus, establishing discriminant validity implies that a construct is unique and captures phenomena not represented by other constructs in the model (Hair et al., 2017b). The discriminant validity was assessed by a method suggested by Hair et al., (2014a), in which the average variance extracted for each construct is compared with the corresponding squared inter construct correlations (SIC); the AVE larger than the SIC indicates discriminant validity (Hair et al., 2014a). Finally, nomological validity refers to the degree that the summated scale makes accurate predictions of other concepts in a theoretically based model.

The Structural Model Evaluation and Hypotheses Testing: The structural model process consists of two steps, specification, and assessment of the structural model. Specify a model means assigning links between different constructs based on the theoretical model (Byrne, 2016). This first step in the structural model concentrates on establishing the dependence relationships (path diagram), adding directional arrows that will represent the hypotheses in the model. In other words, the researcher identifies the dependence relationships that are hypothesised to exist among the constructs. In this step, each hypotheses represents a specific relationship that must be specified (Hair et al., 2014a). This study has theorised that capabilities (ordinary and dynamic) have an impact on firm performance. 

On the other hand, assessing a structural model means checking two issues: (1) overall and relative model fit as a measure of acceptance of the proposed model and (structural parameter estimates, depicted with one headed arrows on a path diagram (Hair et al., 2014). Assessing model for fitness is done with the same criteria as per CFA model fit; therefore, CFA fit provides a useful baseline to assess the structural or theoretical fit. For that reason, good practice dictates that more than one fit static be used. The researcher also can examine the variance explained estimates for the endogenous to the analysis of R2 performed in multiple regression (Hox & Bechger, 2012). The rule of thumb is that theory validity increases to the extent that the parameter estimates are statistically significant and in the predicted direction (Hair et al., 2014).
3.9 Ethical Considerations
Ethical issues were considered in this study, namely anonymity, voluntary participation, informed consent, privacy, and confidentiality (Kvale, 1996). To maintain the confidentiality and privacy of the respondents, the questionnaire was anonymous and only aggregate results were used when reporting results. Participant’s personal information was not identified in any of the study findings and major ethical guidelines were observed and followed in all stages of this research. 

To address the issue of voluntary participation, participants were informed that participation was voluntary and any participant has the right to withdraw or even refrain from taking part in this study. It is therefore essential that the researcher seeks approval for access to the potential participants before starting the survey. In conformity with the ethics requirements, a cover letter (Appendix B) was also attached to the questionnaire. This cover letter stated the purpose of the study, the names and the address of the researcher, and his university to increase respondent’s confidence and to ensure respondents to know with whom they are dealing with (Cooper & Schindler, 2001).  

Data collected were not used for any other purpose than the academic one for the fulfillment of the requirements of a PhD thesis at OUT. To support this statement, just after the approval of the proposal, the researcher was granted a transmittal letter as clearance to access the potential participants (See Appendix A) which allowed the field data collection process. In that regard, before the administration of the questionnaire, the researcher selected and trained research assistants and translated the questionnaire into Kinyarwanda the local language (Appendix D). During the administration of the questionnaire which was done by the help of research assistants using a drop and collect approach, respondents were explained about the questionnaire and were asked to singin the consent form (Appendix C). 









In this chapter, the investigation results of the influence of capabilities on the performance of manufacturing SMEs in Rwanda are reported. This chapter reports the findings of the study and is divided into seven sections including this overview. Data screening results are presented in section 2 followed by descriptive and correlation analyses in section 3. The Exploratory Factor Analysis (EFA) was performed to identify whether the constructs are expected as the questionnaire design i.e. to explore factor structure and spot problematic variables in section 4. Subsequently, a two-step approach of Structural Equation Modelling (SEM) as proposed by Hair et al., (2017a) was performed in section 5. Section 6 was dedicated to the discussion of major findings and followed by the revised conceptual model in section 7.

4.2 Data Screening
Data screening is a very important first step in structural equation modelling as it allows the researcher to avoid potential problems during the analysis while achieving maximum accuracy.  In this study, when the questionnaires were returned, they were at first checked for completeness and errors and labelled with the date to allow for later comparisons. After checking for completeness, data were then entered into SPSS for statistical analysis and electronic storage. Data screening processes involve dealing with the response rate, non-response bias, missing data, data outliers, data normality and collinearity as reported in subsequent sections.
4.2.1 Response Rate
The response rate can help safeguard against non-response bias and offers generalisation. The survey instrument was administered to 243 respondents using a self-administered approach with an attrition rate of 12%. However, among the 214 returned questionnaires (88%), three were discarded because respondents were not qualified. The remaining 211 fully completed questionnaires were used for further data analysis as shown in Table 4.1. 

Table 4.1: Response Rate
Categories 	Number of firms	Percentages
Distributed questionnaires	243	100
Total response/ returned questionnaires 	214	88
Incomplete / Unqualified 	3	0.01
Total usable responses 	211	87
Source:Researcher’s compilation, 2019

To enhance the response rate, the researcher took followed up which involve telephone calls and short message service (SMS) whit respondents. The overall useable response rate of (87%) in this study was higher than the researcher’s initial anticipation drawn from the response rate reported in previous studies (e.g. Al-Ansari, 2014). Moreover, the current study’s response rate is larger than the generally recommended threshold of 35.7% which is normal for a research study conducted at organisational level (Anseel, Lievens, Schollaert, & Choragwicka, 2010).  Therefore, based on this awareness; the response rate in this study was considered to be very good.

4.2.2 Non-Response Bias
Non-response bias which happens when respondents differ from non-respondents in the sample can be considered as a common problem in surveys (Saunders et al., 2007). Ideally, the strongest test of non-response bias lies in contacting non-respondents and compare data with respondents.  However, due to limited time and financial constraints, this approach was not an option; hence, non-response bias was dealt with the extrapolation approach that assesses the difference between early-responders and late-responders of the returned survey questionnaires (Rifat, 2013) citing Armstrong and Overton (1977).

In this study, the researcher divided respondents into two groups: early-respondents with a postmark on or before the survey due date; for this case two weeks (n= 126 responses: 69%) and late-respondents after the due date (n=85 responses: 31%). A two-week period was used as a cut-off time to return the survey questionnaires. Thus, to test the generalisability, from the sample to the population the means of early 126 responses (69% of the sample) and late responses 31% of the sample on three demographic variables were compared statistically using Independent t-test (ANOVA)(Saunders et al., 2007) for which results are reported in Table 4.2. A p-value >0.05 indicates a non-difference between two groups and confirms the principle of representativeness of the population under study.





Source:Researcher’s Compilation, based on SPSS Output, 2019
As can be seen from Table 4.2, the comparison of early and late respondents did not reveal a significant difference on firm size (t=8.99, p = 0.128); and firm age (t = 3.8, p = 0.108) as all the p-values were greater than the cut-off. Therefore, non-response bias was not considered as a thoughtful limitation in this research survey. The results support, accordingly, the principle that the sample is representative of the population under study.

4.2.3 Common Method Bias
Common method bias is the variance that is attributed to the measurement method rather than the constructs the measures represent (Podsakoff, MacKenzie, Podsakoff, 2012). When occurred, this can cause the measured relationships between latent variables to either inflate or deflate when compared to the true value, leading thus to a systematic measurement of both type I and II errors) Podsakoff et al., 2012). As this study collected data from a single respondent in each responding firm using a similar survey questionnaire and at the same period (i.e. cross-sectional research design) a potential common method (variance) bias might be introduced. This potential problem could be tested using Harman’s single factor test using un-rotated PCA with Varimax rotation to determine the number of factors that were necessary to account for variance in latent variables (Podsakoff et al., 2012). 

In this study, an EFA using PCA of 211 cases sample size was conducted on the 38 items making-up seven latent variables with an eigenvalue greater than on criterion revealed seven factors that accounted for 88.46% of the total variance (Appendix F). So the results suggest that a single factor explained 44.62% of total variance explained, which is less than 50% (Khan et al., 2020), hence, the data did not suffer from common method bias, i.e. none of the latent variables were highly correlated.

4.2.4 Missing Data
Missing data are often a problem in social science research because many studies obtain data using survey questionnaire. Whatever the source of missing data the steps of dealing with them are: (1) determination of the amount of missing values, (ii) investigating the randomness of missing data, and finally (iii) management of missing data (Kline 2015; Hair et al. 2017b). When the amount of missing data is determined, even if low, this will trigger the need to probe for the randomness of missing data through the Little’s chi-square statistics. The rule of thumb for interpreting the Little’s MCAR test is that if the p-value for the MCAR test is not significant then the data might be assumed to be missing completely at random (MCAR) (Hair et al., 2017b).  The SPSS process yielded the following results.

Table 4.3: Little’s MCAR Test Result
Warnings
There are no missing values. MPATTERN is not produced.
There are no missing values. EM estimates are not computed.
There are no missing values. Regression estimates are not computed.
Source:SPSS Results, 2019

After performing the Little’s test, the results exposed that missing data was not an issue in this research study. These results were expected because the preliminary review of missing data was checked during the collection of filled-in questionnaires and when entering data in SPSS.
4.2.5 Data Outliers
An outlier being, according to Hair et al., (2017b), an extreme response to a particular question, or extreme response to all questions which can be checked by univariate (Z-scores) and/or multivariate (Mahalanobis D2) techniques. In this study the researcher used multivariate technique with Mahalanobis distance (D2). So, testing of multivariate outliers was conducted using SPSS version 25.0 on the basis of a Mahalanobis distance (D2), which is a measure of distance in standard deviation units between each observation compared with the mean of all observations, i.e. centroids (Byrne, 2016). 
















a. Dependent Variable: MeanBsP
Source:SPSS Results, 2019

The results of multivariate outliers are reported in Table 4.4, which showed that the maximum Mahalanobis distance (D2) was 11.712 at p= 0.001. This result confirmed that there were no multivariate outlier values in the data set.
4.2.6 Data Normality
Statistical procedures require that the assumption of normality is first tested at either the univariate or multivariate level to confirm whether data follow a normal distribution or not. If data are non-normally distributed, in the SEM analysis for the goodness of fit, the results may not depict the true picture of the relationship among the variables. This was largely commented by Byrne (2016) who recommended that prior to any data analysis in AMOS, it is important to check that the data achieve multivariate normality. Failure to do so can severely affect the results. 

Univariate normality, all interval measures were first tested at a univariate level for Skewness and Kurtosis using SPSS version 25.00.  Both of these two indicators should be below 3, since the skewness tends to influence test of means, while kurtosis tends to have a severe impact on tests of variances and co-variances (Pervan, Curak, & Kramaric, 2018). The test results from Skewness and kurtosis showed that no observed variables were significantly skewed and none of the variables was significantly Kurtotic as the results ranged (between 0.419 and 2.508) for skewness and between 2.588 and 2.901 which are < 3 the cut-off; hence there is no deviation from normality. 

Multivariate normality was tested using the Kolmogorov-Smirnov Test and Shapiro-Wilk Test in SPSS version 25.00 and reported in Table 4.5. The rule of thumb suggests that data are normally distributed when the value of Asymp.sig > 0.05 (Pallant, 2013). 








a. Lilliefors Significance Correction
Source: SPSS Results, 2019

Table 4.5 reports the results of Kolmogorov Smirnov and Shapiro-Wilk tests which revealed that all data for ordinary capabilities, dynamic capabilities and SMEs performance constructs were normally distributed. For both tests the p-value was greater than 0.05, so the hypothesis that the data come from a normally-distributed population is accepted. The Shapiro-Wilk test results were (0.167; 0.603; 0.200) for FirP, OCs and DCs respectively and Kolmogorov-Smirnov test results were successively (0.189; 0.098 and 0.989); greater than 0.05. These results confirm the use of the maximum likelihood estimation (MLE) in testing the structural model in this study (Hair et al., 2017a).

4.2.7	Data Linearity and Collinearity
Table 4.6: Linearity Test Results.
ANOVA Table
	Sum of Squares	df	Mean Square	F	Sig.






The linearity test for realising whether the latent constructs are linear for conducting further statistical analyses was conducted in this study. Table 4.6 highlighted the linear relationship between the independent latent constructs and the endogenous latent construct. The rule of thumb is that if the value sig. deviation from linearity is >0.05 then the relationship between the exogenous latent constructs and the endogenous latent construct is linear (Sekaran & Bougie, 2013). As can be seen from Table 4.6, the value sig. deviation from linearity is 0.059 greater than 0.05 implying that the firm performance is linearly dependent of capabilities. Therefore, all constructs are suitably linear to conduct further statistical tests, more specifically the SEM analysis. 

Table 4.7: Multi-Collinearity Test Results
Coefficientsa





a. Dependent Variable: FirP
Source: SPSS Results, 2019

Furthermore, the present study checked also the multi-collinearity of the observed constructs as there are two independent variables.  The term multi-collinearity is a state of very high inter-correlations or inter-associations among the independent variables. It is a type of disturbance in the data, and if present in the data the statistical inferences made about the data may not be reliable (Hox & Bechger, 2012; Sekaran & Bougie, 2013). Multi-collinearity is gaged by checking the tolerance and variance inflation factor. While the tolerance level below 0.10 is treated as problematic the variance inflation factor (VIF) which is the reciprocal of tolerance should be less than 10 (Hair et al., 2017a) as reported in Table 4.7.

As can be seen from Table 4.7, the tolerance level of the independent constructs was respectively 0.279 and 0.269, which satisfies the cut-off level >0.10. Also, the VIF statistics revealed that all constructs are 3.582 and 3.716 < 10; confirming then the non-multi-collinearity matter of the measurement items. Hence, SEM analysis could be carried out to explain the relationship between latent variables. In summary, this section examined the data cleanness to ensure the accuracy of the observed variables for further statistical analysis.  Screening data was important before performing structural equation modelling (SEM) because it is very sensitive to such issues. After performing the required tests, it was found that all empirical data used in this study were behaving well paving the way for the use of SEM analysis. The next stage of data analysis deals with descriptive and correlation analyses.

4.3 Descriptive and Correlations Analyses
This section reported the descriptive statistics results about the demographic characteristics of the respondents and their firms as well as the descriptive statistics of the constructs used in the model.  It further presented the correlation analysis results.

4.3.1 Respondents Distribution
As discussed in the methodology related chapter, three questions were prepared to screen the participants’ demographic characteristics i.e. the owner’s attributes. The results of the participants’ age, gender, and educational background are shown in Table 4.8. The findings from the respondent’s distribution are discussed against the recently published establishments’ census conducted by the National Institute of Statistics of Rwanda in 2018 and other prior studies. 



















Source: SPSS Results, 2019

The results on the respondents’ age bracket revealed that majority (about 58%) of the surveyed owners are adults between 40 and 59 years old.  The possible reasons for this revelation are among others the lack of seed money, business ideas, and collateral which constrain young people to do business at an early age. As they do not have seed money of their own, the only source of start-up money would be financial institutions which in turn require collateral valued at least 120% of the credit requested. This situation of lack of seed money to start up a business coupled with the lack of collateral discourages young people to embark on the manufacturing sector that requires consequent start-up investment. Yet, a financing scheme targeting the youth (Business Development Funds) in Rwanda is active but its capacity to serve as expected is too limited. 

The current finding is also consistent with Kasema, 2019a; 2019b but inconsistent with NISR (2015) and NISR (2018) which found 62% of young people (from 15 to 39) are involved in the manufacturing sector than any other age bracket. This inconsistency may be explained by the fact that NISR (2018) took into consideration the informal manufacturing sector (not considered in this study) with its lion part (61% of total existing manufacturing companies). The results of the respondents’ gender revealed that the majority of the respondents were male (70%). Not surprisingly, this finding is in line with the latest Establishment census conducted by the National Institute of Statistics of Rwanda in 2018. 

The NISR (2018) shows that the total number of businesses owned by males exceeds the number of females (61% men against 39% women for all businesses and 67% men against 33% women for the manufacturing sector in particular). Apart from NISR (2018) study, several similar findings were found in previous studies. For instance, MINICOM (2012) found 87.3% of male owners/ managers and concluded that the number of firms with male managers is eight times that of female managers). In the same way, Kasema (2019a) labelled the manufacturing sector as a male-dominated one. 

As per educational background, the results revealed that 55% of the respondents have completed secondary school as the highest education level. This can be explained by the fact that more educated people have a greater chance to compete in public labour (as the government of Rwanda is the largest job provider) or to get hired by others than doing their businesses. These findings support the perception of most Rwandans that doing business is dedicated to less educated people.

4.3.2 Firms Distribution
This sub-section presents the respondent’s firms characteristics in terms of the firm age, location, and sector of activity for which results are reported in Table 4.9.  













Valid	Food, beverage and tobacco	79	37.4	37.4	37.4
	Textile, clothing and leather	19	9.0	9.0	46.4
	Wood, paper and printing	36	17.1	17.1	63.5





Source: SPSS Results, 2019


Results from Table 4.9 on “Firm age” revealed that Rwanda’s manufacturing sector is still young, mostly 95% (of which 78% of surveyed firms aged between 3 and 10 years) created after the war and genocide against Tutsi in 1994. This finding aligns with the previous ones such as (MINICOM, 2017; NISR, 2018; Kasema, 2019a, 2019b). For instance, a study by MINICOM, (2017) found that 52% of firms were less than four years old and 81% were less than ten years old while a study by Kamarudeen, & Söderbom (2013) showed that around 80% of the existing firms are five years old, as they entered the market between 2006-2011. The genocide against the Tustsi in 1994 may be the reason why most firms are young as the economic sector especially the manufacturing firms were completely damaged. 

With respect to the size of the surveyed firms, results indicated that 73.9% (156) has a number of permanent employees between 4 and 30 and were classified as small scale companies. While the remaining 26.1% (55) of them, have a number of employees that ranged between 40 and 99 and have therefore been grouped into the category of medium scale enterprises. This is consistent with NISR (2018) which found 92.9% of small and 7.1% medium manufacturing firms.

Regarding the firm’s activity, the food, beverage, and tobacco sector is the most represented with 37% followed by “Others” with 19%; the remaining ones are almost evenly spread in the five remaining sub-sectors with chemicals, rubber, and plastic being less represented (2%). Possibly, the fact that most of the raw materials involved in food and beverage fabrication are sourced locally and as most of the production equipment are locally made may justify the primacy of this sub-sector. A very recent study by the Rwandan National Industrial Research and Development Agency (NIRDA, 2019) indicated that most beverage manufacturers process fruits especially pineapple juice or wine, passion fruit juice, banana wine, etc.
4.3.3 Descriptive Statistics of Constructs
This sub-section presents descriptive statistics of constructs, bearing in mind that there are two independent variables (second-order constructs) with their respective first-order constructs (three for each) as well as one endogenous variable. The descriptive statistics results for the seven constructs are reported as follows:

i.	Ordinary Capabilities (OCs)
The survey respondents were asked to rate the level of their firm compared with competitors about ordinary capabilities proxy as Managerial, manufacturing, and marketing capabilities over three years using the following scales 1 = Very Low, 2= Low, 3=Moderate, 4= High and 5= Very High. The results of the respondents’ ratings for each item of these constructs are presented in Table 4.10.

Table 4.10: Mean ranking of the Perceived extent of Ordinary Capabilities (n=211)





















Source: SPSS Results, 2019
The results of managerial capabilities level from the surveyed manufacturing companies revealed that the mean scores ranged between 1.7630 and 1.9194 with an average mean of 1.4796 that falls under the “Moderate” level of Managerial Capabilities. With a standard deviation (SD) score ranged between 0.54402 and 0.7408 > 0.5, the perceptions of respondents about the level of their managerial capabilities were heterogeneous. The same moderate level was reported in manufacturing capabilities and marketing capabilities with different perceptions as per SD score > 0.5.  Therefore, when putting them all together, the mean scores of ordinary capabilities ranged between 1.7630 and 2.0474 with an average mean of 1.9289 that falls under the “Moderate” level of ordinary capability.

ii.	Dynamic Capabilities (DCs)
The respondents from the surveyed firms were asked to rate the level of their firm compared with competitors about dynamic capabilities proxy as adaptive, absorptive and innovative capabilities over three years using the following scales 1 = Very Low, 2= Low, 3=Moderate, 4= High and 5= Very High. The results of the respondents’ ratings for each item of these constructs are presented in Table 4.11

The results of adaptive capabilities level from the surveyed manufacturing companies revealed that the mean scores ranged between 1.7915 and 1.9194 with an average mean of 1.8816 that falls under the Moderate level of adaptive capabilities. With an SD score ranged between 0.54402 and 0.7408 > 0.5, the perceptions of respondents about the level of their adaptive capabilities were heterogeneous. The same moderate level was reported in absorptive capabilities and innovative capabilities with mixed perceptions of respondents as per SD score > 0.5. Therefore, when putting them all together, the mean scores of the dimensions of dynamic capabilities ranged between 1.7630 and 1.9194 with an average mean of 1.861 that falls into the “Moderate” Level of Dynamic Capabilities. 

Table 4.11: Mean ranking of the perceived extent of Dynamic Capabilities (n=211)






















Source: SPSS Results, 2019

iii.	SMEs Performance (FirP)
The survey respondents were asked to rate the level of their firm compared with their competitors about performance over three years using the following scales 1 = Very low, 2= low, 3=Moderate, 4= High and 5= Very high. The results of the respondents’ ratings for each item of this construct are reported in Table 4.12.
Table 4.12: Mean Ranking of the Perceived Extent of SMEs Performance (n=211)











Source: SPSS Results, 2019

The results of the performance level from the surveyed manufacturing companies revealed that the mean scores ranged between 1.7630 and 2.0474 with an average mean of 1.8906 that falls under the “Moderate” level of firm performance. With an SD score ranging between 0.54402 and 0.80758 > 0.5; the perceptions of respondents about the level of their performance were heterogeneous.

4.3.4 Correlation between SMEs Performance and Ordinary and Dynamic Capabilities
The strength and direction of the variables’ relationship were investigated with SPSS 25.00 statistics, which found that all correlation coefficients were greater than 0.3 which is the cut-off point recommended for exploratory factor analysis (Pervan et al., 2017). In other words, OCs, DCs, and FirP were positively and significantly correlated with each other (p<0.01).












**. Correlation is significant at the 0.01 level (2-tailed).
Source: SPSS Results, 2019

From this statistical finding, a positive significant relationship was noted between the ordinary capabilities and SMEs performance (r=0.929 and significant at 1%) and the dynamic capabilities and SMEs performance (r = 0.934) and significant at 1% entailing that both ordinary and dynamic capabilities positively influence SMEs performance and that this relationship was strong. In summary, this section aimed at statistically describing the level of capabilities and that of the performance among the surveyed companies while establishing the linear relationship between variables at hand.  It was found that the level of capabilities and SMEs performance in Rwanda is “Moderate” and that there is a strong relationship between SMEs performance and ordinary and dynamic capabilities. The next stage of data analysis deals with exploratory factor analysis (EFA).  

4.4 Exploratory Factor Analysis (EFA) Findings
Exploratory factor analysis (EFA) is a statistical procedure used to reduce a large number of observed variables to a small number of factors/components reflecting that the cluster of variables is in common (Noor et al., 2016). It is used to ensure that constructs are aligned with their respective indicator variables since the researcher usually combines hypothesised, empirical and theoretical measures of a construct from different settings without data. Therefore, in case of inconsistency between the researcher, theory, and data, a poor fit of the model will always result. 

So, EFA was conducted using Principal Component Analysis (PCA) and orthogonal method with VARIMAX rotation to evaluate the underlying dimensions of the seven latent variables and later to identify the number of components and factors emerging in the survey questionnaire. Within this context, discriminant validity is first tested followed by a convergent validity test as well as a reliability test for which results are reported below.

4.4.1 Adequacy and Discriminant Validity Test Results
To measure sampling adequacy for each observed variable included in the hypothesised model, the study used Kaiser-Meyer-Olkin (KMO) and Bartlett’s test of sphericity. The KMO test embodies the comparison of observed and partial correlation coefficients. The standard score of KMO sampling adequacy has existed between 0.50 and 1 (Pallant, 2013). Bartlett’s test of Sphericity on the other hand, tests the null hypothesis that the original correlation matrix is an identity matrix, implying that all of the variables are uncorrelated (Pallant, 2013) as reported in Table 4.14.

Table 4.14KMO and Bartlett’s Test of Sphercity Results
Kaiser-Meyer-Olkin Measure of Sampling Adequacy.	.508
Bartlett's Test of Sphericity	Approx. Chi-Square	498.212
	Df	1
	Sig.	.000
Source: SPSS Results, 2019
As can be seen in Table 4.14, the results exposed that the current value of KMO (0.508) > 0.5, would be useful for all chosen variables. The rule of thumb is that when KMO statistics is less than 0.5, the constructs require remedial actions (Tabachnick & Fidell, 2013; Pallant, 2013) which is not the case for this study. The significant result (χ² = 498.21; p= 0.000) i.e. p<0.001 indicated that these data do not produce an identity matric and are thus approximately multivariate normal i.e. all chosen variables were correlated adequately for the EFA and acceptable for further analysis (Pallant, 2013). So, results from KMO and Bartlett’s test of sphericity revealed that the sample data was appropriate to conduct factor analysis, i.e. to evaluate the constructs. 

4.4.2 Convergent Validity Test Results
The use of PCA involves the extraction model and the factor loading for both items and constructs. The results are presented one by one as follows:

i.	Exploratory Factors Extraction Model
Kaiser’s criterion of Eigenvalues greater than one and the scree plot was applied for factor’s extraction. Appendix E reported the results of factors’ extraction based on the eigenvalues greater than 1 criterion, which resulted into the identification of seven factors. As can be seen from Appendix E, the seven factors with Eigenvalues greater than one account for 88.46% of the total variance. According to the rule of principal component analysis only factors that have eigenvalues greater than one should be retained. 

Figure 4.1: Scree plot

In the same vein, the results suggested that a single factor explained 44.62% of total variance explained, which is less than 50% (Khan et al., 2020), hence, the data did not suffer from common method bias, i.e. none of the latent variables were highly correlated. Furthermore, Figure 4.1 showed the scree plot test used to confirm the maximum number of factors extracted in this model under eigenvalues greater than one criterion. The slop of the screen plot revealed the extraction of seven factors, which confirmed the extraction of the same number of factors through the eigenvalues criterion.

(i)	Loadings of Measured Items and Latent Factors
The rotated component matric (see Appendix F) reported the loading of each measured item on each of the seven latent factors identified in the EFA model. According to Hair et al. (2014a), for a sample of between 200 and 234 the minimum factor loading of + 0.4 is acceptable. Long before, Yong & Pearce(2013) exposed that all items with loading ranging between 0.4 to 0.8 should be retained and those < to 0.4 and > to 0.8 should be dropped. Given this perspective, those eight items that did not fit well with the factor solution (Mgc1 in factor1, item Mfc9 in factor 2, item Mkc12 in factor 3, item Adc20 in factor 4, item Abc21 in factor5, item Inc29 in factor 6 and item FP34 and 37 in factor 7) were dropped from the analysis and those that fitted very well were retained as shown in Table Appendix F. However, after dropping those items that loaded poorly, at least each construct has more than the minimum number of 3 items required (Yong & Pearce, 2013). This indorses the convergent and divergent reliabilities of the constructs and their measured items. 

4.4.3 Reliability Test Results
After examining the factor structure and the validity, the researcher measured the reliability of the survey questionnaire, which refers to the consistency between multiple measurements of a variable. Scholars in research methods (e.g. Hair et al., 2017b) admit that the accuracy of construct validity results in perfect reliability, and weak reliability of the constructs reflect poor construct validity. 

The study focused on the internal consistency reliability to assess the consistency of response across items through two diagnostic measures: Cronbach’s Alpha statistic and corrected item-total correlation (Hair et al., 2014a). While the Cronbach’s alpha is a popular test of internal consistency reliability between involved constructs and items Corrected item-total correlation is a measure to evaluate whether any item in the dataset is inconsistent with the averaged behaviours (Hair et al., 2014a). Within this context, researchers such as Dum et al., (2014) and Kim & Lee, 2019) claimed that the standard Cronbach’s alpha value greater than 0.60 is accepted as a reliability coefficient while the lower limit of the Corrected item-total correlation is 0.5 (Hair et al., 2014a).

Table 4.15: Reliability of Variables












The internal consistency of the survey instrument was assessed using Cronbach’s alpha and Corrected Item-Total Correlation item by item within its corresponding construct as reported in Table 4.15. The six first-order constructs constituting ordinary and dynamic capabilities which are the independent variables of this study had 5 items each. The mean of these five items becomes a representative value for the corresponding constructs. The dependent variable (SMEs’ Performance) had 8 items for which the mean becomes a representative for that construct. Hence, 38 items grouped in seven constructs were checked for the reliability of the survey instrument with the following results and interpretation.
  
The tests result as reported in Table 4.15 showed a Cronbach’s alpha reliability statistics for the MgC construct of 0.826, implying that all items were well correlated and interchangeable at 82.5%. Except for the MgC01 item that showed a very low limit (0.227) other values were exceeding the lower limit of 0.5 (Hair et al., 2014a) in the Corrected Item-Total Correlation column. However, Cronbach's Alpha could be increased up to 0.877 by deleting MgC01 item as reported in Cronbach's Alpha if Item Deleted column. For MfC construct, the Cronbach’s alpha reliability was 0.744 implying that all items were well correlated and compatible at 74.4%. Except the MfC9 item that showed la ower limit of 0.198 in the Corrected Item-Total Correlation column; other values were exceeding the lower limit of 0.5 (Hair et al., 2014a). However, Cronbach's Alpha could be increased up to 0.794 by deleting MfC9 item as reported in the Cronbach's Alpha if Item Deleted column.

Concerning the MkC construct, the Cronbach’s alpha reliability was 0.631 suggesting that all items were well correlated and interchangeable at 63.1%. Apart from the MkC12 item which showed a low and engative value of -0.001 in the Corrected Item-Total Correlation column, other values were exceeding the lower limit of 0.5 (Hair et al., 2014a). However, Cronbach's Alpha could be increased up to 0.726 by deleting MkC13 item as reported in the Cronbach's Alpha if Item Deleted column.

With regard to AdC construct, Cronbach’s alpha reliability was 0.885 inferring that all items were well correlated and transposable at 88.5%. Excluding the Adc20 item which showed a low value of 0.184 in the Corrected Item-Total Correlation column, other values were exceeding the lower limit of 0.5 (Hair et al., 2014a). Though, Cronbach's Alpha could be increased up to 0.951 by deleting Adc20 item as reported in the Cronbach's Alpha if Item Deleted column. For AbC construct, Cronbach’s alpha reliability was 0.888 assuming that all items were well correlated and substitutable at 88.8%. Except the AbC21 item which showed a low value of 0.215 in the Corrected Item-Total Correlation column, other values were exceeding the lower limit of 0.5 (Hair et al., 2014a). Nonetheless, Cronbach's Alpha could be increased up to 0.951 by deleting Adc20 item.

The Cronbach’s alpha reliability for InC construct was 0.836 indicating that all items were well correlated and interchangeable at 83.6%. Apart from the InC29 item which showed a low value of 0.187 in the Corrected Item-Total Correlation column, other values were exceeding the lower limit of 0.5 (Hair et al., 2014a). Nonetheless, the Cronbach's Alpha could be increased-up to 0.897 by deleting InC27 item. Lastly, Cronbach’s alpha reliability for firm performance construct was 0.872 showing that all items were well correlated and interchangeable at 87.2%. With the exception of the FP34 items which showed a low value of 0.146 in the Corrected Item-Total Correlation column, other values were exceeding the lower limit of 0.5 (Hair et al., 2014a). However, Cronbach's Alpha could be increased up to 0.900 by deleting FP34 item. So, the measure of reliability using Cronbach’s Alpha, suggested very good reliability since all Cronbach’s Alpha for all factors ranging from 0.631 for MkC construct to 0.888 for AbC construct were greater than 0.60 (Dum et al., 2014).

In summary, results from the EFA suggested that seven constructs were retained with their respective 30 indicators, i.e. eight items (MgC1, MfC9, MkC12, AdC 20, AbC21, InC27, FiP34 and 37 CW) were dropped from their respective constructs to increase the reliability. Consequently, after establishing the study framework from the exploratory factor analysis, and paving the way for testing the model; the next step is to perform the SEM analysis as described in the next section.

4.5 Structural Equation Modelling Findings
In this study a two-step approach was adopted to perform the SEM analysis as recommended by Hair et al., (2014a). Measurement and structural models were performed sequentially Hair et al., (2017b). In the first step, the measurement model was specified using the interrelationships between indicators (observed) and latent (unobserved) factors while in the second step, the structural model related to dependent and independent variables was specified to test the hypotheses using AMOS V25.0. The results of both the measurement and structural models are presented as follows.

4.5.1 Measurement Model and Confirmatory Factor Analysis
Developing a measurement model is one of the two major steps in a complete structural equation model analysis that involves specifying the indicators (observed measures) for each construct (latent variable), enabling an assessment of the construct validity and reliability (Hair et al., 2017a) and estimating and evaluating the model. This section concerns conducting CFA analyse theoretical construct through assessing the loadings of the measures, error variances and covariance (Hooper et al., 2008), i.e. to examine how well the observed variables represent the constructs by assessing the construct validity and the fit of a measurement model.
  
Figure 4.2: CFA results for the Overall Measurement Model
Source: AMOS Outputs, 2019
As conducting CFA separately construct by construct (referred to as partial CFA) not only masks any lack of fit, but also fails to detect discriminant validity even when there is a strong correlation between latent constructs (Hair et al., 2017a), this study conducted CFA as part of a complete model. As consequence, an overall measurement model containing now 30 observed variables was subjected to a CFA for a comprehensive assessment (reliability and validity assessment, model estimation, and model evaluation). The overall measurement model is depicted in Fig. 4.2 while reliability and validity as well fit indices results are presented in Table 4.16-18.

(i)	Assessment of Reliability and Validity of the Overall Measurement Model
Before the estimation and evaluation of the measurement model, the reliability and validity of the same must be examined first. Item (construct) reliability can be assessed by factor loadings (Cronbach’s Alpha) values. Azwa et al., (2016) noted that the individual item reliabilities use loadings of the items to their respective constructs, and in their standardised form, loadings should be greater than 0.5. 

Besides, the construct/ variable reliability can be assessed by Cronbach’s Alpha, which analyses the consistency of the overall participants in answering the statement-items of a particular variable/ construct. The value of this indicator should generally be larger than 0.6 (Teo, Liang, & Yang, 2013); Azwa et al., 2016). For the constructs used in this study, the value of Cronbach’s Alpha ranged between 0.631 and 0.888 > 0.6 as reported in Table 4.18; confirming the reliability of the measurement model. The next stage is to investigate the validity of the measurement model, which is usually assessed with convergent and discriminant validity. 
Convergent validity refers to the propensity for all items to validate each other (Hox & Bechger, 2012; Teo et al., 2013; Ylinen & Gullkvist, 2014).It can be assessed by examining the composite reliability (CR) and Average Variance Extracted (AVE). The composite reliability indicates consistency of the constructs, while AVE measures the amount of variance attributed to the construct relative to the amount due to measurement error (Teo et al., 2013). The CR values should be >0.6 while the AVE values must be > 0.5. An AVE of 0.5 or higher indicates that on average, the construct explains more than half of the variance of its indicators (Hair et al., 2017a). The results from Table 4.16 on CR and AVE revealed that the values for all the seven constructs were greater than the cut-off, confirming the convergent validity. 

Table 4.16: Reliability and Convergent Validity








Source: Researcher’s Compilation, 2019.
Note: Factor loadings are presented in Appendix F (see EFA) and therefore omitted here.

Further to convergent validity that was already proven, the discriminant validity for each construct was obtained by comparing the squared correlations between latent variables and average variance extracted (AVE) scores for each of the pairwise constructs. Indeed, for adequate validity, AVE should be larger than its higher squared correlations (Hair et al., 2017b). Since this condition was fulfilled for all six of the observed relationships (as reported in Table 4.17), it was concluded that the discriminant validity for the constructs has been also established.

Table 4.17: Discriminant Validity







Source: Researcher’s compilation based on AMOS Outputs, 2019.

(ii)	Model Evaluation (Model Fit)
The main task of the model fit is to provide information about the degree to which the model fits the data. One of the measures to look at is the overall chi-square (χ2), which indicates whether the observed and implied variance-covariance matrices differ or not (Teo et al., 2013). As such, a non-significant chi-square value indicates that the hypothesised model fits the sample data well (Byrne, 2016). However, this index has proven to be unrealistic (i.e., to be significant) in most SEM empirical research, therefore, it must be considered in juxtaposition with other indices of model fit. (Byrne, 2016). For instance, Kline (2011) and Hair et al., (2017b) recommended using χ2, RMSEA, GFI and CFI indices. In this study, each of the three fit indices namely Absolute fit indices, Incremental fit indices, and Parsimony fit indices were performed for which results are presented in Table 4.18.
Table 4.18: Fit indices for the Overall Measurement Model
	Absolute Fit Indices (AFI)	Incremental Fit Indices (IFI)	Parsimony Fit Indices (PFI)
	χ2	df 	χ2 /df	GFI	RMSEA	TLI	CFI	AGFI
Criteria 	≥ 0.05	16	>1<3	≥ 0.90	≤ 0.06	≥ 0.90	≥ 0.90	≥ 0.90
Source 	Byrne (2016)		Kumar (2015)	Rehman et al., 2015	Hu & Bentler 1999	Teo et al., 2013	Kumar (2015)	Hair et al., 2017
This Research 	0.057		2.525	0.918	0.057	0.916	0.935	0.917
Decision 	P		P	P	P	P	P	P
Note:χ2 = Chi-Square ; df =Degree of Freedom; GFI= Goodness of Fit Index; RMSEA= Root Mean Square Error of Approximation; CFI=Comparative Fit Index, AGFI= Adjusted Goodness of Fit Index; TLI = Tucker Lewis Index; F=Fail; P= Pass
Source: Researcher’s compilation based on AMOS Outputs, 2019

For AFI, the chi-square χ² of 40.414 with 16 as degree of freedom was not statistically significant at p<0.05 indicating a good model fit. In addition, the ratio of χ2/df of 2.525 was within the acceptable threshold level (i.e. 1.0> χ2/df <3.0). Similarly, the results from the GFI and RMSEA were 0.918 and 0.057 respectively > 0.9 and < 0.6; again, confirming the appropriateness of the model. Apart from the AFI, is the IFI for which results from TLI and CFI were 0.916 and 0.935, respectively > 0.9 (Teo et al., 2013 and Kumar, 2015), confirmed yet again the goodness of this model’s fit. Finally, the PFI result from AGFI was 0.917 >0.9; still confirmed the goodness of this model’s fit. Thus, when summarising all the goodness-of-fit statistics presented earlier, it can be concluded that the model fits the sample data very well. 

(iii)	Model Estimation 
For parameter estimation, the Maximum Likelihood Estimation (MLE) technique provided by the AMOS 25.00 was applied. As suggested by Byrne (2016), in reviewing the parameter estimates, it is interesting to observe the following three features: feasibility of parameter estimates, appropriateness of standard errors, and statistical significance of parameter estimates. Based on the summary of the findings reported in Figure 4.2 and Appendix H, the standardised coefficient of at least 0.5 for all relationships was achieved with the critical values > 1.96 using a significance level of p<0.05 (Hox & Bechger, 2012). This indicated that there is a positive and strong significant relationship between the observed and unobserved variables of the model (Hair et al., 2017b).  These are outcomes for a very strong framework that can be used in the future for further analysis of the relationship in the structural model. Consequently, taken altogether, reliability and validity assessment, model assessment and model estimation results support the overall measurement model i.e. the theorised model fits well with the observed data. By doing so the first of the two-step SEM was therefore achieved; leading to the subsequent assessment of the structural model as reported in the following section.

4.5.2 Structural Model Evaluation and Hypothesis Testing
The overall measurement model which was developed and assessed in the previous section included seven constructs. The various fit indices of the overall measurement model were found to be satisfactory using a variety of assessment criteria (Fit indices and reliability and validity tests). After confirming the CFA model and based on these results, the structural model was subsequently specified and assessed to examine the theoretical links among the latent variables (Byrne, 2016). 

This final step of an SEM analysis consists of assessing the fit of a structural model and then validate the research hypotheses. The latent constructs used in the proposed model as described in chapter two were classified into three main categories; exogenous, endogenous, and moderating variables. The goodness of fit indices and other parameter estimates were examined to evaluate the hypothesised structural model. To be more convenient to express the relationships in the following analysis, the pictorial form of the structural model is shown in Figure 4.3.

Figure 4.3: Structural SMEs Performance Model
Source: AMOS Outputs, 2019


(i)	Assessment of Model Fit Statistics
As mentioned in the methodology chapter, the study should determine whether the entire model is acceptable before proceeding with any further tests on the hypothesised relationship in the structural model. The same guidelines that apply to CFA models apply to the structural model fit. The results of these fit indices are reported in Table 4.19.
Table 4.19: Structural Model Assessment of the Goodness of fit Indices
	Absolute Fit Indices (AFI)	Incremental Fit Indices (IFI)	Parsimony Fit Indices (PFI)
	χ2	df 	χ2 /df	GFI	RMSEA	TLI	CFI	AGFI
Criteria 	≥ 0.05	21	>1<3	≥ 0.90	≤ 0.06	≥ 0.90	≥ 0.90	≥ 0.90
Source 	Byrne 2016		Kumar (2015)	Rehman et al., 2015	Hu and Bentler 1999	Teo et al., 2013	Kumar (2015)	Hair et al., 2017
This Research 	0.000		1.917	0.977	0.053	0.948	0.952	0.937
Decision 	F		P	P	P	P	P	P
Note:χ2 = Chi-Square ; df =Degree of Freedom; GFI= Goodness of Fit Index; RMSEA= Root Mean Square Error of Approximation; CFI=Comparative Fit Index, AGFI= Adjusted Goodness of Fit Index; TLI = Tucker Lewis Index; F= Fail; P=Pass
Source: Researcher’s Compilation based on AMOS Output, 2019

The fit indices reported in Table 4.19 indicated that the hypothesised structural model provided the good fit to the data. Although the likelihood ratio chi-square (χ2 = 53.698; df = 28; p = 0.000) was significant (p <0.001) indicating an inappropriate fit; other fit measures such as the χ2/ df = 1.917 which was within the threshold level i.e. 1.0 > χ2/ df < 3.0) showed that the model adequately fit the observed data. Similarly, the Absolute fit measures results from GFI and RMSEA were respectively 0.977 > 0.9, and 0.053 < 0.6; indicating a good fit of model. The Increment fit measures results from TLI and CFI were 0.948 and 0.952 respectively and above the minimum requirement, showing adequate fit. Lastly, the Parsimony fit measure results from AGFI of 0.937 was also above the cut-off point of > 0.9 supporting the goodness of fit. 

(ii)	Results of Hypotheses Testing  
Validation of the model is not complete without examining the individual parameter estimates. Are they statistically significant and meaningful? All of these answers must be addressed along with assessing model fit. So, in testing hypotheses, three criteria were used to establish the relationships between the individual capabilities dimensions and SMEs’ performance. These include setting p-value at 5% and critical ratio or t- value at 1.96 as well as the standardised regression weight (ß) of at least 0.5 as recommended by Hox & Bechger, (2012) and Hair et al., (2017a). A larger path coefficient indicates relatively greater effect of a particular exogenous latent variable on the endogenous latent variable. Therefore, any relationship which will result in a critical ratio greater than the cut-off is considered significant (Hox & Bechger, 2012 and Hair et al.,2017a). 

Practically, the model was finally defined by 30 measurement items that identified the seven latent constructs. The covariance matrix among the constructs was applied to test the model. Eight causal paths were examined in this research study using the three criteria (Hox & Bechger, 2012 and Hair et al., 2017b) to establish the relationships between the individual capabilities dimensions and firm performance. 
Hypotheses testing also implicated testing of moderation effects to see whether or not, the firm size effected the relationship between capabilities and performance of manufacturing SMEs in Rwanda. This made use of CB Multi-Group Analysis (CB-MGA) (Sarstedt, Henseler, & ringle, 2011), which tests whether differences between group-specific paths are statistically significant. Since a one-tailed test is used, moderation is indicated when a p-value is either very large (>0.95) or very small (<0.05) (Hair et al., 2017b). The overall structural model is depicted in Fig. 4.3, and parameter estimates are presented in Table 4.20. 













Source: Researcher’s compilation based on AMOS output, 2019

4.6 Discussion of Major Findings
The previous section has focused on presenting the results of tested hypotheses. This section lays focus on the discussion of findings. Therefore, the results of the hypothesised model are compared with the results from the previous empirical studies as well as the theoretical propositions. In other words, the discussion points out of the areas of agreement and the contradiction between the results of the current study and those of previous studies as well as the postulations of the anchoring theories. The model proposed in this study helped to explain the overall relationships among the predictor variables and the outcome variable i.e. SMEs’ performance. The study set out three null hypotheses with their sub-hypotheses. A total of nine hypotheses were developed and tested of which one moderating effect. One out of nine tested hypotheses was accepted while eight were rejected. The next paragraphs present a detailed discussion of the tested hypotheses.

H01: Ordinary Capabilities do not influence the Performance of Manufacturing SMEs in Rwanda
In the proposed model, this research study hypothesised that ordinary capabilities do not influence the performance of manufacturing SMEs in Rwanda (H01). Standardised estimate (β), critical ratio (C.R) and p-value in structural equation modelling were used to evaluate the strength of the significant influence of the ordinary capabilities on SMEs’ performance. The parameter estimate results (H01: OCs- FirP; β = 0.749; C.R = 11.88 and p = ***) for the above hypothesis was found both positive and statistically significant. 

A positive path coefficient (β = 0.749) using standardised estimate results in Table 4.22indicates that ordinary capabilities are positively related to SMEs’ performance. This concurs with Hair et al., 2014 and Hox & Bechger, 2012 who argued that a standardised path coefficient (β) should be at least 0.5 to be considered significant and meaningful for discussion. In the current study, the results thus confirm a strong positive relationship between Ocs and FirP. It is then clear from the findings that OCs predict 74.9% of the performance of manufacturing SMEs in Rwanda.

Apart from the standardised coefficient, further analysis was done using critical ratio or t-value and p-value to determine the significant influence of OCs on FirP. In this study, findings on the hypothesis above yielded a significant critical ratio C.R = 11.88 greater than 1.96 and p = *** < 0.05 which concurs with Hox & Bechger (2012) and Greenland, et al., (2016) who argued that any relationship which will result in a critical ratio greater than 1.96 and a p-value less than 0.05 is considered significant. As such, this hypothesis was REJECTED, entailing that there is a positive and statistically significant influence of ordinary capabilities on SMEs performance.  Therefore, the results of this research are consistent with the RBV and align with prior empirical research. 
Theoretically, these results suggested that SMEs’ performance is improved through the distinctive way of developing capabilities especially managerial, manufacturing and marketing capabilities and these attributes are derived from the ordinary capabilities (Jiang, 2014 and Wilden & Gudergan, 2015.) which in turn represent the RBV. To support this thinking, Wu et al., 2010 argued that ordinary capabilities are the secret ingredient of organisation that helps it to improve its efficiency.Therefore, the RBV framework which was designed to fit large companies has proven to fit also SMEs and is empirically validated in a developing country. These findings connote that the more SMEs develop ordinary capabilities, the more they will perform better than their competitors. Empirically, several researchers have indeed, provided evidence of a significant effect of ordinary capabilities on firm performance (Ahmed et al., 2014; Loice et al., 2017) sanctioning that ordinary capabilities positively and significantly influence firm success. 

In summary, the results of this hypothesis are in agreement with both the theoretical framework early developed and prior empirical researches. So, as the ordinary capabilities construct is a multidimensional concept that has been conceptualised in different ways, this study’s conceptualisation was borrowed from Jiang (2014) namely managerial capabilities, manufacturing capabilities, and marketing capabilities. Given the fact that these sub-constructs may affect differently the performance, their linkage to SMEs’ performance was also tested individually.

H01a: Managerial Capabilities do not influence the Performance of Manufacturing SMEs in Rwanda
In this research, the proposed model hypothesised that managerial capabilities do not influence the performance of manufacturing SMEs in Rwanda. The standardised estimate (β), critical ratio (C.R,) and p-value in structural equation modelling were used to evaluate the strength of the significant influence of managerial capabilities on SMEs’ performance. The parameter estimate results (H01a: MgCs- FirP; β = 0.757; C.R = 8.602 and p = ***) for the hypothesis H01a were statistically found positive and significant. This hypothesis was therefore Rejected implying that there is a positive significant influence of managerial capabilities on SMEs’ performance in such a way that a variation in managerial capabilities causes a variation in SMEs’ performance and vice-versa.

Previous research studies have empirically shown the existence of a positive influence of managerial capabilities on firm performance such as Marijana (2017) in Austria, Germany, and Switzerland; Kabongo & Boiral (2017) in Canda; Kwalanda et al., (2017) in Western Kenya and Ahmad (2017) in Pakistan. Consistent with empirical findings of prior research, the empirical implications of this study are that firm with higher managerial capabilities tends to be efficient and competitive in the marketplace.

H01b. Manufacturing Capabilities do not influence the Performance of Manufacturing SMEs in Rwanda
In the proposed model, it was hypothesised that manufacturing capabilities do not influence the performance of manufacturing SMEs in Rwanda. The standardised estimate (β), critical ratio (C.R), and p-value in structural equation modelling were used to evaluate the strength of the significant influence of manufacturing capabilities on SMEs’ performance. The parameter estimate results (H01b: MgCs- FirP; β = 0.659; CR = 8.448 and p = ***) for this hypothesis were statistically found positive and significant; Rejecting thus the null hypothesis. 	

As consequence, these findings corroborate with findings of previous research studies such as Mukerji et al., 2010 in Canada; Gao et al., 2014 and Kasema, 2019c in Kigali-Rwanda which revealed a pressing need to improving manufacturing capabilities to meet customers’ needs and preferences that will always lead to performance differentiation in the industry. Therefore, the empirical implications are that firms with higher manufacturing capabilities (particularly those leading to low production cost and high product quality) tend to hike their production-oriented goals that lead to superior performance.
H01c. Marketing Capabilities do not influence the Performance of Manufacturing SMEs in Rwanda.

The marketing capabilities (MkCs) were hypothesised to have no influence on the performance of manufacturing SMEs in Rwanda. The standardised estimate (β), critical ratio (C.R), and p-value in structural equation modelling were used to evaluate the strength of the significant influence of marketing capabilities on SMEs’ performance. The parameter estimate results (H01c: MkCs- FirP; β = 0.586, C.R = 7.512; p = ***) for the hypothesis H01c were statistically found significant; Rejecting so the null hypothesis. 

This study’s results are then in agreement with previous empirical studies linking positively marketing capabilities to firm performance such as Salisu et al., (2017) in Kano –Nigeria; Harram & Fozia (2015) in Pakistan which found the positive and significant influence of marketing capabilities on firm performance. The empirical implications of these findings are that a firm with strong marketing capabilities creates superiority among other firms. As such, marketing capability helps firm to identify, attract and increase the retention of their profitable customers by being able to change their behaviour for the products that are offered (Nasir et al., 2013).

In brief, the findings of this research study for the first main hypothesis generally suggested that ordinary capabilities significantly influence the performance of manufacturing SMEs in Rwanda. It was found that managerial capabilities, manufacturing capabilities, and marketing capabilities attributes of ordinary capabilities are needed if an SME wants to gain and sustain its performance. 
H02: Dynamic Capabilities do not influence the Performance of Manufacturing SMEs in Rwanda

In this research study, the theoretical model hypothesised that Dynamic Capabilities do not influencethe performance of manufacturing SMEs in Rwanda (H02). The standardised estimate (β), critical ratio (C.R), and p-value in structural equation modelling were used to evaluate the strength of the significant influence of the dynamic capabilities on SMEs performance. The parameter estimate results (H02: DCs- FiP; β = 0.654; C.R = 7.694 and p =***) for the above hypothesis was found both positive and statistically significant.

A positive path coefficient (β = 0.654) using standardised estimate results in Table 4.22indicates that dynamic capabilities is positively related to SMEs’ performance. This harmonises with Hair et al., 2014 and Hox & Bechger, 2012 who argued that a standardised path coefficient (β) should be at least 0.5 to be considered significant and meaningful for discussion. In the current study, the results thus confirm a strong positive relationship between DCs and FirP. These findings implicate that DCs predict 65.4% of the variation of performance of manufacturing SMEs in Rwanda.

Apart from the standardised coefficient, further analysis was done using a critical ratio or t-value, and p-value to determine the significant influence of DCs on FirP. In this study, findings on the hypothesis above yielded a significant critical ratio C.R = 7.694 greater than 1.96 and p=*** < 0.05 which coincides with Hox & Bechger (2012) and Greenland, et al., (2016) who argued that any relationship which will result in a critical ratio greater than 1.96 and a p-value less than 0.05 is considered significant. As such, this hypothesis was REJECTED, implicating that there is a positive and statistically significant influence of dynamic capabilities on SMEs’ performance.  Therefore, this result proved the provision of the Dynamic capabilities theory, which emphasises on firm’s ability to adapt, absorb and innovate the resources to deal with the rapid changes within the environment which makes some resources obsolete as firms are regularly readjusting to meet up with changes in the market.

Consistent with prior empirical findings such as Al-Qahatani (2020) in Qatar; Garrido et al., (2019) in Brazilian and Kaur & Mehta (2017) in Indian and Aderonke (2017) in Lagos-Nigeria; the dynamic capabilities-performance nexus was also confirmed in this study. These results contradict however some studies such as Ogunkoya, Hassasn, & Shobayo, (2014) which consider that dynamic capabilities do not manifest the characteristics of heterogeneity and thus cannot be a source of competitive advantage and that of Nieves & Haller (2014) which found an indirect impact. The empirical implications of this finding are that the more an SME develops strong dynamic capabilities the longer will be its performance over competitors. 

Like ordinary capabilities, the dynamic capabilities construct is also a multidimensional concept that has been conceptualised in different ways. This study’s conceptualisation was borrowed from Wang & Ahmed (2007); namely adaptive capabilities, absorptive capabilities, and innovation capabilities. Consequently, the linkage of each of the three sub-constructs to SMEs performance was also tested.
H02a: Adaptive Capabilities do not influence the Performance of Manufacturing SMEs in Rwanda.

The model in this research hypothesised that adaptive capabilities do not influence the performance of manufacturing SMEs in Rwanda (H02a). The standardised estimate (β), critical ratio (C.R), and p-value in structural equation modelling were used to evaluate the strength of the significant influence of the adaptive capabilities on SMEs’ performance. The parameter estimates results (β = 0.765, C.R = 7.806, p = ***) for the hypothesis, i.e. H02a: ACs- FirP showed that the hypothesised association was statistically significant and thus Rejecting the null hypothesis.
 
By rejecting the null hypothesis, the results confirmed that the performance of manufacturing SMEs in Rwanda is affected by the ability to identify and seize the opportunities emerging in the market. Therefore, these findings are in agreement with the findings of previous research such as Ali, Sun, & Ali, 2017 in Pakistan; Eshima & Brian, 2017 in South Korea and the United Kingdom and Chryssochoidis et al., 2016). The empirical implications are that SMEs possessing adaptive capability learn more rapidly than the required rate of change to replace old traditions and routines with the new ones and tend to perform better than competitors in the market.
H02b: Absorptive Capabilities do not influence the Performance of manufacturing SMEs in Rwanda

Absorptive capabilities in this research were hypothesised to have no influence on the performance of manufacturing SMES in Rwanda. The standardised estimate (β), critical ratio (C.R), and p-value in structural equation modelling were used to evaluate the strength of the significant influence of the absorptive capabilities on SMEs’ performance. The parameter estimates results (β = 0.654; C.R = 8.384 and p =***) revealed that this hypothesis (H02b: AbCs- FirP) was positively and statistically significant. Therefore, this hypothesis was Rejected as the findings authenticated that absorptive capabilities have a positive significant influence on SMEs performance.  

The findings are in line with previous empirical studies such as Francal & Rua (2017) in Poerugal; Khana et al., (2016) in Hefei-China and Tzokasa et al., (2015) in South Korea which found a positive and significant influence of absorptive capabilities on firm performance.  The empirical implications are that firms with higher absorptive capability demonstrate a stronger ability to learn from partners, integrating external information and transforming it into firm-embedded knowledge.
H02c: Innovative Capabilities do not influence the performance of manufacturing SMEs in Rwanda.

In this research, innovation capabilities were hypothesised to have no influence on the performance of manufacturing SMEs in Rwanda. The standardised estimate (β), critical ratio (C.R), and p-value in structural equation modelling were used to evaluate the strength of the significant influence of innovative capabilities on SMEs’ performance. The parameter estimate results (β = 0.854; C.R = 8.626; p = ***) for the hypothesis (H02c: InCs- FirP) showed that it was positively and statistically significant. Therefore, this hypothesis was Rejected. 

This finding further aligns with the findings of previous research such as Andjarwati (2020) in Indonesia; Kasema (2019a) in Rwanda; and Taju Rahim, & Zainuddin (2019) in Malaysia; which contended that firms with higher innovative capabilities exhibit higher performance and have higher survival probabilities. The empirical implications of this finding are that firms with higher innovative capabilities overtake competitors in the market, exhibit higher profitability and have higher survival probabilities as the competitive advantage of the firm increases with innovation. 

So, the findings of this research study for the second hypothesis generally showed that dynamic capabilities significantly influence the performance of manufacturing SMEs in Rwanda.  However, when it comes to answering the question “which of the two capabilities is most important to firm performance?”, the findings revealed that although both capabilities are needed, ordinary capabilities (β = 0.749) are the most critical determinant of firm performance than dynamic capabilities (β = 0.654). 

Specifically, the model in this research proposed six determinants (i.e. managerial capabilities, manufacturing capabilities, marketing capabilities, adaptive capabilities, absorptive capabilities, and innovation capabilities) of SMEs performance. The results obtained from this research study revealed that all the six determinants are positively and significantly related to SMEs’ performance. It was nevertheless found that although they are all needed, innovation capabilities, however, have a great influence on firm performance (β = 0.854) followed by managerial capabilities (β = 0.757)whereas marketing capabilities (β = 0.586) have a less influence on SMEs’ performance. 
H03: Firm size does not moderate the relationship between organisational capabilities and the performance of manufacturing SMEs in Rwanda.

The size of the firm was hypothesised to play a moderating role in the relationship between capabilities and the performance manufacturing SMEs in Rwanda. Since this moderator variable was categorical, a multi-group analysis (CB-MGA) was used in moderation analysis. The standardised estimate (β), critical ratio (C.R) and p-value in structural equation modelling were used to evaluate the strength of the significant influence of the firm size on the relationship between organisational capabilities and SMEs’ performance.

From the findings in Table 4.21, it is evident that the null hypothesis (Ho3: Fsize-FirP), which stated that firm size does not moderate the relationship between capabilities and SMEs performance was ACCEPTED. By accepting the null hypothesis, the study findings revealed that there is no difference between small and medium manufacturing companies in the relationship between capabilities and SMEs performance. This non-difference was especially voiced by a non-significant difference (p=0.059 which is > 0.05) in the path associating capabilities to performance in the two groups with C. R=1.865) which is below the cut-off 1.967. It was further noted that the relationship is weak in both small and medium as indicated by (β = 0.181) < 0.5.

Empirically, this was also supported by earlier studies such as Kitenga et al., (2020) which found that firm size does not moderate the relationship between dynamic capabilities and firm performance in Kenya, and Niresh & Velnampy (2014) which indicated that no relationship exists between firm size and profitability of manufacturing firms. The current finding contradicts however that of Abbasi & Malik (2015) in Karachi- Pakistan which showed that the effect of firm growth on performance is moderated by firm size. Theoretically, both RBV and DCT advocate the importance of firm size in determining capabilities adoption that in turn might have an influence on the performance.

4.7 Revised Conceptual Model
This study provided conclusions by revisiting the major assumptions of this research. It was previously hypothesised that ordinary capabilities do not influence the performance of manufacturing SMEs in Rwanda. The ordinary capabilities were measured using managerial, manufacturing, and marketing capabilities as identified in the structural model in Figure 4.3. The study findings revealed a positive and significant influence of ordinary capabilities on the performance of manufacturing SMEs in Rwanda. The same goes for all the three attributes used to measure ordinary capabilities which were found to positively and significantly influencing manufacturing SMEs’ performance in Rwanda. 












Figure 4.4: The Final Conceptual Model of the Study
Source: Researcher’s conceptualization, 2019.
Legend:                                              Significant			 Insignificant
Thirdly, the study hypothesised a no moderating effect of firm size in the capabilities-performance nexus as depicted in Figure 4.3. The firm size was measured by group of small and medium manufacturing companies. The study found no significant influence of the size of the firm in the capabilities-performance nexus. Therefore, the influence of capabilities on the performance of manufacturing SMEs is direct, positive, and significant as revised in the final hypothetical model of the study.

Therefore, owing to these findings, this study modelled mathematically that other factors being constant, SMEs performance (Y) is a function of Ordinary capabilities (X1) and Dynamic capabilities (X2). The revised mathematical regression model was finally proposed:
(Y) SMEs Performance= f (Ordinary capabilities+ Dynamic capabilities) 
Y = β0 + β1 X1 + β2 X2 + e 			
Where, Y= SMEs Performance 
X1 and X2 and are Ordinary Capabilities and Dynamic Capabilities. 







Theoretical arguments on the capabilities-performance nexus exist but the mechanisms by which capabilities influence on SMEs’ performance are still unclear. This concurs with for instance Eriksson (2014) who commented that the mechanism by which dynamic capabilities influence firm performance are not clear. Teece (2019) is for the opinion that RBV is static and focuses on the on-going business activities which are performed based on operational routines and play the role of profit generation for today. 

Scholars such as Drnevichi, & Kriauciunas (2011) contended that while larger firms could have access to better capabilities than SMEs, the later (SMEs) may have more flexibility and the ability to develop dynamic capabilities more quickly; hence, the size of firm matters in the relationship between capabilities and SMEs’ performance.  Owing to the foregoing; groundedon RBV and DCT, this study developed and tested a new model of SMEs’ performance based on capabilities while controlling for size (small or medium) of firms in Rwanda. After testing all the hypothesised models and according to the research objectives, the study mainly concluded the following:

5.1.1 The Influence of Ordinary Capabilities on the Performance of Manufacturing SMEs in Rwanda
To address the first study specific objective, it was null-hypothesised that ordinary capabilities do not influence the performance of manufacturing SMEs in Rwanda. Tests on the above hypothesis have yielded a significant critical ratio greater than 1.96 which rejected the Null hypothesis. It was therefore concluded that ordinary capabilities influence positively and significantlythe performance of manufacturing SMEs in Rwanda.  Furthermore, all the dimensions of ordinary capabilities, namely managerial, manufacturing, and marketing capabilities have a positive and significant influence on the performance of manufacturing SMEs in Rwanda.

5.1.2 The Influence of Dynamic Capabilities on the Performance of Manufacturing SMEs in Rwanda
This study also examined as second specific objective, the influence of dynamic capabilities on the performance of manufacturing SMEs in Rwanda. It was Null hypothesised that dynamic capabilities do not influence the performance of manufacturing SMEs in Rwanda. Tests on the above hypothesis have yielded a significant critical ratio greater than 1.96 which rejected the Null hypothesis. It was therefore concluded that dynamic capabilities influence positively and significantly the performance of manufacturing SMEs in Rwanda. Not surprisingly, all attributes of dynamic capabilities, namely adaptive, absorptive, and innovation capabilities evidenced a positive and strong influence on the performance of manufacturing SMEs in Rwanda.

5.1.3 The Moderating Effect of Firm Size in the Relationship between  Capabilities and Performance of Manufacturing SMEs in Rwanda
Concerning the possible influence of the size of the firm as a third specific objective, it was hypothesized that the size of firm does not alter the relationship between organisational capabilities and SMEs’ performance. The results have surprisingly exhibited a very weak critical ratio of 1.865 less than the cut-off of 1.967 which indicated the nonexistence of such effect. Based on these findings, it was therefore concluded that organisational capabilities are strongly associated with the performance of manufacturing SMEs in Rwanda and that this relationship did not increase or decrease based on the fact that the firm is small or medium.  

5.2 StudyImplications
The contributions and implications of this study as drawn from findings, discussions, and conclusions serve a variety of purposes for academicians and researchers, policymakers, and the business community.  Theoretical implications highlight the contributions of the study to the literature on SMEs’ performance in the manufacturing sector. The implications for researchers address the contributions of the study in advancing the methodology of prior studies on SMEs’ performance in the manufacturing sector. Managerial implications relate to the work practice of manufacturing companies in the support of a firm’s performance where the policy implications include recommendations for addressing policy issues relating to the development and speeding up institutionalisation of SMEs' performance strategies. These contributions and implications were summarised in the subsequent sections.

5.2.1 Theoretical Implications
The study findings support both the resource-based view and the dynamic capabilities theory. This study has advanced RBV and DCT by developing and validating an integrated model that addresses the weakness of each theory in explaining firm performance. The current model integrates RBV and DCT to explain SMEs’ performance trying to align critical dimensions of ordinary capabilities and dynamic capabilities and their influence on SMEs’ performance. 
The reason why the study combined the two theories is that on one side the resource base view was criticized for being static in nature and will not necessarly allow the firm to grow, except geographically (Teece et al., 2016) while DCT is adequate only to market changes. On the other, their framework was designed to fit only large companies and mostly tested in developed and emerging economies. It can be concluded that this framework was expanded as it is no longer seen as pertaining only to large companies but also to SMEs.

In the light of RBV which argues that resources and capabilities are essential for the organisation to survive in the competitive environment, this framework draws attention towards the ordinary capabilities importance, how these can be shaped, created or refreshed to achieve higher performance. The findings of the first research question demonstrated evidence of the influence of ordinary capabilities on the manufacturing SMEs’ performance in Rwanda. Tested positively, the completeness of the RBV was therefore authenticated within SMEs in a developing market, this addressed the issue raised by Cavusgil et al., (2013); Li & Liu (2014); and Makkonen et al., (2014).

In the same way, the DCT framework draws attention towards the dynamic capabilities importance, how they reconfigure operational capabilities for competitive advantage in a dynamic environment and hence performance. The findings of the second research question evidenced the influence of the dynamic capabilities on SMEs’performance. The findings addressed the concern of Wang & Ahmed (2007) and Li & Liu (2014) who argued that the identification of performance through capabilities has focused on large firms in developed and emerging countries but there is a need to address this issue also in developing countries using SMEs as a unit of analysis. This study went somewhat towards filling this gap.

The study findings on the research question three on the possible moderating effect of firm size on the capabilities-SMEs performance nexus revealed that the size of fthe irm does not matter. Being small or medium-sized company does not increase or decrease the extent to which capabilities relate to SMEs’ performance. The fact that these theories were criticised to be inclined towards larger companies has triggered the need to evaluate if the size of firms (small or medium) matters in the relationship between capabilities and SMEs performance. 

Moreover, the study model provides a significant contribution to the academic literature by advancing these theories and offsetting their weaknesses. The results and final model in the current study evidenced the contribution of this study towards SMEs’ performance. It can be concluded that these separate theories on firm performance can be unified to gain a holistic view to address manufacturing SMEs in the context of Rwanda. This integration assisted the researcher to come up with a single and robust model in addressing SMEs’ performance using both ordinary capabilities and dynamic capabilities in a single study. This addresses some limitations in previous studies which were inclined of addressing firm performance by either ordinary capabilities or dynamic capabilities or yet using one or two of their dimensions. Therefore, researchers can now apply the study model in other cultural settings.
5.2.2 Implications for Researchers
This study draws generalising conclusions based on statistical analysis and a hypothesised conceptual model in a developing Rwanda market, which is one of the few to do so, to the researcher’s best knowledge. It has been empirically proved the multidimensionality of the ordinary capabilities and dynamic capabilities constructs by showing differing effects of their constituents on manufacturing SMEs performance. The gap concerning a lack of knowledge and empirical information about capabilities and SMEs performance in developing countries is therefore, enriched by the outcomes of this study.

This study advanced the methodological context of previous studies by using an adequate sample size in a multi- industry context in testing the capability-performance nexus. Most reviewed studies used small sample size when collecting data with the consequence of generating statistical errors and limited in terms of generalisability; their findings cannot be reliably trusted. Others, on the other hand used larger sample size which incline to be affected by small diversions which limit their validity. The results of this study showed robust applicability of the RBV and DCT in a multiple industrial setting, unlike previous studies which merely focused on a single industry sample. Also, the use of an adequate sample size has provided valuable insights for research and can be used to justify the suitability of any sample size in upcoming research.

Finally, this study has contributed methodologically to advancing the data analysis technique by the application of a two-step approach to SEM to test the measurement and structural models is of high consideration. Most of the previous empirical studies investigating the association between organisational capabilities and firm performance have used several other analysis techniques such as descriptive and correlation (e.g. Kwalanda et al., 2017;  Francal & Rua (2017)  and  regression analysis (simple, multiple, logistic) such as Harram & Fozia (2015) ; Abbasi & Malik (2015); Kabongo & Boiral (2017); Loice et al., (2017); Aderonke (2017); Kaur & Mehta (2017) and Kitenga et al., (2020); which enable the examination of the single relationship between the independent and dependent variables at a time (Bagozzi & Yi, 2012; Hair et al., 2014a). This is where the SEM is particularly useful and that distinguishes methodologically this study from previous ones. So, this study has contributed to advancing the data analysis technique which accounts for multiple independent variables on a complex model.

5.2.3 Managerial Implications
Resource endowment of the firm is mostly and usually a subject that is defined by managers. This means that owners are more liable for business activities they run and thus align the deployment of resources and capabilities for success. Therefore, this section highlights some important managerial recommendations raised in the study findings. The study suggested that the owners/ CEOs should understand and develop a holistic approach of implementing an overall organisational capability which is composed of the six components developed in this study. These correlated and complementary capabilities should not be considered in isolation but rather should be integrated and combined to leverage, exploit, and sustain a competitive advantage. Within this context, in a situation where the owner/manager fails to develop these capabilities, the best option is to abandon the business. 
Manufacturing SME owners and managers should use the framework developed in this study to assess themselves the conditions under which ordinary and dynamic capabilities could be adopted to sustain their competitive advantage. Additionally, they have to understand various capabilities that lead to superior performance and learn how to develop them internally. These findings should be used to educate themselves about which capabilities to invest in the most as both ordinary and dynamic capabilities directly compete for limited organisational resources (Ambrosini & Bowman, 2009). 

More importantly, manufacturing SMEs’ management should be motivated to attract resources and capabilities which ae valuable, rare, not easily imitated, and cannot be substituted as they create sustainable competitive advantage hence propel SMEs to better performance. Furthermore, the findings could serve as a point of reference for other SMEs in other sectors that plan to adopt ordinary and dynamic capabilities for sustainable competitive advantage. Therefore, the results of this study should be turned into a formal growth strategy by any SME in whichever sectors.

5.2.4 Implications for Policymakers
This study has come up with new insights for policymakers, and practitioners concerning capabilities development practices and SMEs’ performance variations in a developing Rwanda market. Manufacturing SMEs are very crucial to Rwanda’s economic growth (MINICOM, 2017). This crucial importance of SMEs in socioeconomic development was also commented on by Jevwegaga et al., (2018) who argued that the economic development of any state depends on the performance of small and medium enterprises. Therefore, considering the role of small and medium manufacturing companies in the economic growth of the country, it was recommended the following:
i.	The government of Rwanda should design a sector-specific capability development plan twined with key regulatory reforms to unlock the sector’s potentials. A national capability development Council would also be necessary to oversee and coordinate all related capabilities building activities in the manufacturing sector. This Council should include both public and private agencies which can provide the formation of capabilities building strategies.
ii.	The government of Rwanda should accelerate the “Industrial Skills Development and Labour Productivity Plan” as outlined in the Made in Rwanda Policy to improve competitiveness based on capabilities development. Hiring a professional firm to provide technical assistance to the manufacturing SMEs was an option according to the MINICOM (2017). 

While the Made in Rwanda Policy (MIR) 2018 which claims to be holistic emphasises on external factors such as access to finance, access to basic infrastructures (electricity, water, roads…) to boost firm performance in general, the current study highlighted the importance of internal firm-level factors such as capabilities. Therefore, the Government should design a strategic plan aiming at reinforcing firm-specifics factors such as capabilities development to make the manufacturing sector more competitive. In that regrd, the study argues for policies to underprop capabilities development barriers which accentuate low performance among SMEs.
5.3 Limitations of the Study
There is no research study without limitations because one of the characteristics of a quantitative study is its ability to generalisability, which draws attention to limitations. Within this context, although the findings of this study are encouraging and useful, this study has some limitations like most field surveys: First, the data collected for this study were cross-sectional; it would be difficult to contend that the accuracy of these findings will not vary over time because of the nature of a cross sectional design. Second, in almost all research on performance heterogeneity, objective measures should be used where possible and available because subjective performance evaluations may not be the perfect alternatives for objective measures. 

However, given the limitations for obtaining the financial figures for the surveyed firms that were not available to the public, this research used perception-based performance measurement. Despite these limitations, however, steps were followed to mitigate them as evidenced by the results confirming that all the statements successfully passed the benchmark reliability and validity values. Third, several capability categories were identified based on the extensive literature review. The selected dimensions of both ordinary and dynamic capabilities are not exhaustive but merely selected because they are newly recognised in the strategic management literature and less empirically tested -to the researcher’s best knowledge.

Fourth, the findings of the analysed data relied on the perceptual judgment of the owners/ CEOs. Using such a research technique raises the issues of common method bias, which can be particularly dangerous when a single informant fills out the survey questionnaire that tap into independent and dependent variables within the same survey instrument (Galbreath, 2004). Fifth, although the personal interview-based survey was used with drop and collect approach, some issues concerning the reliability of data may raise because it is not possible to ensure whether the questionnaires were filled-in by the owners/CEOs or someone else.

Another limitation is that the study was conducted in the Rwanda market and its results may not apply to other cultures and countries, as managerial and organisational practices may vary from one socio-economic culture to another. The cultural and contextual differences may cause differences in the interpretation of the results. Nevertheless, the abovementioned limitations do not invalidate the results that ordinary capabilities and dynamic capabilities both have a positive influence on manufacturing SMEs’ performance and that this relationship did not increase or decrease based on firm size (small or medium). The identification of these limitations will serve as a starting point for future investigations.. 

5.4 Suggestions for Further Research
This research has drawn some limitations which need to be overcome by future research, especially because this study is one of the few empirical studies conducted in less developed countries to test the RBV and DCT using SMEs as a unit of analysis. The recommendations for future research are formulated according to the methodological and contextual limitations raised in this study. Methodologically, the logical expansion of this study would be to follow mixed methods (a combination of quantitative and qualitative methods) for empirical testing, to unpack how successful manufacturing SMEs execute their capabilities as a process. Besides, in this study, to collect data the researcher focused on the view of a single respondent within each firm, the owner/CEO. Hence, a future empirical examination should emphasise multiple informants’ views for inter-rater validity and improve the internal validity of the measurements. 

Additionally, the study was cross-sectional in nature, the use of longitudinal data and comparisons with this study would provide further insight that would assist in generalising knowledge on the capabilities-based model of performance developed in this study. Also, the proposed dimensions of these concepts are not considered exhaustive, but merely as representative of the core processes that are needed to reconfigure a firm’s capabilities. Future research should identify and test additional dimensions of capabilities within RBV and DCT. Lastly, in this study perceived (subjective) measures of performance were used rather than objective; future research should use objective (accounting) measures to capture the performance heterogeneity over time.
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FACE SHEET: PROFILE OF RESPONDENTS AND RESPONDENTS’ FIRMS
PERSONAL ATTRIBUTES (Please TICK (√) only ONE)
1. Age: which age bracket are you in?21 to 39 40 to 59 60 and above 	2. Sex: what is your sex?a. Maleb. Female
3. Education background: what is your highest education?a. None                            b. Primary education              c. Secondary educationd. Vocational training            e. Under graduate             f. Post graduate
BUSINESS CHARACTERSTICS (Please TICK (√) only ONE)
4. Business size: How many permanent people do you employ? a. 4 to 29                  b. 30 to 99	5. Business age: what is the age bracket of your business?a. 5 to 10                b. 11 to 15c.16 to 20               d. 21 and above
6. Sector of activity: which business line are you operating in?a. Food, beverages and tobacco              b. Textiles and clothingc. Wood, paper and Printing                   d. Chemicals, rubber, plasticse. Nonmetallic minerals                          f. Furniture  g. Other (please specify)……………………………………………………………

















Appendix G: Regression Weights (Unstandardized and Standardized)

Source: AMOS output, 2019
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Stage 1:Defining the Individual Constructs
What items are to be used as measured variables?
Stage 2:Developing & Specifying the Measurement Model (MM)
Make measured variables with constructs 
Draw a path diagram for the measurement model

Stage 3:Designing a study to produce empirical results
Assess the adequacy of the sample size 
Select the estimation method and missing data approach

Stage 4:Assessing M.M validity
Assess line GOF and construct validity of measurement model


Refine MM &		NONM.M Valid?YES		Proceed to test 
design a new study 						SM with stage 5&6
				

Stage 5:Specifying the Structural Model (SM)
Convert MM to structural model

			Stage 6:Assessing S.M
Assess the GOF and significance, direction, and size of structural parameter estimate
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