The ability to control wave propagation is of fundamental interest in many areas of physics. Photonic and phononic crystals proved very useful for this purpose but, because they are based on Bragg interferences, these artificial media require structures with large dimensions. In [Ammari et al., Subwavelength phononic bandgap opening in bubbly media, J. Diff. Eq., 263 (2017), 5610-5629], it has been proved that a subwavelength bandgap opening occurs in bubble phononic crystals. To demonstrate the opening of a subwavelength phononic bandgap, a periodic arrangement of bubbles is considered and their subwavelength Minnaert resonance is exploited. In this paper, this subwavelength bandgap is used to demonstrate cavities, very similar to those obtained in photonic and phononic crystals, albeit of deeply subwavelength dimensions. The key idea is to increase the size of a single bubble inside the crystal, thus creating a defect. The goal is then to analytically and numerically show that this crystal has a localized eigenmode close to the defect bubble.
Introduction
It is well-known in solid state physics that the periodicity of atoms composing crystals is responsible for the existence of both conducting bands and bandgaps for electrons. This property is a consequence of the Floquet-Bloch theory applied to the wavefunction of electrons. Similarly, electromagnetic and elastic waves propagating in periodic media are subject to the same formalism giving rise to the existence of ranges of frequencies for which no propagation is allowed, so called bandgaps. Such materials are known as photonic and phononic crystals. At an interface with free space, these types of crystals act as mirrors for incoming waves, termed Bragg mirrors. Similarly, a point defect can be created by locally modifying the properties of a crystal. This results in a cavity if the mode supported by the defect is resonant within the bandgap. Physically, the underlying mechanism is Bragg interference. In these periodic media, the Bragg condition typically occurs when the period of the medium scales with the wavelength [5, 6, 7, 17, 23, 19, 30, 31] . As a consequence, photonic and phononic crystals are typically structured with a period corresponding to half the operating wavelength. This constrains the range of applications, specifically in low-frequency regimes where the wavelength is large [33, 36] .
Based on the phenomenon of subwavelength resonance, a class of phononic crystals that exhibit bandgaps with deep subwavelength spatial scales have been fabricated [32] . In [3] , the opening of a subwavelength phononic bandgap in bubbly crystals has been proved. This subwavelength bandgap is mainly due to the cell resonance of the bubbles in the quasi-static regime and is quite different from the usual bandgaps in photonic/phononic crystals where the gap opens at wavelengths which, as mentioned previously, are comparable to the period of the structure. In [8] , it has been further proved that the first Bloch eigenvalue achieves its maximum at the corner of the Brillouin zone. Moreover, by computing the asymptotic of the Bloch eigenfunctions in the periodic structure near that critical frequency, it has been demonstrated that these eigenfunctions can be decomposed into two parts: one which is slowly varying and satisfies a homogenized equation, while the other is periodic across each elementary crystal cell and is varying more rapidly. The asymptotic analysis of wave fields near the critical frequency where a subwavelength bandgap opens rather than the zero frequency has been performed. This rigorously justifies the observed superfocusing of acoustic waves in bubbly crystals near and below the maximum of the first Bloch eigenvalue and confirms the bandgap opening near and above this critical frequency. We refer the reader to [2, 9, 10] for the mathematical analysis of the superfocusing phenomenon in resonant media.
Bubbly media is a natural model for the control of wave propagation at the deep subwavelength scale because of the simplicity of the constituent resonant structure, the air bubbles. It has been known that a single bubble in water possesses a subwavelength resonance which is called the Minnaert resonance [1, 34] . This resonance is due to the high contrast in density between the bubble and the surrounding medium and it makes the air bubble an ideal subwavelength resonator (the bubble can be two order of magnitude smaller than the wavelength at the resonant frequency).
In phononic crystals, a point defect can be created by locally removing a scatterer. This results in a small cavity because a resonant mode is created by the defect within the bandgap [12, 13, 14, 15, 20, 21, 26, 27] . Following this concept, many components have been demonstrated based on periodic media such as waveguides using line defects [11, 28] . However, because of their wavelength scale period, phononic crystals result in relatively large devices. This seriously constrains the range of applications, especially in the low frequency regime where the wavelength is large.
If we remove one bubble inside the bubbly crystal, we cannot create a defect mode. The defect created in this fashion is actually too small to support a resonant mode, while in a phononic crystal removing one scatterer allows for the existence of a stationary defect mode since the typical scale of such a defect is the wavelength. This illustrates a strong difference between Bragg bandgaps and subwavelength bandgaps in bubbly crystals.
In order to tackle this issue, we have to physically introduce a resonant defect inside the crystal of subwavelength resonators, and this is achieved by simply detuning one resonator with respect to the rest of the medium. In the case of the bubbly medium, we prove in this paper that by increasing the radius of one bubble we create a detuned resonator with a resonance frequency that is upward shifted, thus falling within the subwavelength bandgap.
The aim of this paper is to prove the existence of this defect mode. Through the application of layer potential techniques, Floquet-Bloch theory, and Gohberg-Sigal theory we derive an original formula for the defect mode frequency, along with proving the existence of a subwavelength localized mode. Our results are complemented by several numerical examples which serve to validate them in two dimensions. Our results formally explain the experimental observations reported in [24, 25] in the case of Helmholtz resonators. They pave the mathematical foundation for the analysis of wave propagation control the deeply subwavelength scale. Subwavelength cavities have a high quality factor and a low mode volume. These two effects are typically associated with the enhancement of the emission rate of an emitter or the so-called Purcell factor [35] .
The paper is organized as follows. In Section 2 we formulate the spectral problem for a bubble phononic crystal and introduce some basic results regarding the quasi-periodic Green's function, stability of the essential spectrum, and Floquet-Bloch theory. In Section 3 we use the fictitious source superposition method introduced in [37] for modelling the defect and characterize the fictitious sources as the solution of some system of integral equations. In section 4, we prove existence of a localized defect mode and derive an asymptotic formula for the resonant frequency created inside the subwavelength bandgap by increasing the size of a single bubble in terms of the ratio between its radius and the radius of the original bubbles. In Section 5 we perform numerical simulations to illustrate the main findings of this paper. We make use of the multipole expansion method to compute the defect mode inside the subwavelength bandgap. The paper ends with some concluding remarks.
Preliminaries

Layer potentials
Let Γ 0 and Γ k , k > 0 be the fundamental solution of the Laplace and Helmholtz equations in dimension two, respectively, i.e.,
where
is the Hankel function of the first kind and order zero.
We also define the Neumann-
In the case when k = 0, we will omit the superscripts and write S D and K * D , respectively. The following so-called jump relations of S k D on the boundary ∂D are well-known (see, for instance, [6] ):
Here, ∂/∂ν denotes the outward normal derivative, and | ± denotes the limits from outside and inside D.
We also introduce a quasi-periodic version of the layer potentials. Let Y be the unit cell
where δ is the Dirac delta function and Γ α,k is α-quasi-periodic, i.e., e −iα·x Γ α,k (x, y) is periodic in x with respect to Y .
We define the quasi-periodic single layer potential S
It satisfies the following jump formulas:
* is the operator given by
We remark that it is known that S
Floquet transform
, the Floquet transform is defined as
which is α-quasi-periodic in x and periodic in α. Let Y = [−1/2, 1/2) 2 be the unit cell and
, with inverse (see, for instance, [22, 6] )
Bubbly crystals and subwavelength bandgaps
Here we briefly review the subwavelength bandgap opening of a bubbly crystal from [3] . Assume that a single bubble occupies D, which is a disk of radius R < 1/2 centered at the origin. We denote by ρ b and κ b the density and the bulk modulus of the air inside the bubble, respectively. We let ρ w and κ w be the corresponding parameters for the water. We introduce
to be the speed of sound outside and inside the bubbles, and the wavenumber outside and inside the bubbles, respectively. ω corresponds to the operating frequency of acoustic waves. We also introduce two dimensionless contrast parameters
We assume that the wave speeds outside and inside the bubbles are comparable to each other and that there is a large contrast in the bulk modulii, that is,
In this paper, for the sake of simplicity of presentation, we shall assume
be the periodic bubbly crystal. Consider the following quasi-periodic scattering problem:
It is known that (2) has nontrivial solutions for discrete values of ω such as
and thus we have the following band structure of propagating frequencies for the periodic bubbly crystal C:
In [3] , it is proved that there exists a subwavelength spectral gap opening in the band structure. Let us briefly review this result. We look for a solution of (2) which has the following form:
for some densities ϕ α , ψ α ∈ L 2 (∂D). Using the jump relations for the single layer potentials, one can show that (2) is equivalent to the boundary integral equation
Since it can be shown that ω = 0 is a characteristic value for the operator-valued analytic function A(ω, 0), we can conclude the following result by the Gohberg-Sigal theory [6, 18] . 
where the constants Cap D,α and Cap D are given by
and ω M is the (free space) Minnaert resonant frequency satisfying
The following theorem specifies the subwavelength bandgap opening.
for δ < δ 0 .
3 Integral representation for bubbly crystals with a defect
Bubbly crystals with a defect: problem formulation
Consider now a perturbed crystal, where the central disk D is replaced by a defect disk
,0} D + n be the perturbed crystal and let ε = R d − R > 0 be the perturbation of the radius. We consider the following problem:
As discussed in Subsection 2.3, the unperturbed problem (with C instead of C d in (7)), has the following essential spectrum for the propagating frequencies:
In fact, it can be easily shown that the perturbed crystal problem (7) has the same essential spectrum. This is because the essential spectrum is stable under compact perturbations [16] .
In this paper, we want to show that by modifying the central bubble D, there exists a frequency ω ε , slightly above max α ω α 1 , which results in a non-trivial solution to the problem (7). The solution u associated with the frequency ω ε should be localized since ω ε lies in the bandgap. Moreover, it is of a subwavelength nature.
Effective sources for the defect
It is difficult to obtain the boundary integral formulation of the problem (7) directly. Here we consider the effective source solution which models the defect D d by placing non-trivial sources onto the boundary of the central bubble D of the unperturbed crystal C. Since the geometry of the unperturbed crystal is periodic, we can use the Floquet-Bloch theory. This is motivated by the fictitious source superposition method introduced in [37] .
Let us consider the following problem:
where f, g are the source terms and δ m,n is the Kronecker delta function. Note that the non-zero sources are present only on the boundary of the central bubble D.
If the source terms f and g satisfy some appropriate conditions, then we will have
Once this is achieved, the original solution u can be recovered by extending the solution u to the whole region including D d \ D with boundary conditions on ∂D and ∂D d . The conditions for the effective sources f and g, which are necessary in order to correctly model the defect, will be characterized in the next subsection.
Characterization of the effective sources
Here we clarify the relation between the effective source pair (f, g) and the density pair (ϕ, ψ). First we consider the integral equation for the solution u inside the central unit cell Y . Inside Y , the solutionũ can be represented asũ
Here, the pair
Next, let us consider the central cell Y in the original problem (7) . The central cell Y contains a defect bubble D d and no sources. Inside Y , the solution u is represented as
In order for the effective sources f and g to model the defect
In other words, the following conditions should be satisfied:
and
Since D and D d are circular disks, we can use a Fourier basis for functions on ∂D or ∂D d in polar coordinates (r, θ) to make (11)-(13) more explicit. Let us write ϕ and ψ in the form of Fourier series:
Similarly, we also write ϕ d and ψ d as
We define the subspace V mn of L 2 (∂D) 2 as
Similarly, let V d mn be the subspace of L 2 (∂D d ) 2 with the same Fourier basis. It is known that (see, for instance, [3] )
Therefore, the operator A D in (10) has the following matrix representation as an operator from V mn to V m ′ n ′ :
Similarly, the operator A D d in (11), as a mapping from
is represented as follows:
Now, we consider (12) and (13) . We have from (14) that, inside
Similarly, outside D,
So, from (12) and (13), we see that
where the operator P 1 :
2 is given by
In the same way, we can obtain that
where the operator P 2 :
Therefore, using (11), we arrive at
Thus, (10) yields
We have obtained an explicit relation between the pair (ϕ, ψ) and the effective sources (f, g). If the effective sources f and g satisfy (18) , then the pair (f, g) will result in the generation of the same scattered field as the one induced by the defect bubble
In what follows, for convenience of notation, we will identify the solution u with the original one u.
Floquet transform of the solution
Here we derive an integral equation for the effective source problem (8) . We apply the Floquet transform to the solution u with the quasi-periodic parameter α as follows
The transformed solution
The solution u α can be represented using quasi-periodic layer potentials as
where the pair
Since the operator A α is invertible for small enough ω and δ [3], we have
The original solution u can be recovered by the inversion formula as follows
Then, inside the region D, the solution u satisfies
Similarly, inside the region Y \ D, we have
Note that the second term in the right-hand side satisfies the homogeneous Helmholtz equation
So, in view of (9), we can identify ϕ, ψ and H as follows:
Therefore, from (20), we get the following result.
Propostition 1. The density pair (ϕ, ψ) and the effective source pair (f, g) satisfy
for small enough ω and δ.
The integral equation for the effective sources
Here we derive the integral equation for the effective source pair (f, g). We have the following result.
Propostition 2. The effective source pair (f, g) ∈ L 2 (∂D) 2 satisfies the following integral equation:
to (10), we get
Then, by (17), we have
So, from (22), we obtain
Finally, applying A D d to the above, we get the desired result.
Thus, if we find a value of ω in the bandgap such that there exists a non-trivial solution pair (f, g) to (23), then we have found a resonant frequency for the localized mode.
Subwavelength localized modes
The resonant frequency of the localized mode
Here we prove that a frequency for the localized mode can exist slightly above max α ω α 1 . In what follows, let us omit the subscript in ω α 1 for ease of notation. We also do not make explicit the dependence on δ. We need to study the characteristic value of the operator M ε appearing in (23) . Let us first analyze the operator BZ (A α ) −1 dα. Since ω α is a simple pole of the mapping ω → A α (ω, ) −1 in a neighborhood of ω α , according to [6] , we can write
where the operator-valued function R α (ω) is holomorphic in a neighborhood of ω α , and the operator
Then, again from [6] , it can be shown that
where · , · stands for the standard inner product of L 2 (∂D) 2 . Hence the operator M ε can be decomposed as
Note that the third term in the right-hand side is holomorphic with respect to ω. Denote by α * = (π, π) and ω * = ω (π,π) . In [8] , it was proved that, using the symmetry of the square array of bubbles, ω α attains its maximum at α = α * . Since we are assuming that each bubble is a circular disk, we can derive a slightly more refined result as shown in the following lemma.
Lemma 2. The characteristic value ω α attains its maximum at α = α * . Moreover, for α near α * , we have
Here, c δ is a positive constant depending on δ.
In view of the above lemma, we can expect that the operator BZ L α ω−ω α becomes singular when ω → ω * (= max α ω α ). Let us extract its singular part explicitly. Before doing this, we introduce some notations. Denote by
. We also define a small neighborhood V of ω * which excludes the real interval (−∞, ω * ], namely,
for some small enough r * > 0. By Lemma 2, we have
Hereafter, b j means a bounded function with respect to ω in V . Then, using the polar coordinates α − α * = (r ′ , θ ′ ), we get
Here, the usual principal branch is taken for the logarithm and so the operator BZ L α ω−ω α dα has a branch cut on (−∞, ω * ]. We also observe that, for ω ∈ V ,
Therefore, the integral equation (23) can be rewritten as
where R ε is analytic and bounded with respect to ω in V and satisfies R ε = O(ε). We first consider the principal part N ε (ω), namely,
Let us find its characteristic value ω, i.e., ω ∈ V such that there exists a nontrivial function Φ satisfying N ε ( ω) Φ = 0. Equivalently, we have
Then, by multiplying by Φ * ,
Since Φ * , Φ = 0 would imply Φ = 0, we get
Before solving the above equation for ω, we need the following lemmas whose proofs will be given in Subsection 4.2. 
(ii) For small enough δ and ε, we have
In view of Lemma 3, we see from (25) that
We can also see that the right-hand side is positive and goes to zero as ε tends to zero. In other words, ω → ω * as ε → 0. Now we turn to the full operator M ε . Recall that M ε = N ε + R ε and R ε is holomorphic, bounded and satisfies R ε = O(ε) in V . So by Gohberg-Sigal theory [6] , we can conclude that there exists a characteristic value ω ε of the operator-valued function M ε near ω * . Let us denote its associated root function by Φ ε . We choose Φ ε so that Φ * , Φ ε = 1. Then, as in the derivations of (25), we can obtain
. Therefore, we have proved the following theorem which is the main result of this paper.
Theorem 3. For small enough ε and δ, there exists one frequency value ω ε such that the problem (7) has a nontrivial solution and ω ε is slightly above ω * . Moreover, we have
as ε → 0.
Remark 1. Since ω ε is slightly above ω * = max α ω α , we have that ω ε is located in the bandgap region. This means that the corresponding function u ε , the solution to (7), should be localized around the defect.
Proofs of Lemma 3
Proof of (i).
. So we need the low frequency asymptotics of the operator A * (ω * , δ). We use the following asymptotic expansions of the Hankel function for small arguments:
0
Straightforward computations show that, for small k,
Also, by the symmetry argument for α * = (π, π), one can see that
Recall that ker A * (ω * , δ) is spanned by Φ * . Let us write
and assume that Φ * is chosen so that ∂D ϕ * = 2πR. Next we consider the kernel of the limiting operator of ker A * (ω, δ) when ω = 0, δ = 0, i.e.,
It is known that ker(−
is one dimensional (see, for instance, [4] ). We choose an element ϕ * 0 ∈ L 2 (∂D) such that
It can be shown that Φ * → Φ 0, * as δ → 0. Since D is a disk, ϕ * 0 = aχ ∂D for some positive constant a > 0. Since ∂D ϕ * 0 = 2πR implies a = 1, then, by (26), we get ψ * 0 = χ ∂D + o(1) as δ → 0. Therefore, for small δ, we have
Since ω * ln ω * < 0, the conclusion follows.
Proof of (ii). Using asymptotic expansions of the Bessel function J n (z) and the Hankel function H
n (z), for small z, straightforward computations yield
Therefore,
Finally, we obtain
The proof is then completed.
Numerical illustration
Here we provide numerical examples showing the existence of the subwavelength localized modes.
Implementation. For numerical computations, we discretize the operator M ε appearing in (23) . Recall that it is given by We use the Fourier basis for the discretization as in [3] . Specifically, we use e inθ , n = −N, . . . , N as basis where N is the truncation order. If we increase N , then we should get more accurate results.
The operators A D and A ε D are already represented in the Fourier basis in (15) and (17), respectively. We next consider the operator A α . In [3] , it was shown that, the operators S α,k and ∂S frequency is ω ε − ω * ≈ 0.0359 > 0. Again, the frequency ω ε is located above the subwavelength band. We used N = 3 for the truncation order.
