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The strong bending of polymers is poorly understood. We propose a general quantitative framework of
polymer bending that includes both the weak and strong bending regimes on the same footing, based on a
single general physical principle. As the bending deformation increases beyond a certain (polymer-specific)
point, the change in the convexity properties of the effective bending energy of the polymer makes the
harmonic deformation energetically unfavorable: in this strong bending regime the energy of the polymer
varies linearly with the average bending angle as the system follows the convex hull of the deformation energy
function. For double-stranded DNA, the effective bending deformation energy becomes non-convex for bends
greater than ∼ 2◦ per base-pair, equivalent to the curvature of a closed circular loop of ∼ 160 base pairs.
A simple equation is derived for the polymer loop energy that covers both the weak and strong bending
regimes. The theory shows quantitative agreement with recent DNA cyclization experiments on short DNA
fragments, while maintaining the expected agreement with experiment in the weak bending regime. Counter-
intuitively, cyclization probability (j-factor) of very short DNA loops is predicted to increase with decreasing
loop length; the j-factor reaches its minimum for loops of ≃ 45 base pairs. Atomistic simulations reveal
that the attractive component of the short-range Lennard-Jones interaction between the backbone atoms
can explain the underlying non-convexity of the DNA effective bending energy, leading to the linear bending
regime. Applicability of the theory to protein-DNA complexes, including the nucleosome, is discussed.
I. INTRODUCTION
Deformation of polymers is ubiquitous, elastic prop-
erties of these macromolecules are crucial for their dy-
namics. Biopolymers are abundant in nature and play
vital roles in many biological processes1–4, which not
only depend upon the polymer structure, but also their
physical properties5–7. Among biopolymers, DNA stands
out as a case of its own. Understanding DNA deforma-
tion is crucial for the mechanistic grasp of vital cellular
functions such as packaging of DNA compactly into vi-
ral capsids, the chromatin, formation of protein/DNA
complexes and regulation of gene expression2,8. An all-
important example of DNA deformation, relevant to a
variety of biological processes that depend on its elas-
tic properties, is DNA looping, which occurs in many
prokaryotic9 and eukariotic10 systems. A number of reg-
ulatory proteins can loop DNA into various bent confor-
mations, critical for regulation of many biological pro-
cesses involving DNA11. Most notably, DNA is strongly
bent in the nucleosome12,13, which is the fundamental
unit of genome packing: accessibility to genomic infor-
mation in eukareotes is modulated by the strength of
DNA-protein association14,15. Note that the majority of
eukariotic genomic DNA (75-80%) is packed tightly into
nucleosomes10. Nanostructures made directly of DNA16
or those that use DNA as a scaffold17, can be influenced18
by its mechanical properties on short length scales, pro-
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viding yet another impetus to understand the strong
bending regime of the DNA.
Experimental evidence on cyclization of DNA frag-
ments shorter than ∼100 base-pairs points to the fact
that strongly bent DNA – most relevant from a biological
perspective – is considerably more flexible than expected
from established models (worm-like chain) that work well
within the weak bending regime. Yet, despite decades of
experimental and theoretical effort, the story of how this
arguably most important polymer behaves under defor-
mation is far from complete, with controversies and new
developments abound19–25. The current state and the
relevant terminology are briefly reviewed below.
The bending flexibility of a polymer is conventionally
quantified in terms of its persistence length, Lp, a length
scale below which the polymer behaves more or less like a
rigid rod. Specifically, Lp is defined as length of the poly-
mer segment over which the time-averaged orientation of
the polymer becomes uncorrelated; for fragments smaller
than Lp, the thermal fluctuation alone is not enough to
induce significant (∼ 1 rad) bending26. Here we use this
definition of Lp to qualitatively separate the two bending
regimes: if no significant bending is observed on length
scales shorter than Lp, the polymer can be deemed weakly
bent; otherwise the bending is assumed to be strong.
For double-stranded DNA, a variety of experimental
techniques27–32, revealed that Lp ≈ 150 bp or 500 A˚.
Based on the Lp value and the above definition of strong
bending, we conclude that most of the DNA in eukareotes
is strongly bent. Indeed, since the nucleosome contains
a stretch of double-stranded DNA of ∼ 150 bp looped
almost twice, the DNA in this complex can be considered
as strongly bent.
2Response of DNA to mechanical stress has been stud-
ied extensively 2,8,27,30,32–49, leading to a consensus in
modeling the weak bending regime. Arguably the most
widely used simplified model of DNA bending is the
worm-like chain (WLC) model. In the original WLC32,50,
the polymer is modeled as a continuous, isotropic elastic
rod with its deformation energy being a quadratic func-
tion of the deformation angle. In the discrete version of
WLC model, the bending energy of the polymer consist-
ing of N segments of length l is given by:
Echain =
N−1∑
i
1
2
kBT
Lp
l
θ2i (1)
where θi is the angle between two consecutive segments
(see inset of Fig. 1). While this simplistic model lacks
some features of the real DNA, such as sequence depen-
dence of its local mechanical properties, it nevertheless
captures the key physics of weak polymer bending, which
explains why the model is robust and is widely adopted to
interpret experiment. Various theoretical models of DNA
bending, including those that explicitly account for the
sequence-dependence51–54, were consequently developed
that also assumed harmonic (quadratic) angular defor-
mation energy of DNA. There is very little doubt that
the Hookean, “elastic rod” models accurately describe
many polymers in the weak bending regime1, including
the double-stranded DNA32,44. Indeed, lowest order term
of a Taylor series expansion of any well-behaved func-
tion around its local minimum is quadratic, which means
that for small deviations from equilibrium, the response
function can be considered harmonic. However, by the
same logic it should be expected that beyond a certain
threshold the bending energy may no longer be approxi-
mated by the quadratic term alone; investigations of pos-
sible influence of non-harmonic terms on the mechanical
properties of double-stranded DNA is a relatively new
area. Historically, only very large fragments (hundreds
to thousands of base-pairs) were investigated27,28, which
are well described by the WLC regardless of what hap-
pens on short length-scales38.
However, within the last decade or so, the prevailing
view of DNA as a Hookean polymer was challenged by
experiments that were able to investigate the flexibility
of DNA on scales smaller than several Lp. Counter-
intuitively, small DNA fragments (≈ 100bp) were found
to have much higher probability of cyclization (sponta-
neous formation of loops) than that predicted by the
WLC theory42. This discovery sparked considerable con-
troversy, which still remains unresolved. What is partic-
ularly puzzling is that strongly bent DNA appears less
rigid than the DNA in the Hookean regime. Some of the
follow-up experimental and theoretical work supports the
validity of WLC even for tightly bent DNA20,32,55, while
others still show that short, tightly bent DNA is much
more flexible19,38,56 than previously thought, in a manner
that can not be described by a harmonic model38.
Several theoretical models have been proposed to ac-
count for the unexpectedly high flexibility of strongly
bent double-stranded DNA. One popular model57 – the
meltable WLC or MWLC – postulated that the extra
flexibility stems from formation of small local “bubbles”
of single stranded DNA, which is much softer than the
double helix. However, the degree of softening provided
by the mechanism alone was later found58 to be inad-
equate to fully explain the very sharp bends in DNA
observed experimentally; in atomistic simulations, nega-
tive super-coiling was required to induce such bubbles in
DNA mini-circles59. An early model60, put forward well
before the unusual DNA flexibility was discovered exper-
imentally, suggested that the energy of a bent double-
helix could be lowered by formation of sharp, ∼ 90o kinks
that maintain the Watson-Crick pairing along the helix.
Sharp kinks were indeed observed in a pioneering atom-
istic simulation43 some thirty years later, but subsequent
improvements in the simulation methodology indicated
that these were only induced at a high bend angle equiv-
alent to those occurring in circles of just 45 base-pairs61,
while experimental softening of the DNA is seen experi-
mentally for circles as large as ∼ 106 base-pairs19. Sharp
kinks in double-stranded DNA can be introduced empiri-
cally into the WLC model, e.g. by adding freely-bending
hinge elements to the WLC chain, leading to a kinkable
WLC, or KWLC39. A non-linear empirical bending po-
tential that allows for the possibility of ∼ 90o kinks in
double-stranded DNA was recently proposed20, but its
physical origins, the critical value of the DNA curva-
ture at which the kink occurs, and the corresponding
energy gain remained unknown20. At the same time, a
purely linear empirical bending potential was shown38 to
describe the softer DNA seen in AFM experiments, al-
though the origin of the linear regime and its parameters
(e.g. critical bend angle where the linear regime begins )
remained unclear. Are the kinking and the linear regime
just two manifestations of a deeper underlying principle?
In summary, the nature of the effective bending energy
of double-stranded DNA in the strong bending regime as
well as the precise connection to the observed softening of
the polymer is not fully clear. The influence of mechani-
cal constraints on this connection remains unexplored. It
is unclear how the softening of strongly bent DNA stems
from its atomic-level structure and interactions. From
a more philosophical standpoint, is hard to believe that
very special models are needed to describe the bending
of the DNA; rather it is more like that the curious case
of the DNA is just a special case of a broader underlying
theory applicable to all polymers.
In this work we propose, and verify against available
experiment, a unified theoretical description of poly-
mer bending that treats the weak and strong bending
regimes on the same footing, guided by a simple physi-
cal principle. The proposed framework does not rely on
ad-hoc postulates; instead, it shows how the apparent
softening of strongly bent DNA follows naturally from
a specific mathematical property of the experimentally-
derived bending energy. Simulations suggest an atomistic
explanation for the specific shape of the bending energy
3function.
II. METHODS
A. DNA bending energy from experimental data
A statistically significant, diverse set of several hun-
dred PDB structures of protein-DNA complexes was in-
vestigated previously in Ref.32. The probability distri-
bution of the experimental DNA bending angles was
used in Ref.32 to approximate the bending energy E(θ)
(per base pair) as a fourth oder polynomial: E(θ) =
203.1θ2 − 552.7θ3 + 416.8θ4 (where θ is in radians and
E(θ) is in units of kT ). Here we use this E(θ) to rep-
resent the experimental effective bending energy of the
double-stranded DNA, blue line in Fig. 2.
B. Atomistic MD simulations of closed DNA loops
To avoid “end effects”, and make a close connection
with DNA cyclization experiments, we employed closed
DNA circles to estimate their effective bending energy
E(θ) per base pair. DNA circles of various sizes (50-400
bp) were generated using NAB62 (AmberTools) for se-
quence poly(dA).poly(dT), helical repeat of 10 bp, and
other parameters of B-DNA as specified in NAB. We de-
liberately chose this simple, uniform sequence to focus on
the basic physics of DNA deformation.
All of the atomistic MD simulations were performed
within AMBER-12 package, using ff99bsc0 force-field.
The Generalized Born (GB-HCT, AMBER option igb=1)
implicit solvation model was used to treat solvation ef-
fects, including 0.145M of monovalent salt. No long-
range cut-off was employed. The model’s performance
in atomistic simulations of DNA, including studies of its
deformation41, is well established63. Two critical advan-
tages of the implicit solvation over the more traditional
explicit solvation64 made the former the method of choice
in this work. These are the superior simulation efficiency
for large DNA structures65 and the straightforward man-
ner in which their energies, including free energy of sol-
vent re-arrangement, can be estimated63 within the im-
plicit solvation framework.
All DNA circles were initially minimized for 1000 steps
with “P” atoms restrained their original positions with a
force constant of 1.0 kcal/mol/A˚2 to enforce the circular
shape. Each system was then heated to 300K and equi-
librated for 100 ps with the same restraints as for the
minimization. Shake was used to constrain the hydrogen
atoms; we employed 2 fs time-step for the atomistic simu-
lations. Finally, we generated 1 ns long MD trajectory for
each circle at 300K, with “P” atoms also restrained with
a force constant of 0.1 kcal/mol/A˚2, sufficient to support
the near perfect circular shape of the fragment, but al-
lowing for local re-arrangements. The energies and their
components, including the electrostatic, VDW, bond,
etc. were saved every 20 fs, and averaged over the whole
trajectory. The relatively short simulation time allowed
us to simulate even the largest of the circles; it is justified
by the use of the strong positional restraints, which per-
mit only local, very fast structural re-arrangements. For
smaller circles we verified that increasing the simulation
time by an order of magnitude had negligible effect on
the computed averages. In Fig. 4, the energy per bp was
computed as the difference between per bp potential en-
ergies of the given circle and the largest circle simulated,
which is virtually unbent.
C. Coarse-grained simulations of DNA loops
ESPResSo66 was used to create and simulate coarse-
grained closed loops of DNA of different sizes, from 6 to
600 bp long. A single bead of the appropriate mass rep-
resents one base-pair of B-DNA; the bead-bead distance
was set to 3.3 A˚ , corresponding to the average distance
between base pairs in canonical DNA. The bonds between
the beads were made virtually inextensible (very large
coefficient of the quadratic bond stretching energy); the
bond angle potential (effective bending energy) between
neighboring beads was defined to have the same form
as in Fig. 2, that is correspond to the bending potential
inferred from the experimental data32. No further bead-
bead interactions or constraints on the loop geometry
were imposed. The loops were simulated at T = 300K,
and energy-minimized using steepest descent.
D. Coarse-grained simulations of confined DNA fragments
a. Protein-DNA complex. ESPResSo66 was used to
create and simulate a 20 bead long fragment of “DNA”
bound to a spherical charged ”protein”, Fig. 5. The
beads and their interactions were set up as described
above, with the following modifications. The end beads
were not linked to create a loop. Each bead carried a
unit charge qs =-1; The bead charges interacted only
with a positive charge Q of the “protein”, represented
by a spherical impenetrable constraint of radius R. In
addition, two impenetrable walls were placed above and
below the charge Q to minimize out-of-plane bending of
the “DNA”. The confining charge Q was varied from
10 to 1000, effectively sampling two orders of magnitude
of confinement strength (defined here as |Q/qs|). The
constraint radius R was also varied to sample various
curvature values of the “protein”, and thus various total
bending angles of the confined “DNA”, Fig. 5.
b. A nucleosome model. For the nucleosome model,
the system described above was modified to mimic the
confinement of DNA around realistic histone core. The
DNA fragment size was increased to 147 bp, and the non-
bonded interactions between monomers were turned on
for an additional realism67. The fragment was confined
around a cylinder of fixed diameter R =∼100A˚, and the
4walls were placed ∼50A˚ apart (approximate dimensions
of the nucleosome complex67).
III. RESULTS AND DISCUSSION
A. The proposed unified framework of polymer bending
We begin with a useful analogy from classical ther-
modynamics that connects system’s stability to convex
properties of its governing potential. For example, for a
system to be stable against a macroscopic fluctuation in
energy, the entropy of the system as a function of energy,
S(E), must be concave (non-convex). Any chord con-
necting two points on a graph of S(E) must lie below the
curve itself in order to satisfy the second law of thermo-
dynamics (maximum S). Conversely, the inverse function
E(S) must be convex. If, however, E(S) is not convex
over some region, the system phase-separates once this
region is reached, with the properties of the two phases
corresponding to the end points of the convex hull of the
non-convex region. The actual, physical average energy
of the system follows the convex hull, which makes the
energy manifestly convex. This very general reasoning,
with appropriate choice of the perturbation coordinate
and potential, is applicable to phase transition of single
species polymers (Flory-Huggins Theory68), as well as to
stretching of polymers21 and other materials69. Here we
use the analogy to develop a general framework that de-
scribes polymer response to bending, weak and strong,
on the same footing.
Consider a polymer chain made of N ≫ 1 inextensi-
ble, identical monomer segments with effective bending
deformation energy E(θi) for each bending site, where
θi is the angle between two successive segments (see in-
set of Fig. 1). Here we assume that the effective E(θ)
takes into account all the interactions, short- and long-
range, between the monomers. For notational simplicity,
in what follows we ignore the difference between N and
N − 1 for large N . The total energy of the polymer is
Echain =
∑N
i E(θi), and without loss of generality we
assume no intrinsic bends, i.e. E(0) = 0. Just like in
WLC, we assume isotropic bending energy, which is a
reasonable assumption for DNA fragments longer than 2
helical repeats or 20 bp20. For the moment, we further
assume no torsional degrees of freedom. In order to in-
duce an average non-zero bend in the chain, the polymer
must be constrained, and the problem of finding the equi-
librium polymer conformation is reduced to minimizing
Echain, subject to the specific constraint of the problem.
Here we assume that entropic effects are relatively small
at length scales of interest (. Lp) – an assumption that
we explicitly confirm below by numerical experiments.
We begin by considering a very special case of a uni-
formly bent polymer – constrained to have the same con-
stant curvature along the entire chain. By construction,
such a polymer consists of identically bent segments with
each bending angle θi equal to the average deformation
angle, θ¯ = N−1
∑N
i θi, and its total energy is NE(θ¯).
Next, consider a more realistic situation where the
polymer bending is enforced by a much less restrictive
constraint: that the sum of the bend angles between the
monomers remains constant, α =
∑N
i θi = const. Note
that this constraint alone does not fully define the geom-
etry of the polymer. A closed planar loop, with the first
and last segments linked, is a relevant example for which
the constraint is satisfied;
∑N
i θi = 2pi, from elementary
geometry of polygons, see also the SI. Mathematically,
the problem of finding the minimum energy conforma-
tion of the polymer is that of energy minimization under
the specific constraint:
Echain = NE(θ¯) = min∑
N
i=1
θi=Nθ¯=α
{
N∑
i
E(θi)} (2)
where we make a clear distinction between E, which is the
average bending energy per bending site in the minimum
energy state of the polymer, and E corresponding to the
uniform bending. Using Lagrange multipliers, Eq. 2 can
be reduced to min{E(θ1)+ · · ·+E(θN )−λ(θ1+ · · ·+θN−
α)}. Differentiating with respect to θi gives a set of equa-
tions ∂θiE(θi) − λ = 0 (for all i) which leads to a set of
equalities ∂θ1E(θ1) = ∂θ2E(θ2) = · · · = ∂θNE(θN ). For
a convex functional form of E(θ), ∂θE(θ) monotonically
increases with θ, and therefore the equalities are satis-
fied only if θ1 = θ2 = · · · = θN : the polymer is always
uniformly bent, that is each segment is bent through the
same angle θ = θ¯ and E(θ¯) = E(θ¯). However, for a non-
convex function such as one shown in Fig. 1, there can
be more than one value of θ that satisfies ∂θ1E(θ1) =
∂θ2E(θ2) = · · · = ∂θNE(θN ): ∂θiE(θa) = ∂θiE(θb) for
some θa < θb. Of special importance are θa and θb that
mark the beginning and the end of the convex hull of
E(θ) – the segment of a straight line tangent to the non-
convex function at two points, such that for any argu-
ment between these two points the value of the function
at the argument is greater than that of the convex hull
line at the same argument, Fig. 1. One can demonstrate,
see SI, that for bend angles θ¯ in the convex hull inter-
val, θa < θ¯ < θb, a uniformly bent chain is no longer
the stable minimum energy conformation of the polymer.
Instead, the stable minimum is achieved when the distri-
bution of bend angles is bi-modal: each segment is bent
through one of the two bending angles θa or θb. This gen-
eral point is illustrated in SI for a model polymer chain
described by a non-convex bending potential relevant to
the case of the DNA.
In what follows we derive an explicit expression for
E(θ) for θa < θ¯ < θb. In the minimum energy con-
formation, let 0 < p < 1 represent the fraction of all
the bending sites that are in the state θb and 1 − p the
fraction of the remaining sites in the state θa. The to-
tal bending angle in terms of θa and θb is then given
by Npθb + N(1 − p)θa = Nθ¯ = α, and the bending en-
ergy per monomer in the non-convex region is E(θ¯) =
5FIG. 1: Two different forms for a bending energy profile
of a homopolymer. Shown is the (effective) bending
energy per site E(θ). If the profile is purely convex
down (black curve), the minimal energy conformations
of the polymer is uniform bending (all sites are
identically bent). If the function has a non-convex
region (blue curve), non-uniform bending is more
energetically favorable. In this case the total energy of
the system follows the convex hull of the energy curve
(red line).
pE(θb) + (1− p)E(θa). Rewriting p = (θ¯− θa)/(θb − θa),
we arrive at
E(θ¯) =
θ¯ − θa
θb − θa
(E(θb)− E(θa)) + E(θa) (3)
Therefore, in the non-convex region, the actual polymer
energy per bending site, E(θ¯) corresponding to the stable
minimum energy state, is a linear function of the average
deformation θ¯. Clearly, E(θ¯) < E(θ¯) within the convex
hull interval, Fig. 1.
To arrive at a general theory that can account for both
the weak and strong bending regimes simultaneously, we
use the form of Eq. 3 for the strong bending regime, while
retaining WLC for the weak bending. In the proposed
Energy Convex Hull(ECH ) model, the average per seg-
ment (e.g. per base-pair) bending energy is described by
an everywhere differentiable piece-wise polynomial func-
tion: quadratic WLC (Eq. 1) for θ¯ < θa, and a linear
function – convex hull of E(θ) – for θa < θ¯ < θb:
E(θ¯) =


1
2kBTLpθ¯
2 if θ¯ ≤ θa
kBTLpθa(θ¯ −
1
2θa) if θa < θ¯ < θb
(4)
where Lp is the accepted persistence length, well estab-
lished for the weak bending regime; here it dimension-
less, expressed in terms of the number of bending sites
(e.g. number of base pairs for DNA loops). In this
work we are not interested in the extreme strong bend-
ing regime θ¯ > θb, since for the DNA this regime would
correspond to loops smaller than 10 bp. Such small loops
are likely physically impossible due to steric constraints,
and are much smaller than those observed in cyclization
studies19,70. Thus, the only key parameter that ECH the-
ory inherits from the input effective bending energy, E(θ)
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FIG. 2: DNA effective bending energy E(θ) (per bp)
extracted from the probability distribution32 of DNA
bends that naturally occur in protein-DNA complexes
(blue line), and the average energy of unrestrained
DNA closed loops simulated via coarse-grained MD
with the same E(θ) (crosses). Green symbols: energy
minimized (simulated annealing) loops. Black symbols:
loops simulated at T=300K (the corresponding angular
probability distribution and example structures are
given in the SI). In both cases, the average loop energy
as a function of average bend angle θ¯ = θ follows the
convex hull of E(θ). The small deviation of the
T=300K points from the convex hull are a result of
ensemble average sampling and insignificant
out-of-plane bending seen in the simulation.
in Fig. 2, is the value of θa, which enhances robustness
of the theory to inevitable imperfections32 of the input
bending energy profile. For example, a uniform re-scaling
E(θ) → λE(θ) would leave the x-coordinates θa and θb
of the convex hull double-tangent segment unchanged be-
cause the derivatives would be re-scaled by the same λ.
Further discussion of the robustness of ECH model to its
parameters can be found below and in SI.
B. Bending of a circular loop, weak and strong
While many different types of constraints can be phys-
ically realized, one of the most important ones is the
closed loop constraint, which is also used in DNA cy-
clization experiments30,32,42 critical39 for investigating
the strong bending regime. Consider the case of a sin-
gle closed loop α =
∑N
i θi = 2pi. From Eq. 4, the total
bending energy of a closed loop of total length L (number
of base pairs, corresponding to “N” in Eq. 2 ) is given by
Eloop = E(θ¯)L. Since θ¯ =
α
L =
2pi
L , the bending energy of
the loop is:
Eloop(L) =


2pi2kBT
Lp
L if L >
2pi
θa
kBTLpθa
(
2pi − 12Lθa
)
if 2piθb < L <
2pi
θa
(5)
Note that, where defined, the new function Eloop depends
on just one new parameter: θa – lower boundary of the
6non-convex domain. Although we tacitly assumed the
loop to be confined to a 2D plane to simplify the deriva-
tions, our unconstrained coarse-grained simulations of
closed loops at 300K demonstrate, Fig. 2, that the as-
sumption has little effect on our key conclusions.
C. Application to double-stranded DNA
The preceding discussion was not restricted to the case
of DNA: non-uniform, two-phase bending, and the corre-
sponding linear bending regime can be a feature of any
polymer. However, since DNA is arguably the most im-
portant polymer, and it exhibits looping in many differ-
ent biological systems, we will focus on double-stranded
DNA for the rest of the study. An effective bending en-
ergy (per bp) calculated from a statistical analysis of ex-
perimental PDB structures of DNA-protein complexes32
is shown in Fig. 2. This effective bending energy func-
tion has a non-convex region, and thus a convex hull, the
end points of which are θa = 2.2
◦ and θb = 35.8
◦, cor-
responding to fragment lengths of L ∼ 160 and ∼ 10 bp
respectively for DNA closed loops.
Coarse-grain molecular dynamics simulations at 300K
(see Supplementary Material) demonstrate that poly-
mers with this effective bending energy between
monomers exhibit all of the key features discussed above.
For large loop sizes the bending angles are small (weak
bending) – the system samples the convex (harmonic) re-
gion of the energy function, Fig. 2, and the distribution
of bend angles is uni-modal. However, as the loop size
decreases, the average angle per bending site θ¯ increases,
eventually crossing the θa threshold. Once this happens,
the energy of the system per bending site increases lin-
early with θ¯, and the distribution of bend angles becomes
bi-modal, until the system reaches the upper boundary
of the convex hull at θb.
D. Comparison with DNA cyclization experiments
Most experimental cyclization results are ex-
pressed32,42 in terms of the Jacobson-Stockmayer
j-factor, which estimates the probability that a linear
polymer of length L forms a closed loop by joining its
cohesive ends30,71. While Monte-Carlo based numerical
approaches to compute j-factor exist23, here we use a
well-established72,73 analytical expression for the j-factor
of an unconstrained closed loop:
j(L) ≃
k
L3p
(
Lp
L
)5
exp
(
−
Eloop
kBT
+
L
4Lp
)
(6)
where 1L3p
(
Lp
L
)5
exp
(
L
4Lp
)
accounts for the entropic con-
tribution, averaged over possible looping geometries, and
exp
(
−
Eloop
kBT
)
is the energy penalty of bending the DNA
fragment to form the loop. We note that the k depends,
40 50 60 70 80 90 100 110
Length, L (bp)
10-28
10-24
10-20
10-16
10-12
10-8
j-f
act
or 
(M
)
Experiment 
ECH
WLC
40 50 60 70 80 90 100 110
1e-11
1e-10
1e-09
FIG. 3: DNA cyclization j-factors computed using the
proposed model (green line) and WLC (blue line) are
compared with recent experiment19 (red dots, L > 60
bp). Experimental values of persistence length,
Lp = 150 bp and θa = 2.2
◦ (Fig. 2 ) were used; the
value of k in Eq. 6 was obtained independently for each
model as best fit against two experimental data points
for fragment length L = 101 and 106 bp, see
Supplementary Material. The envelopes of the j-factor
(brown dashed lines) for ECH and WLC are shown in
the inset. Predicted envelope for ECH j-factor has a
minimum near 45 bp. The experimental data points
L = 50 and L = 40 bp were shared by Taekjip Ha (see
ref.19) in private communication to assess model
performance after the model had been constructed.
in a complex manner, on the loop closing geometry and
can be expected to remain invariant over a relatively
short range of loop lengths L, within the same experi-
ment.
To make a direct connection with cyclization exper-
iments for non-integer numbers of helical repeats, we
modulate the torsionally independent loop energy from
Eq. 6 with cos(2piL/h), where we assumed the helical
repeat h = 10 bp per turn. The agreement with the cy-
clization experiment is robust with respect to the precise
value of the helical repeat, see SI. This form of the mod-
ulating factor is adopted from Ref.72 to account for the
periodic variation of the j-factor due to the torsional com-
ponent of the energy72. This simple way of accounting
for non-integer numbers of helical repeats is sufficient for
the purpose of testing key predictions of ECH vs. WLC,
and does not affect the comparison with the over-all (en-
velope, average) behavior39 of experimental j-factors, see
also Table S1 in SI. We use Eloop(L) defined in Eq. 5 for
ECH and Eloop(L) = 2pi
2kBT
Lp
L for all L in the case of
WLC. The proposed ECH model and WLC are compared
with the most recent experiment19 in Fig. 3.
As seen from Fig. 3, ECH leads to an excellent agree-
ment with the cyclization experiment, while the j-factors
predicted by conventional WLC are off by several or-
ders of magnitude in the strong bending regime (WLC
is known to work well in the weak bending regime where
it coincides with ECH by construction). The agreement
of ECH with the experiment is robust to the value of its
7key input parameter θa, see below and SI.
a. Cyclization of very short loops. Counter-
intuitively, the predicted envelope function for ECH j-
factor, which is essentially Eq. 6, has a minimum near
45 bp and begins to increase for even smaller loops,
whereas for WLC j-factor decreases sharply for small
loops. This completely counter-intuitive behavior of the
cyclization probability for very tight loops predicted by
ECH is borne out by experiment, Fig. 3; its physical
origin is explained below. The two experimental points
at L=50 and L=40, which support the counter-intuitive
prediction of the theory, were not available to us until
after the ECH framework was fully developed and tested
against published data19 for larger circles.
The over-all variation of the j-factor as a function of
the loop length for both models is governed by the in-
terplay between the entropic and the mechanical bend-
ing energy costs Eloop(L) of forming the loop. For small
loops, the entropic penalty of forming the loop decreases
with the loop size L; however, Eloop(L)→∞ for small L
within WLC, which leads to a steep decrease in the over-
all cyclization probability. In contrast, ECH loop energy,
Eq. 5, approaches a constant for L → 0, which explains
why the corresponding j-factor reaches a minimum and
then begins to increase for small enough L, Fig. 3. This
very different qualitative behavior of WLC and ECH j-
factors for small loops can be used as a discriminating
experimental test of the models. The predicted minimum
value of the j-factor can be used to further discriminate
between models that exhibit the minimum: for example,
both KWLC39 and a recent version23 of MWLC predict
the minimum, but the loop sizes at which the minima
occur are substantially different from the ∼ 45 base pairs
predicted by ECH .
Within the proposed ECH framework of polymer bend-
ing, the central role is played by convexity proper-
ties of the effective bending energy between individual
monomers. For the DNA, we used the energy profile in-
ferred from statistical analysis of experimental structures
of protein-DNA complexes (Fig. 2) – the energy has a
clear non-convex region, responsible for the “softer”, lin-
ear bending mode of short DNA loops. The same general
considerations will hold for any effective bending energy
that has a distinct non-convex region regardless of its
origin24, including a kinkable WLC (kWLC) potential20.
Thus, even though ECH explains experimental results
perceived to be in contradiction with WLC, there is no
fundamental contradiction between the new framework
and the conceptual basis of WLC.
E. Origin of the non-convex bending energy of DNA.
To investigate, qualitatively, the physical origin of the
non-convexity of the DNA effective bending energy we
employed all-atom Molecular Dynamic (MD) simulations
of uniformly bent DNA circles of a wide range of sizes,
from small to very large, corresponding to almost unbent
DNA, see “Methods”. Specifically, we examined the aver-
age bending energy per base pare. The total bending en-
ergy profile obtained from these simulations, along with
the breakdown into components of different physical ori-
gin, are shown in Fig. 4; one can clearly see a prominent
non-convex region, in qualitative agreement with the ex-
periment, Fig. 2. The key parameter θa ≈ 1.5
◦ from the
MD simulations, which is not all that different from the
value of 2.2◦ inferred from the experimental data, Fig. 2.
Some discrepancy is likely due to sequence effects74,75,
force-field issues76,77, or the fact that the experiment-
based potential in Fig. 2 may itself deviate from reality
to some extent, as noted in the original publication32.
Importantly, the use of MD-derived θa = 1.5
◦ in Eqs. 5
and 6 results, see SI, in virtually the same close agree-
ment with the cyclization experiment we have seen Fig.
3, which is based on θa = 2.2
◦ derived from experiment.
This insensitivity of the prediction of ECH to the value
of its key input parameter points again to the robustness
of the framework. The following qualitative conclusions
can be made from the MD-based analysis of the DNA
bending, Fig. 2. For small bending angles, the total
energy is reasonably well approximated by a quadratic
function. However, once the bending reaches the transi-
tion angle θa, the VDW energy decreases at a rate faster
than the increase of the other terms combined, which re-
sults in a non-convex region of the total E(θ), Fig. 4.
It is this sharp decrease in the VDW contribution that
gives rise to the existence of a non-convex region in the
DNA bending energy. Further analysis, (inset in Fig. 4),
reveals that it is the attractive component of the VDW
interactions between DNA backbone atoms (backbone-
backbone), rather than base stacking, that is critical to
the counter-intuitive sharp decrease in the total bending
energy, see Supplementary Material for further atomistic
details. The key role of the backbone-backbone VDW
term suggests that it is the overall structure of DNA,
rather than sequence details, that is responsible for the
existence of the convex hull in the polymer’s effective
bending profile; variations in the DNA sequence may al-
ter the range of bending angles over which the convex
hull exists.
It is worth mentioning that local “bubbles” of bro-
ken WC bonds do not occur in our atomistic MD sim-
ulations of DNA circles where the uniform bending is
enforced by constraints on the phosphorous atoms, see
“Methods”. Yet, these simulations yield a non-convex
profile of the DNA bending energy, Fig. 4), which, as
we have demonstrated, always leads to the existence of
linear “soft” bending regime. Thus, the simulations sug-
gest that local DNA melting may not be necessary to
explain the high flexibility of strongly bent DNA and the
stark deviation of experimental j-factors from WLC pre-
dictions. We stress that we do not rule out “bubbles” of
broken WC bonds in actual sharply bent DNA; instead,
we predict that if WC bond breaking were suppressed
experimentally, the qualitative picture of sharply bent
DNA being much softer would remain, with the experi-
8FIG. 4: The effective DNA bending energy, per base
pair, and its physical components as a function of the
bending angle θ, inferred from all-atom MD simulations
of DNA circles of variable lengths (50-400 bp). The
main contribution to the non-convexity of the bending
energy comes from the Van der Waals (VDW)
interactions. The backbone-backbone part of these
interactions contribute the most to the non-convexity
due to a sharp increase in the attractive energy
component for 3◦ < θ < 4◦, as shown in the inset. For
reference, a WLC fit for the small angle bends
(≈ 1− 3.5◦) (grey dashed line) yields the persistence
length of 58.2 nm (≈ 172 bp), reasonably close to the
experimental value of ≈ 50 nm (≈ 150 bp).
mental j-factors still deviating from the WLC in a way
qualitatively similar78 to what is currently observed in
experiment, Fig. 3.
An analogy can be made here with the physics behind
the DNA overstretching plateau79,80, where the polymer
extension occurs at constant force, and the stretching
energy grows linearly with the polymer extension. This
peculiar regime can be explained21 via the same main ar-
gument used in the current work – the existence of a non-
convex region in the polymer deformation energy. In the
case of DNA overstretching, experiments have demon-
strated convincingly81 that WC bond breaking is not re-
quired for the existence of the characteristic plateau on
the force-extension diagram.
F. Beyond closed loops: a protein-DNA “complex”.
The proposed framework is based on one main assump-
tion: despite constraints, the polymer chain is still free
to explore sufficient conformational space to search for
minimum energy. So far, we focused on DNA loops
because of direct connection to key cyclization experi-
ments; the single constraint
∑N
i θi = α = 2pi is min-
imally restrictive. However, other realistic scenarios of
DNA bending, notably in protein-DNA complexes, may
involve different types of constraints that can confine the
polymer strongly enough to potentially violate the main
assumption to various degrees. Here we investigate to
which extent our main conclusion – deformation energy
of strongly bent DNA follows the convex hull of E(θ) –
may still hold in a model of protein-DNA complex, Fig. 5
and “Methods”. We vary the total positive charge Q of
the cylindrical core to modulate the electrostatic attrac-
tion of the negatively charged polymer (monomer charge
qs) to the core surface of the “protein”, and, hence, the
degree of the polymer confinement. In the limit of very
strong confinement (|Q/qs| → ∞), the polymer is forced
to be confined to a circular, uniformly bent path on the
surface of the cylindrical core, and has very few degrees
of freedom left to explore in this regime, solid red line
in Fig. 5. The average bending energy in this case fol-
lows the given functional form of E(θ) (red dashed line in
Fig. 5), and ECH clearly does not apply. As we decrease
the confinement strength, the polymer is allowed to as-
sume non-uniform bending conformations while lowering
its total bending energy. The effective bending energy
per monomer begins to approach the convex hull (solid
green and blue lines), making ECH more applicable. In
the case of the weakest confinement (solid purple line),
the polymer is still loosely bound to the core, but is al-
lowed to relax almost completely. This is the limiting
case described by our ECH model: the resulting energy
per monomer follows the convex hull fairly closely
We argue that it is this low confinement regime, where
ECH is relevant, that describes the real nucleosome13 –
arguably the most important DNA-protein complex. To
illustrate, we model a “variable confinement nucleosome”
by a coarse-grained 147-bp DNA fragment placed next to
a cylinder with relative dimensions of the actual histone
core67, see Methods; as the core chargeQ is increased, the
whole fragment starts to wrap around the cylinder once
the confinement strength is |Q/qs| ≥ 90. At this value of
the DNA confinement, the energy cost of pulling away a
fragment of ∼ 20 bp in our model is ≈ 10kBT , which is
comparable to ≈ 6kBT estimated from experiment
2 for
the fragment of the same length in the actual nucleosome.
Moreover, even for higher degrees of confinement, up to
|Q/qs| ≃ 200 (≃ 20kBT to pull away a 20 bp fragment),
the corresponding blue lines in Fig. 5 still approximate
the convex hull, and so ECH is still likely applicable, at
least qualitatively.
IV. CONCLUSION
It is now well established that slightly bent DNA be-
haves like an elastic rod – the deformation energy is a
quadratic (harmonic) function of the deformation. How-
ever, recent experiments demonstrated that strong bend-
ing of small DNA fragments could no longer be described
within this classical model.
Here we have proposed a novel framework for bending
of polymers, which is based on the consideration of con-
vex properties of the effective bending energy between
successive monomers. Within the framework, the bend-
ing energy is harmonic for small bends, but once the
average deformation reaches the convex hull of the ef-
9FIG. 5: Polymer bending in a “protein-DNA complex”
model with variable strength of polymer confinement
and curvature, see “Methods”. The red circle represents
the cylindrical charged core of the “protein” to which
the oppositely charged “DNA” (black chain) is
attracted. Under weak confinement, the system follows
the convex hull of the effective E(θ), while approaching
E(θ) (red dashed line) itself for strong confinement.
Shown is the average energy per bead against the
average bending angle θ, at different confinement
strengths governed by the ratio |Q/qs| of the confining
charge Q to the opposite charge qs of the confined
polymer. The intrinsic bending of the polymer is
described by (experimental) E(θ) from Fig. 2.
fective bending energy function, a “phase transition” to
the strongly bent regime occurs, in which the system’s
energy is a linear function of the average bending angle.
In this regime, which persists for as long as the aver-
age deformation is within the convex hull interval, the
two states of bending co-exits: some segments are bent
weakly, while others are bent strongly, with the propor-
tion of the latter increasing with the increased average
bend (e.g. shorter loops). The transition point from
the harmonic to the linear bending regime occurs at the
beginning of the convex hull segment – this point plays
a special role in the new theory. These general consid-
erations are expected to hold for any polymer with an
effective bending energy that has a distinct non-convex
region, regardless of its origin20,24.
For generic “sequence-averaged” double-stranded
DNA considered here, we conclude that the effective
bending deformation energy becomes non-convex for
strong bends greater than ∼ 2◦/bp, which corresponds
to circular loops shorter than ∼ 160 bp. The conclusion
about the DNA bending energy being non-convex relies
on an analysis of a large number of experimental protein-
DNA complexes, and is consistent with the shape of the
bending energy inferred from atomistic MD simulations.
The simulations also yield a qualitatively similar value for
the bend angle that marks the onset of the linear bend-
ing regime. Further, atomistic simulations of DNA circles
reveal that the attractive short-range Lennard-Jones in-
teractions between the backbone atoms are key for the
underlying non-convexity of the DNA effective bending
energy, leading to the linear bending regime. We use MD
simulations only for general reasoning, which is robust to
details of the simulation protocol.
In this work our focus is the main principle; future re-
finements of the ECH theory may be able to account for
details not considered here, such as sequence dependence
of the DNA bending energy, the influence of torsional
stress and supercoiling, etc. We have also just barely
touched upon structural consequences of ECH , such as
the number and distribution of “kinks” in tightly bent
DNA. An analysis of these features will likely lead to
more verifiable predictions of the theory. Likewise, we
have derived specific mathematical expressions for bend-
ing under only one type of constraint; other relevant
types of constraints need to be considered in more de-
tail to complete the theory. Based on our analysis, the
key conceptual features of ECH will likely hold.
The new theory does not contradict the conceptual ba-
sis of the classical models of DNA bending such as WLC,
but also agrees with recent experimental cyclization data
on strongly bent small DNA circles19. A completely
counter-intuitive prediction that cyclization probability
reaches a minimum for very small loops has proved to be
consistent with additional experimental data points, not
available to us when we made the prediction.
We believe that the novel general framework can be
used to analyze, at least conceptually, many other scenar-
ios of strong polymer bending, and should help interpret
future experimental observations.
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SUPPLEMENTARY MATE-
RIAL
VIII. CONVEX VS. NON-CONVEX BENDING ENERGY
FUNCTIONS
Below is an argument for the difference in bending be-
havior of polymers characterized by a convex vs. non-
convex bending energy. As in the main text, we assume
that the polymer deformation energy has only the bend-
ing component, which is isotropic. In all cases, bending
is induced by constraint
∑N
i θi = Nθ¯ = const, where θ¯
is the average bending angle of the polymer chain made
of N segments.
Without the loss of generality, consider the uniformly
bent conformation of a polymer with N = 2, and let’s
investigate its stability to perturbation. A perturba-
tion ∆θ that reduces the bend angle at one site means
that the other bending site must increase its bend angle
by ∆θ in order to satisfy the constraint Nθ¯ = const.
This perturbation changes the total energy Echain by
E(θ¯ + ∆θ) + E(θ¯ − ∆θ) − 2E(θ¯). If E(θ) is a con-
vex function (e.g. the black curve in Fig. 6), the per-
turbed system will have a higher energy than in the
initial uniformly bent case. This is because, by defini-
tion, a convex curve always lies below its chords, so that
2E(θ¯) < E(θ¯+∆θ)+E(θ¯−∆θ). Thus, the perturbation
leads to increase in system energy which implies that the
system was at a stable equilibrium. Therefore, the min-
imum energy conformation of a polymer with a convex
effective bending energy is always that of a uniformly
bent chain.
However, if the function E(θ) has a non-convex region,
e.g. the blue curve in Fig. 6, then for any θ¯ in that re-
gion, and ∆θ that does not take the system outside of
it, 2E(θ¯) > E(θ¯ + ∆θ) + E(θ¯ − ∆θ) , which means it
is possible to lower the energy of the polymer further
by non-uniform bending. Namely, one site is now bent
through θ¯−∆θ, and the other through θ¯+∆θ, with the
new value of the average chain energy per site, 12Echain
falling on the midpoint of the line (dashed red line in
Fig. 6) connecting the two new bending states on the en-
ergy curve. The longer the cord connecting the two per-
turbed states at θ¯−∆θ and θ¯+∆θ, the larger the energy
gain 2E(θ¯) − E(θ¯ + ∆θ) − E(θ¯ − ∆θ) due to the non-
uniform bending, for as long as the cord is completely
below the E(θ) curve. The largest energy gain, and thus
lowest possible Echain, is achieved for the limiting cord
that is the convex hull of E(θ) – the line segment tangent
to the non-convex function at two points, such that be-
tween these two points the value of the function is greater
FIG. 6: Two different forms for a bending energy profile
of a homopolymer. Shown is the (effective) bending
energy per site E(θ). If the profile is purely convex
down (black curve), the minimal energy conformations
of the polymer is uniform bending (all sites are
identically bent). If the function has a non-convex
region (blue curve), non-uniform bending is more
energetically favorable. In this case the total energy of
the system follows the convex hull of the energy curve
(red line).
than that at any point of the line segment. For this lim-
iting case, θ¯ −∆θ = θa, θ¯ +∆θ = θb.
IX. CONCAVE VS. CONVEX CLOSED LOOPS.
The exterior angle sum theorem is valid for convex
polygons, directly applicable to the sum of the tangent
vectors of a convex closed curve. We do not consider non-
convex (concave) closed curves here because these can not
minimize the deformation energy of a closed inextensible
elastic loop, at least as long as the effective bending en-
ergy E(θ) is a monotonic function of θ, or curvature κ.
(The existence of a non-convex region in E(θ) does not
imply a non-monotonic E(θ). )
The outline of an intuitive proof idea is as follows.
Any concave curve can be transformed – “banged out”
– to eliminate a local non-convex region while bringing
the bending energy down in the process, see Fig. 7 for
an illustration of the process for a shallow “dimple”.
For a deeper “dimple”, the procedure may involve two
steps. First, the entire convex portion of the curve is
“stretched out” via a uniform re-scaling of its curvature
κ(s)→ λκ(s), 0 < λ < 1. The bending energy of the con-
vex portion of the curve will become lower during this
step. Since the curve is inextensible, and there are no
breaks, points A and B will move further apart as a re-
sult, thus also reducing the curvature of the non-convex
“dimple” that spans the |AB| segment, and hence lower-
ing its bending energy. After that, the step in Fig. 7 is
applied, making the resulting curve convex, and lowering
its bending energy further. We do not pursue a more
formal proof based on variational calculus.
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FIG. 7: The bending energy of the concave closed curve
(top) can be reduced by reflecting the concave portion
of the curve across the convex hull line (|AB|, red), to
produce a fully convex curve (bottom). The procedure
reduces the bend angles θA and θB to, respectively,
θ∗A = θA − 2α and θ
∗
B = θB − 2β, while keeping the
curvature unchanged everywhere else along the curve.
For a monotonic E(θ) the net result is a lower bending
energy of the loop.
X. NON-CONVEX BENDING ENERGY FUNCTION
LEADS TO BI-MODAL DISTRIBUTION OF BENDING
ANGLES
One clear consequence of non-convexity of the bending
potential (Fig. 6), is that the corresponding distribution
of polymer bend angles becomes bi-modal once the av-
erage bending angle θ¯ is within the convex hull region.
A weak enough bending is always uniform, for as long
as the average bend angle θ¯ is below θa. As the average
bend angle becomes just slightly larger than θa, most
of the segments are still bent weakly through θa, but a
small fraction becomes strongly bent through θb. As the
constraint forces the system to bend further, the frac-
tion of the strongly bent segments increases linearly with
θ¯, until, eventually all the segments are strongly bent
through θb. Beyond that point the system re-enters the
uniform bending regime again. Here we confirm this ex-
pectation quantitatively, for a coarse-grained DNA model
with one bead per bp. Specifically, we have analyzed an-
gular distribution of different sized loops, from 6 to 600
bp long. The closed loops were created and simulated as
discussed with the Main text. The loops were simulated
at T = 300K to create 100,000 snapshots. The corre-
sponding probability distribution of bend angles for each
loop size is shown in Fig. 8.
Note that for a large, but finite N ≫ 1, the predictions
in Fig. 8 should be interpreted as applicable to the entire
conformational ensemble of bent loops; in particular, the
predicted linear dependence of the fractions of strongly
and weakly bent fragments apply to the ensemble aver-
ages. For a given value of θ¯, between θa and θb, one will
observe a distribution of tightly bent fragments among
the loops, a given loop can have none or more than one;
bent conformations we observed in our MC simulations
were qualitatively consistent with the above picture. In
this work we did not pursue a detailed analysis of “struc-
tural” consequences of ECH model, in part because of an
uncertainty associated with the value of θb appropriate
for double-stranded DNA. We hope to revisit this issue
in the future.
FIG. 8: Angular probability distributions at 300K
resulting from the non-convex bending potential (Fig. 2
of the main text) used in coarse-grained simulations of
DNA closed loops of variable size. As the loop size
(indicated in the top right corner) decreases, the
average bending angle per base pair increases. When
the average angle falls into the convex hull range, the
angular distribution becomes bi-modal with peaks at θa
and θb, corresponding to the weakly and strongly bent
states, respectively. The bending through the larger of
the two values, θb, can be interpreted as “kinking”. The
fractional occupancy of both of these states of bending
is shown in the inset as a function of the average bend
angle θ¯. Circles: occupancy of the strongly bent state.
Squares: occupancy of the weakly bent state.
Out-of-plane motion likely affects angular probability
distribution of the largest (600 bp) loop, which may
explain the shift, compared to expectation, of the
position of the corresponding distribution peak.
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FIG. 9: Examples of a 60- base-pair (left) and 80-
base-pair (right) loop from the conformational ensemble
shown in Fig. 8.
XI. J-FACTOR ENVELOPE FUNCTIONS AND FITTING
TO EXPERIMENT
The difference between ECH and WLC models is en-
coded in the j-factor via
j(L) ≃
k
L3p
(
Lp
L
)5
exp
(
−
Eloop(L)
kBT
+
L
4Lp
)
(7)
where Eloop is the bending energy of forming a loop
within each model, see Main Text. For quantitative com-
parison with experiment we follow the standard approach
and augment the above formula with an oscillatory term
that accounts for periodic variations in J(L) due to tor-
sional rigidity.
Specifically, the torsional dependence of the j-factor is
represented by a cosine function, similar to that of the
original work72, to oscillate between the upper and lower
envelope functions, with a period of h = 10 bp, see Fig.
3 in the Main Text.
J(L) =
1
2
[
Jtop
(
1 + cos
(2piL
10
))
+ Jbot
(
1− cos
(2piL
10
))]
(8)
where the “top”/“bottom” envelope curves have the
functional form of the j-factor in Eq. 7,
Jtop/bot(L) =
ktop/bot
L3p
(
Lp
L
)5
e
(
Lpθa(2pi− 12Lθa)+
L
4Lp
)
(9)
Here we are only interested in loops of length L < 160
bp, since for L > 160 bp ECH =WLC by construction for
DNA. Thus, the curve representing ECH in Fig. 3 of the
main text is Eq. 8, with the corresponding top/bottom
envelope functions given by Eqs. 9.
For the case of WLC we replace Eloop(L) with the ap-
propriate expression, so Jtop/bot used in Eq. 8 are now
given by:
Jtop/bot(L) =
ktop/bot
L3p
(
Lp
L
)5
e
(
2pi2
Lp
L
+ L
4Lp
)
(10)
The values of ktop, kbot in the above equations are in-
ferred from fitting Eq. 8 to experimental J(L) points;
since we have added an oscillatory part to j(L) of Eq. 7,
we need two parameters in the functional form of J(L).
For the fit we have chosen two experimental data points
for loop lengths L = 101 bp (the top envelope of j(L))
and 106 bp (the bottom envelope). The reason we chose
J(L) that correspond to the largest L available is because
the resulting fit presents the most stringent test for the
model in the tight bending regime where L is small. Note
that each curve in Fig. 3 of the Main Text, and Figs. 10a,
10b, has its own set of best fits values of ktop, kbot, which
explains why the WLC and ECH curves do not coincide
in the limit of large loops, where ECH approaches WLC.
TABLE I: j-factor ratios, J(L1)/J(L2), predicted using
ECH and WLC models compared with experiment19.
L1(bp) L2(bp) Experiment ECH WLC
40 50 1.50 0.993 1.12×10−6
71 101 1.51×10−1 2.01×10−1 3.08×10−6
80 101 2.17×10−1 3.28×10−1 6.10×10−4
90 101 3.56×10−1 5.59×10−1 3.73×10−2
The ECH envelope functions, Eqs. 9, have a minimum,
which can be derived directly from the expression of j-
factor (Eq. 7). The minimum occurs at
L =
5
1
4Lp
+
Lpθ2a
2
(11)
Using the value of Lp = 150 bp and θa = 2.2
◦, the mini-
mum of j-factor is found at L ≃ 45 bp. No such minimum
exists in the WLC case in the range of L of interest to
us.
Note that ratios of J-factors at integer values of helical
repeats can be predicted directly from Eq. 7, which does
not contain the oscillatory components. The constant k
also cancels, which presents a convenient way to compare
ECH theory directly to experiment, Table I.
XII. ROBUSTNESS TO MODEL DETAILS
The key parameter of the ECH theory is the transi-
tion point, θa from the quadratic to the linear bending
regime. As seen from Fig. 10, a good agreement with the
experimental j-factors is achieved over a relatively broad
range of θa values. Specifically, both θa = 2.2
◦ inferred
from experiment, and θa = 1.5
◦ obtained from atomistic
MD simulations (see Main Text) yield nearly the same
agreement with experiment. In both cases, the counter-
intuitive prediction of increased cyclization probability
for very short loops hold.
Predictions of ECH framework are also robust to the
precise value of the helical repeat parameter h used in
Eqs. 8 and 7 to account for the torsional stress created
by loops with non-integer number of helical repeats. The
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FIG. 10: Robustness of ECH model predictions (green
curves ) to its input parameters. In (a), j-factors are
estimated using base-pair per helical repeat h = 10, and
in (b) h = 10.5. In each panel, the ECH predictions are
based on two different values of the key input
parameter. Solid green lines correspond to θa = 2.2
◦
inferred from experiment, and dashed green lines
correspond to θa = 1.5
◦ from MD simulations. The
fitting procedure is the same as described above, the
two experimental points used to obtain the asymptotes
are indicated by dashed black circles. For (a) these
points are the same as in the main text.
use of h = 10.5, more appropriate for DNA in solution82,
vs. h = 10 corresponding to classical B-form, has little
affect on the agreement of the predicted j-factors with
the experiment.
FIG. 11: The increase of the bending angle of the DNA
duplex causes a decrease in the average distance
between atom pairs that contribute significantly to the
total VDW EV DW energy, modeled here as the
Lennard-Jones (LJ) potential; the atoms move deeper
into the LJ potential well. The shape of the well is
conducive of a sharp decrease in the total VDW energy
upon small changes in the atom-atom distance rij
caused by the DNA bending. Once the average distance
passes the LJ well minimum, the VDW energy begins to
increase again.
XIII. ORIGIN OF THE NON-CONVEX BENDING AT
THE ATOMIC LEVEL
To illustrate, at the atomic level, the origin of the non-
convex behavior of the backbone-backbone VDW energy,
consider pairs of oxygen (O) atoms in the backbone. We
choose these atoms because they have one of the lowest
VDW energy minima out of all atom pairs in the DNA,
and have most atom pairs within the effective short range
of the interaction. The O-O VDW energy as a function of
pairwise distance rij has a potential well at rmin ∼ 3.3A˚,
Fig. 11. Further analysis of pairwise interatomic dis-
tances reveals that as the double helix bends, the geom-
etry of the backbone deforms in a way that more oxygen
atoms pairs fall into this well (∼ 3.1− 3.5A˚): beyond θa
the accumulation of the attractive contributions begins
to sharply lower the total interaction energy compared to
the native, unbent state where all the oxygen atoms are
significantly further apart (>4.0A˚) than the well mini-
mum. As the helix bends further, these O-O pairs even-
tually pass the LJ minimum, and begin to climb onto
the repulsive wall, which increases the total VDW inter-
action energy, as seen in the corresponding figure of the
main text.
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