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Abstract 
 
 When developing language processing systems, 
developers usually assume example sentences of their 
own language before designing the syntax. They may 
construct language syntax by repeating the 
generalization from multiple example sentences to the 
form of syntax. In the process,  it is necessary to 
construct the syntax step by step while considering the 
priority of the syntax such as the order of the 
operators， the syntax analysis method to be adopted 
and the rule of the formal grammar. After defining 
syntax, they also need to implement a parser that 
generates abstract syntax trees. 
 In this research, for the purpose of designing syntax of 
programming languages, we propose a method that can 
generalize task of creating syntax from example 
sentences stepwise and interactively. The method has 
two strategies. (1) Stepwise: We support incremental 
syntax construction process by formulating guidelines 
from syntax classification accordingly. (2) Interactive: 
We support generalization using example sentences 
provided by users. The system proposes candidates of 
syntax rules, and letting interactive editing on required 
parts. After the syntax is obtained, corresponding 
abstract syntax is also generated from its syntax 
information. Furthermore, we implemented this method 
in a prototype system and evaluated it. 
 
1.  はじめに	
	 言語処理系開発の際，ふつう開発者は構文を構築する
前に独自言語の入力例文を想定し，複数の例文から構文
の形への一般化を繰り返すことで構文構築を進める．そ
の過程では，採用する構文解析法や形式文法のルール，	
構文同士の優先順位などを考慮しながら構文構築を行う
必要がある．	
	 例えば，トップダウン構文解析法では左再帰構造が構
文内に現れないよう注意する必要がある．トップダウン
構文解析法では入力文字列の左端から順に構文規則を適
応し，マッチした非終端記号を展開していくことで構文
木を導出する．したがって，非終端記号を展開したとき
展開結果の先頭にその非終端記号自身が現れる場合には
無限ループに陥り解析を終了できない．また，PEG
（Parsing Expression Grammar）[1]は形式文法の一種であ
り再帰下降構文解析器の文法を示すことができるが，
PEG では到達不能な要素が構文規則内に現れないように
する必要がある．PEG の大きな特徴は曖昧さが存在しな
いことである．	PEG では「選択肢を順番に適応し最初
に解析が成功したものを採用する」という意味の
「	/	」を，文脈自由文法で一般的に使用される「選択
肢のうちのどれか」を表す「	|	」の代わりに利用す
る．ここで注意しなくてはいけないのは構文規則の右辺
の順番である．例えば「A	→	a	/	ab」という構文規則
の場合には，「a」が「ab」の接頭辞となるため「ab」に
は到達できない．しかし，これらのルールを完璧に把握
し作業を行うことは容易ではなく，構文構築には多くの
バグやエラーがつきまとう．そのため，構文解析法や形
式文法の違いに囚われず構文構築を行える方法が必要で
ある．		
	 本研究では構文構築の支援を目的として，入力例文か
ら構文規則への一般化作業を段階的・対話的に行える手
法を提案する．本手法は以下の 2 つの特徴を持つ：
（1）段階的：構文構築を効率よく進めるためには構文
の構築順を考え，段階的に作業を進めることが重要であ
る．構築順を考えることで構文構築中の手戻りのような
無駄な操作を減らすことができるからである．構築順は
構文同士の依存関係や優先順位から決定できる．しか
し，構文同士の依存関係は複雑になることが多く構築順
を意識しながら構文構築を進めるのは困難である．そこ
で構文分類から構文構築のガイドラインを策定し，それ
に沿って構文構築を進めさせることで段階的な構文構築
を支援する．（2）対話的：ユーザからの入力例文を受
け構文規則の一般化例を提案し，必要な部分について対
話的に編集を行わせることで一般化を支援する．また，
解析結果を利用して何らかの処理を行うことが想定され
るため，得られた構文情報から対応する抽象構文も生成
する．本研究では，これらの特徴をプロトタイプシステ
ムとして実装し，正確性に関して評価を行った．正確性
の評価ではシステムを用いていくつかの言語の構文構築
 を行い，その構文の解析率と表現の正しさについて考察
を行う．		
	
2.  提案手法	
	 本研究では構文構築を段階的・対話的に行える手法を
提案する．構文の構築順を定め段階的に構文を構築させ
ることで，手戻りの防止など構文構築の妨げとなる要因
を排除できると考える．また，1 つ 1 つの生成規則を作
成する際，独自言語の入力例文から構文規則を提案し対
話的に編集させることで，構文解析法や形式文法の違い
に囚われずに構文を構築することができる．以降では段
階的・対話的な構文構築について述べる．	
	
2.1.  段階的な構文構築	
	 本研究での構文の依存の定義についてここで述べる．
そこで準備として文脈自由文法について定義を行う．文
脈自由文法 G はタプル G=(N，T，P，S)で表すことがで
きる．N は非終端記号の集合，T は終端記号の集合，S
は開始非終端記号，P は生成規則の集合で P⊆(N	×	
V*)で表現できる．V は N∪T で表現される文法記号列
である．以降では非終端記号を A，B，C のような大文
字アルファベット，終端記号を a，b，c のような小文字
アルファベット，文法記号列は α，β のような小文字ギ
リシャ文で表現する．また，生成規則 A→β は(A，β)∈
P と等価である．本研究での依存とは(A，β)∈P の β に
B が現れる時「A は B に依存する」と定義する．		
	 非終端記号の依存関係や演算子の優先順位を考えると
効率的な構文の構築順はある程度決まってくる．しか
し，1 つの非終端記号が複数の非終端記号に依存してい
る場合や依存している非終端記号がさらに他の非終端記
号に依存している場合など依存関係は複雑になることが
多い．これを意識しながら構文構築を進めることは容易
ではなく，作業の妨げになってしまう．そこで非終端記
号の分類から構文構築順を導出し，それに沿って作業を
行うことで効率的な構文構築を支援できると考えた．例
えば，簡単な演算と print 機能を持つ言語 MyLang の非終
端記号の分類と依存は図 1 のようになる．ただし，
PrimaryExpr は構築済みであるとする．	
	
	
図 1	非終端記号の分類と構築順	
MyLang の構文構築順は数字で示されている通りであ
る．MyLang では PrintStmt が Expr に依存しているた
め，PrintStmt の前に Expr を作成する必要がある．この
ように被依存構文を優先して作成することで，段階的に
構文構築を行うことができる．	
	
2.2.  対話的な構文構築	
	 段階的特徴によって構文構築中の不都合を解決できる
が，1 つ１つの構文規則の作成に関しては依然問題が残
る．1 節で述べた通り，構文解析法や形式文法にはそれ
ぞれルールや制約が存在する．構文規則を作成する際に
はこれらのルールや制約を理解し実装を行わなければな
らない．構文規則の量が多くなればなるほど実装は複雑
になり，ルールや制約違反によるバグやエラーが増えて
しまう．	
	 独自言語の構文を構築する前には，ふつう入力例文が
想定されているはずである．本手法では，この入力例文
から構文規則例を提案し，対話的に編集を加えていくこ
とで構文を完成させる．構文規則例の提案の際には，ル
ールや制約に則った形で提案されるため，それらを意識
することなく構文構築を進めることができる．	
	 本研究では対話的な構文構築を実現するためプロトタ
イプシステムを実装した．対話的な操作と GUI 表現は相
性がよく，効率的に構文構築を進められると考える．次
節でシステムの概要を示す．	
	
2.3.  システム概要	
	 図 2 にシステムの外観を示す．	
	
	
図 2	システム外観	
	
図 2 の①は独自言語の入力例文を入力する「エディター
部」である．エディター部内の入力欄は任意個作成が可
能になっている．図 2 の②は「ツールバー」である．ツ
ールバーでは作成する構文の予約語，構文の分類，構文
名を指定することができる．generate ボタンを押下する
ことで構文規則例が提示される．右端の setting ボタンを
 押下することでカテゴライズウィンドウが現れる．カテ
ゴライズウィンドウでは構文の分類に関する操作と構文
に対する依存性の注入を行うことができる．図 2 の③は
編集領域となっている．ここでは入力例文から提示され
た構文規則例に対して編集を行うことができる．	
	 本システムで提示されるのは PEG 構文である．1 節で
述べた通り PEG には曖昧さがなく，構文規則の右辺を
「	/	」で区切る．これによって構文規則内に明確に優
先順位が生まれるため段階的な構文構築に適していると
考えた．また，PEG では字句解析器を別途作成する必要
がないため実装が行いやすいと考えた．		
	
3.  アルゴリズム	
	 本節では，システムを利用して実際に構文を構築する
流れとそのアルゴリズムについて述べる．	
	 本システムではデフォルト構文が定義されている．デ
フォルト構文には Identifier（識別子），NumericLiteral
（数リテラル），StringLiteral（文字列リテラル）が定義
されている．	
	
3.1.  構文分類とガイドライン	
	 本システムを利用して構文を構築するにあたって，ま
ず構文内に現れる非終端記号の分類と依存性の注入を行
う必要がある．これらの作業はカテゴライズウィンドウ
で行う．この非終端記号を基に構文構築順を導出する．
構築順は，解析の開始非終端記号から順に依存関係や構
文の優先順位を考慮しながら展開することで得られる．	
	 解析の開始非終端記号 S から順に，依存関係や構文の
優先順位を考慮しながら構文構築順を導出していく．
(A，α)	∈P の α に B が現れる場合，A は B に依存する
ので構築順は「B，A」の順になる．また α に「α1，α2，
α3」の順に優先順位が存在する時，構築順は「α3，α2，
α1」の順になる．ただし，(A，α)	∈P の α に B が現れ
かつ B が推移的に A に依存する場合には A に対して B
の依存性の注入を行う必要はない．図 1 の MyLang を例
に構築順の導出の流れを図 3 に示す．	
	
	
図 3	構築順導出順序	
	
MyLang の開始非終端記号は Program である．Program に
は Stmt が分類されているのでここまでの構築順は
「 Stmt ， Program 」となる．同様に Stmt を見ると
「PrintStmt，Stmt，Program」となる．しかし，PrintStmt
は Expr に依存しているため，先に Expr を作成する必要
がある．そのため構築順は「Expr，PrintStmt，Stmt，
Program」となる．Expr に分類された構文は他の構文に
依存していないため優先順位のみを考慮すればよい．ま
た，PrimaryExpr はすでに構築済みであるため構築順には
含まれない．その結果「AddExpr，MultExpr，Expr，
PrintStmt，Stmt，Program」となり構築順が導出できる．	
	 構文の構築順導出と同時にそれぞれの構文に重み付け
も行う．この重みは 3.3.2.で述べるシンボル列の繰り返
し構造検出で利用する．構文の重みは，構文分類を木構
造で表現したとき根に現れる構文の重みを 1 とし，階層
を下る毎に 1 ずつ加算することで得られる．		
	
3.2.  ラベル付け	
	 構築順の導出後，システムは作成すべき構文をユーザ
に指示する．ユーザは指示された構文の入力例文をエデ
ィター部に入力していく．入力はスペース区切りでなけ
ればならない．例えば「var□num□=□1□+□2□;」の
ように予約語や記号に関しても必ずスペースで区切る．
このスペース区切りの入力を入力列と呼ぶ．	
	 構文導出では，まず入力列に対してラベル付けを行っ
ていく．ラベル付けは予約語と定義済みの構文について
行う．ラベル付けの例を図 4 に示す．		
	
	
図 4	ラベル付け例	
	
予約語についてのラベル付けは入力列要素との文字列比
較で行い，一致したものに予約語ラベルをつけていく．
上記の入力例で「var」を予約語とすると，「reserve_0	a	
=	1	+	2	;」とラベル付けされる．定義済み構文につい
てのラベル付けでは，入力列内の定義済み構文による構
文解析が成功する部分列を列挙し，それらのなかで他を
内包するものを優先的に採用していく．上記の入力例に
対して定義済みの構文でラベル付けすることを考える．
この時，代入式と加算演算と整数と識別子の構文は定義
済みであるとする．したがって，上記の入力列から解析
結果として「a	=	1	+	2	→	代入式」「1	+	2	→	加算演
算」「a	→	識別子」「1	→	整数」「2	→	整数」が得ら
れる．代入式の解析結果は他の 4 つの解析結果を内包し
ているため，それが採用される．その結果「reserve_0	
 grammer_0	;」と構文ラベル付けがされ，ラベル付き入
力列が完成する．	
	
3.3.  構造の推定	
	 複数の入力例から得られたラベル付き入力列からそれ
を代表する 1 つの表現を生成する．これをシンボル列と
呼ぶ．より詳細には，シンボル列は複数のラベル付き入
力列の共通する部分列を括り，1 つにまとめたものであ
り構文規則右辺の原型となるものである．構文推定で
は，ラベル付き入力列からシンボル列を生成し，次にシ
ンボル列内に含まれる繰り返し構造の検出を行う．以降
でそれぞれ説明する．	
	
3.3.1.  シンボル列生成	
	 1 つの構文に対する複数の入力例はほぼ同じ構造をし
ているはずである．したがって，複数のラベル付き入力
列をまとめることで構文がどのような情報で構成されて
いるかを知ることができる．シンボル列生成プロセスで
は複数のラベル付き入力列からシンボル列の生成を行
う．	
	 本システムでのシンボル列生成アルゴリズムを図 5 に
示す．シンボル列生成では，まず複数のラベル付き入力
列のうち最長のものの要素でシンボルを生成し，シンボ
ル列を初期化する．そのシンボル列に対して他のラベル
付き入力列を括り付けしていく．それぞれのシンボルは
どのような値を持つかを表す属性を保持しており，その
属性によって括り先シンボルを判別する．属性はラベル
付き入力列要素から判別できる．予約語ラベルは予約語
属性，構文ラベルは非終端記号属性，それ以外は記号属
性が与えられる．シンボルとラベル付き入力列要素の括
り付けでは，ラベル付き入力列要素の括り先をシンボル
列の lowestDist 以降から探す．lowestDist は最後に括り先
シンボルに指定されたシンボルの次シンボルのインデッ
クスを表す．複数の入力例の構造はほぼ同じだと仮定し
ているため，インデックス i のラベル付き入力列要素の
括り先がインデックス j(j	>=	i)のシンボルの時，インデ
ックス i+1 のラベル付き入力列要素の括り先はインデッ
クス j+1 以降にあると仮定できる．探索中のシンボルと
ラベル付き入力列要素の属性が同じ場合には括り先優先
順位リストにシンボルを追加する．異なった場合には探
索を継続する．属性が同じで，かつラベル付き入力列要
素の値を含むシンボルが見つかった場合にはそれを最優
先の括り先として追加し探索を終了する．探索終了後に
は括り先として優先度の一番高いシンボルに括りつけ
る．	ラベル付き入力列要素と括り先シンボルのインデ
ックスが異なる場合にはラベル付き入力列要素インデッ
クスから括り先シンボルインデックスまでのシンボル
に，「0 もしくは 1 つ」（Optional）なシンボルであるこ
とを表す空文字列を追加する．その後 lowestDist の更新
を行う．また，全てのラベル付き入力列要素の括り付け
後，lowestDist の値がシンボル列の末尾を指していなか
った場合，lowestDist からシンボル列末尾にも同様に空
文字列を追加する．		
	
3.3.2.  繰り返し構造検出	
	 シンボル列生成後，シンボル列の繰り返し構造を検出
する．シンボル列内に現れる繰り返し構造は 3 パターン
存在する．1 つ目はシンボル列全体を 1 つの非終端記号
の繰り返しで表現できるパターンである．例えば，1 個
以上の非終端記号を列挙できる構文規則は「A+」で表現
できる。2 つ目はシンボル列全体を非終端記号と任意の
記号列の繰り返しで表現できるパターンである．例え
ば，加算演算構文は加算記号+を用いて「A	(‘+’	
A)*」と表現することができる．3 つ目はシンボル列内
に部分的に繰り返し構造が現れるパターンである．例え
ば，一般的な if 文の else if 節は 0 回以上現れる可能性を
持つ．これは「if	...	(else if	...)*	...」と表現でき
る．本システムではこれらのパターンをシンボル列の中
から検出し一般化を行う．	
	
	
図 5	シンボル列生成アルゴリズム	
	
	 1 つ目と 2 つ目のパターンを検出するため，まずシン
ボル列全体を繰り返しで表現できるかどうかを検査す
る．そのためまずシンボル列内に現れる非終端記号と記
号をそれぞれ一覧として列挙し，それらの組み合わせを
作成する．この組み合わせからテスト用の構文規則を作
成し，入力例文全てを解析できたテスト構文規則があっ
た場合にはシンボル列をそのテスト構文規則に合うよう
に変形する．解析できたテスト構文規則が複数ある場合
には構文規則に現れる非終端記号の重みの和を比較し，
最大のものを採用する．しかし，単純にシンボル列内に
現れる非終端記号の組み合わせを考えるだけでは全ての
 入力を解析できず，検査漏れが生じる可能性がある．そ
こで列挙された非終端記号の分類非終端記号も考慮す
る．この流れを図 6 に示す．図 6 は図 1 で示した
MyLang の AddExpr を作成する際に，ラベル付き入力列
から繰り返し構造を検出する挙動例である．	
	
	
図 6	AddExpr 作成挙動例	
	
図 6 では AddExpr のラベル付き入力列として「Num	+	
Num	+	Num」と「Id	+	Id」が与えられ，シンボル列が
生成されている．このシンボル列に含まれる非終端記号
は Num と Id である．また，Num と Id は PrimaryExpr に
分類されるため PrimaryExpr も検査対象の非終端記号と
する．記号は「+」のみである．これらの非終端記号と
記号を用いて繰り返しパターン一覧を作成する．作成さ
れるパターンは図 6 下の表の通りである．これらのパタ
ーンを用いて入力例全ての構文解析を行うと，全てを解
析できるのは「PrimaryExpr(‘+’PrimaryExpr)*」のみで
あるため，これを基にシンボル列を変形する．	またこ
れらのパターンが検出された場合は，シンボル列全体で
繰り返し構造を表現しているという意味の属性を付与す
る．	
	 3 つ目のパターンの場合にはシンボル列内の Optional
シンボルを基に繰り返し構造検出を行う．まず Optional
シンボルを列挙し，その中で繰り返しが存在するかどう
かを確認する．もし Optional シンボル列の中に繰り返し
が存在するならそれらのシンボルには「0 回以上の繰り
返し」(zeroMore)属性を付与する．また zeroMore 属性が
付与されたシンボル列と同じ構造が Optional でないシン
ボル列にあった場合にはさらに「1 回以上の繰り返し」
(oneMore)属性を付与する．	
	
3.4.  シンボル列編集	
	 シンボル列内のそれぞれのシンボルに対して値の編集
と名前付けを行う．編集作業は編集領域で行われる．値
の編集では，入力例だけでは挙げきれなかった演算子や
予約語の追加と非終端記号の追加・編集を行う．名前付
けではそれぞれのシンボルに名前を付けていく．この名
前は抽象構文木のノード名となる．そのため，非終端記
号属性シンボルには名前づけが必須である．また予約語
属性シンボルには名前をつけることはできず，記号属性
シンボルにはつけてもつけなくても良い．名前を付けな
かった場合には構文内で意味を持たないことになり，抽
象構文木に現れなくなる．	
	
3.5.  構文生成	
	 ここまでで作成されたシンボル列の属性と値から，
PEG の構文規則を生成していく．構造推定の際にパター
ン 1 もしくはパターン 2 の繰り返し構造を検出していた
場合には，それに応じて構文規則を生成する．パターン
1 の場合にはシンボル列は 1 つのシンボルで構成されて
いるはずであるため「A+」の形で構築する．パターン 2
の場合にはシンボル列は 3 つのシンボル[非終端記号シ
ンボル，記号シンボル，非終端記号シンボル]で構成さ
れているはずである．よって構文規則を「A	(b	C)*」の
形で構築する．それ以外の場合にはシンボル列を先頭か
ら順に構文規則に変換していく．Optional や繰り返し属
性が付与されていない場合は，シンボルに付与された値
を優先順位に注意しながら列挙する．Optional 属性が付
与されたシンボルには列挙された値に「?」を付け対応
する．繰り返し属性が付与されている場合には「*」も
しくは「+」を付与することでそれぞれの繰り返し表現
に対応する．また名前の付与されたシンボルを構文規則
に変換する場合には，構文規則の前に「NAME:(...)」
のように名前を指定する．PEG では構文解析の途中結果
を用いて何らかの処理を行うアクションを記述できる．
NAME が付与された構文規則要素の解析結果は，アクシ
ョン中で名前参照が可能になる．このアクションを利用
して抽象構文の定義を行う．	
	
4.  評価	
	 本研究では，プロトタイプシステムを用いて構築した
構文に関して(1)構築した構文に基づいて作成したパー
サが正しく入力を解析できるか，(2)生成された構文規
則が適切な形式であるかの 2 点について実験を行い，正
確性について考察を行う．評価にあたって JSON， 
Uniform Resource Locator(URL)，SQL サブセットの 3 つ
の言語の構文を構築した．また著者がこれらの構文を作
成するためにかけた時間を計測し，考察を行った．表 1
に構文の規模（構文数），構文の分類にかかった時間，
構文構築にかかった時間を示す．	
	
表 1	言語の規模と構築にかかる時間	
	 構文数	 分類時間	 構築時間	
JSON 6	 3 分	 3 分	
URL 11	 4 分	 22 分	
SQL 33	 6 分	 65 分	
Tiger 35	 14 分	 30 分	
 評価対象の言語は繰り返し構造と依存関係の両方を持つ
ものから選んだ．JSON はデータ記述言語の 1 種，URL
はインターネット上のリソースの場所を特定するための
書式，SQL サブセットは SQL 構文のうちテーブル操作
に関するもののみを持った部分的な SQL 言語，Tiger は
コンパイラの教科書[2]で紹介されている小さめな手続き
型言語である．(1)の評価では構築された PEG 構文から
Packrat Parser[3]を生成し，テスト入力を正しく解析でき
るかどうかを実験する．JSON，URL， SQL サブセット
のテスト入力は github 上の ANTLR の文法例リポジトリ
[4]内にあるテスト用例文を利用する．SQL のテスト入
力にはテーブル操作以外の構文も含まれているため，適
宜削除する．Tiger のテスト入力は教科書内のコードを利
用する．(2)の評価では構築された PEG 構文が不自然な
形式になっていないかどうかを目視で確認する． 
	 (1)の実験では全てのテスト入力を正しく解析するこ
とができた．(2)の実験で不適切な形式で表現されてい
たのは，URL 言語の「url 構文」であった．	url 構文の
シンボル列には Optional なシンボル「Symbol	(“:”)，
Symbol(portNum)，Symbol	(“/”)，Symbol	(Path)」が
連続して現れる．ユーザの意図を汲むなら，これらのシ
ンボルは「(“:”	portNum)?		(“/”	Path)?」という構
文規則に変換されるのが適切である．しかし，本システ
ムでは Optional，zeroMore，oneMore 属性のシンボルが
連続していた場合，それぞれ個別に構文規則に変換して
いる．そのためこれらのシンボルは「”:”?	portNum?	
“/”?	Path?」という構文規則に変換される．これらの
属性を持つシンボルが連続して現れた場合，システムが
どこでシンボルを区切れば良いか判断できないからであ
る．この点は今後の課題として改善が必要である．		
	
5.  考察	
	 評価実験により本システムによって構築される構文が
正しく解析を行えることを示した．また，評価に必要な
言語の構文構築の際には手戻りのような無駄な操作が存
在せず，段階的な構文構築による支援が効果的に働いて
いると考えられる．		
	 表 1 の構文構築時間と構文数から 1 つの構文を平均約
1 分半で構築できることがわかる．また入力例文から構
文規則を提案するためにかかる時間は，繰り返し構造検
出を行う場合に 10〜20 秒程度，検出を行わない場合に 3
秒程度であった．しかし，それよりも大幅に時間のかか
った構文も確認できた．	URL 言語で作成した「url 構
文」が最も時間がかかり，構文構築に約 10 分かかっ
た．内訳は構文規則提案に 9 分，それ以外の操作に 1 分
程度である．3.3.節で述べた通り，本システムではシン
ボル列に含まれる非終端記号と記号の一覧から繰り返し
構造検出を行なう．url 構文には 7 個の非終端記号と 4 つ
の記号が含まれる．これらの全組み合わせを考え，繰り
返し構造検出を行おうとするため，構文規則提案に膨大
な時間がかかってしまった．しかし，実際には url 構文
内には繰り返し構造は存在しないため，この検出処理は
本来不要である．構文内に繰り返し構造が存在しない場
合に，繰り返し構造検出処理を早期に終了するアルゴリ
ズムの改善が必要である。また，シンボル列から繰り返
し構造が検出できた際，繰り返し構造候補が複数存在す
る場合には候補の非終端記号の重みの合計が最も大きい
ものを採用している．しかし，重みが同じだった場合に
は先に解析が成功した方を採用するなど，必ずしも適し
た候補を採用できているわけではない．より適切な候補
を提案できるよう，候補決定アルゴリズムを考察する必
要がある．	
	
6.  関連研究	
	 programming by example の理論を利用した対話的なパ
ーサ開発の手法が Alan らによって提唱されている[5]．
Alan らはこの手法を Parsify というシステムとして実装
している．Parsify では対話的な操作によって構文を構築
することができる．ユーザは独自言語の入力例文に対し
て，ラベルづけを行うことで構文情報を与える．それら
の構文情報から考えられる構文木を生成し，ユーザに選
択させることで構文の生成規則を生成していく．曖昧さ
除去や演算子の結合性の決定，左再帰構造の除去なども
GUI を通して対話的に行うことができるため，パーサ開
発者はそれらの実装法の理解がなくとも効率的にパーサ
開発が行える．Alan らは Parsify でより効率的に構文構
築を進める手段の 1 つとして，ボトムアップに構文を構
築することを述べている．これは，実験中に手戻りによ
る無駄な操作が生じたことから，その解決策として提案
されている．しかし，依存関係の複雑さなどから構築順
を意識しながら構文構築を進めるのは困難である．	
	
7.  おわりに	
	 本研究では段階的・対話的に構文構築を行える手法を
システムとして実装し，構文構築の支援を行った．本シ
ステムは，構文構築順を定め段階的に構文構築を進めら
れる機能とシステムとの対話によって構文規則を構築す
る機能を提供し，バグやエラーの少ない構文構築作業を
可能にした．しかし，提案される構文規則の表現や提案
時間に改善の余地が残る．今後の課題としてはシンボル
列の繰り返し構造検出アルゴリズムとシンボルから構文
規則表現への変換アルゴリズムを改善することである．	
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