Optical imaging through and inside complex samples is a difficult challenge with important applications in many fields. The fundamental problem is that inhomogeneous samples such as biological tissue randomly scatter and diffuse light, preventing the formation of diffraction-limited images. Despite many recent advances, no current method can perform non-invasive imaging in real-time using diffused light. Here, we show that, owing to the 'memory-effect' for speckle correlations, a single high-resolution image of the scattered light, captured with a standard camera, encodes sufficient information to image through visually opaque layers and around corners with diffraction-limited resolution. We experimentally demonstrate single-shot imaging through scattering media and around corners using spatially incoherent light and various samples, from white paint to dynamic biological samples. Our single-shot lensless technique is simple, does not require wavefront-shaping nor time-gated or interferometric detection, and is realized here using a cameraphone. It has the potential to enable imaging in currently inaccessible scenarios.
D
iffraction-limited optical imaging is an indispensable tool in many fields of research. Unfortunately, however, the inherent inhomogeneity of complex samples such as biological tissues induces light scattering, which diffuses any optical beam into a complex speckle pattern 1 , limiting the resolution and penetration depth of optical imaging techniques 2 . Many approaches to overcome this fundamental, yet practical, problem have been put forward over the years, with pioneering experiments in holography dating back to just a few years after the invention of the laser 3, 4 . However, to date, no approach allows real-time non-invasive imaging using diffused light. Modern techniques that are based on using only unscattered, 'ballistic' light, such as optical coherence tomography and twophoton microscopy, have proven very useful, but are inherently limited to shallow depths where a measurable amount of unscattered photons is present. Adaptive optics techniques 5 can nearperfectly correct low-order aberrations using deformable mirrors, but require the presence of a bright point-source 'guide star' or a high initial image contrast 6 . Recent exciting advances in controlled wavefront shaping 7 have allowed focusing and imaging through highly scattering samples [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . However, these techniques either require initial access to both sides of the scattering medium [8] [9] [10] [11] [12] [13] [14] [15] , the presence of a guide-star or a known object [16] [17] [18] [19] , or a long acquisition sequence that involves the projection of a large number of optical patterns [20] [21] [22] [23] [24] [25] [26] . A recent breakthrough approach reported by Bertolotti et al. has removed the requirement for a guide-star or a prior calibration sequence by exploiting the inherent angular correlations in scattered speckle patterns, which are scanned over the target object 27 . However, the requirement for a set of highresolution angular scans of a coherent laser beam 27, 28 restricts this approach to objects and scattering samples that remain completely stationary over the long acquisition sequence.
Here, we present a technique that allows the non-invasive imaging of hidden objects through visually opaque layers and around corners in real time, using spatially incoherent light and a standard digital camera (Fig. 1a-d) . We show that a single image of the scattered light that diffuses through a scattering medium encodes sufficient information to image through it, with diffraction-limited resolution. Specifically, derived from concepts used in 'stellar speckle interferometry' [29] [30] [31] and the angular 'memoryeffect' for speckle correlations [32] [33] [34] exploited in Bertolotti's technique 27 , we show that the autocorrelation of the scattered light pattern (Fig. 1c) is essentially identical to the autocorrelation of the object's image itself (Fig. 1g) . We then reconstruct the object's image from its autocorrelation using an iterative Fienup-type algorithm 35 . As proofs of concept, we experimentally demonstrate our single-shot non-invasive technique through a variety of highly scattering samples, from optical diffusers to dynamically varying biological tissues. In addition, we demonstrate imaging 'around corners' by recording the diffuse light back-scattered off whitepainted 'walls'.
Principle
A schematic of the experiment for imaging through a scattering medium, as well as a numerical example, are presented in Fig. 1a-d . An object is hidden at a distance u behind a highly scattering medium of thickness L. The object is illuminated by a spatially incoherent, narrowband source, and a high-resolution camera that is placed at a distance v on the other side of the medium records the pattern of the scattered light that has diffused through the scattering medium. Although the raw recorded camera image is a low-contrast, random and seemingly information-less image (Fig. 1b) , its autocorrelation (Fig. 1c) is essentially identical to the object's autocorrelation, as if it had been imaged by an aberration-free diffractionlimited optical system that had replaced the scattering medium ( Fig. 1e-g ). The object's image is obtained from its autocorrelation by an iterative phase-retrieval algorithm 27, 30, 35, 36 (Fig. 1d) .
The reason why the autocorrelation of the diffused light is essentially identical to the object's autocorrelation is the intrinsic isoplanatism that arises from the angular 'memory effect' for speckle correlation [32] [33] [34] . Simply put, the memory effect states that light from nearby points on the object is scattered by the diffusive medium to produce highly correlated, but shifted, random speckle patterns on the camera (Fig. 1a) . Points at the object plane that lie at a relative distance Δx that is within the memory-effect range (Δx ≪ u·λ/πL) generate nearly identical speckle patterns on the camera. These patterns are shifted with respect to one another on the camera plane by a distance Δy = Δx·v/u (refs 18,34). For spatially incoherent illumination (as well as for fluorescence emission) no interference takes place between the different patterns and the camera image is simply a superposition of these identical shifted speckle intensity patterns, S(θ) and S(θ + Δθ), where Δθ = Δx/u is the viewing angle. This therefore allows the system of Fig. 1a to be viewed as an incoherent imaging system with a shift-invariant point-spread function (PSF) that is equal to this random speckle pattern, S(θ), and with a magnification of M = v/u. The camera image, I( y), is then given by a convolution of the object intensity pattern O(x) with this PSF: I(vθ) = O(uθ) * S(θ)-where the symbol * denotes a convolution operation. Taking the autocorrelation of the camera image and using the convolution theorem yields 27, 29, 30 [
where ★ denotes the autocorrelation operation. As the autocorrelation of the speckle pattern, (S ★ S), is a sharply peaked function 1, 27, 29 (essentially the autocorrelation of broadband noise), the righthand side of equation (1) is effectively equal to the autocorrelation of the object's image [O ★ O](θ). More precisely, the autocorrelation of the camera image is equal to the autocorrelation of the object as it would have been imaged by an aberration-free imaging system replacing the scattering medium 29 ( Fig. 1e-g ), with an additional constant background term C, which originates from the 2:1 peak-to-background ratio of the speckle autocorrelation ( Supplementary Fig. 4 ):
The object's diffraction-limited image I ideal (θ) can then be obtained from its autocorrelation using a Fienup-type iterative phase-retrieval algorithm 27, 30, 35 (Fig. 1d , see Methods). The result of this procedure is that the opaque layer effectively serves as a perfect thin lens. This is reminiscent of the results obtained with wavefront-controlled 'scattering lenses' 15, 18 and the cross-correlation approach of Freund 34 . However, a major advantage of the presented technique is that, unlike these approaches, it does not require a long invasive calibration procedure involving an implanted detector 18 or a guide-star 15 to map the exact scattering properties of the sample. The exact scattering properties of the medium remain unknown and the imaging process is insensitive to changes in the microstructure of the medium.
Here, similar to stellar speckle interferometry [29] [30] [31] and the speckle scanning technique of Bertolotti et al. 27 , the object image is recovered from its autocorrelation. However, in the present technique the autocorrelation of the object is retrieved from a single image, captured in a fraction of a second, eliminating the requirement for temporal averaging over multiple images of stellar speckle interferometry and the lengthy high-resolution angular scanning of Bertolotti's approach. This breakthrough is made possible by exploiting the ergodic-like property of speckle in the diffusive regime 34 and the very high pixel count of modern digital cameras. These allow one to recover the object's autocorrelation with high fidelity by spatially averaging the correlation function over the millions of speckle spots that are captured in a single image, rather than performing temporal ensemble averaging over multiple exposures 29 . In fact, every camera pixel effectively plays the role of a single illumination angle in the speckle-scanning technique of Bertolotti et al. 27 , parallelizing the acquisition process a million-fold.
The limit on the angular field of view (FOV) of our technique is given in the diffusive regime by the memory effect range 32 , estimated by its half width at half maximum angle, Δθ FOV ≈ λ/πL. This is inversely proportional to the medium's thickness L and is, in theory, unlimited for a scattering surface of 'zero' thickness. An additional limiting factor is the finite aperture on the scattering An object (a group of organelles in the numerical example) is hidden behind a visually opaque scattering medium. The object is illuminated by a spatially incoherent narrowband source and a high-resolution camera records the scattered light pattern on the other side of the scattering medium. b, Raw camera image, I(θ). Within the memory-effect range 32 , this image is given by a convolution of the object intensity pattern O(θ) with a random speckle pattern S(θ). c, The autocorrelation of the seemingly information-less raw camera image, [I * I](θ), is essentially identical to the object's autocorrelation (g) as if it had been imaged by an aberration-free optical system replacing the scattering medium (e-g), as a result of the sharply peaked autocorrelation of the speckle pattern 27, 29, 30 . d, The object's image is obtained from the autocorrelation of b by an iterative phase-retrieval algorithm 27, 36 . Scale bars: 30 camera pixels.
medium from which the light is collected, which will cause vignetting and decorrelation between points that illuminate a different portion of it. The effective 'entrance pupil' diameter D is dictated by the illuminated area on the scattering medium, as well as the effective diameter of any aperture stop placed between the scattering medium and the camera. This finite aperture also sets the angular imaging resolution, which is given by the diffraction limit 16, 34 , δθ ≈ λ/nD, where n is the refractive index behind the scattering layer.
Imaging through visually opaque samples
As a first experimental demonstration we imaged various objects through a scattering, visually opaque optical diffuser (Fig. 2a-d ) and through two turbid biological samples (Fig. 2e-l) . In these experiments the objects to be imaged were placed at distances of 10-60 cm behind the scattering sample and were back-illuminated by a narrowband spatially incoherent pseudothermal source (composed of a continuous-wave (c.w.) laser and rotating diffuser, Supplementary Fig. 1 ). The image of the scattered light was recorded by a 5 megapixel scientific complementary metal-oxide-semiconductor camera. The results of these experiments are summarized in Fig. 2 . The leftmost column displays the central part of the raw camera images, which are low-contrast and seemingly random patterns, with no visible relation to the true shape of the imaged objects. However, the autocorrelations of these images reveal clear distinctive patterns (the second column from the left in Fig. 2) . The hidden object's shape is recovered from this autocorrelation with high fidelity by phase retrieval 35 (see Methods). We demonstrate the reconstruction using several objects of various shapes and complexities, with different contrast of the raw camera images.
As only a single camera shot is required, the technique can be used to image through dynamically varying samples, such as the freshly cut shallot sample of Fig. 2i-l (Supplementary Fig. 6 ). Interestingly, the dynamics of the sample can be exploited to yield a better estimate of the autocorrelation, by acquiring a set of images of the scattered light at different times (Fig. 2i,  Supplementary Movie 1) . Although the hidden object could be reconstructed from any single image of this set, averaging the autocorrelation over all ten acquired images yields a better estimate for the autocorrelation due to ensemble averaging over different speckle realizations, exactly as is done in stellar speckle interferometry 29, 30 . The dynamics of natural samples can thus be exploited, rather than fought against, to image hidden objects. Figure 3 presents the results of a complementary non-invasive imaging experiment, where the target objects are hidden between two visually opaque diffusers. The objects are illuminated through the first diffuser and the image of the scattered light that has passed through the object is recorded through the second diffuser. Again, the true image of the object is reconstructed with high fidelity from the scattered light pattern (Fig. 3c,g ). In contrast, only a blurred diffuse halo can be obtained conventionally when imaging through either of the two enclosing diffusers (Fig. 3b,e,f,i) , as would be the case, for example, when attempting to image through a scattering eggshell.
An interesting feature of the presented technique is its infinite depth of field. A planar object will always be imaged with a diffraction-limited resolution, regardless of its distance from the scattering layer. The reason for this is that the PSF of the scattered light is always a speckle pattern with a sharply peaked autocorrelation function. In contrast, a conventional lens-based system's PSF has a diffraction-limited autocorrelation peak only within a small axial range. An experimental demonstration of this feature is presented in Supplementary Fig. 2 . The extended depth of field is obtained for the same reason as in wavefront coding techniques 37, 38 ; the scattering medium is, in essence, a random wavefront coder.
Imaging 'around corners'
The presented technique can also work in reflection; that is, it can be applied to the imaging of occluded objects 'around the corner' using the light back-scattered from a diffusive wall. An experimental demonstration of imaging using a single image of the diffuse back-scattered light is presented in Fig. 4 . The scattering sample in this experiment is a thick layer of ZnO powder, which is essentially white paint. The imaging resolution and FOV in reflection are given by the same expressions as for transmission geometry but by replacing the medium thickness L with the transport meanfree-path l* (ref. 34) . Remarkably, the stronger the scattering (shorter mean-free-path), the larger the FOV. For highly scattering white paint pigments l* is on the order of 1 µm (refs 8,39), corresponding to an angular FOV exceeding several degrees. Here, using only a standard camera, the scattering wall effectively serves as a mirror. This is a significant simplification over previous 'around the corner' imaging approaches 18, 40 .
Seeing through a scattering layer with a camera-phone
As a final demonstration of the simplicity and applicability of the presented technique we show that the requirements for implementing it (see Discussion) can be satisfied using consumer-grade handheld cameras, as are available to millions today. To this end we repeated the experiments of Fig. 2 using a Nokia Lumia 1020 smartphone, which has a 41 megapixel sensor. We placed various objects 20 cm from the diffuser and simply took an image of the scattered light with the camera-phone, which was placed on the other side of the diffuser (Fig. 5a,b) . We retrieve the hidden objects from a single scattered light image, taken at 1/100 to 1/20 s exposure times (Fig. 5c-g ).
The major hurdles that should be considered when using such low-cost imaging devices for these experiments are their fixed miniature optics, which dictate the viewing angle and magnification, and possibly introduce aberrations that limit the FOV. In addition, the Bayer colour filter sensor array introduces pixel-scale artefacts when interpolated to the full resolution. Finally, when processing images saved with the common JPEG compression and gamma correction, additional artefacts and dynamic range limitations interfere with the reconstruction. However, these still allow the reconstruction of simple objects, as we demonstrate in Fig. 5g (in Fig. 5c -f, images were captured in a linear 'digital RAW' format, see Methods).
Discussion
Several conditions should be met in order to allow high-fidelity imaging with the presented technique. First, the object's angular dimensions, as seen through the random medium, must be smaller than the memory-effect range (the FOV). In addition, the object's axial dimensions should not extend beyond a distance of δz = (2λ/π)(u/D) 2 , which is the axial decorrelation length of the speckled PSF 34 . Parts of the object that lie beyond these ranges would produce uncorrelated speckle patterns and would not contribute properly to the calculated autocorrelation 28 . As a result, similar to other memory-effect-based techniques 15, 18, 27 the approach is effective when the object's distance from the scattering layer is considerably larger than the effective layer thickness. Potential applications include imaging in an eggshell geometry, where the scattering originates predominantly from a thin enclosing layer, LIDAR imaging through thin scattering layers, and imaging around corners. Wide-field imaging inside thick, multiply-scattering tissue Fig. 1b) . The object is placed between two visually opaque diffusers (at distances of 20 mm and 18.5 cm, respectively). The object is illuminated through the first diffuser and the scattered light pattern is observed through the second diffuser. b, Raw camera image of the scattered light (central part shown). c, Reconstructed image from the autocorrelation of b. d, Object as imaged directly without any diffusers. e, Conventional imaging of the object through diffuser 1 (the object is back-illuminated). f-i, As in b-e for a different object. Scale bars: 20 camera pixels, corresponding to 270 µm at the object plane.
still presents a challenge. Interestingly, experimental characterization of the memory-effect range for a 0.5-mm-thick chicken breast tissue ( Supplementary Fig. 8 ) gives a considerably larger angular FOV than that expected in the diffusive regime. This is an encouraging result for applying the technique at shallow imaging depths. Second, a single speckle grain should be well resolved by the camera (adequate Shannon-Nyquist sampling); that is, the speckle grain should be twice as large as the camera pixel size. This condition is easily met by adjusting the distance of the camera from the scattering medium and/or by placing an appropriate aperture stop behind the scattering medium ( Supplementary  Fig. 1 ). Third, to obtain a large number of resolved resolution cells at the object plane (
, the available aperture diameter on the scattering medium, D, should be considerably larger than the effective medium thickness: D ≫ L. A practical limit on increasing the resolution is the resulting reduced raw image contrast, due to the increased number of bright resolution cells on the object (N, the number of summed shifted speckle patterns). The practical limit on N is the camera's full well capacity (Supplementary Section 3). As a consequence, the technique would generally perform better in dark-field illumination and with sparsely tagged objects (as found, for example, in photoactivated localization microscopy 41 ) rather than in bright-field imaging scenarios. Fourth, to maximize the raw image contrast, the spectral bandwidth used to form the image should be narrower than the speckle spectral correlation width, δω (refs 18,34,42) (taking into account the geometrical propagation after the sample 30, 43 ), such that the PSF, S(θ), is indeed a high-contrast speckle pattern (Supplementary Fig. 5 ). In other words, for a maximum raw image contrast, the detected light temporal coherence should exceed the optical delay spread of the light's diffusion through the medium, Δt, and the additional geometrical path length differences before and after the sample 30, 43 . In the diffusive regime (that is, for L ≫ l*), Δt t ≈ 2πL 2 /cl* in transmission and Δt r ≈ 2πl */c in reflection 34 . For example, for highly scattering white-paint pigments such as the one used in reflection in Fig. 4 (l * ≈ 2 µm; ref. 39) this corresponds to Δt r ≈ 40 fs, that is, a decorrelation bandwidth of ∼20 nm in reflection in the visible range. For transmission through soft tissues where l* is on the order of 0.5-1 mm (refs 2,44), the above expression for Δt t is valid only for samples that are considerably thicker than 1 mm. Experimental measurements for a ∼500-μm-thick chicken breast sample, such as the one used in Fig. 2e , give a sample decorrelation bandwidth exceeding 10 nm (Supplementary Fig. 7 ). The requirement for a limited detected spectral width can be easily met by either controlling the illumination bandwidth as was done here, or by placing a narrowband filter in front of the camera when temporally incoherent signals, such as fluorescence, are used. The latter is routinely performed in stellar speckle interferometry using natural light 30 and was also demonstrated recently with broadband white light scattered by an optical diffuser 18 and with fluorescent emission from an object buried in 0.5-mm-thick scattering biological tissue 45 . It is important to note that it is not imperative to filter the light to a bandwidth smaller than δω and that using a larger bandwidth is possible. This would lower the raw image contrast, but should not affect the imaging resolution as the autocorrelation of S(θ) remains a sharply peaked function ( Supplementary Fig. 5 ). Alternatively, several spectral bands could be processed simultaneously by separating them to several cameras, allowing additional ensemble averaging or multispectral imaging. Due to the limited usable bandwidth, attractive forms of contrast are those where the spectral bandwidth is inherently narrow. These include transmission and reflection (for example, as in LIDAR), Raman and ultrasound-encoded (acousto-optical) imaging 46 . The usable bandwidth limits the signal collection efficiency when broadband fluorescence is considered, a limitation that does not exist in the approach of Bertolotti and colleagues 27 . The final condition is that the number of sampled and processed speckle grains should be maximized. As in other digital speckle correlation techniques, an inherent source of noise originates from replacing the ensemble averaging with averaging over a finite number of speckles (ultimately limited by the number of camera pixels) 47 . This is important for both accurately estimating the autocorrelation function as well as for correctly subtracting its background. In the present experiments, by using multi-megapixel sensor arrays we were able to obtain a satisfactory signal-to-noise ratio (SNR) by processing ∼1 × 10 6 speckle grains in a single camera shot. For a thorough analysis of this and other sources of noise in speckle interferometry, we refer the reader to the works of Dainty 30, 31 . In this proof of concept we have used Fienup's basic phase-retrieval algorithms 27, 35 and have made no special effort to overcome the common stagnation and artefact issues of these simple algorithms 36 . Higher-fidelity reconstruction is anticipated by applying more advanced methods, such as the majority voting and reduced support constraint 36 . Furthermore, by using different speckle interferometry analysis techniques 30, 36 , such as triple-correlation analysis 31 , additional phase information may be obtained from the available data in some cases. Another potential improvement may be achieved by applying compressive phase-retrieval algorithms 48, 49 to reduce the acquisition time and increase the reconstruction fidelity. In particular, such improvement would be required in scenarios involving complex objects and low-SNR conditions, where the highintensity features of the objects tend to dominate the reconstruction 27 . Interestingly, if one is only interested in tracking unknown objects without reconstructing their shape, a simple cross-correlation between images taken at different times can be performed, without requiring any phase-retrieval algorithm. We have shown that an unknown random medium can serve as part of the imaging device and that multiply-scattered light can be used rather than filtered out to form an image. This is closely related to the well-studied technique of time-reversal 7, 50 , which has found applications in acoustics 50 , radiofrequency (RF) communication and seismology. A related interesting link concerns passive correlation-based imaging 51 , where temporal correlations of broadband signals are analysed. Similar to these techniques, our technique is lensless (the scattering medium effectively serves as the lens) and, as such, it may find applications in other spectral or wave-propagation domains where fabrication of lenses is a challenge. As the memory effect only dictates the FOV angular range, the presented millimetre-scale experiments can, in principle, be scaled to micrometre-or metre-scale scenarios.
Methods
Experimental set-up. The complete experimental set-ups for imaging in transmission and reflection are presented in Supplementary Fig. 1 . The imaged objects were printed transparencies, a United States Air Force resolution target (Thorlabs R3L3S1N) and groups of holes of various shapes made on a black screen. The objects were illuminated by a narrow bandwidth spatially incoherent pseudothermal source at a wavelength of 532 nm, based on a Coherent Compass 215M-50 c.w. laser. The light collection aperture diameter on the scattering media was limited to 0.5-1 cm by a variable iris. The camera used in the experiments of Figs 2-4 is a PCO edge 5.5 (2,560 × 2,160 pixels). The camera integration time in the different experiments was 10 ms to 2 s (typically a few hundred milliseconds).
The objects were placed at distances of 20-60 cm from the scattering sample and the camera was placed at distances of 9-15 cm from the medium. In the experiments of Fig. 5 , the light collection aperture was limited to ∼0.9 mm and the camera-phone was placed as close as possible to the diffuser (∼1 mm distance). The diffuser was a 220 grit-ground-glass diffuser (DG10-220-MD Thorlabs). The second diffuser that enclosed the object from the illumination side in Fig. 3 was a 10°light shaping diffuser (Newport). The ZnO sample was made by sedimentation comprising vertical deposition and subsequent drying of a water suspension of ZnO powder (Zinc-Oxide 205532, Sigma-Aldrich). The chicken breast and shallot samples were placed between two microscope glass slides, which were held vertically. The characterization of the properties of the biological samples is provided in Supplementary Section 6. The ground glass diffuser memory-effect range was characterized by Bertolotti et al. 27 and the ZnO sample transport mean free path was characterized by Curry and co-authors 39 . For the camera-phone imaging experiment of Fig. 5 , the only modification to the smartphone camera was the reduction of its entrance aperture so that the individual speckle grains were resolved by more than two camera pixels (see Discussion). This was done by simply placing a black screen with a ∼0.9-mm-diameter pinhole on top of the camera lens.
Image processing. The raw camera image was spatially normalized for the slowly varying envelope of the scattered light pattern halo by dividing the raw camera image by a low-pass-filtered version of it. The normalized image was smoothed by a Gaussian kernel with a standard-deviation width of 0.5-2 pixels. The autocorrelation of the processed image was calculated by an inverse Fourier transform of its energy spectrum (effective periodic boundary conditions). In the experiments of Fig. 4 the autocorrelation was calculated directly from the central 1,200 × 1,200 pixels of the raw camera image, without correcting for the scattered light envelope.
The resulting autocorrelation was cropped to a rectangular window with dimensions ranging between 100 × 100 pixels and 320 × 320 pixels (depending on the imaged object dimensions), and the minimum pixel brightness in this window was background-subtracted from the entire autocorrelation trace. In the experiments of Fig. 5 , a two-dimensional Tukey window was applied on the autocorrelation before applying the phase-retrieval reconstruction algorithm.
In the camera-phone experiments of Fig. 5a -f, the full 38 megapixel resolution raw images (5,360 × 7,152 pixels) were saved in a digital negative (DNG) RAW format and the green channel was converted to a bitmap format using the DCRaw plug-in for ImageJ. The conversion was done in a 16 bit linear scale, with a 'Variable Number of Gradient' interpolation method. The converted monochrome image was used to calculate the autocorrelation as detailed above. In the experiment of Fig. 5g the green channel from a full-resolution JPEG format was used.
Phase-retrieval algorithm. The phase-retrieval algorithm was implemented according to the recipe provided by Bertolotti and co-authors 27 (for details see Supplementary Section 7). The object constraints used were it being real and nonnegative. The algorithms were implemented in Matlab and run on an NVIDIA GeForce GTX 670 graphics processing unit (GPU) with 1,344 cores, using the Right column: image of the real hidden object. d-g, As in c but for different objects. In g, a nonlinear gamma-corrected JPEG image was processed. Scale bars: 50 camera pixels, corresponding to 1.7 mm at the object plane.
gpuarray function. A single run of the algorithm (composed of 2,000 iterations) on this GPU took between 1 s and 2 s. The displayed reconstructed images of Figs 5, 2k and 3 are the reconstruction results after median-filtering with a rectangular 3 × 3 pixel kernel.
