We present results from constant pressure molecular-dynamics simulations for a bead-spring model of a crystallizable polymer melt. Our model has two main features, a chemically realistic intrachain rigidity and a purely repulsive interaction between nonbonded monomers. By means of intrachain and interchain structure factors we explore polymer conformation and melt structure above and below the temperature T crys hom of homogeneous crystallization. Here, we do not only determine average spatial correlations, but also site-specific correlations which depend on the position of the monomers along the polymer backbone. In the liquid phase above T crys hom we find that this site dependence can be well-accounted for by known theoretical approximations, the Koyama distribution for the intrachain structure and the polymer reference interaction site model ͑PRISM͒ for the interchain structure. This is no longer true in the semicrystalline phase. Below T crys hom short chains fully extend upon crystallization, whereas sufficiently long chains form chain-folded lamellae which coexist with amorphous regions. The structural features of these polymer crystals lead to violations of premises of the Koyama approximation or PRISM theory so that both theoretical approaches cannot be applied simultaneously. Furthermore, we find a violation of the Hansen-Verlet freezing criterion; our polymer melt crystallizes more easily than a simple liquid. This hints at the importance of the coupling between conformation ͑backbone rigidity͒ and density ͑packing constraints͒ for polymer crystallization.
I. INTRODUCTION
When supercooling a crystallizable polymer melt the melt undergoes a transition to a semicrystalline state ͓1͔. This polymer crystal is characterized by a hierarchy of ordered structures. The basic units are chain-folded lamellae, consisting of regularly packed, extended chain sections. The lamellae interleave with amorphous regions to form layers, which in turn organize themselves in larger scale superstructures ͑spherulites͒.
It is commonly believed that this hierarchical structure is the result of kinetic effects which predominate crystallization of the supercooled polymer melt ͓2,3͔. This point of view is supported by various observations. For instance, the lamellar thickness ͑Ϸ10 nm͒ is found to be much smaller than values predicted by equilibrium considerations ͓1,4,5͔; the melting behavior of the crystal depends on thermal history ͓6͔; and true thermodynamic coexistence of the polymer liquid and crystalline phase does not seem to exist because the crystallization temperature is generally observed to be lower than the melting temperature ͓1͔.
It is thus not surprising that great effort has been invested in exploring the features of the metastable polymer melt ͑see, e.g., Refs. ͓2,7͔ for reviews͒. Important problems that have been addressed include the crystallization mechanism in the very early stage ͑nucleation-and-growth ͓4͔, spinodalassisted crystallization ͓8͔͒, the criteria for spontaneous selection of the lamellar thickness ͓4,5͔, or the molecular processes responsible for the growth of the crystal front ͓3͔.
In addition to these studies of the metastable melt, attempts have also been made to tackle the problem of polymer crystallization "from the liquid"-that is, to understand the thermodynamic driving force leading to the liquid-solid transition on cooling. For instance, density-functional theories ͑DFTs͒ were developed ͓9,10͔. Quite generally, DFT ͓11͔ is a method to predict equilibrium features of an inhomogeneous system ͑the crystal͒ from information about the structure of the homogeneous system ͑the liquid͒, provided an accurate free-energy functional is known for the considered system and the required structural input is available with sufficient precision. DFT approaches to polymer crystallization ͓9,10͔ utilized an approximate description of the conformation and structure of the polymer liquid. A critical test of the proposed free-energy functional could thus be achieved only partially. Here, we demonstrate that this approximate description of the liquid structure is not ͑or no longer͒ necessary. We carried out molecular-dynamics simulations of a coarse-grained model for a crystallizable polymer melt and show that the pertinent intramolecular and intermolecular correlation functions can be determined over a large range of wave vectors with high statistics. Our work could thus inspire further developments of DFT, eventually leading to an accurate equilibrium free energy functional for polymer liquids. Such an accurate functional is a prerequisite for an extension of DFT to dynamical problems, such as the growth of new phases or other out-of-equibirium processes ͓11,12͔.
The outline of this paper is as follows. First we discuss the simulation model and present some details about the simulation technique ͑Sec. II͒. This is followed by a brief introduction to the quantities used to explore the structure of our model above and below the temperature of homogeneous crystallization. Section IV then discusses the corresponding results obtained for-averaged and monomer-resolvedintrachain and interchain correlation functions. Section V summarizes the main findings of our work.
II. MODEL AND SIMULATION
Our studies utilize a bead-spring model obtained by a controlled coarse-graining procedure ͓13͔ from atomistic simulations of poly͑vinyl alcohol͒ ͑PVA͒. In this section, we briefly describe this coarse-grained ͑CG͒ model, referred to as "CG-PVA model" in the following, and discuss its strengths and limitations. More details may be found in Refs.
͓14-17͔.
A. The CG-PVA model Figure 1 illustrates the link between the CG-PVA and PVA models. A monomer of the coarse-grained chain corresponds to a monomer of PVA. This identification forces consecutive monomers along the CG-PVA chain to overlap. The average bond length b 0 must thus be smaller than the monomer diameter of PVA. Fluctuations of the bond length b about b 0 = / 2 = 0.26 nm-= 0.52 nm roughly agrees with the monomer diameter of PVA-are restricted by a harmonic potential,
The fluctuations of b are small because the force constant k bond is large, k bond = 2704k B T / 2 . Monomers of distinct chains and of the same chain if they are three bonds or more apart interact by a 9-6 LennardJones ͑LJ͒ potential, 
͑2͒
Here, 0 = 0.89 = 0.46 nm, 0 = 1.511k B T, and C =4 0 /27 is chosen such that U LJ ͑r cut ͒ = 0 for the cutoff distance r cut = ͑3/2͒ 1/3 0 ͑Ӎ1.02͒, r cut being the minimum of the LJ potential. With the latter choice, nonbonded interactions are purely repulsive.
In addition to bond and excluded-volume interactions, a potential U ang ͑͒ is also associated with the angle between consecutive CG bonds. U ang ͑͒ is determined directly from atomistic simulations by Boltzmann-inversion of the probability distribution P ang ͑͒, that is, by posing P ang ͑͒ ϰ sin exp͓−U ang ͑͒ / k B T͔. Figure 1 depicts the resulting bond angle potential. U ang ͑͒ clearly reveals the fingerprint of the underlying PVA chain. Since the bond angle of CG-PVA is determined by two successive torsions at the atomistic level ͑1͒, U ang ͑͒ has three minima corresponding to the three energetically favorable states, trans-trans, transgauche, and gauche-gauche. U ang ͑͒ thus confers a semiflexible character to the CG-PVA chains with a flexibility mechanism such as in the rotational-isomeric-state ͑RIS͒ model ͓18,19͔. This feature becomes important for the structure of the melt in the semicrystalline state.
B. Discussion of the model

Units
The coarse-graining procedure described in Ref. ͓13͔ and further discussed in Ref. ͓17͔ allows one to adjust the parameters of the CG potentials so as to reproduce ͑some͒ conformational and structural features of the underlying atomistic model. The optimization is carried out at a specific thermodynamic state point, characterized, e.g., by some temperature T and pressure p. For PVA, T = 550 K and p = 1 bar were chosen at the atomistic level. This corresponds to T = 1 and p = 8 for CG-PVA. Here, we employed reduced units, that is, energies are measured in units of k B T ͑with the Boltzmann constant k B =1͒, lengths in units of ͑=1͒, and time in units of = ͱ m / k B T ͑with the monomer mass m =1͒. These reduced units will be used in the following.
Strengths and limitations of the model
The CG-PVA model has advantages and drawbacks. A drawback certainly is that chemical specificity is lost. The identification "1 monomer of PVA ⇔ 1 bead of CG-PVA" does not allow one to describe features which are directly related to monomer properties of PVA. This implies, for in- FIG. 1. Schematic representation of the correspondence between the CG-PVA model and the underlying atomistic PVA chain. At the coarse-grained level, the interaction potentials for chain connectivity, excluded volume, and chain stiffness are indicated. The angular potential U ang ͑͒ ͑in units of k B T͒ is shown as a function of the bond angle ͑in degrees͒. The minima of U ang ͑͒ reflect specific states of two successive torsions at the atomistic level ͑tt= trans-trans, tg=trans-gauche, and gg= gauche-gauche͒.
stance, that the crystal structure of PVA cannot be reproduced. Stretched parts of the CG-PVA chains have cylindrical symmetry which leads to hexagonal ordering ͑see Sec. IV C 3͒, instead of to a monoclinic crystalline phase characteristic of PVA ͓20͔. In some cases, a further drawback might be that attractive or electrostatic interactions, present at the atomistic level, are not explicitly incorporated in the model; they only enter implicitly into the potential parameters through the mapping procedure. So, situations where these interactions are important cannot be explored ͑for instance, attractive interactions must be included for the simulation of polymer-air interfaces͒.
On the other hand, we feel that, for the study of polymer crystallization, the CG-PVA model has two main strengths, one computational, the other related to the physics of polymer crystallization. Computationally, the model is convenient. The simple monomer structure and the short-range potentials allow for an efficient simulation of large systems. The study of large systems is important to minimize finitesize effects on the structure formation upon crystallization ͑for further discussion see Ref. ͓15͔͒. From a physical point of view, the model provides the interesting insight that we can suppress monomer-monomer attractions and still observe key features of polymer crystallization ͓14-16͔. The competition of packing constraints and the RIS-like chain stiffness, both of which increase on cooling, is sufficient to reproduce the following, experimentally well-known facts ͓4,7͔. ͑i͒ Short chains fully extend when crystallizing, while long chains fold back on themselves, forming lamellarlike structures ͑cf. Fig. 2͒ . Detailed analysis of the chain-folded lamellae reveals the fingerprint of the angular potential U ang ͑͒ ͓15͔. The folds consist of trans-gauche and gauche-gauche states. Apparently, the secondary minima of U ang ͑͒ kinetically stabilize these states and thus assist chain folding. ͑ii͒ The thickness d of the lamellae is inversely proportional to the crystallization temperature T crys of isothermal relaxation experiments ͑i.e., an amorphous melt is quenched to T crys below the melting point and then relaxed isothermally͒. Lamellae of a given thickness melt at a specific temperature T m ͑d͒ Ͼ T crys ͑d͒. T m ͑d͒ is also inversely proportional to d. ͑iii͒ For continuous cooling and heating cycles, the homogeneous crystallization and melting temperatures increase with chain length N. The qualitative features of this increase agree well with experimental results on short alkanes ͓16,17͔.
C. Simulation aspects
We analyze polymer melts of n linear chains consisting of N monomers each. More precisely, the studied values of N and n are N =10 ͑n = 288͒, N =50 ͑n =72͒, and N = 100 ͑n = 192͒. Our results are obtained from constant pressure simulations ͑p = 8; Berendsen barostat ͓21͔͒ at various temperatures T ͑Langevin thermostat ͓21͔͒.
We explore structural properties of the liquid phase for T Ն 0.8 and of the crystalline phase at T = 0.4. The lower bound, T = 0.8, of the liquid phase is determined by the temperature T crys hom where homogeneous nucleation occurs. For N = 100, Refs. ͓15,16͔ found T crys hom = 0.78. As we expect T crys hom Յ 0.78 for N Ͻ 100, the choice T Ն 0.8 for the liquid phase should be appropriate for all N studied. We thus refer to T crys hom = 0.78 as "onset temperature of homogeneous crystallization" in the following.
In the liquid phase, we analyze time series of fully equilibrated configurations at each T. The configurations of the crystalline phase are obtained by continuous cooling from T = 1 to 0.4 with the rate 5 ϫ 10 −6 , followed by isothermal relaxation at temperature T. A systematic variation of the cooling rate ⌫, from 2 ϫ 10 −5 to 5 ϫ 10 −7 , was carried out for N = 10. As expected, with decreasing ⌫ the transition from the liquid to the crystal becomes sharper and the structure of the crystalline phase better ordered. For N = 100, however, the impact of the cooling rate appears to be weak ͑at least for the rates studied here͒. Certainly, a crystal of fully stretched chains, as for N =10 ͑see Fig. 2͒ , is not easily accessible in that case, even for slow cooling, and v͑T͒ always exhibits a rather smooth transition to the ͑semi-͒ crystalline phase.
III. ANALYZED QUANTITIES AND TECHNICAL DETAILS
A. Static structure factors
One way to characterize the structure of a melt is to explore spatial correlations between two monomers a and b via density-density correlation functions. In this approach, the basic correlation function is the monomer-monomer ͑or sitesite͒ structure factor S ab ͑q͒ which is defined by
Here, q is the wave vector in reciprocal space, r i a denotes the position of monomer a ͑=1, ... ,N͒ in chain i ͑=1, ... ,n͒, and the angular brackets represent the average over all configurations of the melt.
For spatially homogeneous and isotropic systems, such as a polymer melt in the liquid phase for T Ͼ T crys hom , S ab ͑q͒ only figure: Phase diagram of CG-PVA, i.e., specific volume v versus temperature T, for two chain lengths, N =10 ͑full line͒ and 100 ͑dotted line͒. ͑The volume is normalized by its value at T =1.͒ Crystallization manifests itself by a drop of v͑T͒. The phase transition is sharper for N = 10 than for N = 100. For short chains N = 10, crystallization leads to the formation of a crystal of fully stretched chains ͑cf. lower snapshot͒. For N = 100, on the other hand, a lamellarlike structure is obtained ͑cf. upper snapshotcrystalline domains are emphasized by the darker lines͒. Inset: Dependence of v͑T͒ on chain length for T =1 ͑fluid state͒. We find that the volume varies linearly with 1 / N; this chain length dependence may be associated with the chain ends ͑see, e.g., ͓45͔͒.
depends on the modulus q of the wave vector. In order to compare liquid and crystalline phases we will also, for T Ͻ T crys hom , only determine structure factors that are spherically averaged over all wave vectors with the same modulus q ͑as in powder diffraction experiments͒.
S ab ͑q͒ can be split into intrachain and interchain contributions S ab ͑q͒ = w ab ͑q͒ + ch h ab ͑q͒, ͑4͒
is the chain density ͓Vϭvolume of the ͑periodic͒ simulation box͔. The intrachain contribution is given by
and the interchain contribution by
The static structure factor measured in scattering experiments is recovered by averaging over all monomer pairs ͑a , b͒
where m = N ch is the monomer density and
Here, w͑q͒ is the intrachain structure factor ͑form factor ͓22͔͒ of a chain and h͑q͒ is the Fourier transform of the site-averaged intermolecular pair-correlation function ͓23͔. Commonly only the average structure factors S͑q͒ and w͑q͒ are considered. In the following, we also discuss siteresolved quantities, such as S ab ͑q͒ and w ab ͑q͒. One aim of our study is to understand to what extent specific monomer correlations deviate from the average behavior.
B. Technical details
The computation of structure factors from simulation requires a large number of ͑independent͒ configurations in order to minimize statistical errors. This is particularly important for site-resolved quantities ͓24͔ where averages along the chain cannot be carried out due to the explicit dependence on the monomer indices ͑a , b͒. For T Ͼ T crys hom we averaged the structure factors over 360 configurations for N =10 ͑the system consists of 288 chains͒, 400 configurations for N =50 ͑72 chains͒, and 1000 configurations for N = 100 ͑192 chains͒. For T Ͻ T crys hom about 300 configurations were used for statistical averaging.
The structure factors were calculated as functions of modulus q of the wave vector q. Only wave vectors compatible with the periodic boundary conditions of the cubic simulation box were used in this calculation. For boxes of linear dimension L this implies the following lower bounds on the q value: q min = 0.56 ͑L = 11.31 for N =10͒, q min = 0.53 ͑L = 11.98 for N =50͒, and q min = 0.30 ͑L = 20.89 for N = 100͒.
IV. STATIC PROPERTIES OF THE LIQUID AND CRYSTALLINE STATES
A. Average structure factors at high temperature: An overview Figure 3 compares the structure factor S͑q͒ with the form factor w͑q͒ for three chain lengths, N = 10, 50, and 100, at T = 1. At this temperature, S͑q͒ displays features characteristic of the liquid state. For all N the structure factor is small at low q, reflecting the weak compressibility T of the melts. With increasing q, S͑q͒ increases toward the "amorphous halo," the first maximum occurring at q * , and then exhibits oscillations whose amplitude decreases and eventually converges to 1 as q → ϱ. Figure 3 shows that this large-q behavior is entirely intramolecular. For q տ 20, S͑q͒ agrees with the form factor w͑q͒ and so the intermolecular correlation function h͑q͒ vanishes ͑see Fig. 4͒ . On the other hand, intermolecular correlations strongly contribute for smaller q, in particular for q Շ q * . The different importance of intrachain and interchain contributions above and below q * is a property of the CG-PVA polymer liquid, which bead-spring models without U ang ͑͒ do not necessarily exhibit ͑for q Ͼ q * both intrachain and interchain contributions are important ͓25͔͒. CG-PVA shares this property with atomistic models of polymer melts ͑see, e.g., ͓26,27͔͒.
Further insight into the interchain structure of the CG-PVA model can be obtained by comparing h͑q͒ with an approximation motivated by the theory of simple liquids. Since the particles of a simple liquid have no internal structure, we have w͑q͒ = 1 and so m h͑q͒ = S͑q͒ −1 ͓23͔. Figure 4 compares m h͑q͒ to S͑q͒ − 1 to stress similarities and differences of our polymer melt compared to a simple liquid. We find that m h͑q͒ and S͑q͒ − 1 closely agree with one another around the amorphous halo, i.e., for q = q * Ϸ 6.6. This finding is not unreasonable. The first peak of S͑q͒ characterizes the packing of monomers in the melt. It is dominated by interchain contribution and should thus be similar to that of a simple liquid of monomers. Interestingly, the agreement between m h͑q͒ and S͑q͒ − 1 appears to improve as the chain length increases.
For* , however, S͑q͒ is fully determined by intrachain effects, as pointed out before in the discussion of Fig.  3 . Thus the simple-liquid approach, m h͑q͒ = S͑q͒ − 1, must deviate from the simulation data as q increases beyond q * . The approach must also break down in the opposite limit of small q due to a polymer-specific effect, the "correlation hole" ͓28͔. The term "correlation hole" means that the probability of finding a monomer of another chain in the typical volume occupied by a particular chain is decreased. Thus the correlation between monomers of different chains drops with increasing distance. This drop largely compensates the increase of w͑q͒ for small q so that the sum of both intra-and interchain contributions yields a small finite value for S͑q͒ as q → 0, corresponding to weak compressibility of the melt. Indeed, Fig. 4 reveals that m h͑q͒Ϸ−w͑q͒.
In the next sections we will address the intrachain and interchain correlation functions in more detail, focusing in particular on their site-dependence in the liquid and crystalline phases of the melt. Such detailed information about the structure might prove important for the further development of density-functional approaches to polymer crystallization ͓9,10͔.
B. Intrachain structure factors
Following Sec. III A site-resolved structure factors are the basic quantities from which averages, such as w͑q͒, may be obtained. So we begin our discussion of the intrachain structure by an analysis of the site-dependent form factor, w ab ͑q͒. Figure 5 depicts w ab ͑q͒ at T = 1 for N = 100 and various combinations of the monomer pair ͑a , b͒. We find that w ab ͑q͒ does not depend explicitly on the site index, but only on the number of bonds, ͉a − b͉, between the sites a and b. This feature is found for all chain lengths studied ͑N = 10, 50, and 100͒ and also for other bead-spring models ͓24,29͔. It implies that the position of the monomer pair with respect to the chain end has a negligible influence on the spatial correlation between the sites a and b.
For the further interpretation of w ab ͑q͒ two limits are interesting, the limit of small and large contour length ͉a − b͉. Spatial correlations of adjacent monomers along the chain ͉͑a − b ͉ =1͒ are determined by the bond potential of the CG-PVA model ͓Eq. ͑1͔͒. Since this potential is rather stiff, it forces the bond length to remain close to the mean value b 0 . So we expect w ab=a+1 ͑q͒ to be given by
͑Here and in the remainder of this section on intrachain properties we suppress the chain index i on the monomer posi- FIG. 5. Site-resolved intrachain structure factor w ab ͑q͒ versus q for N = 100 and T = 1. The figure illustrates the behavior of w ab ͑q͒ by examples for the monomer pair ͑a , b = a + n͒ with n = 1 and 10. For each n three pairs are shown, corresponding to the end monomer ͑a =1͒, the middle monomer ͑a =50͒, and a monomer inbetween ͑a =25͒. The dotted lines represent the Gaussian approximation, Eq. ͑11͒. The nearest-neighbor approximation, Eq. ͑10͒, is also indicated; it is indistinguishable from the simulation data for w 12 ͑q͒. The dashed vertical line marks the q-value associated with the radius of gyration ͑R g Ӎ 4.46͒.
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tions r i a , see Sec. III A.͒ Indeed, Fig. 5 reveals that Eq. ͑10͒ is in very good agreement with the simulation data. On the other hand, for large ͉a − b͉ microstructure effects, reflecting some stiffness of the chains on local scales, should no longer be dominant. We then expect that the result for ideal Gaussian chains ͓22͔,
represents a viable approximation for w ab ͑q͒, provided length scales much larger than 1 / q * are considered. Figure 5 compares w ab G ͑q͒ to the simulated w ab ͑q͒. As a representative example for internal correlations with ͉a − b ͉ Ͼ 1, the figure shows data for ͉a − b ͉ = 10. We find that Eq. ͑11͒ is in reasonable agreement with the simulation only for q Շ 1. For larger q, deviations occur. While w ab G ͑q͒ decays monotonically, the simulation results display oscillations, similar to the nearest-neighbor correlations w aa+1 ͑q͒, but strongly damped in the present case. Since the oscillations of w aa+1 ͑q͒ result from the rodlike behavior of a bond, i.e., from the "rigidity" of the chain on this length scale, we may speculate that the behavior of w ab ͑q͒ for large contour length, which is not captured by the Gaussian model, is related to the intrinsic stiffness of the CG-PVA chains. We pursue this idea in the following section.
Koyama distribution and w ab "q…
The bond angle potential ͑Fig. 1͒ confers a semiflexible character to the CG-PVA model. Inspired by work on similar models ͓30,31͔ we thus attempt to describe w ab ͑q͒ by the Koyama distribution ͓27,32,33͔
where
͑13͒
Originally, the Koyama distribution was proposed as an approximation to the distribution of internal distances r ab for the wormlike chain model ͓32,33͔. As noted by Mansfield ͓33͔, the Koyama distribution is not limited to wormlike chains, but can be applied to any semiflexible chain model for which the second and fourth moments of r ab are known ͑provided C ab 2 Ն 0͒. We determined these moments and compared Eq. ͑12͒ to our simulation data. Figure 6 illustrates the results of this comparison for N = 100 and T = 1. Clearly, the Koyama distribution represents a substantial improvement over Eq. ͑11͒; it provides a very good description of w ab ͑q͒ for all ͉a − b͉ in the studied q range. Small deviations were only observed for N = 10 in the case of the most remote monomers, i.e., for ͉a − b ͉ → N − 1. This suggests that the intrachain structure of CG-PVA in the melt can be accurately predicted by using only the first two even moments, ͗r ab 2 ͘ and ͗r ab 4 ͘, of the distance distribution between monomers.
Since ͗r ab 4 ͘ is always larger than or equal to ͗r ab 2 ͘ 2 , the key parameter C ab of the Koyama distribution obeys the inequality C ab 2 Յ 1. The equality holds if ͗r ab 4 ͘ = ͗r ab 2 ͘ 2 . This is the case for rodlike behavior where r ab = ͉a − b ͉ b 0 . Then, we recover Eq. ͑10͒ from Eqs. ͑12͒ and ͑13͒ for b = a + 1. On the other hand, C ab vanishes if the internal distances r ab are Gaussian distributed. Therefore C ab measures deviations from Gaussian behavior, and we may refer to it as a nonGaussian parameter ͓23͔. If C ab vanishes, Eq. ͑12͒ gives back Eq. ͑11͒ provided we write ͗r ab 2 ͘ = ͉a − b ͉ ᐉ 2 . The Koyama distribution thus interpolates between the expected small-scale ͓Eq. ͑10͔͒ and large-scale behaviors ͓Eq. ͑11͔͒ of our model.
The dependence of C ab 2 and ͗r ab 2 ͘ on the contour length ͉a − b͉ is presented in Fig. 7 for N = 100 and T = 1. With increasing ͉a − b͉, C ab 2 continuously decreases and the meansquare internal distance tends towards ͗r ab 2 ͘ ϰ ͉a − b ͉ b 0 2 . Deviations from Gaussian behavior thus diminish as larger contour lengths are considered. However, for N = 100, they do not fully vanish, even if ͉a − b ͉ = N −1.
In the present case, these deviations can be interpreted as a microstructure effect. By invoking the Flory ideality hypothesis ͓18,28͔ we can assume that intrachain excluded volume forces are screened in the CG-PVA melt. It should thus be possible to calculate the intrachain structure from an "ideal" single chain model ͓18͔. Here, a generalized freely rotating chain ͑GFRC͒ model appears to be appropriate because it resembles our CG-PVA model in the following respect ͓34͔: its conformational properties are determined by the bond angle which fluctuates according to some distribution P͑͒. For the GFRC model, the second and fourth moments depend only on ͗cos ͘ and ͗cos 2 ͘ ͑see Appendix B͒. We determined these averages from the simulation and calculated C ab 2 and ͗r ab 2 ͘ according to Eq. ͑13͒ and the formulas of Appendix B. The results of this calculation are included in Fig. 7 ͑solid lines͒. In fact, good agreement be- tween the GFRC predictions and the simulation data is found ͓35͔.
Intrachain properties at lower temperature
The preceding discussion was concerned with temperatures much larger than the onset temperature of homogeneous crystallization T crys hom ͑=0.78͒. In this section, we focus on temperatures closer to and below T crys hom . ͑a͒ Non-Gaussian parameter C ab . Figure 8 depicts the non-Gaussian parameter C ab 2 for various N and illustrates its temperature dependence. As expected, deviations from Gaussianity are stronger for shorter chains-compare the results for N = 50 and N = 100 at T = 1-and become more pronounced on cooling toward T crys hom . However, the features of C ab 2 discussed in the previous section, in particular the good agreement between the GFRC prediction and the simulation data, remain the same so long as T Ͼ T crys hom . This state of affairs changes when the melt crystallizes. Previous work ͓14-16͔ revealed that CG-PVA chains shorter than N Ϸ 50 fully extend on crystallization, whereas longer chains fold back on themselves, forming lamellarlike crystalline structures that coexist with amorphous regions ͑cf. Fig.  2͒ . For N = 10 we thus expect and find-see inset of Fig.  8 -that C ab 2 exhibits rodlike behavior, that is, C ab 2 = 1 for all ͉a − b͉. For N = 100, on the other hand, the situation is different. C ab 2 is negative for 0.38Շ ͉a − b ͉ / N Շ 0.88. A negative value of C ab 2 implies that internal distances larger than expected from ideal chains occur so that ͗r ab 4 ͘ exceeds the Gaussian result 5͗r ab 2 ͘ 2 / 3. This finding is not unreasonable. Large internal distances can result from stretched chain sections which participate in the crystalline lamellae ͓36͔.
͑b͒ Form factors. From Fig. 8 we may conclude that the form factor w͑q͒ for N = 100 in the crystalline state cannot be described by the Koyama approximation because C ab 2 is negative. The approximation could work, however, for
hom where C ab 2 Ͼ 0. This is indeed the case. Figure 9 compares simulation results for w͑q͒ in the T interval 0.8Յ T Յ 1 with
where we used Eq. ͑9͒ and w ab K ͑q͒ is given by Eqs. ͑12͒ and ͑13͒. We find that w K ͑q͒ provides a good description of w͑q͒ for T Ͼ T crys hom . In the crystalline state we can apply the Koyama approximation only to those cases for which C ab 2 Ͼ 0. This condition is satisfied for short chains ͑N =10͒ which form a crystal of rigid rods upon cooling. For rods, the Koyama approximation becomes exact, and the form factor reads Non-Gaussian parameter C ab 2 versus ͉a − b ͉ / N for N = 100 at T = 1 and for N =50 at T = 0.8, 0.9, and 1. All temperatures are above the onset temperature of homogeneous crystallization T crys hom = 0.78. As in Fig. 7 , the data shown represent gliding averages along the chain over all monomers a which are separated by a contour length ͉a − b͉ from monomer b ͑i.e., b = a + ͉a − b͉͒. Inset: C ab 2 versus ͉a − b ͉ / N for N = 10 and 100 in the semicrystalline phase at T = 0.4. Perfect rodlike behavior, C ab 2 = 1, is indicated by a horizontal solid line. 
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if fluctuations of the bond length are neglected again ͓cf. Eq. ͑10͔͒. In the continuum limit Eq. ͑15͒ gives ͓18,37͔
͑16͒
Here, R g = Nb 0 / ͱ 12 is the radius of gyration of a rod.
We compare these predictions to the simulation results for N = 10 and 100 at T = 0.4 in Fig. 10 . For both chain lengths the continuum expression Eq. ͑16͒ agrees with the simulated w͑q͒ for q տ 1. The discrete version of the form factor for a rod, Eq. ͑15͒, coincides with Eq. ͑16͒ for small q and extends the description of the simulation data up to the largest q-values studied. The good agreement between the form factor of a rod and the simulation results for N = 10-not only for q տ 1, but also for smaller q-values ͑see inset of Fig.  10͒ -is expected, since short chains fully extend in the crystalline state. For N = 100 the agreement for q տ 1 is, however, surprising. Long chains have a complex semicrystalline structure at low T which should lead to deviations from perfect-rod behavior ͑and it does so for q Շ 1; see inset of Fig. 10͒ . The finding "w͑q͒Ϸw rod dis ͑q͒" for q տ 1 suggests that the crystalline structure of N = 100 resembles a dense packing of rods. Apparently, the impact of the amorphous regions only manifests itself by smoothening the corners of the sawtoothlike structure of w͑q͒ compared to w rod dis ͑q͒. For a wave vector smaller than q = 1, the structural disorder present in the semicrystalline state becomes more apparent. Here, w͑q͒ is well-described by the Debye function w D ͑x͒ ͑see inset of Fig. 10͒ , indicating that chain conformations on large length scales have Gaussian characteristics.
C. Interchain structure factors
As in the case of the intrachain structure we begin the discussion of intermolecular correlations by an analysis of the site-resolved quantities h ab ͑q͒ ͓Eq. ͑7͔͒ in the liquid state for T Ͼ T crys hom . Figure 11 depicts h ab ͑q͒ at T = 1 for N = 10 and 100. If q տ 17, h ab ͑q͒ is close to the average pair-correlation function h͑q͒, the dependence on the monomer pair ͑a , b͒ being very weak. For smaller q, however, we find a clear site-dependence. While pair correlations of inner sites ͑1 Ͻ a , b Ͻ N͒-with the exception of h 22 ͑q͒-remain close to each other and to h͑q͒, differences occur if chain ends ͑a =1,N͒ are involved. Here, two observations can be made. First, at q Ϸ q * , intermolecular correlations of chain ends are stronger than the average h͑q͒. Second, for q Ϸ 4, h 11 ͑q͒ exhibits a plateau, a feature not observed for h͑q͒.
A qualitatively similar behavior of h ab ͑q͒, albeit with weaker deviations of h 11 ͑q͒ from h͑q͒ for q տ q * , was also found in previous work on a glass-forming bead-spring model ͓24͔. For this model, the site-dependence of h ab ͑q͒ could be interpreted in terms of polymer reference interaction site model ͑PRISM͒ theory ͓27,38͔. This prompts us to attempt the same analysis here.
PRISM theory
PRISM theory is a liquid state approach to the equilibrium properties of polymeric systems ͓27,38͔. Its key idea is to decompose a polymer chain into spherical interaction sites. For bead-spring-like models, such as CG-PVA, the sites may be identified with the monomers.
Starting from this decomposition PRISM theory proposes a relation between the intrachain ͓w ab ͑q͔͒ and interchain ͓h ab ͑q͔͒ structure factors by a generalized Ornstein-Zernike equation ͓23,27,38͔
Here, c ab ͑q͒ is the direct correlation function between the sites a and b. Physically, the direct correlation function may be interpreted as the effective pair potential between two monomer densities located on different chains in the melt ͓27͔. In the homogeneous melt this intermolecular potential should depend only weakly on the specific position of the monomers a and b along the chains, provided they are not close to or at the chain ends. For long polymers, however, chain end effects should not be important, suggesting that all sites of a homopolymer can be treated as equivalent ͓39͔. This implies
We test this equivalent-site approximation for c ab ͑q͒ in Appendix A. Here, we rather focus on its consequences for Thus PRISM theory predicts that the site-dependence of intermolecular correlations entirely results from the intrachain structure.
Comparison with the simulation in the liquid phase
Equation ͑19͒ is supposed to provide an approximate ͓39͔ representation of the site dependence of h ab ͑q͒ in the polymer liquid. Figure 12 tests this prediction. The figure compares Eq. ͑19͒ with the measured h ab ͑q͒ for N = 100 at T =1. Contrary to the results of Ref. ͓24͔, where good agreement was obtained for all pairs ͑a , b͒, we find here that h ab ͑q͒ is only well-described by Eq. ͑19͒ if a , b Ն 3. Pair correlations involving chain ends ͑a =1͒ markedly deviate from the PRISM prediction ͑cf. first panel of Fig. 12͒ . Deviations at the quantitative level are also visible for h 22 ͑q͒. Qualitatively, however, PRISM theory represents a substantial improvement as against the comparison of h ab ͑q͒ with h͑q͒ in Fig. 11 . For instance, it provides a clear signature of the plateau for h 11 ͑q Ϸ 4͒ and is in general much closer to the simulated h ab ͑q͒ than is h͑q͒. These results are also found for other T Ͼ T crys hom . Thus we may obtain a semiquantitative description of the static structure of the CG-PVA polymer liquid by using the site-independent interchain direct correlation function c͑q͒ and the matrix of single-chain structure factors w ab ͑q͒.
Temperature dependence of the interchain structure
Below T crys hom the melt is spatially heterogeneous; crystalline lamellae coexist with amorphous regions. It appears natural to assume that this heterogeneity modifies the intermolecular correlations between the monomers. Monomers participating in crystalline lamellae have different ͑local͒ environments-and thus different effective pair interactions-than those in the amorphous regions. So the equivalent-site approximation, Eq. ͑18͒, may be violated in the semicrystalline phase ͑see Appendix A for further discussion of this point͒, and the site dependence of h ab ͑q͒ cannot be understood in terms of Eq. ͑19͒. The following discussion 
FIG. 11. Site-resolved ͓h ab ͑q͔͒ and average ͓h͑q͔͒ interchain structure factors at T = 1 for two chain lengths, N =10 ͑upper panel͒ and N = 100 ͑lower panel͒. Correlations involving both chain ends ͑a = b =1͒ exhibit the strongest deviation from h͑q͒. For a Ն 3, the data for h aa ͑q͒ are close to or even coincide with h͑q͒. This is exemplified for the middle monomer ͓h 55 ͑q͒ for N = 10 and h 5050 ͑q͒ for N = 100͔. One observes that the agreement of h aa ͑q͒ and h͑q͒ improves with increasing N. The vertical dotted lines indicate the q-value corresponding to R g ͑R g Ӎ 1.08 for N = 10 and R g Ӎ 4.46 for N = 100͒. 
Comparison of simulation results for the site-site interchain pair-correlation functions h ab ͑q͒ ͑open circles͒ with the PRISM prediction, Eq. ͑19͒ ͑solid lines͒. All data refer to N = 100 and T = 1. The input of Eq. ͑19͒, i.e., w͑q͒, h͑q͒, and w ab ͑q͒, is also obtained from the simulation. The site-averaged correlation function h͑q͒ ͑dotted lines͒ is included for comparison. All curves except those for h 150 ͑q͒ and h 22 ͑q͒ are shifted vertically for clarity. The vertical dotted lines show the q-value corresponding to R g ͑R g = 4.46 for N = 100͒.
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thus focuses on the site-averaged intermolecular correlations h͑q͒. Figure 13 depicts h͑q͒ for N = 50 at various T above T crys hom and for N = 100 also at T = 0.4 below T crys hom . On cooling toward T crys hom the intermolecular structure of the polymer liquid changes smoothly. The most prominent features are the shift of first peak at q * ͑"amorphous halo"͒ to larger values and the increase of its amplitude h͑q * ͒. These changes are a consequence of the increase of density with decreasing T and the attendant tighter intermolecular packing on the local scale of a monomer ͑2 / q * Ϸ 1͒. Below T crys hom , h͑q͒ shows the signature of Bragg peaks. For CG-PVA we expect to find a crystalline structure with hexagonal symmetry because elongated chain sections have a cylindrical shape. As we may assume the long axis of the cylinder to be much larger than the distance between cylinders, Bragg peaks should occur at the wave vectors of a two-dimensional hexagonal lattice, that is, at q * , ͱ 3q * , 2 q * , etc. This expectation is borne out. We find peaks for these q-values, which are, however, substantially broadened because of the imperfect order of the semicrystalline state. Important experimental quantities to explore structure and chain conformation of ͑crystallizable͒ polymer liquids are the ͑site-averaged͒ static structure factor S͑q͒ and form factor w͑q͒. Figure 14 recapitulates results from our simulations for these quantities, both in the liquid ͑upper panel͒ and crystalline states ͑lower panel͒.
In the liquid phase, w͑q͒ is almost independent of temperature, whereas S͑q͒ changes smoothly with decreasing T. Appealing back to Eq. ͑8͒ we see that this difference reflects modifications of the intermolecular packing. On cooling monomers ͑from different chains͒ have to pack more tightly to accommodate the increase of density. This compaction on a local scale entails a sharper spatial organization of the monomers in nearest-neighbor shells, the signature of which is the shift of the amorphous halo at q * and of its amplitude S͑q * ͒ to larger values. These features persist for all temperatures studied, even for T very close to T crys hom ͑e.g., T = 0.79; not shown͒.
It is tempting to interpret this observation in terms of an empirical freezing criterion, the Hansen-Verlet criterion ͓40͔. This difference between simple and polymer liquids hints at the importance of the intrachain properties for the understanding of polymer crystallization. For simple liquids, crystallization may be interpreted as the result of a competition between liquid favoring, entropic forces ͑translational entropy͒ and solid favoring, packing forces. For polymer melts, this picture must be supplemented by intrachain contributions from the configurational entropy and internal energy of a chain. For instance, if the chains are fully flexible, they carry an enormous amount of entropy which must be lost upon crystallization. In general, intermolecular packing forces alone do not suffice to compensate for the entropy loss and to induce crystallization ͑except for specific cases ͓10͔͒. If we removed the angular potential and kept only bond and LJ interactions, the CG-PVA model would not crystallize, but undergo a glass transition ͓43͔. This demonstrates that it is the interplay of the ͑RIS-like͒ angular potential and the packing forces, which triggers crystallization in our model. Crystallization occurs if the packing constraints in the melt are sufficiently strong to assist the inherent tendency of the bonds to align colinearly. This straightens the chains and localizes the monomers on a crystalline lattice. The features of the CG-PVA model imply that the expanded chain sections arrange parallel to each other on a hexagonal lattice in the semicrystalline phase. The structure factors for N = 100 at T = 0.4 in Fig. 14 exemplify this behavior. The q-dependence of w͑q͒ is close to the form factor of a rod, and S͑q͒ displays indications of Bragg peaks at the positions expected for a hexagonal lattice. The Bragg peaks are strongly broadened due to the imperfect crystalline structure. Better crystals may be obtained if we employ a "selfseeding process." In this process, the melt is first quenched to T = 0.7 and tempered for a short time until nucleation occurs. Then, temperature is raised to T = 0.8, and the system is further propagated ͓15͔. During this isothermal relaxation only the largest crystalline nucleus survives; it serves as a heterogeneity for triggering crystallization. At T = 0.8 the chains have sufficient mobility to better adapt to the crystalline pattern than during a continuous cooling process. Figure  14 shows that the Bragg peaks of the resulting S͑q͒ are much more pronounced. This clearly demonstrates the importance of chain mobility to attain better crystalline structures.
V. SUMMARY AND CONCLUSIONS
In this paper we discussed structural properties of a coarse-grained model for a crystallizable polymer melt at temperatures above and below the temperature T crys hom of homogeneous crystallization. Our analysis employed various structure factors characterizing, on different length scales, intramolecular and intermolecular correlations between the monomers. We did not only determine average, but also sitespecific spatial correlations which depend on the monomer position along the chain backbone. Such detailed sitedependent information might be an important input in density-functional theories for polymer crystallization ͓9,10͔. We hope that our work helps to further develop such approaches in the future. The main results of our work may be summarized as follows.
Above T crys hom we find that the site-resolved intrachain structure factor w ab ͑q͒ is well-described by the Koyama distribution ͑Fig. 6͒. The input quantities of the Koyama distribution may be derived from a generalized freely rotating chain model ͑Fig. 7͒. So we can determine the site-dependence of w ab ͑q͒ by specifying only three conformational properties, the average bond length and the first and second moments of the cosine of the bond angle. Moreover, these results also imply that w ab ͑q͒ depends only on the distance ͉a − b͉ between the monomers ͑a , b͒ along the backbone ͑Fig. 5͒. This is in contrast to the intermolecular correlation functions h ab ͑q͒ which depend explicitly on the monomer pair ͑a , b͒ ͑Fig. 11͒. The site-dependence of h ab ͑q͒ may be described semiquantitatively by PRISM theory ͑Fig. 12͒. PRISM theory assumes that the direct correlation function is independent of the monomer index. By calculating the site-site and site-averaged direct correlation functions we verify that this assumption is reasonable, unless chain ends are involved ͑Appendix A͒. This shows that even subtle intermolecular monomer-monomer correlations can be obtained, to a good approximation, from the knowledge of the site-averaged interchain direct correlation function and the site-dependent intrachain structure factors. Since our model thus allows one to describe intramolecular and intermolecular correlations in terms of established theoretical concepts, it might represent a convenient starting point for the development and test of liquid-state approaches to polymer crystallization.
Below T crys hom short chains fully extend upon crystallization, whereas long chains form chain-folded lamellae separated by amorphous regions. The structural features of these polymer crystals lead to violations of the premises of the Koyama distribution-the non-Gaussian parameter C ab can become negative ͑Fig. 8͒-or of PRISM theory-the equivalent-site approximation no longer applies ͑Fig. 17͒-so that both theoretical approaches cannot be applied simultaneously.
Finally we also find that the polymer melt crystallizes more easily than a simple liquid because the Hansen-Verlet criterion, S͑q * ͒Ϸ2.85, is not obeyed. This shows that the increase of packing constraints with decreasing T is not the only driving force for crystallization in our model. It is crucial to take into account conformational properties-more precisely, backbone rigidity. Extended chain sections can pack more densely. The system thus gives up conformational entropy to satisfy packing constraints imposed by the increase of density on cooling below T crys hom . It is this coupling between the ͑RIS-like͒ backbone rigidity and density which drives the phase transition in our model. This interpretation suggests to study models with different rigidity in order to elucidate further these correlations between chain conformation and the tendency of the melt to crystallize. Such work as well as further analyses of the crystal phase are underway.
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͑A2͒
The equivalent-site approximation-that is, the idea that the effective interaction potential between monomer densities of two different chains is independent of the specific monomer pair ͑a , b͒-represents the key assumption of the PRISM theory ͓27,38͔.
Here, we want to assess the range of validity of Eq. ͑A2͒ for the CG-PVA model in both the liquid and semicrystalline phases.
To test Eq. ͑A2͒ c ab ͑q͒ and c͑q͒ must be determined independently from the simulation. We obtain an expression for c ab ͑q͒ by inserting Eq. ͑3͒ into Eq. ͑A1͒. This yields ch c ab ͑q͒ = ͓w ab
where X ab −1 ͑q͒ denotes the ͑a , b͒ element of the inverse matrix X −1 ͑q͒ and ch is the chain density. We can derive a similar expression for c͑q͒. Substituting Eq. ͑A2͒ into Eq. ͑A1͒ and making use of Eq. ͑9͒ leads to h͑q͒ = w͑q͒c͑q͓͒w͑q͒ + m h͑q͔͒ = w͑q͒c͑q͒S͑q͒, ͑A4͒ from which we find ͑ m = N ch = monomer density͒
Equations ͑A3͒ and ͑A5͒ express c ab ͑q͒ and c͑q͒ in terms of the intrachain ͓w ab ͑q͒, w͑q͔͒ and interchain ͓h ab ͑q͒, h͑q͔͒ contributions of the static structure factors S ab ͑q͒ and S͑q͒ ͓Eqs. ͑4͒ and ͑8͔͒. Thus the direct correlation functions can be calculated from the simulation results discussed before.
(a) Direct correlation functions at T = 1. Figure 15 tests the validity of the equivalent-site approximation for N =10 and 100 at T = 1. We find that Eq. ͑A2͒ is well-satisfied, except for correlations involving the chain ends, a =1 or a = N, and the monomers next to the ends, a =2 or a = N −1 ͑Fig. 16͒. The end-end correlations begin to deviate from c͑q͒ for q Ϸ 15. The deviations increase with decreasing q and become particularly pronounced for q Շ q * ͑cf. upper panel of Fig. 15͒ . It is interesting to note that these deviations are not strongly influenced by chain length. They appear to be localized at the chain ends, regardless of how large N is.
(b) Direct correlation functions at T = 0.4. Short chains of length N = 10 fully extend during crystallization ͑see Fig. 2͒ . They form a polycrystalline structure consisting of domains in which the chains tend to arrange parallel to each other on a hexagonal lattice. This implies that monomers well inside the domains-e.g., the middle monomer of a chain-are surrounded by a crystalline environment, whereas those at the domain surfaces-e.g., the chain ends-are located in a more disordered environment. These differences should have a crucial impact on intermolecular correlations and so on the site dependence of the direct correlation functions. For instance, we may presume that the direct correlation function of the chain ends resembles the behavior found in the liquid phase, i.e., c 11 ͑q͒ is close to c͑q͒ for q Ͼ 5, whereas c 55 ͑q͒ could substantially deviate from c͑q͒. Figure 17 suggests that this conjecture is essentially correct. At T = 0.4, we find indeed deviations of c 55 ͑q͒ from c͑q͒, which are not present at T =1 ͑Fig. 15͒ and which we thus attribute to the strongly heterogeneous structure of the short chain polymer crystal. For longer chains, the semicrystalline structure appears to be less heterogeneous. This is evidenced by a comparison of static structure factor for N = 10 and 100. Figure 17 shows that the Bragg peaks are strongly broadened and much less pronounced for N = 100 than for N = 10. We may therefore expect that the equivalence of all interaction sites is better respected for the longer chains. Despite the limited statistical accuracy of the data, Fig. 17 suggests that this is indeed the case. 
