НЕЙРОННЫЕ СЕТИ И ПРОГНОЗИРОВАНИЕ РАЗМЕРОВ ДВИЖЕНИЯ by D. Zheleznov V. & Д. Железнов  В.
•МИР ТРАНСПОРТА 04’12
УДК 004.8:519.86:656.222 ПРОБЛЕМЫ УПРАВЛЕНИЯ
Прогноз размеров движения поездов имеет большое значение в эксплуа-тационной работе на всех уровнях 
управления. При решении стратегических 
задач (например, в процессе создания про-
грамм усиления провозных или пропускных 
способностей сети) важно знать пиковые 
и средние размеры движения по категориям 
поездов, что позволяет определять потреб-
ную пропускную способность на любых её 
фрагментах. При оперативном планирова-
нии нужны прогнозы суточных нагрузок, 
сгущения подхода поездов, оптимальных 
«окон» на этапе ремонтно-путевых работ.
Существует много методов прогнозиро-
вания. Большинство из них вполне при-
менимо для описания транспортных по-




– методы Бокса-Дженкинса (ARIMA, 
ARMA).
Известны достоинства и недостатки 
этих методов, но даже наиболее сложные 
и по-разному оцениваемые опираются 
на один фактор – временной.
Системный анализ внешних транспорт-
ных связей показывает, что на формирова-
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ние транспортных потоков оказывает 
влияние немалое число факторов, а время 
лишь удобная для восприятия ось, на ко-
торую проецируются влияния. Отказаться 
в полной мере от такого подхода нельзя, 
ведь именно временная ось связывает про-
шлое через настоящее с будущим, но при-
ходится признать его и излишне механи-
стическим.
В последние годы наблюдается рост 
интереса к нейронным сетям. Так, учёными 
ИрГУПС разработана методика кратко-
срочного прогнозирования с использова-
нием факторной нейросетевой модели. Она 
апробирована для оценки потребления 
электрической энергии на тяговых под-
станциях [2–4].
Нейронная сеть оптимально сочетает 
в себе такие характеристики, как быстро-
действие и высокая аппроксимирующая 
способность. Аппарат сетей позволяет 
оценивать влияние качественных и коли-
чественных факторов в динамике.
Реализация факторного нейросетевого 
прогнозирования осуществляется посред-
ством модели, представленной на рис. 1. 
Здесь Y(t) и Х(t) – соответственно выходной 
(прогнозируемый) и входные (критериаль-
ные) параметры.
До начала построения прогнозной мо-
дели следует определить число факторов, 
значение которых будет восприниматься 
нейронной сетью как входные (критери-
альные) параметры. При значительном 
увеличении их числа исчезает очевидность 
принимаемых решений, осложняется их 
интерпретация. В соответствии с общепри-
нятыми подходами их число должно быть 
сокращено путём удаления из модели 
функционально связанных друг с другом 
факторов.
На результаты отбора существенное 
влияние будет оказывать глубина периода 
прогнозирования. Например, при рассмо-
трении четырёхчасовых периодов в разное 
время суток будет серьёзно различаться 
влияние местной работы, размеры «окон» 
для проведения ремонтов. При прогнози-
ровании суточных размеров движения су-
щественна корреляция между днём недели, 
так как в зарождении грузопотоков уча-
ствуют предприятия с недельным циклом.
Механизм формирования неравномер-
ности движения поездов хорошо изучен 
и широко освещён в научной литературе 
[5]. Оказывают влияние и день месяца, 
и месяц года. Причём характер их влияния 
заметно разнится в разных регионах. На-
пример, в феврале каждого года приоста-
навливается экономическая жизнь в Китае, 
что связано с новогодними каникулами 
и открытием нового планового периода 
в стране. Это оказывает существенное вли-
яние на объёмы работы Забайкальской 
железной дороги, через которую осущест-
вляется более 60% товарооборота между РФ 
и КНР.
На рынке программного обеспечения 
представлено значительное количество 
адаптаций нейросетевого метода. При про-
ведении исследований использовался па-
кет STATISTICA Neural Networks. К его до-
стоинствам следует отнести реализацию 
мощного аналитического метода – генети-
ческого алгоритма отбора входных данных, 
что позволяет сформировать оптимальный 
набор входных переменных и даёт возмож-
ность выбрать наиболее значимые для по-
следующего анализа с помощью традици-
онных моделей [7].
В теории корреляции [8] говорится 
о значимости тщательного анализа корре-
лирующих факторов. Зачастую исследова-
тель не может увидеть функциональную 
связь между фактором и результатом, хотя 
видит корреляцию от каких-то других фак-
торов, которые на самом деле находятся 
в функциональной связи с инициирующим 
фактором. С позиций системного анализа 
это объясняется индуктивным направле-
нием исследования. Возникает необходи-
мость отбора наиболее сильно коррелиру-
ющих факторов. По сути, выбираются 
«факторы-посредники», корреляционная 
связь результата с их влиянием понимается 
скорее интуитивно.
Количественные связи проявляются 
в функциональной и корреляционных 





значению одного признака соответствует 
несколько значений другого признака. 
Коэффициент корреляции дает представ-
ление о направлении (прямая +, обратная 
–) и силе связи (от 0 до 1): 0 – связь отсут-
ствует; 0–0,3 – связь слабая; 0,3–0,7 – 
связь средняя; 0,7–1,0 – связь сильная [9].
Расчет коэффициента корреляции k
xy
 
между любыми парами признаков выпол-
няется по формуле [10]:





 – отклонения исследуемых при-
знаков от средних значений.
Мультиколлинеарная зависимость 
между факторами присутствует, если коэф-
фициент парной корреляции находится 
в диапазоне 0,70–0,80. При превышении 
верхнего предела этого значения с большой 
долей вероятности можно говорить о на-
личии функциональной связи между этими 
факторами, и следовательно в модель надо 
включать только один из них. Мультикол-
линеарность означает, что в значительной 
мере оба фактора принимают свои значе-
ния под влиянием какого-то воздействия, 
имеют общую причину, при этом их значе-
ния зависят и от иных причин. Степень 
влияния последних на сравниваемые 
факторы не всегда одинакова.
С учетом сказанного при выборе фак-
торов, влияющих на результативный при-
знак, можно сразу отбросить те, степень 
влияния которых незначительна. Что ка-
сается сильно коррелирующих с результа-
тивным признаком факторов, то следует 
проверить предварительно отобранные 
3–4 из их числа на мультиколлинеарность 
с помощью коэффициента парной корре-
ляции. Используя правило Парето, отбор 
факторов можно завершить при выполне-
нии условия:
  (2)
Если коэффициент парной корреляции 
какого-то фактора превышает значение 0,8, 
это означает наличие однофакторной кор-
реляционной зависимости.
По своей сути размеры движения по-
ездов на перегоне – следствие огромного 
числа детерминированных процессов. 
Однако определить набор событий, ока-
зывающих влияние на рассматриваемый 
объект управления, дать им количествен-
ную оценку вряд ли возможно аналитиче-
скими методами. Размещение исследуе-
мого перегона или поездного участка 
в пространстве детерминировано и не ме-
няется с течением времени. Потоковые 
процессы достаточно точно описываются 
аналитически с помощью моделей, име-
ющих периодическую составляющую. При 
внимательном рассмотрении её можно 
разложить на ряд гармоник. Первая за-
даётся периодом суток (утро, день, вечер, 
ночь). Вторая – днём недели и отражает 
внутринедельную неравномерность. Тре-
тья – порядковым номером суток внутри 
месяца. Четвёртая – месяцем года. Пя-
тая – сезоном (весна, лето, осень, зима). 
Применив принцип декомпозиции, мож-
но для прогнозного периода определить 
конкретные значения пяти входных пара-
метров.
Для обучения нейронной сети требует-
ся выборка фактических размеров движе-
ния за период, предшествующий планово-
му. Как известно из теории корреляции, 
для точности прогноза p=0,95 нужно 
не менее 75 наблюдений, при p=0,97 – 
не менее 750. Для первого случая необхо-
дима история трёхмесячного наблюдения, 
при этом 15 значений должны резервиро-
ваться в качестве контрольной выборки. 
Статистика наблюдений очень проста: 
точная дата и соответстенно ей – размеры 
движения поездов с разбивкой по катего-
риям.
На следующем этапе дата (D) расклады-
вается по четырём факторам: день недели 
(x
1
), порядковый номер суток внутри меся-
ца (x
2





ность наблюдения от прогнозируемой даты 
оценивается с помощью весового коэффи-
циента. Чем старее данные, тем меньшее 
значение они имеют для модели.









,...) смоделирована на нейрон-
ной сети, в которой в качестве входных 





а выходного – суточные размеры движе-
ния. Таким образом, структура нейронной 
сети при прогнозе размеров движения 
на поездном участке принимает вид, пред-
ставленный на рис. 2.
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Путем предоставления каждой модели 
значений факторов (подавались на входы 
нейронной сети и подставлялись в уравне-
ния регрессии) были получены прогнозные 
оценки размеров движения на каждый день 
месяца для трех участков дороги. При этом 
ошибки прогнозирования находятся в ин-
тервале: [–0,045; 0,05].
Применяемые до сегодняшнего момен-
та вероятностно-статистические методы 
прогнозирования в качестве исходных 
статистических данных на входе модели 
имеют точечные значения. В некоторых 
случаях по разным причинам информация 
о размерах движения и влияющих факторах 
может быть недостаточной, иметь нечёткий 
характер. Такие случаи затрудняют при-
менение традиционных методов оценки 
и прогнозирования ввиду возможности 
появления произвольных неконтролируе-
мых ошибок в результатах прогнозирова-
ния при некорректных исходных данных.
Наиболее перспективными для опера-
тивного и краткосрочного прогнозирова-
ния размеров движения поездов в условиях 
неопределённости являются интервальные 
методы, в которых прогнозирование про-
исходит с указанием границ прогнозируе-
мой величины, т. е. границ доверительного 
интервала, построенного для исследуемого 
параметра на рассматриваемом шаге про-
гноза. В частности, к таким методам от-
носится интервальная регрессия.
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