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Abstract
This paper proposes a novel approach to nonlinear state-feedback control design that has three main advantages: (i) it
ensures exponential stability and L2-gain performance with respect to a user-defined set of reference trajectories, and (ii) it
provides constructive conditions based on convex optimization and a path-integral-based control realization, and (iii) it is less
restrictive than previous similar approaches. In the proposed approach, first a virtual representation of the nonlinear dynamics
is constructed for which a behavioral (parameter-varying) embedding is generated. Then, by introducing a virtual control
contraction metric, a convex control synthesis formulation is derived. Finally, a control realization with a virtual reference
generator is computed, which is guaranteed to achieve exponential stability and L2-gain performance for all trajectories of the
targeted reference behavior. Connections with the linear-parameter-varying (LPV) theory are also explored showing that the
proposed methodology is a generalization of LPV state-feedback control in two aspects. First, it is a unified generalization of
the two distinct categories of LPV control approaches: global and local methods. Second, it provides rigorous stability and
performance guarantees when applied to the true nonlinear system, while such properties are not guaranteed for tracking
control using LPV approaches.
Key words: Nonlinear systems, contraction, linear-parameter varying, stabilization, L2 gain.
1 Introduction
For linear time-invariant (LTI) systems, essentially all
reasonable definitions of stability coincide, and if a par-
ticular solution (such as the zero solution) is locally sta-
ble then all solutions are globally stable. This favourable
property extends to stabilization, and furthermore there
are many well-established methods for computing stabi-
lizing feedback controllers.
For nonlinear systems, however, the picture is more nu-
anced: distinct and practically-motivated notions of sta-
bility are not necessarily equivalent. For example, stabil-
ity of a particular equilibrium does not imply stability
of all equilibria, which in turn does not imply stability
of all non-equilibrium trajectories. Furthermore, even in
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the full-state-feedback case the computation of stabiliz-
ing feedback controllers is an on-going research topic.
We use the term regulation to denote stabilization of a
particular equilibrium, usually the origin under suitable
choice of coordinates. For the regulation problem, the
concept of a control Lyapunov function (CLFs) [35,1]
plays an important role. Given a CLF, a simple but
universal construction yields stabilizing controllers [36].
For certain classes of nonlinear systems CLFs can be
constructed based on energy [34] or back-stepping tech-
niques [11]. For more general systems, it is desirable to
construct a CLF via optimization. For linear systems,
the CLF criteria can be converted into a convex linear
matrix inequality (LMI) [3], but for nonlinear systems,
the set of CLFs for a particular system is not necessarily
convex or even connected [24]. Certain dual notions of a
CLF lead to convexity of synthesis [24,12], but these can
only imply almost-global stabilization, and are difficult
to extend to disturbance rejection or robust stabiliza-
tion.
In contrast, for the much stronger problem of universal
stabilization – i.e. global exponential stabilization of all
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trajectories – the concept of a control contraction metric
(CCM) leads to convex conditions analogous to those for
the LTI case [17], and can easily be extended to distur-
bance rejection and robust stabilization [18]. This work
builds on contraction analysis [16], extending it to ad-
dress constructive control design. The main idea of con-
traction analysis is that local stability of all trajecto-
ries of a nonlinear system implies global stability of all
trajectories. Hence stability can be addressed via anal-
ysis of an infinite family of linear systems (the local lin-
earizations along trajectories) and is decoupled from the
specification of particular trajectories. To establish sta-
bility of an LTI system or to stabilize one, it is sufficient
to search via semidefinite programming for a quadratic
Lyapunov function or CLF [3]. In CCM synthesis, this
is replaced by a smoothly state-varying quadratic form
that measures infinitesimal distances, i.e. a Riemannian
metric. The resulting search is still convex, and is de-
fined via state-dependent pointwise LMIs.
Nevertheless, for some systems the requirements for ex-
istence of a CCM may be too stringent. For example, in
a set-point tracking problem it may be desired to glob-
ally stabilize a particular family of equilibria, a problem
that is stronger than regulation but weaker than univer-
sal stabilization [7,33].
In this paper, we develop an approach for such problems
via the new concept of virtual control contraction met-
rics (VCCMs) by combining CCMs with the concept of
virtual systems, introduced in [40]. The main idea of vir-
tual systems is that a nonlinear system, which is not it-
self contracting, may still have certain stability proper-
ties that can be established via construction of an aux-
iliary observer-like system which is contracting. In [40]
the main application was oscillator synchronization. In
this paper we show that a similar notion can lead to
less restrictive conditions for control design. The earlier
work [19] proposed a combination of CCM and virtual
systems for the special case of mechanical systems, and
similar concepts were further developed in [25].
The second contribution of this paper is to explore the
connections between the VCCM and linear parameter-
varying (LPV) approaches to nonlinear control. At the
formal synthesis level, LPV and CCM approaches are
similar in that they both extend the convex design ap-
proaches for LTI systems to nonlinear systems via pa-
rameterized LMI conditions. Two main categories of
LPV design can be distinguished. The first is local LPV
(a.k.a. LPV gain scheduling) is a development of the
classical and widely-applied idea of gain scheduling [27].
The basic idea is to linearize around a family of operat-
ing points, design controllers for those points, and then
interpolate in some way ([28]). Despite the wide applica-
tion of this approach, it is well known that “hidden cou-
plings” between system dynamics and parameter varia-
tions can lead to closed-loop instability. Previous work to
address this problem has led to an approach that is sim-
ilar to contraction analysis, interpreting local lineariza-
tion as the Gaˆteaux derivative of a nonlinear operator
[6], however the resulting control synthesis method was
not constructive.
The second main class is global LPV. In this framework,
the behavior (solution set) of the nonlinear system is em-
bedded into a LPV system by choosing the scheduling
variable as a function of state and input. This scheduling
variable is then treated as a “free” (external indepen-
dent) parameter throughout the synthesis step. How-
ever, it becomes in general 1 an internal variable for the
control realization, resulting in an inherent conservatism
that is seen as a trade-off for convex controller design.
Closed-loop stability and performance with respect to
a particular equilibrium is guaranteed by the so-called
behavior (parameter-varying) embedding principle. How-
ever, this approach can fail to guarantee asymptotic con-
vergence in set-point tracking [31,9].
In this paper we argue that the VCCM approach is a
unified generalization of both of these approaches. While
very similar in terms of modelling and convex synthe-
sis steps, it differs from LPV approaches in the actual
control realization, which makes explicit use of the Rie-
mannian structure induced by the CCM. As a result, it
provides rigorous asymptotic stability and performance
guarantees for the underlying system while such proper-
ties cannot be guaranteed for standard LPV approaches.
We provide illustrative examples in which both local and
global LPV approaches result in closed-loop instability
at some set-points, whereas the VCCM approach guar-
antees global exponential stability of all set-points.
The paper is structured as follows. Section 2 gives an
overview of contraction theory. Section 3 describes the
proposed VCCM approach for nonlinear stabilization.
The disturbance rejection problem is treated in Sec-
tion 4. Comparison with LPV state-feedback control is
presented in Section 5.
Notation. R is the set of real numbers, while R+ is the
set of non-negative reals. We use x : R+ → Rn and
x(t) ∈ Rn to denote a vector signal and its value at time
t, respectively.L2 is the space of square-integrable vector
signals on R+, i.e., ‖x‖2 :=
√∫∞
0
|x(t)|2dt < ∞ where
| · | is the Euclidean norm. The causal truncation (·)T is
defined by (x)T (t) := x(t) for t ∈ [0, T ] and 0 otherwise.
Le2 is the space of vector signals on R+ whose causal
truncation belongs to L2. For a continuous-time dynam-
ical system, we use B to denote the set of all forward-
complete solutions with sufficient order of smoothness.
Details about the behavioral approach to dynamical sys-
tems can be found in [41]. For a matrix A, A  0 or
1 Besides of cases where the scheduling can be chosen as an
independent input to the system, e.g. outside temperature.
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A  0 means that A is positive definite or positive semi-
definite. Similarly A ≺ 0 or A  0 means that A is neg-
ative definite or negative semi-definite. A Riemannian
metric is a smooth matrix function M : Rm → Rn×n
with M(x)  0 for all x ∈ Rm. A metric M(x) is said
to be uniformly-bounded if there exist a2 ≥ a1 > 0 such
that a1I M(x)  a2I for all x ∈ Rm.
2 Problem Formulation and Preliminaries
2.1 Problem formulation
Consider nonlinear systems of the form
x˙ = f(x, u) (1)
where x(t) ∈ Rn, u(t) ∈ Rm are the state and control
input, respectively, at time t ∈ R+. For simplicity, f is
assumed to be smooth and time-invariant. Extensions
to the time-varying case are straightforward. Let B be
the behavior of (1). A trajectory x is said to be admis-
sible to B if there exists an input signal u such that
(x, u) ∈ B. Given a target behavior B∗ ⊆ B, i.e. collec-
tion of reference signals, we will consider state-feedback
controllers that explicitly depend on a target trajectory
(x∗, u∗) ∈ B∗:
u(t) = κ(x(t), x∗(t), u∗(t)) (2)
where κ : Rn × Rn × Rm → Rm. Applying it to system
(1) gives the closed-loop system
x˙ = f(x, κ(x, x∗, u∗)). (3)
The above system is said to be globally exponentially
stable at (x∗, u∗) if for any initial condition x(0) ∈ Rn,
a unique solution x exists and satisfies
|x(t)− x∗(t)| ≤ Re−λt|x(0)− x∗(0)| (4)
where rate λ > 0 and overshoot R > 0 are constants
independent of initial conditions. If (3) is globally ex-
ponentially stable at every (x∗, u∗) ∈ B∗, then it is said
to beB∗-universally exponentially stable. Note that uni-
versal exponential stability introduced in [17] is a special
case where B∗ = B.
We will also consider the disturbance rejection problem
for the perturbed system of (1):
x˙ = f(x, u, w), z = h(x, u, w), (5)
where w ∈ Rp, z ∈ Rq are external disturbance (load,
measurement noise, etc.) and performance output
(tracking error, actuator usage, etc.), respectively. Let
B be the behavior of (5). The setB∗ ⊂ B is called a tar-
get behavior if each (x∗, u∗, w∗, z∗) ∈ B∗ satisfies w∗ = 0
(i.e., the nominal value of disturbance is 0). Similar to
the stabilization problem, we consider state-feedback
controllers of the form (2), leading to the closed-loop
system:
x˙ = f(x, κ(x, x∗, u∗), w),
z = h(x, κ(x, x∗, u∗), w).
(6)
The controlled system is said to achieve B∗-universal
L2-gain bound of α if for each (x∗, u∗, w∗, z∗) ∈ B∗, any
initial condition x(0) ∈ Rn and any input w − w∗ ∈ Le2,
closed-loop solutions (x, w, z) of (6) exist and
‖(z− z∗)T ‖22 ≤ α2‖(w− w∗)T ‖22 + β(x(0), x∗(0)) (7)
for all T > 0 and some function β(x, y) ≥ 0 with
β(x, x) = 0.
2.2 Contraction analysis
Contraction analysis ([16,5]) studies incremental stabil-
ity of a nonlinear system by lifting it into the differential
setting. Consider nonlinear systems of the form:
x˙ = f(t, x) (8)
where x(t) ∈ Rn is the state, and f is a smooth function.
Here, we consider (8) to be time-varying as later we will
see that time variation appears in the contraction anal-
ysis of virtual systems associated with (1) and (5).
To analyze the contraction property, we utilize the “ex-
tended” system that consists of (8) and its differential
dynamics ([16]):
δ˙x = A(t, x)δx :=
∂f(t, x)
∂x
δx (9)
defined along solutions x. A uniformly-bounded Rieman-
nian metric M(x, t) is called a contraction metric for (8)
if
M˙ +MA+A>M  −2λM (10)
for all x ∈ Rn, t ∈ R+, where M˙ = ∂M∂t +
∑n
i=1 fi
∂M
∂xi
.
The contraction metricM also induces a differential Lya-
punov function V (x, t, δx) = δ
>
xM(x, t)δx for (9), i.e.,
V˙ ≤ −2λV . A central result of [16] is that the existence
of a contraction metric for system (1) implies that it is
exponentially incremental stable with rate λ, i.e., for any
solution pair (x1, x2) we have
|x2(t)− x1(t)| ≤ Re−λt|x2(0)− x1(0)| (11)
for all t ∈ R+, where R =
√
a2/a1.
Contraction analysis can be extended to the system with
external input w ∈ Rp and performance output z ∈ Rq:
x˙ = f(t, x, w), z = h(t, x, w), (12)
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whose differential dynamics is of the form:
δ˙x = A(t, x, w)δx +B(t, x, w)δw
δz = C(t, x, w)δx +D(t, x, w)δw
(13)
where A = ∂f∂x , B =
∂f
∂w , C =
∂h
∂x , and D =
∂h
∂w . System
(12) is said to have a differential L2-gain bound of α if
for all T > 0
‖(δz)T ‖22 ≤ α2‖(δw)T ‖22 + b(x(0), δx(0)) (14)
where b(x, δx) ≥ 0 with b(x, 0) = 0 for all x. From [38,
Th. 3.1.11], a sufficient, and in some cases necessary, con-
dition is the existence of a differential storage function
V (x, t, δx) ≥ 0 with V (x, t, 0) = 0 that verifies
Vt2 − Vt1 ≤
∫ t2
t1
(−δ>z δz + α2δ>w δw) dt (15)
where Vt = V (x(t), t, δx(t)). For smooth systems the
differentialL2 gain bound is equivalent to an incremental
L2 gain bound [6].
2.3 Virtual contraction analysis
Convergence of behaviors is a requirement that appears
in many applications such as synchronization of oscilla-
tors [40], observer design [30], etc. Virtual contraction
analysis [40] studies the behavioral convergence problem
via the concept of virtual systems.
Consider a time-invariant autonomous system
x˙ = f(x) (16)
with x(t) ∈ Rn. A virtual system is a new system of the
form
χ˙ = fˆ(χ, x) (17)
with the property of fˆ(x, x) = f(x), where the virtual
state χ lives in a copy of the true state space Rn, and the
variable x, taken as an exogenous input, is the state of the
true system (16). Note that construction of the virtual
system is based on the factorization of the dependency of
f on x, e.g., f(x) = x2 can be re-casted as f(χ, x) = χx.
Hence, construction of (17) is non-unique.
Throughout of this paper, we use B̂ to denote the behav-
ior of a virtual system. Note that the true behaviorB of
system (16) can be embedded in the virtual behavior B̂
since (x, x) ∈ B̂ for all x ∈ B. Given a true trajectory
x ∈ B, we denote B̂x = {χ : (χ, x) ∈ B̂} as the pro-
jected virtual behavior whose state-space representation
(17) is a time-varying system as x is an external signal.
Associated with B̂x, the differential dynamics is
δ˙χ =
∂fˆ(χ, x)
∂χ
δχ. (18)
Note that in the differential form δx(t) is 0 since the
external signal x is fixed for B̂x. System (1) is said to
be virtually contracting under the representation (17) if
there exists a metric M(χ, x) such that for any x ∈ B,
M˜(χ, t) = M(χ, x(t)) is a contraction metric for (17).
Here M(χ, x) is also referred as a virtual contraction
metric. The existence of a virtual contraction metric im-
plies that all virtual trajectories χ ∈ B̂x converge to x
since x ∈ B̂x by the behavioral embedding principle.
Now we use virtual contraction analysis to study the
convergence between B and its subset B∗, i.e., for any
x ∈ B there exists a x∗ ∈ B∗ such that |x(t) − x∗(t)|
vanishes exponentially.
Theorem 1 (Virtual contraction [40]) Assume that
system (16) is virtually contracting under the virtual rep-
resentation (17). The behavior B converges to a subset
B∗ ⊂ B if B̂x ∩B∗ 6= ∅ for all x ∈ B.
3 Nonlinear Stabilization via VCCM
In this section, we first give a general behavioral embed-
ding based state-feedback control framework for theB∗-
specified tracking problem. Then, we propose a control
design method based on the concept of virtual control
contraction metrics.
3.1 Behavior embedding based state feedback
First, we construct a virtual system for (1):
χ˙ = fˆ(χ, x, µ) (19)
with fˆ(x, x, u) = f(x, u), where χ(t) ∈ Rn, µ(t) ∈ Rm
are the virtual state and control input, respectively, and
the variable x, taken as an exogenous input, is the state
of the true system (1). We provide examples of such
constructions throughout the remainder of the paper.
Note that the above virtual system is non-unique and it
can be understood as an extension of the LPV embed-
ding [37], where fˆ is linear in χ and µ, to a general non-
linear parameter-varying embedding. We take the fol-
lowing assumptions on the choice of the virtual system:
A1: For any admissible trajectory x ofB, the projected
virtual behavior B̂x := {(χ,µ) : (χ, x,µ) ∈ B̂} is
universally exponentially stabilizable, i.e., for any
virtual reference (χ∗,µ∗) ∈ B̂x there exists a virtual
feedback controller of the form
µ(t) = κfb(χ(t), x(t), χ∗(t), µ∗(t)), (20)
where κfb : Rn × Rn × Rn × Rm → Rm, such that
(19) is exponentially stabilized by (20) at (χ∗,µ∗).
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A2: For any admissible trajectory x ofB and any target
trajectory (x∗, u∗) ∈ B∗, there exists a virtual feed-
forward controller of the form
µ∗(t) = κff(x(t), x∗(t), u∗(t)) (21)
where κff : Rn × Rn × Rm → Rm, such that u∗ =
κff(x∗, x∗, u∗) and (x∗,µ∗) ∈ B̂x hold.
Substituting (21) into (20) and setting χ∗ = x∗, we ob-
tain a virtual controller
µ = κˆ(χ, x, x∗, u∗) := κfb(χ, x, x∗, κff(x, x∗, u∗)). (22)
Applying it to (19) gives a virtual closed-loop system
χ˙ = fˆ(χ, x, kˆ(χ, x, x∗, u∗)). (23)
Now we are ready to state our first main result.
Theorem 2 Consider the system (1) and a target be-
havior B∗. If there exists a virtual system satisfying As-
sumption A1 and A2, then (1) is B∗-universally expo-
nentially stable under the true realization of (22) (i.e.,
χ = x and µ = u).
PROOF. For any (x∗, u∗) ∈ B∗, we apply the true
realization of (22) to system (1), resulting in a closed-
loop system in the form of (3). We useBκ, B̂κ to denote
the behaviors of (3) and (23), respectively. It is easy to
verify that the true behavior Bκ can be embedded into
the virtual behavior B̂κ. Furthermore, Assumption A1
implies that (3) is virtually contracting under the virtual
representation (23). Assumption A2 shows {x∗} ⊂ Bκ
and x∗ ∈ B̂κx for all x ∈ Bκ. Then, Bκ exponentially
converges to {x∗} by Theorem 1. 
3.2 Virtual control contraction metrics
The virtual system (19) becomes a time-varying nonlin-
ear system if we consider a particular trajectory x of B.
Then, we can apply the CCM approach [17] to construct
a controller that achieves universal stabilization. If such
design can be verified for all possible x, then the virtual
system (19) satisfies Assumption A1.
The associated differential dynamics of B̂x is given by
δ˙χ = A(σ)δχ +B(σ)δµ (24)
where σ = (χ, x, µ), A = ∂fˆ∂χ and B =
∂fˆ
∂µ . Note that
σ can be seen as a scheduling variable that describes
the variation of the parameters of the linear dynamical
relationship of (δχ, δµ) represented by (24). Hence, (24)
fulfills the properties of an LPV system (see [37]) with
σ generated by B̂.
A Riemannian metric M(χ, x) is said to be a virtual
control contraction metric for (1) if the following impli-
cation is true for all χ, x, µ:
δχ 6= 0, δ>χMB = 0
=⇒ δ>χ (M˙ +A>M +MA+ 2λM)δχ < 0.
(25)
This implies that M˜(χ, t) = M(χ, x(t)) is a CCM for the
time-varying system (19) for any x of B. The following
result is a direct application of [17, Th. 1].
Proposition 3 If system (1) admits a VCCM, then it
is universally exponentially stabilizable for all x of B.
The existence of a VCCM also implies that we can find a
dual metricW (χ, x) = M−1(χ, x) and a matrix function
Y (χ, x, µ) : Rn × Rn × Rm → Rm×n satisfying
− W˙ +AW +WA> +BY + Y >B> + 2λW  0 (26)
for all σ. This gives a differential state-feedback con-
troller
δµ = K(χ, x, µ)δχ (27)
with K = YW−1, which makes the virtual differential
dynamics (18) uniformly exponentially stable.
The formulation in (26) is convex in W,Y , but infinite
dimensional as the decision variables are sets of smooth
matrix functions. There are various finite-dimensional
LMI approximations to turn (26) into efficiently com-
putable synthesis problems. One way is to apply an LPV
synthesis technique, since the differential dynamics (24)
is linear time-varying, by evaluating it along any partic-
ular trajectory from B̂. By computing a convex outer ap-
proximation of the possible signal variations in B̂, (26)
can be transformed to a finite set of LMI constraints us-
ing LPV state-feedback synthesis techniques if A,B and
Y are at most rational matrix functions in σ, and W is
at most rational matrix function in χ, x (see [8] for an
overview). Another way is to approximate the compo-
nents of (A, . . . ,D, Y,W ) by polynomials up to some or-
der, and verifying the inequalities by the sum-of-squares
relaxation [23].
After synthesis of (27), to get a realization of this differ-
ential control law in the form (20), first define a control
path ν : [0, 1]→ Rm by integrating (27) along a smooth
path c : [0, 1]→ Rn with c(0) = χ∗ and c(1) = χ:
ν(s) := µ∗ +
∫ s
0
K(c(τ), x, ν(τ))∂sc(τ)dτ (28)
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where ∂sc :=
∂c
∂s . The motivation for this construction is
to give a path ν with tangent vectors
∂ν
∂s
= K(c, x, ν)
∂c
∂s
(29)
for all s ∈ [0, 1] and boundary condition ν(0) = µ∗. We
choose the virtual controller (20) as
µ = κfb(χ, x, χ∗, µ∗) := ν(1). (30)
To ensure the existence and uniqueness of ν, we need the
gain K to be at most affine in µ (see [17, Lemma 2]).
Since the above realization depends on the integral path,
the choice of c becomes essential for the universal sta-
bility of (19). Three different realization methods were
reported in [17]. The first one is an open-loop controller
based on the path generated by a forward flow. The sec-
ond one is a sampled-data controller which involves solv-
ing an optimization problem at the beginning of each
sampling period to find a geodesic
γ := argmin
c:[0,1]→Rn
∫ 1
0
V (c(s), x, cs) ds
s.t. c(0) = χ∗, c(1) = χ,
(31)
where V (χ, x, δχ) = δ
>
χM(χ, x)δχ, and then apply the
open-loop control before the next sampling event. Com-
putationally efficient method for (31) was developed in
[14]. The third one is obtained by pushing the sampling
period to 0. Recently, a dynamical realization was pro-
posed in [39], which uses gradient flows to solve (31) in
continuous-time way.
We illustrate the proposed VCCM approach on track-
ing control design for fully-actuated mechanical systems,
previously considered in [19].
Example 4 Consider a mechanical system with config-
uration q ∈ Q, an n-dimensional smooth manifold (e.g.
Rn), and the dynamics represented by the standard “ma-
nipulator” form [34]:
H(q)q¨ + C(q, q˙)q˙ + g(q) = R(q)u. (32)
Here H(q) is the mass/inertia matrix, C(q, q˙)q˙ contains
Coriolis and centrifugal terms, and g(q) is the gradient
of a potential field. The control inputs are forces/torques
u ∈ Rm. For a fully-actuated system, m = n and R(q) is
a full-rank square matrix function.
We construct the associated virtual system:
H(q)χ˙+ C(q, q˙)χ+ g(q) = R(q)µ. (33)
The differential dynamics of the above system are given
byH(q)δ˙χ+C(q, q˙)δχ = R(q)δµ. By choosing the VCCM
H(q) and the differential controller δµ = −K(q)δχ with
K(q)  λR−1(q)H(q), ∀q ∈ Q, we have
d
dt
(δ>χHδχ) = δ
>
χ (H˙ − 2C)δχ + 2δ>χRδµ
= 2δ>χRδµ ≤ −2λδ>χHδχ.
The second equality follows from the skew-symmetry of
H˙ − 2C. Since the metric H and gain K are indepen-
dent of χ, the geodesics are straight lines and the true
controller takes the form
u = µ∗ −K(q)(q˙ − q˙∗) (34)
with µ∗ = H(q)q¨∗+C(q, q˙)q˙∗+g(q). This controller will
stabilize q˙ to q˙∗ where q˙∗ can be further used to design
the first-order dynamics.
3.3 Relaxing Assumption A2 via virtual target genera-
tors
Assumption A2 is quite stringent and does not hold for
many cases (e.g., see Example 6). In this section, we
relax Assumption A2 by introducing a virtual target
generator (VTR). Roughly speaking, instead of forcing
χ∗(t) = x∗(t) for all t ∈ R+, a VTR allows to find a
virtual reference χ∗(t) that deviates from x∗(t), but it
represents a reachable state trajectory that converges to
x∗(t), leading x(t) towards x∗(t) as it converges to χ∗(t).
We choose the VTR as a copy of the virtual system (19):
χ˙∗ = fˆ(χ∗, x, µ∗) (35)
with initial condition χ∗(0) = x∗(0), where the exoge-
nous signal x is generated by system (1) under the true
realization of the virtual controller (30). Note that the
true and virtual states are treated as independent vari-
ables during the differential synthesis stage. Their cou-
pling effect is now shifted to the VTR design. Let d :=
x− χ∗, (35) can be rewritten as
χ˙∗ = F (χ∗, µ∗, d) := fˆ(χ∗, χ∗ + d, µ∗). (36)
Here d(t) can be understood as an exponentially vanish-
ing parameter as |d(t)| ≤ Re−λt|d(0)| by Proposition 3.
Thus, VTR design is relatively simpler than the B∗-
specified tracking control for the true system (1). Now
we relax Assumption A2 as follows.
A2′: For any target trajectory (x∗, u∗) ∈ B∗, there exists
a virtual target controller
µ∗(t) = κff(χ∗(t), x(t), x∗(t), u∗(t)) (37)
with u∗ = κff(x∗, x∗, x∗, u∗), where κff : Rn×Rn×
Rn×Rm → Rm, such that for any signal d = x−χ∗
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with |d(t)| ≤ Re−λt|d(0)|, the closed-loop solution
χ∗ exists and
|χ∗(t)− x∗(t)| ≤ R′e−λt|x(0)− χ∗(0)| (38)
for some constant R′ > 0.
Theorem 5 Consider the system (1) and a target be-
havior B∗. If there exists a virtual system satisfying As-
sumption A1 and A2′, then (1) is B∗-universally expo-
nentially stabilizable.
PROOF. Consider the VTR based true realization
χ˙∗ = fˆ(χ∗, x, κff(χ∗, x, x∗, u∗))
u = κfb(x, x, x∗, κff(χ∗, x, x∗, u∗))
(39)
where κff , κfb are given in (37) and (30), respectively.
Assumption A1 implies |x(t) − χ∗(t)| ≤ Re−λt|x(0) −
x∗(0)| while Assumption A2′ shows |χ∗(t) − x∗(t)| ≤
R′e−λt|x(0)−χ∗(0)|. Then, the exponential convergence
between x(t) and x∗(t) follows. 
Here is an example about VTR based control realization.
Example 6 Consider a nonlinear system of the form
x˙ = A(x)x+Bu (40)
where A(x) =
[
0 1/4
cos(x1) −1
]
and B =
[
1
0
]
. We choose
the virtual system χ˙ = A(x)χ + Bµ, which is univer-
sally exponential stale under the virtual controller µ =
µ∗ − (χ1 − χ∗1). Note that for any x 6= x∗, there does not
exist a virtual feed-forward controller (21) such that As-
sumptionA2 holds. However, we can find a VTR satisfy-
ing AssumptionA2′, e.g., χ∗1 = x
∗
1, µ
∗ = u∗+(x∗2−χ∗2)/4
and χ˙∗2 = cos(x1)x
∗
1 − χ∗2. The virtual target χ∗2(t) con-
verges to the true reference x∗2(t) exponentially once x1(t)
is sufficiently close to x∗1(t), as shown in Fig. 1. From
Theorem 5, system (40) is universally exponential stable
under the dynamic controller:
χ˙∗2 = cos(x1)x
∗
1 − χ∗2,
u = u∗ +
1
4
(x∗2 − χ∗2)− (x1 − x∗1).
(41)
3.4 Comparison with CCM based control
A special case of the VCCM approach is when we take
the true system itself as a virtual representation. In this
case, both control synthesis and realization are the same
0 2 4 6 8
time
0
5
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Fig. 1. Reference tracking for system (40) with (41).
as in the CCM approach [17,18]. By introducing the vir-
tual representation, it allows us to impose much weaker
stability and performance specifications since the guar-
antees offered by the CCM approach are for all admis-
sible reference trajectories. Additionally, the complex-
ity of the control design can be scaled since part of the
system nonlinearities can be treated as external param-
eters at the synthesis stage and the coupling effect is
then shifted in the realization step. The example below
shows that with proper choices of the virtual system, we
can utilize attractive properties (e.g., skew-symmetric
structure) of the true nonlinear system to simplify the
control synthesis. Moreover, we can use the VCCM ap-
proach to achieve B∗-specified stability for the system
which is not universally stabilizable.
Example 7 Consider a nonlinear system of the form
(40) with A(x) =
[
−1 sinx2
− sinx2 −1
]
. For the VCCM ap-
proach, we consider the virtual system χ˙ = A(x)χ+Bµ.
By exploiting the skew-symmetric structural property of
A(x) (i.e. A>+A = −2I), the open-loop differential dy-
namics (i.e., δµ = 0) is exponentially stable.
For the CCM approach, the associated differential dy-
namics are given by δ˙x = A(x)δx+Bδu where the matrix
A(x) =
[
−1 sinx2 + x2 cosx2
− sinx2 −1− x1 cosx2
]
does not preserve the skew-symmetric structure of A(x).
For some cases, e.g. B = [ 0 1 ]>, it is possible to restore
this property via the differential state feedback control
δu = −x2 cosx2δx1 + x1 cosx2δx2 . But such controller
does not exist for general cases. For example, when B =
[ 1 0 ]>, the term A22(x) cannot be negative definite
regardless of any differential state feedback.
In fact, this system is even not universally stabilizable
since any trajectory starting in the plane x2 = 0 will re-
main in this plane. However, it can be B∗-universally
stabilized through the VCCM approach if the target be-
havior B∗ satisfies x∗2 = 0. Specifically, the system is
B∗-universally exponentially stable under the open-loop
controller u = u∗, which is the true realization of virtual
differential control δµ = 0 since (x
∗, u∗) ∈ B̂x for all x.
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4 Disturbance Rejection via Robust VCCM
Building on the results of the previous sections, we can
extend the VCCM approach for general disturbance re-
jection. Given the system (5), we first construct a virtual
system
χ˙ = fˆ(χ, x, µ, w), ζ = hˆ(χ, x, µ, w) (42)
with the property that fˆ(x, x, u, w) = f(x, u, w) and
hˆ(x, x, u, w) = h(x, u, w), where χ(t) ∈ Rn, µ(t) ∈
Rm, ζ(t) ∈ Rq are the virtual state, virtual control input
and virtual performance output, respectively, and x(t)
is the true state of (5).
The associated differential dynamics of the projected
virtual behavior B̂x is
δ˙χ = A(σ)δχ +B(σ)δµ +Bw(σ)δw
δζ = C(σ)δχ +D(σ)δµ +Dw(σ)δw
(43)
where σ = (χ, x, µ, w), A = ∂fˆ∂χ , B =
∂fˆ
∂µ , Bw =
∂fˆ
∂w ,
C = ∂hˆ∂χ , D =
∂hˆ
∂µ and Dw =
∂hˆ
∂w . Applying the differ-
ential state feedback (27) to (43) gives the closed-loop
differential dynamics:
δ˙χ = (A+BK)δχ +Bwδw,
δζ = (C +DK)δχ +Dwδw.
(44)
A robust virtual control contraction metric (RVCCM)
is a uniformly bounded metric M(χ, x) to establish a L2
gain bound for (44), i.e.,
V˙ (χ, x, δχ) ≤ −δ>ζ δζ + α2δ>w δw (45)
where V (χ, x, δχ) = δ
>
χM(χ, x)δχ is called a virtual dif-
ferential storage function. The following result gives a
sufficient condition to search for the pair of (K,M).
Proposition 8 Suppose that there exists a uniformly
bounded matrix function W (χ, x) and a matrix function
Y (χ, x, µ) : Rn × Rn × Rm → Rm × Rn such that
W Bw (CW +DY )>
B>w −αI D>w
(CW +DY ) Dw −αI
 ≺ 0 (46)
where W = −W˙ +AW +WA> +BY + Y >B>. Then,
the controlled system (44) with K = YW−1 satisfies the
L2-gain condition (45) with M = W−1.
Note that the transformation from (45) to (46) is similar
to the case of H∞ state-feedback control for linear sys-
tems (e.g., [4]). Here (46) takes the form of a pointwise
LMI in W and Y , i.e., it is still convex, but infinite di-
mensional. Numerically efficient solutions are discussed
in Section 3.2.
For control realization, we consider a VTR of the form
χ˙∗ = fˆ(χ∗, x, µ∗, w∗), ζ∗ = hˆ(χ∗, x, µ∗, w∗) (47)
with initial condition χ∗(0) = x∗(0), where the exoge-
nous input x(t) is generated by the true system (5) un-
der the control u = κfb(x, x, χ∗, µ∗) where κfb is given
in (30). From [18, Th. 1] and the behavioral embedding
principle, the true closed-loop system achieves an L2-
gain bound of α from w− w∗ to z− ζ∗. We can also ob-
tain the L2-gain bound (denoted as αwχ) from w − w∗
to x− χ∗. It is equivalent to the L2-gain bound from δw
to δχ of (44) with K = YW
−1. Then, the performance
bound from w− w∗ to z− z∗ is given as follows.
Theorem 9 Suppose that for any (x∗, u∗, w∗, z∗) ∈ B∗,
there exists a virtual feed-forward controller µ∗ =
κff(χ∗, x, x∗, u∗) with u∗ = κff(x∗, x∗, x∗, u∗) such that
the L2 gain from x − χ∗ to ζ∗ − z∗ is bounded by αχζ .
Then, the true controller (39) achieves a B∗-universal
L2-gain bound of α˜ =
√
α2 + α2wχα
2
χζ for the system (5).
PROOF. From the above analysis, the upper bound of
the L2 gain can be established by
‖(z− z∗)T ‖22 ≤ ‖(z− ζ∗)T ‖22 + ‖(ζ∗ − z∗)T ‖22
≤ α2‖(w− w∗)T ‖22 + α2χζ‖(x− χ∗)T ‖22
≤ (α2 + α2wχα2χζ)‖(w− w∗)T ‖22.
5 Comparison with LPV control
As it has been already pointed out, the proposed control
synthesis methodology has steps that are commonly ap-
plied in LPV control. In fact, as another main contribu-
tion of this paper, we will show that our VCCM method
includes both global and local LPV state-feedback con-
trol as special cases, hence it can be seen as a generaliza-
tion of these methodologies. Moreover, it provides rig-
orous stability and performance guarantees for the un-
derlying nonlinear system while such properties are not
guaranteed for tracking control using LPV approaches.
We also discuss how our proposed methodology explains
the reasons of loss of guarantees by those methods.
5.1 Local LPV control
In local LPV control, the nonlinear system model (1) is
linearized around a set of user chosen operating condi-
tions and local controllers, designed with the linearized
instances of the plant, are interpolated to give a global
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operating point dependent controller for the system. In
this respect, we can distinguish linearization around a
set of user-chosen equilibrium points [32], off-equilibrium
points [21] and also linearization along nominal trajec-
tories of system operation [13] together with various in-
terpolation schemes to obtain the final controller (see [2]
for an overview). As an alternative to interpolation of
local controllers, the operating points of the plant can
be seen as a function of a scheduling variable σ, and by
rewriting the local linearizations as a function of σ, the
controller can be parametrized as a continuous function
of σ (referred to as self-scheduling) and designed to en-
sure local stability and performance along the taken set
of operating points [28]. We will use the latter concept
as local interpolation of controllers is already known to
be subpar both in terms of achieved performance and
local guarantees compared to this approach.
5.1.1 Local modeling and synthesis
To show the connection of the local LPV framework
with our proposed methodology, let’s consider first the
equilibrium linearization approach. We define the target
behavior B∗ = {(xe, ue, ze, 0) : f(xe, ue, 0) = 0, ze =
h(xe, ue, 0)} which corresponds to the equilibrium fam-
ily of (5) with a disturbance rejection objective. As it
is common in gain-scheduling [32], we assume that xe
uniquely characterizes the elements of B∗. Hence, tak-
ing σ = ψ(x) as a scheduling variable where ψ is a vector
function and restricting the variation of σ(t) to a con-
vex set P ⊂ Rnσ , the equilibrium family is represented
as {(xe, ue, ze)(σ)}σ∈P where (xe, ue, ze)(σ), smooth in
σ, is an equilibrium of (5) for any σ ∈ P.
By linearizing (5) around the equilibrium family, we ob-
tain an LPV model as follows:
[
˙δx
δz
]
=
[
A(σ) B(σ) Bw(σ)
C(σ) D(σ) Dw(σ)
]
δx
δu
δw
 , σ ∈ P (48)
where δx = x − xe(σ), δu = u − ue(σ), δz = z − ze(σ),
δw = w − 0 are deviation variables. Note that these de-
viation variables δ(·) are only locally equivalent to δ(·)
in the differential form. And the LPV system (48) can
be viewed as differential dynamics along particular solu-
tions – equilibrium points. The matrices A, . . . ,Dw are
defined as the evaluations of ∂f∂x ,
∂f
∂u ,
∂f
∂w ,
∂h
∂x ,
∂h
∂u ,
∂h
∂w at
the σ-defined equilibrium point. Now by taking a static
state feedback controller
δu = K(σ)δx (49)
with a given parametrization ofK (e.g. affine function of
σ), a stabilizingL2-optimal controller can be synthesized
for (48). There is a large variety of synthesis approaches
that can be used for this purpose, e.g., see [22].
xt
xe(σt)
δx
xe
xe(σ)
xt
χ∗tδx c(sj)
xe
xe(σ)
(a) gain-scheduling (b) VCCM
Fig. 2. Geometric illustration of different control realizations.
5.1.2 Controller realization
In order to implement the resulting self-scheduled local
LPV controller (49) on (5), the LPV control realization
problem is to construct a gain-scheduled law u = κ(x, σ)
such that
ue(σ) = κ(xe(σ), σ), (50a)
∂κ
∂x
(xe(σ), σ) = K(σ). (50b)
Condition (50b) implies that linearization of u = κ(x, σ)
at this equilibrium is the local LPV controller (49). An
intuitive choice of control realization in the literature is
u = ue(σ) +K(σ)[x− xe(σ)]. (51)
Under the assumption that the equilibrium points of (1)
are uniquely characterized by xe, σ can be expressed in
terms of ψ(x). Using this relation, (51) reads as
u = ue(ψ(x)) +K(ψ(x))[x− xe(ψ(x))]. (52)
The main “trick” behind of this gain-scheduling ap-
proach is that σ is treated as a parametric/dynamic
uncertainty throughout the design process, but during
controller realization it is substituted by a function of
a measured variable characterizing the operating point
changes [28]. Although σ is implicitly involved via equi-
librium parametrization, linearization of (52) becomes
δu = K(σ)δx+
[
∂ue(σ)
∂σ
−K(σ)∂xe(σ)
∂σ
]
∂ψ
∂x
(xe(σ))δx
which may not satisfy condition (50b). Compared with
(49), it contains additional terms, called hidden coupling
terms. These terms may lead to closed-loop instability
regardless the fact that exponential stability is achieved
in the control synthesis step, which is a well-known draw-
back of the local LPV controller [28].
5.1.3 Performance and stability analysis
The core idea of gain-scheduled control (52) is to track
a reference xe(σ(t)) lying on the equilibrium mani-
fold, as shown in Fig. 2(a). This strategy achieves
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local equilibrium-independent stability if the schedul-
ing signal σ is sufficiently “slowly varying” [28]. The
main reason is that the scheduled reference trajec-
tory (xe, ue, ze)(σ) is not admissible to the closed-loop
system x˙ = f(x, κ(x, σ), w) with σ = ψ(x) since sim-
ple substitution yields a residual term E(σ)σ˙ with
E(σ) = B(σ)
[
∂ue(σ)
∂σ −K(σ)∂xe(σ)∂σ
]
. Therefore, the
linearization of the closed-loop system with δw = 0 is
δ˙x = A(σ)δx+ E(σ)σ˙. (53)
If the rates of parameter variation are not “sufficiently
slow”, the residual terms can drive the state away from
the close neighborhood of xe(σ), where the local stability
guarantees of the design hold.
Compared to gain-scheduling, the proposed VCCM con-
trol scheme, which at its core is based on the same syn-
thesis technique, achieves global stability and perfor-
mance guarantees w.r.t. a target behavior composed of
equilibrium trajectories. Thanks to the careful interplay
between the behavioral (parameter-varying) embedding
of the differential virtual dynamics of the plant, contrac-
tion theory and the guarantees preserving realization
step, it does not suffer from hidden coupling effects (see
(29)) or local guarantees. In fact, the VCCM controller
(30) is the correct realization of gain scheduling that has
been searched for in the past.
To show this, we give a geometric interpretation of the
interconnection between the control path ν with differ-
ential controller (28) and the local LPV controller (51).
Let 0 = s0 < s1 < · · · < sN = 1 with sj+1 − sj be suffi-
ciently small. For any frozen time t, the integral equation
(28) gives
ν(sj+1) ≈ ν(sj)+K(γ(sj), γs(sj), ν(sj))[c(sj+1)−c(sj)],
where the argument t is omitted for simplicity. Thus,
ν(sj+1) corresponds to an LPV controller (51) that
stabilizes the state c(sj+1) around c(sj), as shown in
Fig. 2(b). Based on this observation, the control path v
integrates a series of local LPV controllers (27) along
a particular path c, which corresponds to a “scheduled
path” to reach target trajectory, and the VCCM based
gain scheduling law (30) is the corresponding control
action to the measured state x = c(1) at one end-point
of the path. In case if we compare the VCCM approach
to off-equilibrium points based gain-scheduling [21],
then the target behavior B∗ is enriched with general
trajectories and VCCM again corresponds to a correct
generalization of the resulting scheduled controllers.
An interesting case is velocity based linearizations [13],
where the system is linearized along a reference trajec-
tory resulting in a differential form (43) with (χ = x, µ =
u, ζ = z). Then the LPV embedding and control design
is executed on this form and the controller is intuitively,
realized by integrating its output δu and fed by differen-
tiating the state to produce δx. Based on the behavioral
embedding of the differential virtual dynamics and the
control realization step, VCCM can also be seen as a gen-
eralization of this methodology. However, in the velocity
form based gain-scheduling, the controlled system can
converge to an arbitrary response and suffers from imple-
mentation issues 2 due to required differentiation of the
measured/estimated state signal. The VCCM method
avoids these complications and ensures that system con-
verges to the user-defined reference trajectory.
5.1.4 A comparative example
Consider the following nonlinear system used in [27]:
x˙1 = −x1 − x2 + r, x˙2 = 1− e−x2 + u (54)
where r(t) is a measurable reference. Define the equilib-
rium family by xe = (0, re) and ue = e
−re − 1 where
re is the external set-point and introduce the scheduling
variable σ = e−r. By placing the closed-loop eigenval-
ues at λ1,2 = −2, we obtain a LPV controller (49) with
K(σ) = [ 1 − 3− σ ].
Substituting σ = e−r into (51) gives a gain-scheduled
controller (denoted by GSC 1):
u = e−r − 1 + x1 − (3 + e−r)(x2 − r). (55)
Contraction analysis shows that the closed-loop system
is unstable in the region x2 < − ln(4 + e−r), see the left
side of Fig. 3.
Alternatively, applying the equilibrium relation σ =
e−x2 gives a controller u = x1 + e−x2 − 1, which can
achieve globally exponential stability. However, the dif-
ferential dynamics have eigenvalues λ1,2 = −1/2±
√
3/2i
with larger real parts than the specified ones λ1,2 = −2.
This mismatch is caused by the hidden coupling terms:
Kh(σ)
∆
=
∂ue(σ)
∂σ
−K(σ)∂xe(σ)
∂σ
− ∂κ(xe(σ), σ)
∂σ
= 3.
Since σ is a scalar, the compensation scheme [28] give a
realization (denoted as GSC 2):
u = x1 + e
−x2 − 1−
∫ x2
r
Kh(σ)dσ
= x1 + e
−x2 − 1− 3(x2 − r).
(56)
2 In [20] a realization of the velocity from based gain schedul-
ing is proposed that avoids these problems, but without any
theoretical analysis of its implications on stability and per-
formance of the resulting closed loop system.
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Fig. 3. Responses for set-point and reference tracking using
gain-scheduling and VCCM controllers.
As depicted in the left side of Fig. 3, the above con-
troller can ensure the desired convergence rate for set-
point tracking. But it cannot achieve error-free track-
ing for xe(r(t)) = [0 r(t)]
> due to the residual term
E(σ)σ˙ = [0 r˙]>, see the right side of Fig. 3.
The VCCM realization (30) takes a path integral of the
local LPV controller along a geodesic γ (in this case, γ
is a straight line):
u = u∗ +
∫ 1
0
K(γ(s))(x− x∗)ds
= r˙ + x1 − 3(x2 − r) + e−x2 − 1
(57)
where x∗ = [0 r]> and u∗ = e−r − 1 + r˙. Fig. 3 shows
that the above controller can follow both piecewise set-
point and time-varying reference.
5.2 Global LPV control
In global LPV control, the applied LPV embedding prin-
ciple can be understood in our setting as follows: the
nonlinear system model (5) is rewritten as a virtual sys-
tem
χ˙ = Aˆ(x)χ+ Bˆ(x)µ+ Bˆw(x)w︸ ︷︷ ︸
fˆ(χ,x,µ,w)
(58a)
ζ = Cˆ(x)χ+ Dˆ(x)µ+ Dˆw(x)w︸ ︷︷ ︸
hˆ(χ,x,µ,w)
(58b)
with fˆ(x, x, u, w) = f(x, u, w) and hˆ(x, x, u, w) =
h(x, u, w), similar to (42). The main difference w.r.t.
the VCCM approach is that (58) has to be linear in
(χ, µ,w). Note that construction of (58) is not unique
and in some cases existence of such a virtual form re-
quires dependence of Aˆ and Bˆ on u as well.
By introducing a scheduling map σ = ψ(x), where ψ is
a vector function, such that Aˆ(x) = A(σ) and Bˆ(x) =
B(σ) are affine, polynomial or rational functions of σ and
restricting the variation of σ(t) to a convex set P ⊂ Rnσ ,
a global LPV model of (5) is formulated as
[
χ˙
ζ
]
=
[
A(σ) B(σ) Bw(σ)
C(σ) D(σ) Dw(σ)
]
χ
µ
w
 , σ ∈ P. (59)
Seeing σ as a given exogenous signal, we can define the
projected behavior B̂σ := {(χ,µ, w) : (χ,σ,µ, w) ∈ B̂}
where B̂ is the solution set of (59). Important to remark
that (59) is an embedding of (1) as for each (x, u, w) ∈
B, with B being the behavior, i.e. solution set, of (5),
it holds that (x, u, w) ∈ B̂σ=ψ(x) if ψ(x) ∈ P. In this
sense, we can also understand conservativeness of (59)
as the difference
⋃
(x,u,w)∈B B̂σ=ψ(x) \B, corresponding
to the additional behavior of (59) due to the assumed
independence of σ from x.
As σ appears to be an exogenous signal in (59) and (59)
is linear in χ, µ,w, a large variety of powerful convex sta-
bility and performance analysis methods and controller
synthesis techniques (see [8] for an overview) have been
developed in the literature for (59) to analyze, stabilize,
and the steer the behavior of (59) for all possible varia-
tions of σ ∈ P. The function ψ is often chosen such that
A and B are affine functions of σ to ensure low complex-
ity of analysis and control synthesis for the LPV model,
but polynomial or rational dependencies are also consid-
ered to minimize dimension of σ and ensure low conser-
vativeness of (59) and the corresponding LPV analysis
and synthesis.
In LPV state-feedback synthesis, a stabilizing L2-
optimal controller is synthesized for (59) in the form of
µ = K(σ)χ, (60)
with a given parametrization of K (e.g. affine function
of σ). Due to the fact that (59) is an LPV embedding
of (5), it was argued that a controller which stabilizes
(59) and guarantees a given upper-bound of the L2 gain
of the closed loop system for all possible variations of
σ(t) ∈ P will also stabilize and guarantee performance
for (58) and hence for the original nonlinear system (5)
when (χ, µ, σ) in (60) is taken as (x, u, ψ(x)), i.e., the
controller is implemented as u = K(ψ(x))x. An under-
lying assumption on which this claim was funded was
that effect of disturbances are such that the controller
can keep ψ(x) ∈ P which was often analyzed after the
design was completed and in case of violation of this as-
sumption, enlargement of P was suggested to preserve
stability and performance guarantees.
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5.2.1 Stability analysis for set-point tracking
Note that in LPV control, stability and performance
analysis and also synthesis is carried out for the origin
of the state space as, it is assumed that due to the lin-
earity of (59), stability and performance guarantees for
(x∗, u∗, w∗) = (0, 0, 0) trivially extend to any other equi-
librium point of (59) by applying a state transforma-
tion in the constructed Lyapunov / storage function V .
Hence, a possible realization of (60) for reference track-
ing with state-feedback control is
u = u∗ +K(ψ(x))(x− x∗) (61)
where (x∗, u∗) is the desired target trajectory.
If we compare (61) with the VCCM approach in terms
of (22) we can see that the VCCM method also operates
with a virtual system, but it is not restricted to linear-
ity of (χ, µ,w) in (42) which can reduce the conserva-
tiveness of the behavioral embedding principle. Recent
research results in the LPV literature also try to formu-
late extensions of the available toolset in this direction
[26,29]. Furthermore, as the synthesis is accomplished
on the differential form (24) to construct a CCM and
a corresponding control law, the provided stability and
performance guarantees are exact and uniform w.r.t. the
closed loop nonlinear system composed of (1) and (28).
While in the LPV case, recently it has been shown that
the guarantees do not hold for the closed loop when
(x∗, u∗, w∗) 6= (0, 0, 0) as there is a fundamental gap in
the reasoning extending the resulting Lyapunov / stor-
age function for such cases [9].
Here we give a brief explanation to the possible loss of
quadratic stability guarantees, see [9] for details. For
simplicity, we consider a simple quasi-LPV system:
x˙ = A(σ)x+Bu, σ = ψ(x). (62)
Suppose that there exist a LPV controller u = K(σ)x
and a quadratic Lyapunov function V (x) = x>Mx with
M  0 such that the closed-loop system x˙ = A(σ)x :=
[A(σ) +BK(σ)]x is asymptotically stable, i.e.,
Q(σ) := A(σ)>M +MA(σ) ≺ 0. (63)
For the set-point (xe, ue) 6= (0, 0), the closed-loop system
under the LPV control realization (61) becomes
˙δx = A(σ)x−A(σe)xe +BK(σ)δx
= A(σ)δx+ [A(σ)−A(σe)]xe
= [A(σ) + ∆(x, xe)]δx
(64)
where ∆ is defined by ∆(x, xe)δx := [A(σ) − A(σe)]xe
with δx = x−xe and σe = ψ(xe). By using the quadratic
Lyapunov function V (δx) = δx>Mδx, we obtain
V˙ (δx) = δx>
(Q+ ∆>M +M∆) δx. (65)
If there exist x, xe with ψ(x), ψ(xe) ∈ P such that
Q∆(x, xe) := Q(ψ(x)) + ∆(x, xe)>M + M∆(x, xe) is
indefinite, then the stability guarantee of the origin can-
not be extended to the set-point (xe, ue). Performance
deterioration or even instability can be observed when
∆ is sufficiently large, see the example below.
Based on (22), the VCCM based realization for the LPV
controller is u = κff(x, xe, ue) +K(ψ(x))(x− xe) where
κff satisfies Assumption A2, i.e.,
A(ψ(x))xe +Bκ
ff(x, xe, ue) = 0. (66)
This implies that the term ∆(x, xe) in (64) can be com-
pensated by the feed-forward law κff , extending the sta-
bility guarantee of the origin to the set-point (xe, ue).
Based on these aspects, VCCM can be seen as a general-
ization of global LPV control with a similar, but slightly
more complicated toolchain and controller realization
(28), but with advantages of i) reduced conservativeness
of the embedding (better performance perspectives) and
ii) theoretically valid uniform stability and performance
guarantees for the implemented control law (theoretical
validity).
5.2.2 An illustrative example
Examples have been reported in [31,10] to show the loss
of L2-gain guarantees for set-point tracking when exter-
nal disturbance is presented. In this section, we give an
example showing that even under the disturbance-free
case, the global LPV controller for set-point tracking
may lead to instability.
We compare the proposed VCCM and global LPV ap-
proaches on the following nonlinear scalar system:
x˙ = −x+ x3 + u. (67)
We construct a virtual system via LPV embedding:
χ˙ = −(1− σ)χ+ µ (68)
where σ = ψ(x) = x2 is the scheduling variable satis-
fying 0 ≤ σ ≤ σmax = 4. No rate bounds are assumed
on σ. The LPV controller takes the form of µ = K(σ)χ
where K(σ) = k0 + k1ρ with k0, k1 ∈ R. The objective
is set-point tracking, i.e. the target behavior is chosen as
B∗ = {(xe, ue) : xe ∈ [−2, 2], ue = xe − x3e}.
First, we apply the VCCM based synthesis formulation.
Simple calculation shows that the choice of k0 < 1 and
k1 = −1 achieves exponential stability with rate λ =
1−k0. Under the global LPV realization (61), the closed-
loop system becomes
x˙ = −[1− k0 −∆(x, xe)](x− xe) (69)
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Fig. 4. Cost function J(x0, xe) of the GLPV and VCCM
controllers where x0 = (2, 0) and xe,1 ∈ [−2, 2].
where ∆(x, xe) = xe(x + xe). It is unstable at xe = 1
when k0 = 0. To ensure convergence to all set-points,
the choice of k0 needs to satisfy k0 < 1− 2σmax, i.e., the
convergence rate of the closed-loop LPV system is lager
than 2σmax. Thus, to extend stability design of the ori-
gin to other set-points, the conventional LPV realization
requires sufficiently robust control design to cope with
the uncertainty ∆. But the VCCM based realization can
provide stability guarantees for any k0 < 1 as the uncer-
tainty ∆ is compensated by the feed-forward term κff .
We also consider the control design which make the fol-
lowing quadratic cost bounded:
J(x, xe) =
∫ ∞
0
|x− xe|2Q + |u− ue|2R dt (70)
with Q = 1 and R = 0.01. The control synthesis is based
on (46) with α = 1, Bw = 0, Dw = 0, C
> =
[
1 0
]
and
D> =
[
0 0.1
]
. We use Yalmip [15] to find a feasible LPV
controller with k0 = −2.2742 and k1 = −1.0063. As
shown in Fig. 4 and 5, the performances of both realiza-
tions are close to each other when xe ∈ (−1, 1). Partic-
ularly, as shown in middle of Fig. 5, they have the same
responses to the origin since κff(x, xe, ue) = ue for all x.
However, as the set-point moves toward the boundaries
of the operation range, the performance of the LPV real-
ization degrades significantly. For the set-point xe = 1.9,
the closed-loop system under LPV controller has two
equilibrium xe,1 = 1.9 (unstable, see the right side of
Fig. 5) and xe,2 = −0.1766 (stable). The left side of Fig. 5
depicts that for the set-point xe = −2, the closed-loop
response for the initial condition x(0) = 2 converges to
a stable but undesired equilibrium xe,2 = 0.3625. The
convergence issue can be handled by more robust design
(i.e., α ≤ 0.08).
6 Conclusion
A novel nonlinear state feedback design approach based
on the concept of virtual control contraction metrics
(VCCMs) was introduced in this paper. Built upon the
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Fig. 5. Responses of the GLPV and VCCM controllers with
respect to different set-points.
virtual contraction theory, it uses convex optimization
to synthesize controllers that provide universally stabil-
ity and L2-gain performance with respect to any refer-
ence trajectory from a user-specified target behavior. It
was shown that this approach is a generalization of the
state-feedback control design based on linear parameter-
varying (LPV) theory. Numerical experiments demon-
strated that for the same synthesized controller in the
LPV framework, the VCCM based realization can im-
prove the closed-loop stability and performance.
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