We propose a fully-automated method for accurate and robust detection and segmentation of potentially cancerous lesions found in the liver and in lymph nodes. The process is performed in three steps, including organ detection, lesion detection and lesion segmentation. Our method applies machine learning techniques such as marginal space learning and convolutional neural networks, as well as active contour models. The method proves to be robust in its handling of extremely high lesion diversity. We tested our method on volumetric computed tomography (CT) images, including 42 volumes containing liver lesions and 86 volumes containing 595 pathological lymph nodes. Preliminary results under 10-fold cross validation show that for both the liver lesions and the lymph nodes, a total detection sensitivity of 0.53 and average Dice score of 0.71 ± 0.15 for segmentation were obtained.
Introduction
Currently, oncologists rely upon the manual measurement of lesions to assess treatment response using criteria such as Response Evaluation Criteria in Solid Tumors (RECIST) [13] . Due to the laborious nature of RECIST assessment, it is only applied to 5% of all cancer patients who are enrolled in clinical trials. Automated RECIST can be used for better assessment of treatment response and aggregate evidence to new, alternative biomarkers to RECIST [6] .
Related Work
Previous work directed toward automatic lymph node detection is limited [3] [7] . A special filter was used in [7] to detect lymph nodes. This minimum directional difference (Min-DD) filter is constructed with the assumption that lymph nodes have uniform intensity, which is not always the case. The Min-DD filter method [7] was improved in [3] by adding a Hessian-based blobness measure for reducing false positives. Several automatic algorithms have been proposed for liver lesion detection and segmentation, including combinations of adaptive multi-thresholding and morphological operators [2] or k-means clustering on mean shift filtered images [10] . However, these histogram-based methods require a good contrast between lesions and parenchyma. Other techniques, such as AdaBoost, have been used in both semi-automatic approaches [8] and in automatic settings to classify image textures [11] . In another approach, Shimizu et al. [12] trained two AdaBoost classifiers with a set of statistical and gradient features, as well as with features based on a convergence index filter that enhances blob-like structures. Our work is innovative due to the following: 1) To our knowledge, we are the first to introduce a fully automated end-to-end pipeline that is generalizable across multiple organs.
2) The method is accurate and robust in its analysis of highly diverse lesions by effectively handling lesions with low contrast and substantial heterogeneity found within various organs.
Organ Detection
The organ detection step is based on Marginal Space Learning [9] (See Fig. 1 ). In Marginal Space Learning, the detection is performed by using a sequence of learned classifiers, starting with classifiers with a few parameters (e.g., organ position without orientation and scale) and ending with a classifier that models all the desired organ parameters (e.g., position, orientation and scale). Each learned classifier is a Probabilistic Boosting Tree (PBT) with 3D Haar and steerable features and is trained via AdaBoost. The output probability can be within the range [0 1]. The overall system architecture consists of two layers: 1) a Discriminative Anatomical Network (DAN), and 2) a database-guided segmentation module. The DAN supplies an estimate regarding the scale of the patient and the portion of the visible volume. Furthermore, it detects a set of landmarks for navigating the volume. The database-guided segmentation module uses the output of the DAN for the detection of the position, orientation, and scale of the organs visible in the given portion of the volume.
Lesion Detection
Liver lesions and lymph nodes are detected based on cascaded classifications [1] . The detection pipeline has three steps. First, we exploit 3D Haar-like features using an integral image of the organ sub-volume of interest. Next, we use the AdaBoost classifier to perform feature selection and classifier training simultaneously. This is especially preferred since our Haar-like feature pool contains many weak features. Third, we use self-aligned image features to train another classifier to prune the candidates. The features are based on rays cast in 14 directions from each 3D candidate. The positions with maximum gradients along each ray are determined, and 24 local image features (based on intensity, gradient, and orientation) are extracted at each position [1] . Similarly, AdaBoost is used to train the classifier. The lesion detection algorithm is presented in Algorithm 1:
Input: CT Volumes of lymph nodes and liver lesions 3:
Extract sub-volumes of interest (V )
4:
for each sub-volume V do
5:
Obtain initial candidates C0 as all locations with intensity within [-100, 200] HU
6:
Of the C0 candidates, keep the candidates C1 that pass the 3D Haar detector
7:
Of the C1 candidates, keep the candidates C2 that pass the self-aligning detector 8:
Obtain a rough segmentation Si with center at ci
10:
Obtain a score pi from the detector based on the features extracted in Si
11:
end for
12:
Discard from C2 all ci with pi < τ (defined threshold), obtaining C3
13:
Call non-maximal suppression [1] on C3 to obtain the detected lesions 14: end for
15:
Output: Set D of detected lesions and lymph nodes 16: end procedure We conduct lesion segmentation by incorporating a convolutional neural network (CNN) and active contours. The performance of the level set segmentation depends not only upon the local region in which the energy statistics are calculated, but also upon the weighting parameters of the energy functional. The strength of the proposed method is its generalizability and ability to overcome a variety of segmentation challenges. Thus, our novel technique utilizes the benefits of both approaches and overcomes their limitations to achieve significantly better results than either method alone.
Adaptive Region
In [5] , the authors proposed an iterative approach to calculate the adaptive size of the local window. The algorithm is applied for each point, at each iteration of the segmentation process, and for each lesion in the image database. The adaptive window is calculated using the lesion scale and its texture. Texture analysis is accomplished by extracting Haralick image features (e.g. contrast, homogeneity) from a second order statistics model, namely, from gray-level co-occurrence matrices (GLCM). Our method incorporates both global and local texture in a single hybrid model.
Adaptive Parameters of the Energy Functional
The functional parameters play a key role in the direction and magnitude of curve evolution. In [4] the authors present a method to adaptively calculate those parameters. First, a convolutional neural network (CNN) is used to estimate the location of the Zero Level Set contour (ZLS) relative to the lesion. Three possible locations are considered: outside the lesion, near the lesion boundaries, or inside the lesion boundary. The CNN outputs a probability for each of three classes: inside the lesion and far from its boundaries (p 1 ), close to the boundaries of the lesion (p 2 ), or outside the lesion and far away from its boundaries (p 3 ). In the second step, we use the CNN probabilities of the three classes to set the weighting parameters λ 1 and λ 2 . In general, λ 1 tends to contract the contour while λ 2 tends to expand it. These parameters are calculated using the following equations:
The authors propose a generalized architecture for the CNN, which is composed of two convolutional layers followed by two fully connected layers, including the final three-class output layer. Both convolutional layers use 5 x 5 kernels, as this size outperformed smaller kernels. Each convolutional block of our CNN is composed of three layers: a filter bank layer, a nonlinearity layer composed of Leaky Rectified Linear Units (ReLU), and a max-pooling layer.
Experimental Data
We obtained image data from The Cancer Genome Atlas (TCGA) Liver Hepatocellular Carcinoma data collection, comprising 42 3D CT volumes of liver lesions, and from The Cancer Imaging Archive (TCIA), comprising 86 3D CT volumes containing pathological lymph nodes in the abdomen. A slice thickness of 2.5 mm and an average pixel spacing of 0.894 mm were used. The cases are challenging due to the low contrast characteristics of the images and to the varying sizes, poses, shapes and sparsely distributed locations of cancer lesions. The detection step provides two points representing the corners of the lesion bounding box. Those two points, which are considered to be the lesion diameter, were used to generate the initial circular ZLS contour. For lymph nodes, the TCIA offers a complete radiologist annotation of all lymph nodes. Therefore, we can calculate the sensitivity and false positive rates automatically. However, no complete annotation of the liver lesions exists. Consequently, we visually analyzed all detections, manually counting the quantity of false positives/negatives. In CT slices that had been marked as containing liver lesions, we evaluated the segmentation by calculating the Dice criterion between the automated segmentation and the radiologist-annotated segmentation mask.
Results
For combined data sets of 595 lymph nodes and 42 liver lesions, a detection sensitivity of 0.53 was obtained. For the segmentation phase, only the true positive cases with valid ground truth have been analyzed. Table 1 shows the results of our analyses. The automated segmentation was applied twice, as follows. First, by using a ZLS contour that was initialized by the 2 automatically detected points (average Dice between the automated and the manual contours was 0.71 ± 0.15). Second, by using 2-points that were obtained by a manual detection (average Dice of 0.77 ± 0.04). Detection and segmentation examples for different challenging lesions are presented in Figure 2 . A board-certified radiologist stated that for most parts of the lesion, the automated contour is more accurate than the manual one. Right: Low contrast liver lesion (Dice=0.945). Detected points -red, Manual segmentation -green, automated segmentation -magenta.
Conclusions and Future Work
In this work, we present a novel, fully automated pipeline for the detection and segmentation of liver lesions and pathological lymph nodes. We couldn't directly compare the literature since methods were often validated on different datasets. We believe there is room for improvement on pathological lymph node detection if we can collect enough annotated training data to leverage the recent progress in deep learning. This will be our future work. Furthermore, we note that the detection sensitivity of lymph nodes is significantly worse than that of the liver. Lymph nodes are far more challenging to detect than liver lesions for two reasons. First, liver lesions occur only inside a liver. We have developed a robust algorithm to segment the liver from a CT scan, which provides a strong constraint for liver lesion detection. However, lymph nodes appear almost everywhere inside human body; therefore we did not apply any spatial constraint during detection. Second, lymph nodes are normally small and have an intensity very close to the surrounding tissues. Liver lesions are often more easily discernible from normal liver tissue. We note that even when the lymph nodes boundaries are unclear around boundaries, or even when the liver lesion is very heterogeneous, our presented method can deal appropriately with both of those challenges. We also observe that the analysis of the lymph nodes is more robust than the analysis of the liver lesions, due to 1) a larger number of training cases and 2) a more accurate manual segmentation of those cases. Because the liver lesion cohort is much smaller and includes a higher percentage of challenging cases for radiologists, the training set is less accurate. Future work will include the extension of our current training set. We will also use a larger cohort with higher lesion diversity, including lesions in the colon, ovaries, kidneys, lymph nodes, and other organs. Moreover, additional manual markings will be used in order to obtain a more accurate evaluation and training set for our technique.
