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Введение
В данной работе рассматриваются система линейных дифференциаль-
ных уравнений второго порядка
ẋ = Ax, (1)
обладающая свойством экспоненциальной устойчивости и уравнение второго
порядка с запаздывающим аргументом вида
ẍ(t) = −kx(t) + εx(t− h). (2)




где Y (t) — фундаментальная матрица системы (1), такая что Y (0) = E.
Для системы (1) решается задача использования для вычисления вели-
чины перерегулирования матрицы V, решения матричного уравнения Ляпу-
нова
ATV + V A = −W. (3)
Для уравнения (2) решается задача нахождения области асимптотиче-
ской устойчивости в пространстве (k, ε) и нахождения величины перерегу-
лирования в зависимости от k и ε, которая в данном случае определяется
следующим образом:
γ : ||x(t, x0)|| 6 γ||x0|| exp(−σt), σ > 0.
Обе задачи являются актуальными при моделировании динамических
процессов с учетом ограничений на конфигурационные переменные. В рабо-
тах [2–4] перерегулирование либо учитывается явно, либо необходимо раз-
рабатывать методы для выполнения ограничений на фазовые переменные.
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Глава 1. Уравнения с отклоняющимся аргументом
В данной главе рассматриваются дифференциальные уравнения с от-
клоняющимся аргументом вида (2) и решается задача нахождения области
асимптотической устойчивости и величины перерегулирования в простран-
стве (k, ε).
Для решения данной задачи, по [5], можно использовать метод D–
разбиений. Для начала выясним, при каких значениях k и ε характеристи-
ческий квазиполином уравнения (2)
λ2 + k − εe−λ (4)
имеет корни на мнимой оси.
После непосредственной подстановки λ = iω получаем, что квазипо-
лином (4) имеет корни на мнимой оси при
ε = 0k > 0
k = (−1)nε+ π2n2, n ∈ Z.
(5)
Основываясь на рассуждениях из [5], получаем, что область устойчивости
уравнения (2) заключена между прямыми (5), образуя последовательность
треугольников, как показано на рис. 1:
Рис. 1: Область устойчивости уравнения
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Для решения задачи определения γ для уравнения (2) было решено
обратиться к решению проблемы для систем (1).
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Глава 2. Анализ перерегулирования в линейных системах
Вданной главе рассматривается система дифференциальных уравнений
второго порядка (1). Предположим, что система (1) экспоненциально устой-
чива. Требуется вычислить величину γ, а также изучить метод нахождения
этой величины с использованием матрицы Ляпунова V.
2.1 Предварительные рассуждения
В данном разделе матрица системы (1) приводится к упрощенному виду
и накладываются ограничения на получившиеся после приведения парамет-
ры.
Для начала отметим, что данное приведение нужно для уменьшения
количества параметров, от которых будет зависеть γ. Представим матрицу
системы (1) в виде

















которое сохраняет значение γ, получим
ẏ = STASy = STQSy + STPSy, (6)
где S — ортогональная матрица, такая что жорданова форма матрицы JQ =
S−1QS. Из асимптотической устойчивости системы (1) следует, что сумма
собственных чисел матрицы Q меньше нуля, поэтому
JQ =
(




где α > 0. Соответственно, матрица P ввиду кососимметричности после
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значения γ. В итоге получим систему
ż =
(




Матрица системы (7) зависит от параметров ν и β. Следовательно, и зна-
чение γ будет зависеть от этих двух параметров. Поэтому можно считать
целесообразным использование в дальнейшем матрицы системы (7).
2.2 Ограничения на параметры
Первое ограничение связано с экспоненциальной устойчивостью систе-
мы. Характеристический полином матрицы системы (5) имеет вид
φ(λ) = λ2 + 2λ+ 1− ν2 + β2
Из теоремы Стодолы о необходимом, а в случае систем второго порядка, и
достаточном условии асимптотической устойчивости линейных однородных
систем дифференциальных уравнений следует
1− ν2 + β2 > 0.
Далее, не умаляя общности, можно считать β > 0 и ν > 0. Следующее ограни-
чение связано с производной нормы решения при τ > 0. При
|ν| 6 1 производная нормы решения будет неположительной на всей по-
луоси, и очевидно, что в этом случае γ = 1. В итоге получаем следующие
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ограничения: 





В данном разделе выявляются необходимые и достаточные условия
экстремума нормы решения и вычисляется величина γ.
Для начала выявим необходимые и достаточные условия максимума и
минимума нормы решения системы (7). Возьмем производную нормы в силу















= (−1− ν̃)(z∗1)2 + (−1 + ν̃)(z∗2)2 = 0.
Таким образом, условие
(−1− ν̃)(z∗1)2 + (−1 + ν̃)(z∗2)2 = 0












где a— константа. Теперь проверим, достигается ли в этих точках максимум
или минимум. Для этого вычислим вторую производную нормы в силу (7) в
точке z̃∗:
v2(z̃






2(((ν̃)2 − 1)1/2 + β̃).
В силу ограничений (8) величина v2(z̃∗) > 0, а значит, в данной точке дости-










2(((ν̃)2 − 1)1/2 − β̃),
и в силу ограничений (8) величина v2(z̃∗) < 0, а значит, в этой точке будет
достигаться локальный максимум нормы решения.











и в момент τ ∗, при котором











Далее вычислим γ для случая ν̃ > β̃. В данном случае матрица системы
(7) при ограничении (8) имеет два вещественных собственных числа










ν̃ − (ν̃2 − β̃2)1/2
)
eλ2τ .
В итоге получаем систему из двух уравнений относительно двух неиз-
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(ν̃ + 1)1/2(ν̃ + (ν̃2 − β̃2)1/2) + (ν̃ − 1)1/2β̃
(ν̃ + 1)1/2(ν̃ + (ν̃2 − β̃2)1/2)− (ν̃ − 1)1/2β̃
)1 + (ν̃2 − β̃2)1/2
2(ν̃2 − β̃2)1/2 ×
×
(
(ν̃ + 1)1/2(ν̃ − (ν̃2 − β̃2)1/2)− (ν̃ − 1)1/2β̃
(ν̃ + 1)1/2(ν̃ − (ν̃2 − β̃2)1/2) + (ν̃ − 1)1/2β̃
)1− (ν̃2 − β̃2)1/2
2(ν̃2 − β̃2)1/2
.
Используя вышеописанныйметод, найдем величину перерегулирования

































2.4 Использование матриц Ляпунова
Здесь рассмотрим системы вида (7) и решим задачу нахождения значе-
ний (β, ν), для которых γ =
λmax
λmin
, где λmax, λmin - собственные числа матрицы







После подстановки (11) в уравнение (3) получим
W =
(
2(1− ν + aβ) 2a+ β(b− 1)
2a+ β(b− 1) −2(aβ + (−1− ν)b)
)
. (12)
Из положительной определенности матрицы (12) вытекают ограничения на
величины a, b :
−4(β2 + 1)a2 + 4βν(b+ 1)a+ 4b(1− ν2)− β2(b− 1)2 > 0. (13)
Для каждого допустимого значения (β, ν) возникает вопрос: существуют ли
a, b, удовлетворяющие условию (13), для которых
b+ 1 +
√
(b− 1)2 + 4a2
b+ 1−
√
(b− 1)2 + 4a2
= γ. (14)
Для простоты вычислений преобразуем (14). В результате получим








Пример. Возьмем допустимые значения (β, ν) = (1, 7; 1, 6). В этом случае
γ = 1, 2759.
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Рис. 2: Кривая (14) и граница (13) на плоскости (a, b)
На рис.2 видно, что на плоскости (a, b) кривая (14) и область (13) не
имеют общих точек. Следовательно, для (β, ν) = (1, 7; 1, 6) не существует
V с требуемыми свойствами.
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Глава 3. Оценка величины γ̂
В данной главе рассматриваются системы вида (3) и решается задача
об оценке величины γ̂ =
λmax
λmin
, где λmax > 0 и λmin > 0 - собственные числа
матрицы V, решения уравнения (9). Данная задача нужна для аналитическо-
го определения кривой на плоскости (β, ν), являющейся границей области
значений, для которых выполняется описанная выше гипотеза.
3.1 Случай диагональной матрицыW
Здесь получим оценку на γ̃ при условии, что матрица W – диагональ-
ная. Возьмем положительно-определенную матрицу (12) которая является
диагональной при a = −
β
2











Для матриц вида (15)
λmax =
b+ 1 + |b− 1|(1 + β2)1/2
2
λmin =





b+ 1 + |b− 1|(1 + β2)1/2
b+ 1− |b− 1|(1 + β2)1/2
. (16)

















(b− 1) + (1 + ν)b
)
 . (17)
Как известно, необходимым и достаточным условием экспоненциаль-
ной устойчивости (1) является существование единственного решения мат-
ричного уравнения Ляпунова для любой положительно-определенной матри-











+ 1 + ν
(18)
В итоге получаем из (16), (18)
1− ν + β2 + (ν − 1)(β2 + 1)1/2
1− ν + β2 − (ν − 1)(β2 + 1)1/2
< γ̂ <
1 + ν + β2 + (ν + 1)(β2 + 1)1/2




В ходе работы не было найдено ни одной системы 2-го порядка вида
(7) с ν > 1, для которой величина перерегулирования может быть получе-
на при использовании функций Ляпунова в виде квадратичных форм. Зато
было получено несколько промежуточных результатов. Вычислена величина
перерегулирования для систем вида (7), определена область асимптотической
устойчивости для уравнений вида (2), несколько систем было проверено на
соответствие условиям рассматриваемой гипотезы.
Данные результаты были продемонстрированы на Международной на-
учной конференции студентов и аспирантов «Процессы управления и устой-
чивость» в 2019-2020 гг., СПб, СПбГУ. Темы докладов «Проверка одной ги-
потезы о вычислении величины перерегулирования в линейных системах» и
«Анализ перерегулирования в линейных системах».
Доклад на тему «Анализ перерегулирования в линейных системах» с
некоторыми результатами был представлен на постерной сессии в рамках
Зимней школы «Абсолютное будущее» на базе МФТИ. Данный доклад был
признан лучшим по итогам сессии.
По-видимому, используя функции Ляпунова в виде форм более вы-
сокого порядка, можно расширить возможности рассматриваемого метода.
Данный подход может быть распространен на системы линейных уравнений
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