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We propose a scheme to actively cool the fundamental flexural (out-of-plane) mode of a graphene
sheet via vacuum forces. Our setup consists in a cold atom cloud placed close to a graphene sheet
at distances of a few micrometers. The atoms couple to the graphene membrane via Casimir-Polder
forces. By deriving a self-consistent set of equations governing the dynamics of the atomic gas and
the flexural modes of the graphene, we show to be possible to cool graphene from room temperatures
by actively (laser) cooling an atomic gas. By choosing the right set of experimental parameter we
are able to cool a graphene sheet down to ∼ 60 µK.
PACS numbers: 31.30.jh, 12.20.-m, 42.50.Nn, 63.22.Rc
A lot of attention has been drawn in the last years
to the development of quantum technologies with hybrid
quantum systems whose elementary building blocks are
of different nature [1]. The general trend is to combine
well-characterized individual quantum systems, such as
trapped ions [2, 3], degenerate quantum gases [4], super-
fluid or superconducting Josephson junctions [5], quan-
tum dots [6], and nanomechanical oscillators [7, 8], with
microwave guides, optical resonators, and fibers [9]. The
most promising applications of such systems range from
high-precision force and mass measurements to quantum
computation [10–13]. Optomechanical setups have been
particularly successful in that task, making possible to
cool down a mechanical system to its quantum ground
state [14]. Radiation-pressure cooling of nano- or mi-
cromechanical cantilevers [15–19], vibrating microtoroids
[20, 21], and membranes [22] constitute important hall-
marks in the field of optomechanics with important im-
plications in quantum technologies.
With the advent of graphene and other two-
dimensional materials, the zero-point cooling of macro-
scopic membranes becomes an imperative to the de-
velopment of quantum technology based on suspended
graphene. At low temperatures, the electrical resistiv-
ity in graphene is essentially hindered by the scatter-
ing between the electrons and the flexural (out-of-plane)
phonons [23, 24], which one could, in principle, cool down
with the help of an optomechanical setup. However,
given the broad-band optical transmission of graphene
(a graphene mirror is typically 98% transparent) [25],
the coupling between the macroscopic mechanical mo-
tion and the photons is very unlikely, making radiation-
pressure cooling totally ineffective [26]. As such, dilution
refrigerators have been used in the attempt to approach
the quantum limit. Recently, narrow-gap microwave-
cavity cooling of graphene has brought the thermal mo-
tion of graphene down to ∼60 mK [27]. It is therefore
natural to investigate suitable alternatives to radiation-
pressure schemes by exploiting the advantage of inter-
faces with cold atoms. Recent results showed that sym-
pathetic cooling with ultracold atoms enables to reach
ultralow temperatures in levitated optomechanical sys-
FIG. 1: (Colour online) Scheme of the experimental setup of
a quantum gas at a distance zA from a graphene sheet. The
motion of the particles is coupled to the flexural modes of
graphene via Casimir-Polder interactions. The cooling of the
vibrational modes of the gas can be done with the help of the
cooling laser with Rabi frequency Ω. For our calculations, we
have chosen an atomic cloud of rubidium (87Rb).
tems originally at room temperature when direct laser or
evaporative cooling is not possible [28]. Also, it as been
showed that heat transfer between two parallel layers of
dipolar ultracold Fermi gases at different temperatures
via dipolar couplings could be used this as an effective
cooling process [29].
There has been growing interest in exploring carbon
nanotubes held at positive voltage to capture an ionize
individual cold atoms [30, 31], but also to explore the dis-
persion interactions between Bose-Einstein condensates
and carbon nanotubes [32, 33], and laser-controlled ul-
tracold (Rydberg) atoms and graphene setups that may
be used to create ripples on demand [34]. The dispersion
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2FIG. 2: (Colour online) Density plot of the stationary state flexural mode number mSS a) and b) and nSS c) for the parameters
η = 0.25, Γ = 6.07 MHz, ν = 2.7 MHz, ωph = 477 Hz, where in a) and c) Ω = 10 MHz and for b) g = −47.7 kHz. The red point
in pannel b) marks the coordinate g = −47.7 kHz and ∆ = 36 MHz, where mSS ∼ 0.15 for which the time evolution in Fig. 3
is calculated, and corresponds to nSS ≈ (exp [~ωph/ (kBTatoms)]− 1)−1 ∼ 24 for which the temperature is Tatoms = 560 nK.
forces arising from quantum fluctuations of the electro-
magnetic field between cold atoms and a carbon nan-
otube, commonly known as Casimir-Polder (CP) interac-
tion [35], has been experimentally measured and pointed
as potentially useful for applications in quantum sens-
ing and quantum information [36]. Immersing nanotubes
in cold atom clouds has also been suggested as a pas-
sive sympathetic cooling method [37]. In a recent study,
the authors have theoretically examined the possibility
of strong-coupling matter waves with a graphene sheet,
paving the stage for non-destructive cold atom-graphene
interfaces [38].
In this Letter, we propose a novel scheme to approach
the quantum limit of the zero-point flexural motion of
a graphene sheet by sympathetic laser-cooling via vac-
uum forces. Our setup consists in a laser-cooled two-
dimensional cloud of cold atoms that is placed near the
membrane (a few µm). At this distance, the atoms and
the flexural modes couple as a consequence the CP in-
teraction, allowing the exchange of excitations without
destroying the atomic cloud [38]. By cooling the atomic
motion with a far-detuned laser, we show that it is pos-
sible to effectively tailor the dissipation of the graphene
membrane via vacuum fluctuations. Contrary to other
optomechanical cooling protocols [27], our method offers
the possibility of discarding dilution refrigerators and al-
lows to cool graphene to the quantum limit starting from
room temperatures. Also, because it is non-destructive,
it offers advantages with respect to Ref. [37] as it allows
the active cooling of graphene zero-point motion to the
quantum limit in steady-state.
Our setup consists of a cold atomic gas confined in
a two-dimensional box potential - in such a way that
its transverse center-of-mass (phonon) modes are quan-
tized (see Fig. 1) - placed near a suspended graphene
sheet (for our numerical calculations, we have chosen an
atomic cloud of 87Rb [39]). The phonons then couple to
the flexural (out-of-plane) modes of a graphene sheet via
vacuum CP forces and the cooling laser drives D2 87Rb
transition. The aim of the laser cooling is to dissipate the
atomic motion and, as a consequence, sympathetically
cool down the flexural modes of the graphene sheet. In
this manuscript, we will restrict our discussion to a single
phonon mode coupled to single flexural mode.
The Hamiltonian of the system in Fig. 1 can be written
as
Hˆ = Hˆat + Hˆph + Hˆflex + HˆL + Hˆat-graph. (1)
The first three terms are the energy of the electronic
states of the atoms, their quantized vibrational modes
and the fundamental mode of the graphene sheet. Here,
the cloud is composed of atoms with ground state |g〉,
excited state |e〉 and transition frequency ωeg = ωe − ωg
(see Fig. 1); ωph and ν are the center-of-mass (phonon)
excitation in the atomic cloud and the flexural mode en-
ergies, respectively. Then, we can explicitly write
Hˆat = ~ (ωe |e〉 〈e|+ ωg |g〉 〈g|) , (2)
Hˆph = ~ωphaˆ†aˆ, (3)
Hˆflex = ~νfˆ†fˆ , (4)
where aˆ and fˆ are the phonon and the flexural bosonic
annihilation operators.
The fourth term in Eq. (1) describes the coupling be-
tween the laser and the center-of-mass motion of the
atoms, which can be written in the rotating wave ap-
proximation (RWA) as
HˆL =
~
2
Ω
(
σ−Dˆ (iη) eiωLt + H.c.
)
, (5)
3where ωL is the laser frequency, Ω = dge · E0/~ is the
Rabi frequency of the transition |g〉 → |e〉 (with E0 being
the electric field amplitude, dge the dipole operator and
 the laser polarization). We have introduced the low-
ering and raising operators σ− = (σ+)
†
= |g〉 〈e| and
the displacement operator Dˆ(iη) ≡ e−iη(aˆ†+aˆ), where
η = ωrec/ωph is the Lamb-Dicke parameter and ωrec is
the recoil frequency. Taking advantage that the experi-
mental parameters Ω, ωph and ∆ = ωeg − ωL are much
smaller than the optical frequency, we can perform the
atom-laser RWA Hamiltonian as
Hˆat + HˆL = ~∆σ+σ− +
~
2
Ω
(
σ−Dˆ (iη) + H.c.
)
. (6)
Finally, the last term in Eq. (1) is the Hamiltonian
describing the interaction between the atoms and the
graphene sheet that can be obtained by expanding the
CP potential around the equilibrium position at first or-
der in the displacement operator and averaging over the
atomic density (see [40] for details), which reads
Hˆat-graph = ~
(
ω|e〉 |e〉 〈e|+ ω|g〉 |g〉 〈g|
)
aˆ†aˆTˆ . (7)
Here, ω|i〉 is Fourier transform of the CP potential of the
electronic state |i〉, and Tˆ ≡ 1+ i2q0
√
~/(2mν)
(
fˆ + fˆ†
)
is the translation operator. We restrict the discussion to
the fundamental mode q0 ≡ 2pi/L, with L representing
the size of the graphene sheet (here considered squared,
for definiteness).
To minimize spontaneous emission from the excited
electronic state of the atoms, we assume that the detun-
ing ∆ is much larger than all other system parameters,
∆  Ω, ωph, ν, ω|i〉, Γ. Under such conditions, we are
able to adiabatic eliminate the electronic states from the
time evolution and obtain an effective master equation
which reduces the evolution to the ground-state dynam-
ics [41]. The dynamics of the reduced density matrix ρˆ
is thus governed by the following master equation
˙ˆρ = − i
~
[
Hˆeff , ρˆ
]
+ Leff(ρˆ), (8)
where the effective Hamiltonian and Lindblad operators
are given by (see more details about these calculations in
[40]),
Hˆeff = ~ωaˆ†aˆ+ ~νfˆ†fˆ + i~g aˆ†aˆ
(
fˆ† + fˆ
)
+ i~ξ
(
aˆ† + aˆ
)
, (9)
Leff
(
Oˆ
)
=
γ
2
{
2aˆ†Oˆaˆ− Oˆaˆ†aˆ− aˆ†aˆOˆ
}
. (10)
Here, we have defined the reduced quantities ω = ωph −
η2~Ω2∆/
(
4∆2 + Γ2
)
+ ω|g〉, ξ = η~Ω2∆
(
4∆2 + Γ2
)
,
g = 2q0
√
~/(2mν)n0ω|g〉 with n0 being the atomic
density, γ = Γη2Ω2/
(
Γ + 4∆2
)
with Γ denoting the
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FIG. 3: (Colour online) Logarithmic plot of the time evolution
of the mean flexural mode number m for the same parameter
as Fig. 2b), but with g = −47.7 kHz and ∆ = 36 MHz.
The different lines represent different starting temperature,
from bottom up T = 0.01, 1, 70, 300 K. For these parameter
the mSS = 0.15 which corresponds to a final temperature of
Tgraph = 60 µK. The inset shows a contour plot of γeff as a
function of g and ∆ for the same parameters as Fig. 2b).
atomic spontaneous emission rate. Moreover, ~ω|g〉 =
piC4q0n0K1(q0zA)/zA is the Fourier transform of the CP
potential U
|g〉
CP, with K1(x) denoting the modified Bessel
function of the second kind [38]. In the present work, we
have considered the retarded limit, that corresponds to
the situation where the atom-surface distance zA is large
when compared to the effective transition wavelength,
zA  c/ωeg [35]. In this situation, U |g〉CP = C4/z4A, where
one finds C4 = 14.26 Hzµm
4 for graphene interfacing
with 87Rb in the ground state – in the numerical calcula-
tions, the coupling chosen to produce the results in Fig. 3
corresponds to zA ≈ 0.1 µm.
Analytical solutions to Eq. (8) are possible by lineariz-
ing the phonon operator around its average amplitude
〈a〉 ≡ α [42]. The displaced phonon operator can then
be defined as aˆ → α + δaˆ, where 〈δaˆ〉 = 0 and the total
phonon number given by nˆ = |α|2 + 〈δaˆ†δaˆ〉 [43]. Insert-
ing these expressions into the Eqs. (9) and (10), we find
linearized forms of both the Hamiltonian and Lindblad
operators [40]
H˜ = ~ωδaˆ†δaˆ+ ~ω |α|2 + ~νfˆ†fˆ + i~g |α|2
(
fˆ† + fˆ
)
+ i~g
(
δaˆ†α+ δaˆα∗
) (
fˆ† + fˆ
)
− i~ξ (α∗ − α) ,
(11)
L˜
(
Oˆ
)
=
γ
2
{
2δaˆ†Oˆδaˆ− Oˆδaˆ†δaˆ− δaˆ†δaˆOˆ
}
+
γ
2
(
α
[
δaˆ†, Oˆ
]
+ α∗
[
Oˆ, δaˆ
])
. (12)
Having determined the linearized dynamics, we solve the
master equation to obtain the average number of phonons
n = 〈nˆ〉 and flexurons m =
〈
fˆ†fˆ
〉
, and the correspond-
4ing effective cooling rate γeff. Making use of the property〈
O˙
〉
= Tr
[
Oˆρ˙
]
, Eq. (8) simply yields
〈
O˙
〉
= − i
~
〈[
Oˆ, ˆ˜H
]〉
+
1
2
γ
〈
2aˆ†Oˆaˆ− Oˆaˆ†aˆ− aˆ†aˆOˆ
〉
+
1
2
γ
〈
α
[
aˆ†, Oˆ
]
+ α∗
[
Oˆ, aˆ
]〉
. (13)
Finally, from Eqs. (8) and (13), we obtain the time
evolution for the mean flexural number m(t), the
mean phonon number n(t), and for the coherences
kˆ1 = i
(
fˆ† + fˆ
)
, kˆ2 = fˆ
† − fˆ , kˆ3 = αaˆ† + α∗aˆ,
kˆ4 = i
(
αaˆ† − α∗aˆ), kˆ5 = i (αaˆ† + α∗aˆ) (fˆ† + fˆ),
kˆ6 =
(
αaˆ† + α∗aˆ
) (
fˆ† − fˆ
)
, kˆ7 =
(
αaˆ† − α∗aˆ) (fˆ† + fˆ),
kˆ8 = i
(
αaˆ† − α∗aˆ) (fˆ† − fˆ), kˆ9 = fˆ†2 + fˆ2, kˆ10 =
i
(
fˆ†2 − fˆ2
)
, kˆ11 =
(
αaˆ†
)2
+ (α∗aˆ)2 and kˆ12 =
i
((
αaˆ†
)2 − (α∗aˆ))2 .
In order to calculate the stationary flexural number
mSS, we calculate Eq. (13) for all the coherences,
〈
k˙i
〉
and occupation numbers, 〈m˙〉 and 〈n˙〉, and set them
equal to zero. This gives a set of 14 equations which
can be easily solved to find mSS, nSS and k
SS
i (see de-
tails of these calculations in [40]). We are especially in-
terested in seeing how the value of the stationary state
mSS evolves with the tuneable parameters of the experi-
ment g, that we can tune by changing the atom-surface
distance, ∆ and Ω that we can tune in the cooling pro-
cess. These results are shown in Fig. 2a) and 2b). With
an appropriate choice of ∆, Ω and g, it is shown to be
possible to have steady states with number of flexural
modes lower to 10, which corresponds to temperatures
lower than miliKelvin. In the set of parameters chosen
η = 0.25, Γ = 6.07 MHz, ν = 2.7 MHz, Ω = 10 MHz,
ωph = 477 Hz, g = −47.7 kHz and ∆ = 36 MHz (the red
point marked in Fig. 2b)), mSS ∼ 0.15 that corresponds
to a temperature of Tgraph ' 60 µK. This lies at least two
orders of magnitude below the experimental record ob-
tained with dilution refrigerators [27]. Correspondingly,
the atomic motion is limited to nSS ∼ 24 (see Fig. 2c)) for
which we find Tatoms = 560 nK. This is consistent with
the Lamb-Dicke approximation for a two-dimensional gas
confined in a box potential of frequency ωz of the order
of a few kHz [44, 45].
For an analytical estimate of the effective cooling rate
γeff, we take that the mean flexural mode number m
evolves on a relatively slow time scale comparative to
all other variables, which dynamics can be adiabati-
cally eliminated by setting
〈
k˙i
〉
= 0 and 〈n˙〉 = 0. As
such, we find a cooling dynamics of the type m(t) =
ae−γefft + mSS. In the parameter regions for which the
cooling is stable (i.e. for which the rate γeff is positive,
corresponding to the shadowed regions in Fig. 2), cooling
is possible irrespective of the initial graphene tempera-
ture. Fig. 3 compares the sympathetic graphene laser-
cooling dynamics for different initial occupation numbers
m(0) = (exp [~ν/ (kBTgraph)]− 1)−1. The exponential
reduction of the occupation flexural number only slows
downs until m reaches its stationary state value and
γeff ≈ 2.87 Hz. Even starting from room temperature,
the stationary state is reached within a experimentally
reasonable time scale (τeff ' 0.35 s). Please note that
although the CP potential is temperature dependent, for
the results in Fig. 3 we have considered a fixed inter-
action g = −47.7 kHz for any initial temperature, this
coupling could be experimentally achieved by tuning the
atom-surface distance. Also, at higher temperatures, it
can happen that we would need to include the effect of
secondary mechanical modes. The cooling of the funda-
mental mode would depend upon the difference between
the two or more mechanical resonance frequencies, one
expects that only when this difference is large than the
effective damping of the secondary mode, the cooling pro-
cess not to be affected [46].
Another important remark about the nature of the
coupling is in order. In principle, two important physical
effects could constitute a limitation to the present cooling
protocol. First, the CP potential depends on the tem-
perature of the two media (graphene sheet and atoms)
[47–49]. However, this dependence is negligible for the
ultracold atomic temperatures. Second, blackbody radi-
ation effects could also lead to a spurious heating of the
atoms [50]. However, we have shown that this effect is
not relevant for distances of a few µm [38].
In conclusion, in this manuscript, we have shown that
is possible via the CP interactions between an atomic gas
and a graphene sheet to cool the mechanical out-of-plane
vibrations, by laser cooling the phonon excitations in the
quantum gas. Sympathetic laser cooling via the vac-
uum forces is shown to reach temperatures of ∼ 60 µK,
about 100 times cooler than the temperature reached by
the usual optomechanical methods (∼ 60 mK). Cooling
a membrane to its ground state creates a path towards
new hybrid systems where the motion of mechanical res-
onators can be coupled with other quantum systems.
One can imagine in these systems that the membrane
could act as transducers providing coupling between, for
instance, photons or spins. Such transducers could play
an important role in quantum networks. For the con-
densate matter physics point of view, the interest lies in
cooling the mechanical modes of graphene and, as so,
controlling the transport properties. Since the mobil-
ity of carriers in graphene membranes are extremely sen-
sitive to temperature, flexural phonons are the leading
scattering mechanism for temperatures higher than few
Kelvin, by cooling the mechanical modes of a graphene
membrane it would then be possible to decrease the re-
sistivity of the membrane.
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6Supplementary Material
CASIMIR-POLDER PHYSICS
For planar structures, the Casimir-Polder (CP) poten-
tial of an atom in the ground state at a distance zA away
from the macroscopic body with permittivity ε(ω) can
be written as [1]
U
|g〉
CP (zA) =
~µ0
8pi2
∫ ∞
0
dξξ2αat (iξ)
∞∫
0
dk‖
e−2k‖γ0zzA
γ0z
×
[
RTE + RTM
(
1−
2k2‖γ
2
0zc
2
ξ2
)]
(1)
and for an atom in an energy eigenstate |n〉 as
U
|n〉
CP (zA) =
~µ0
8pi2
∫ ∞
0
dξ ξ2αn(iξ)
∞∫
0
dk‖
e−2k‖γ0zzA
γ0z
×
[
RTE + RTM
(
1−
2k2‖γ
2
0zc
2
ξ2
)]
+
µ0
4pi
∑
k 6=n
ω2nkdnk · dkn
∫ ∞
0
dκ0ze
−2κ0zzA
×Re
[
RTE + RTM
(
1 +
2κ20zc
2
ω2
)]
. (2)
where γiz =
√
1 + εi(iξ)ξ2/(c2k2‖), κ0z =
√
k2‖ + ω
2/c2,
ωij (dij) is the transition frequency (dipole moment) and
αn(ω) is the atomic polarizability defined by
αn(ω) = lim
ε→0
2
~
∑
k 6=n
ωkndnk · dkn
ω2kn − ω2 − iωε
. (3)
The first term in Eq. (2) describes the nonresonant part
of the CP potential, recognisable by the integration along
the imaginary frequency axis, ω = iξ, whereas the second
term is related to resonant photon exchange between the
atom and the graphene sheet. Eqs (1), (2) are strictly
valid only at zero temperature. We are assuming poten-
tial experimental setups that could be performed at suf-
ficiently low temperatures for thermal excitations to only
play a subordinant role; in addition, the distance of those
atoms from the graphene sheet will be much smaller than
the thermal wavelength λT = hc/(kBT ). In situations in
which either assumption fails to hold, a replacement of
the frequency integral by a Matsubara sum,
~
pi
∞∫
0
dξ f(iξ) 7→ 2kBT
∞∑
n=0
(
1− 1
2
δ0n
)
f(iξn) , (4)
with Matsubara frequencies ξn = 2pikBTn/~ [2], has
to be employed. Thermal corrections become impor-
tant only for kBT & ∆, where ∆ is the gap parame-
ter of quasiparticle excitations [3]. At finite tempera-
ture, the potential is well approximated by inserting the
temperature-dependent reflection coefficients in the low-
est term in the Matsubara sum (j = 0) while keeping
the zero-temperature coefficients for all higher Matsub-
ara terms [4, 5].
Due to graphene’s unique electronic structure, a full
calculation of its electromagnetic reflection coefficients is
in fact possible from first principles. Using the Dirac
model for the description of the dynamics of quasiparti-
cles in graphene at zero temperature in external electro-
magnetic fields, one can, from the boundary conditions
of the fields, find the reflection coefficients for given val-
ues of the mass gap m and chemical potential µ. For
simplicity we will set m = µ = 0 (perfect Dirac cone) for
which the difference between this approximation for sus-
pended graphene samples (m,µ ∼ 0.01 eV) is less than
1% [6]. One then arrives at the reflection coefficients of
a free standing graphene sheet in vacuum as
RTM =
4piα
√
k20 + k
2
‖
4piα
√
k20 + k
2
‖ + 8
√
k20 + v˜
2k2‖
, (5)
RTE = −
4piα
√
k20 + v˜
2k2‖
4piα
√
k20 + v˜
2k2‖ + 8
√
k20 + k
2
‖
(6)
where we define k20 = ξ
2/c2 and v˜ = (300)−1, and α =
1/137 is the fine structure constant.
Interaction Hamiltonian of the atomic gas-graphene
system
In general, the CP potential UCP (RA) , where RA =
(xA, yA, zA) has a part that depends only on z, that for
planar surfaces gives the usual CP force UCP(zA) =
Cn
znA
and one that depends both on xA and yA, that gives a lat-
eral component to the CP force due to the lack of trans-
lational invariance, (where we will assume rA = (x, y)).
The later as already been calculated in Refs. [7, 8]. The
potential for a very smooth surface can be obtained from
the planar case by merely taking the local atom-surface
distance
U(x, y, z) ' U0CP (zA)− u (rA)
dU0CP (zA)
dzA
=
Cn
znA
+ u (rA)n
Cn
zn+1A
. (7)
To obtain the interaction energy between atoms in the
atomic gas and the corrugated membrane, one needs to
sum the CP potential weighted by the atomic density
over all space and over the area of the membrane, that
7is,
Hˆint =
∫
dR
V
∫
dR′ nˆ (R′)U (R′ −R) (8)
Since this is a convolution integral, it is more convenient
to transform it into the Fourier domain where it becomes
a separable sum of products of atomic and graphene vari-
ables. This yields,
Hˆint =
∫
dR
V
∫
dR′ nˆ (R′)
{
U0CP − u (r′ − r)∇U0CP
}
→ ∑q aˆ†aˆ U0q + i∑q aˆ†aˆq · uˆqU0q , (9)
where Uq = piC4qn0K1(qd)/d is the Fourier transform of
the potential U
|g〉
CP, with n0 being the atomic density and
K1(x) gives the modified Bessel function of the second
kind [9].
We can then express the interaction energy as
Hˆint ≡ ~
∑
q
wqaˆ
†aˆTˆq, (10)
where we define wq ≡ Uq/~
√V and the translation op-
erator of the graphene
Tˆq = 1 + iq · uˆq. (11)
Expressing the phonon operator in the form
uˆq =
1√
2
∑
σ
φq,σ (r) eσ
(
fˆσ + fˆ
†
σ
)
(12)
with two polarizations σ = (x, y) and satisfying the nor-
malization condition 〈φq, φq′〉 = ~/ (Mν) δqq′ where M
is the membrane mass.
In our setup, we will perform laser cooling meaning
that we need to account for both electronic states |g〉 an
|e〉 of the trapped particle, so we transform
aˆ† → A|e〉∗aˆ† |e〉 〈e|+A|g〉∗aˆ† |g〉 〈g| , (13)
aˆ† → A|e〉aˆ |e〉 〈e|+A|g〉aˆ |g〉 〈g| , (14)
aˆ†aˆ→ aˆ†aˆ |e〉 〈e|+ aˆ†aˆ |g〉 |g〉 . (15)
In such a way that the interaction Hamiltonian be-
comes
Hˆint = ~
∑
q
(
w|e〉q |e〉 〈e|+ w|g〉q |g〉 〈g|
)
aˆ†aˆTˆq. (16)
Graphene Properties
It is well known that a free-floating graphene sheet
would always crumple at room temperature, hence to
perform our setup there is the need to support the
graphene sheet on a trench. Measurements on layered
graphene sheets of thickness between 2 and 8 nm have
provided spring constants that scale as expected with the
dimensions of the suspended section, and range from 1 to
5 N/m [10]. Other experiments studied the fundamental
resonant frequencies from electromechanical resonators
made of graphene sheets [11]. For mechanical resonators
under tension T the fundamental resonance mode f0 is
given by
f0 = 2pi

[
A
√
E
ρ
t
L2
]2
+A20.57
T
ρL2wt

1/2
(17)
where E is Young’s modulus, ρ is the mass density;
t, w, L are the thickness, width and length of the sus-
pended graphene sheet and A is a clamping coefficient
(A is equal to 1.03 for doubly clamped beams and 0.162
for cantilevers). We assumed a doubly clamped sheet
with a finite value for the tension T = 1 nN. Tension
between graphene and trenches is a random process de-
pending on the production technique and the interaction
with the substrate and for that reason very difficult to
control [11]. For these study we have used the known val-
ues for bulk graphite ρ = 2200 kg/m3 and E = 1.0 TPa,
for a graphene doubly clamped with t =0.3 nm, L =5 µm
and w =5 µm.
ADIABATIC ELIMINATION OF THE
ELECTRONIC STATES.
To minimize spontaneous emission from the excited
electronic state of the trapped particles, we assume that
the detuning ∆ is much larger than all other system pa-
rameters, ∆  Ω, ωphn, ν, ω|i〉, Γ. Considering that our
system consist of two subspaces, one for the ground states
and one for the decaying excited states. The dynamics of
the system are Markovian such that the time evolution
density operator ρ can be described by a master equation
of Lindblad form,
ρ˙ = − i
~
[
Hˆ, ρ
]
+
(
LˆρLˆ† − 1
2
(
Lˆ†Lˆρ+ ρLˆ†Lˆ
))
, (18)
each Lˆ represents a source of decay, the spontaneous de-
cay which to takes the system from excited to the ground
electronic state. Following Ref. [12], by combining per-
turbation theory of the density operator and adiabatic
elimination of the excited states we reduce the dynamics
to an effective master equation involving only the ground
state manifold with effective Hamiltonian and Lindblad
operators
Hˆeff = −1
2
Vˆ−
[
Hˆ−1NH +
(
Hˆ−1NH
)†]
Vˆ+ +Hg (19)
Lˆeff = LˆHˆ
−1
NHV+ (20)
connecting only the ground state. Vˆ+
(
Vˆ−
)
are the per-
turbative (de-)excitations of the system and Hˆg is the
8ground state Hamiltonian, HˆNH is the non-Hermitian
Hamiltonian of the quantum jump formalism
HˆNH = Hˆe − i
2
Lˆ†Lˆ, (21)
with Hˆe being the Hamiltonian in the excited manifold.
The Hamiltonian of our system can be written as
Hˆ = Hˆg + Hˆe, (22)
Hˆg = ~ωaˆ†aˆ+ ~νfˆ†fˆ + ~ω|g〉 |g〉 〈g| aˆ†aˆTˆ , (23)
Hˆe = ~∆ |e〉 〈e|+ ~Ω
2
[
|g〉 〈e| Dˆ (iη) + |e〉 〈g| Dˆ† (iη)
]
+ ~ω|e〉 |e〉 〈e| aˆ†aˆTˆ . (24)
We write the (de-)excitation as
Vˆ+ = ~
Ω
2
|e〉 〈g| Dˆ† (iη) , Vˆ− = ~Ω
2
|g〉 〈e| Dˆ (iη) . (25)
To solve the terms involving the displacement operator,
we suppose that our atoms are cooled enough to en-
sure that we are in the Lamb-Dicke regime. This means
Dˆ†(iη) ' 1 + iη (aˆ† + aˆ). Applying the rotating wave
approximation, to extract the dynamics needed one gets
Vˆ+ = ~
Ω
2
|e〉 〈g| (1 + iη aˆ) , Vˆ− = ~Ω
2
|g〉 〈e| (1− iη aˆ†) .
Spontaneous emission from the excited to the ground
state at a rate Γ is represented by the Lindblad oper-
ator, Lˆ =
√
Γ |g〉 〈e|. Consequently, the non-Hermitian
Hamiltonian is found to be
HˆNH = ~
(
∆− iΓ
2
+ ω|e〉aˆ†aˆTˆ
)
|e〉 〈e|
+ ~
Ω
2
[
|g〉 〈e| Dˆ (iη) + |e〉 〈g| Dˆ† (iη)
]
. (26)
By applying the effective Hamiltonian formula eq. (19)
and considering that parameter regime in which we are
working we get to
Hˆeff = − ~Ω
2∆
4∆2 + Γ2
|g〉 〈g|+ iη ~Ω
2∆
4∆2 + Γ2
|g〉 〈g| (aˆ† + aˆ)
− η2 ~Ω
2∆
4∆2 + Γ2
|g〉 〈g| aˆ†aˆ+ ~ωphnaˆ†aˆ+ ~ωf fˆ†fˆ
+ ~ω|g〉 |g〉 〈g| aˆ†aˆTˆ . (27)
By applying eq. (20) together with Vˆ+, HˆNH and LˆΓ
as specified above, we obtain a single effective Lindblad
operator
Lˆeff =
√
Γ Ω
2∆− iΓ |g〉 〈g| − i
√
Γ Ω η
2∆− iΓ |g〉 〈g| aˆ. (28)
LINEARISATION PROCEDURE.
Starting with a simplified view of our system we can
write
Hˆeff = ~ωaˆ†aˆ+ ~νfˆ†fˆ + i~g aˆ†aˆ
(
fˆ† + fˆ
)
+ i~ξ
(
aˆ† + aˆ
)
, (29)
Leff
(
Oˆ
)
=
γ
2
{
2aˆ†Oˆaˆ− Oˆaˆ†aˆ− aˆ†aˆOˆ
}
. (30)
where we have defined ω = ωphn−η2~Ω2∆/
(
4∆2 + Γ2
)
+
ω|g〉, ξ = η~Ω2∆
(
4∆2 + Γ2
)
and g = 2q0
√
~/(2mν)ω|g〉.
Our Hamiltonian is clearly non-linear, which means
that the Heisenberg-Langevin equations of motion will
also be non-linear. Linearisation of the Heisenberg-
Langevin equations can be done in two ways [13], the
Hamiltonian linearisation method, used often in quantum
optomechanics and the equation linearisation method
used in the semiclassical limit, we will perform the first.
The phonon operator will then be rewritten as a dis-
placement transformation with an average amplitude α
and a fluctuating part δaˆ which represents the quantum
fluctuations of the phonon mode around the average am-
plitude, aˆ → δaˆ + α, where now 〈aˆ〉 = 0 and the total
phonon number is given by |α|2 + 〈δaˆ†δaˆ〉.
Following [14], we start by considering the Hamiltonian
without interactions Hˆ = ~ωaˆ†aˆ+ ~νfˆ†fˆ + i~ξ
(
aˆ† + aˆ
)
,
the expectation value aˆ(t) is given by
˙ˆa(t) = − i
~
[
aˆ, Hˆeff
]
= −iωaˆ+ ξ, (31)
such that α can be written as α˙(t) = −iωα+ ξ.
By applying a displacement operator Dˆ = eα∗δaˆ−αδaˆ† ,
to a state vector
∣∣∣ψ˜〉 = Dˆ |ψ〉, we can derive the trans-
formed Hamiltonian H˜ by expanding the Schro¨dinger
equation i~∂t
∣∣∣ψ˜〉 = (i~ ˙ˆD + DˆHˆeff) |ψ〉 which implies
H˜ = i~
(
α˙∗δaˆ− α˙δaˆ†)+ DˆHˆeffDˆ†, (32)
having in mind the important property of the displace-
ment operator DˆG (aˆ, aˆ†) Dˆ† = G (δaˆ+ α, δaˆ† + α∗), we
find
H˜ = ~ωδaˆ†δaˆ+ ~ω |α|2 + ~νfˆ†fˆ − i~ξ (α∗ − α) .
Using the same notation one can now turn to the CP
coupling and rewrite it as
Hˆat-graph = i~δaˆ†δaˆ
(
fˆ† + fˆ
)
+ i~ |α|2
(
fˆ† + fˆ
)
+ i~g
(
αδaˆ† + α∗δaˆ
) (
fˆ† + fˆ
)
, (33)
the first term corresponds to the three-wave mixing pro-
cess and describes the intrinsic nonlinear process of our
system, if we assume 〈δaˆ〉  α one can ignore this term
9and obtain the linearised Hamiltonian. The last term
is the average CP coupling where g |α|2 is the coupling
strength depending on the average phonon number. So
finally, we find our linearised Hamiltonian
H˜ = ~ωδaˆ†δaˆ+ ~ω |α|2 + ~νfˆ†fˆ + i~g |α|2
(
fˆ† + fˆ
)
+ i~g
(
δaˆ†α+ δaˆα∗
) (
fˆ† + fˆ
)
− i~ξ (α∗ − α) .
(34)
The same linearisation process can be applied to the ef-
fective Lindblad operator
L˜
(
Oˆ
)
=
γ
2
{
2δaˆ†Oˆδaˆ− Oˆδaˆ†δaˆ− δaˆ†δaˆOˆ
}
+
γ
2
(
α
[
δaˆ†, Oˆ
]
+ α∗
[
Oˆ, δaˆ
])
. (35)
The value of α can be easily found via the equations of
motion for both aˆ → δaˆ + α and fˆ → δfˆ + β and by
considering the fact that 〈δaˆ〉 =
〈
δfˆ
〉
= 0, such that
α = ξ/ (iω + γ/2) and β = −ig |α|2 /ν.
ANALYSIS OF THE COOLING PROCESS
Having determined an effective Hamiltonian for the
system, the cooling dynamics will be studied using the
master equation
〈
O˙
〉
= − i~
〈[
Oˆ, ˆ˜H
]〉
+ 12γ
〈
2aˆ†Oˆaˆ− Oˆaˆ†aˆ− aˆ†aˆOˆ
〉
+ 12γ
〈
α
[
aˆ†, Oˆ
]
+ α∗
[
Oˆ, aˆ
]〉
.
Using the commutation rules and the total Hamiltonian
we should apply this equation to the mean flexural mode
number, the mean phonon number and the coherences:
mˆ =
〈
fˆ†fˆ
〉
, (36)
nˆ =
〈
aˆ†aˆ
〉
, (37)
kˆ1 = i
(
fˆ† + fˆ
)
, (38)
kˆ2 = fˆ
† − fˆ , (39)
kˆ3 = αaˆ
† + α∗aˆ, (40)
kˆ4 = i
(
αaˆ† − α∗aˆ) , (41)
kˆ5 = i
(
αaˆ† + α∗aˆ
) (
fˆ† + fˆ
)
, (42)
kˆ6 =
(
αaˆ† + α∗aˆ
) (
fˆ† − fˆ
)
, (43)
kˆ7 =
(
αaˆ† − α∗aˆ) (fˆ† + fˆ) , (44)
kˆ8 = i
(
αaˆ† − α∗aˆ) (fˆ† − fˆ) , (45)
kˆ9 = fˆ
†2 + fˆ2, (46)
kˆ10 = i
(
fˆ†2 − fˆ2
)
, (47)
kˆ11 =
(
αaˆ†
)2
+ (α∗aˆ)2 , (48)
kˆ12 = i
((
αaˆ†
)2 − (α∗aˆ))2 (49)
to obtain a closed set of differential equations. These are
n˙ = gkˆ7 − γnˆ− γ
2
kˆ3, (50)
m˙ = g |α|2 kˆ2 + gkˆ6, (51)
and
k˙1 = −νkˆ2, (52)
k˙2 = νkˆ1 − 2g |α|2 − 2gkˆ3, (53)
k˙3 = ωkˆ4 − γ |α|2 − γ
2
kˆ3, (54)
k˙4 = −ωkˆ3 − 2g |α|2 kˆ1 − γ
2
kˆ4, (55)
while
k˙5 = −νkˆ6 − ωkˆ7 − γ
2
kˆ5 − γ |α|2 kˆ1, (56)
k˙6 = νkˆ5 − 2g |α|2 kˆ3 − 2gkˆ11 − 4g |α|2 nˆ− 2g |α|2
+ ωkˆ8 − γ
2
kˆ6 − γ |α|2 kˆ2, (57)
k˙7 = νkˆ8 + ωkˆ5 − 2g |α|2 kˆ9 − 4g |α|2 mˆ
− 2g |α|2 − γ
2
kˆ7, (58)
k˙8 = −νkˆ7 − 2g |α|2 kˆ4 − 2gkˆ12 − ωkˆ6
− 2g |α|2 kˆ10 − γ
2
kˆ8, (59)
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k˙9 = νkˆ10 − 2g |α|2 kˆ2 − 2gkˆ6, (60)
k˙10 = −νkˆ9 − 2g |α|2 kˆ1 − 2gkˆ5, (61)
k˙11 = ωkˆ12 − 2g |α|2 kˆ7 − γkˆ11 − γ |α|2 kˆ3, (62)
k˙12 = −ωkˆ11 − 2g |α|2 kˆ5 − γkˆ12 − γ |α|2 kˆ4. (63)
Stationary states
In order to calculate the stationary flexural number
mSS we set the right-hand side of the above cooling equa-
tions equal to zero, this yields,
kSS1 = −
2
(
γ2g |α|2 − 4gω2 |α|2
)
16g2ω |α|2 + γ2ν + 4νω2 , (64)
kSS2 = 0, (65)
kSS3 = −
2
(
γ2ν |α|2 + 8g2ω |α|4
)
16g2ω |α|2 + γ2ν + 4νω2 , (66)
kSS4 =
4γ
(
νω |α|2 + 2g2 |α|4
)
16g2ω |α|2 + γ2ν + 4νω2 (67)
Defining the cubic frequencies µ3 = ν
(
γ2 + 4ω2
)
+
16g2ω |α|2 and λ3 = ν (γ2 + ω2)+ 9g2ω |α|2, we obtain
kSS5 =
g
λ3µ3
×
(
4g2ω |α|6 (5γ2 − 16ω2)
+2 |α|4 (2γ4ν + γ2ω (8g2 − 7νω)+ 8g2ω3)+
|α|2 ν (γ2 + ω2) (γ2 + 4ω2)) , (68)
kSS6 = 0, (69)
kSS7 =
γg
2ωλ3µ3
×
(
16g2ω |α|6 (γ2 − 5ω2)
−2ω |α|4 (νω (8ω2 − γ2)+ 8g2 (γ2 + ω2))
− |α|2 ν (γ2 + ω2) (γ2 + 4ω2)) , (70)
kSS8 =
g
ωλ3µ3
×
(
96g4ω2 |α|8
+2νω |α|4 (3γ2νω + 2g2 (7γ2 + 16ω2))
+16g2ω |α|6 (γ2ν + 2ω (6g2 + νω))
+ |α|2 ν2 (γ2 + ω2) (γ2 + 4ω2)) , (71)
kSS9 = −
2g2
νλ3µ3
×
(
2g2ω |α|6 (γ2 + 4ω2)
+2 |α|4 (γ4ν − 4γ2ω (νω − 2g2)+ 4ω3 (2g2 + νω))
+ |α|2 ν (γ2 + ω2) (γ2 + 4ω2)) , (72)
kSS10 = 0, (73)
kSS11 =
|α|4
ωλ3µ3
×
(
−16g4ω |α|4 (γ2 − 8ω2)
+16 |α|2 g2ω (γ2νω + g2 (γ2 − 2ω2)))
+
ν
(
γ2 − 2ω2) (2γ2νω + g2 (γ2 + 4ω2))
ωλ3µ3
, (74)
kSS12 = −
γ |α|4
λ3µ3
×
(
96g4ω |α|4
+16 |α|2 g2 (γ2ν + ω (3g2 + 2νω))
+3ν
(
2γ2νω + g2
(
γ2 + 4ω2
)))
(75)
and
nSS = −−2γ
4ν2ω |α|2 − 2γ2ν2ω3 |α|2 − 16γ2g4ω |α|6 + 16γ2g4ω |α|4 − 64g4ω3 |α|6
2ωλ3µ3
− 16g
4ω3 |α|4 + γ4g2ν |α|2 − 36γ2g2νω2 |α|4 + 5γ2g2νω2 |α|2 + 4g2νω4 |α|2
2ωλ3µ3
, (76)
mSS = −
(
γ2 + ω2
) (−48g2ω |α|2 − 3γ2ν + 4ν3 − 12νω2)
48νωλ3
+
|α|2
(
16γ2g2ω |α|2 + 48g2ν2ω |α|2 − 32g2ω3 |α|2 + γ4ν + 4γ2ν3 + 2γ2νω2 + 8ν3ω2 − 8νω4
)
32νωλ3
+
(
γ2g |α|2 − 4gω2 |α|2
)(
−192g4ω2 |α|4 + 16g2ν3ω |α|2 − γ4ν2 − 4γ2ν4 + 18γ2ν2ω2 + 8ν4ω2 − 8ν2ω4
)
32gνωλ3µ3
+
3ω − 2ν
6ω
. (77)
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Cooling dynamics
To calculate the effective cooling rate of the flexural modes γeff, we notice that the mean flexural mode number mˆ
evolves on a relatively slow time scale comparative to all other variables. These can be eliminated adiabatically leaving
us with only a single effective cooling equation. Setting all time derivatives equal to zero except the one evolving
the flexural modes, we find the expressions for kˆ2 = 0 and kˆ6 = F(m(t)), i.e., kˆ6 is a function of the mean flexural
number. Substituting these in ˙ˆm(t) = g |α|2 kˆ2 + gkˆ6, we obtain an expression where ˙ˆm(t) = gF(m(t)). Solving this
equation yields finding m(t) = aeγefft +mSS with mSS given by Eq. (77),
a =
{
1
νω
×
[
32g4ω2 |α|8 (γ2 + 4 (3ν2 + ω2))
+ 16g2ω |α|6 (γ4ν + 2γ2 (8g2ω + 2ν3 + νω2)− 8ω (g2 (−6ν2 + 9ν(2m(0) + 1)ω − 2ω2)− ν3ω + νω3))
+ |α|2 ν2 (γ2 + ω2) (γ2 + 4ω2) (γ2 + 4 (ν2 − 2ν(2m(0) + 1)ω + ω2))
+ 2νω |α|4 [γ2νω (7γ2 + 12ν2 − 20ω2) (78)
+4g2
(
4γ4 + γ2
(
14ν2 − 25(2m(0) + 1)νω + 20ω2)+ 4ω2 (8ν2 − 13(2m(0) + 1)νω + 4ω2))]]}/{
16
(
g2ω |α|4
(
25γ2ν + 144 |α|2 g2ω + 52νω2
)
+ |α|2 ν2 (γ2 + ω2) (γ2 + 4ω2))}
where m(0) =
(
exp
(
~ν
kBTgraph
)
− 1
)−1
is the occupation number calculated at t = 0 and initial temperature Tgraph,
and cooling rate given by
γeff =
{
64γg2λ3ν2ω |α|2
}
/{
32g2ω |α|2
(
8g2ω |α|2 (γ2 − 3ν2 + ω2)+ ν (γ4 + 5ω2 (γ2 − 2ν2)− γ2ν2 + 4ν4 + 4ω4))
+ν2
(
γ2 + ω2
) (
γ4 + 8γ2
(
ν2 + ω2
)
+ 16
(
ν2 − ω2)2)} . (79)
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