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Abstract
The transfer o f loiowledge from academia to industry is o f critical importance to both 
academics and industrialists. It can be argued that patent documents referring to a set o f well- 
researched concepts may be used as a measure o f such a transfer. Concepts are typically 
aiticulated as terms, and shared terms in research papers and patent documents are proposed 
as the monitoring index. Key developments in science and engineering are usually signalled 
by the introduction o f new terms and the exclusion o f established ones; this change in the 
terminology may be constiued as a change in the knowledge in that field. Early identification 
o f these changes may provide opportunities for innovation and enhance an organisation’s 
competitive intelligence. A corpus linguistic approach has been taken to research the changes 
in terminology that occurred in the development o f Artificial Intelligence since 1936. We 
have examined the terminology used in a sample o f journal papers and patents and found that 
the teiminological preferences o f the authors change over time. Biological models o f growth 
have been applied to model the diachronic changes, and the results show that the growth o f 
term usage and the transfer o f knowledge may be modelled by using logistic growth 
techniques.
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Chapter 1
1 Introduction
In the increasingly global, knowledge-based economy, innovation assumes an unprecedented 
significance. To remain competitive, organisations need to do more than deliver products that 
are better or cheaper than those o f their competitors, they must also be faster to launch new 
products or even create new markets (EC Innovation 2004). The Organisation for Economic 
Co-operation and Development (OECD) estimates that between 1970 and 1995 more than 
half the total growth in output o f the developed world resulted from innovation, with the 
proportion increasing as the economy becomes more knowledge-intensive (OECD, 1999).
Innovation may be seen as the instrument o f the entrepreneur, the means by which change can 
be exploited so new opportunities for products or services may be found (Drucker, 2002). The 
distinction between invention and innovation is made from a commercial perspective - 
invention maybe regarded as the creation o f a product or process, whereas innovation is 
perhaps turning that new product or process into a commercial success. The lead-time from 
invention to innovation is normally between twenty and thirty-five years; it takes several 
years for new knowledge to become applicable to technology, and then several more for this 
new technology to turn into products or processes in the marketplace. This lead-time may be 
due to the nature o f knowledge itself; some philosophers o f science such as Thomas Kulin 
argue that it takes approximately thirty years before new scientific loiowledge is accepted by a 
scientific community (Kuhn, 1962; Drucker, 2002).
The research reported here explores the effectiveness o f a text-based model for monitoring the 
diffusion o f knowledge across a specific scientific community, and the subsequent transfer o f 
that knowledge into the commercial world through patented technology. The identification 
and statistical monitoring o f changes in knowledge, through the medium o f texts, may provide 
innovative opportunities, enhance an organisation’s competitive intelligence and may reduce 
the extensive lead-time from invention to innovation.
Chapter 1: hitroduction
This chapter provides an ovei"view o f our work and introduces the process o f innovation, the 
text-based approach undertaken, and our emerging science. Artificial Intelligence.
1.1 The Process of Innovation
The process o f innovation may be defined as the exploitation o f new technologies, products or 
processes (Branson, 1998; Norman, 1999; CBI, 2002). It has been argued that this process is 
systemic rather than linear (EC Innovation, 2001) and involves the combination o f social, 
technological and economic activities, such as scientific research, market investigation, and 
product and human resource development. Drucker supports this view and states that the 
process o f innovation is a diagnostic discipline that involves a systematic analysis of the areas 
o f change that typically offer entrepreneurial opportunities (Drucker, 2002), such as changes 
in technology, market structures, demographics, and public opinion.
The main purpose o f investigating the innovation process is to try and identify how inventions 
are created, converted into technology and adopted as innovations. There are three main 
aspects to this process - the creation o f new knowledge and its difflision through the scientific 
community, the conversion o f this theoretical or laboratory-based knowledge into practical 
patented technology, and the communication and adoption o f the innovation amongst the 
members o f a community. These activities are interdependent - successfiil marketing produces 
more funds for research activities and technology production, and research activities are 
dependent on the production o f a satisfactory technological solution.
Knowledge and Intelligence
The creation and diffusion o f knowledge may be looked at from two differing perspectives. 
First, a theoretical perspective rooted in philosophy, sociology and psychology where 
questions on how science may lead to new knowledge and discoveries are asked. Second, 
from a practical perspective based on quantitative studies, such as Scientometrics research. 
The interest here is on how knowledge is communicated across scientific communities and 
the provision o f a quantitative analysis o f these communications by the application of certain 
metrics, including publication counts and citation analysis.
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For organisations to analyse trends in the driving forces o f innovation, they must first collect 
the relevant infomiation from their environment. This procedure is noimally termed 
com petitive intelligence and may be defined as the set o f inter-related measures that aims to 
provide decision makers with infomiation about the organisation and the organisational 
environment in order to learn about it, anticipate its evolution and to take better decisions in 
consequence (Baroni de Carvalho and Feneira, 2002). Most o f the knowledge collected for 
intelligence seeking is known as explicit Imowledge, knowledge that is well documented and 
clearly stated in language. Knowledge based on application and experience is known as tacit 
knowledge, knowledge that is unstructured, unclear and difficult to document and 
communicate (Polanyi, 1966). The notion o f tacit knowledge has caused much philosophical 
debate between practitioners o f knowledge management (Nonaka and Takeuchi, 1995; 
Wilson and Boras, 2002), so the focus o f this thesis is the collection, analysis and reporting of 
explicit, well-documented knowledge that is clearly stated in language.
The practice o f creating, supporting, and disseminating knowledge in organisations is 
collectively known as Knowledge M anagem ent (Davenport and Prusak, 1998). It attempts to 
deepen the understanding o f knowledge processes so new procedures and tools may be 
developed to aid the transformation o f knowledge into economic progress. Though criticised 
by some (Wilson and Boras, 2002; Ponzi and Koenig, 2002), organisations need to create and 
disseminate new knowledge to support the innovation process (Nonaka, 1991; Nonaka and 
Takeuchi, 1995; CBI, 2002) and to sustain economic growth and change (Bush, 1945; 
Malakoff, 2000; EC IPKBE, 2001; OECD, 2002). Recent trends have shown that 
organisations are depending more on investments in the management o f knowledge and less 
on investments in physical capital. The OECD states that the world’s economy is knowledge- 
based and that an organisation’s competitive advantage depends more than anything on its 
knowledge (OECD, 1999).
1.2 A Text-Based Approach
Language plays an essential role in the way knowledge is expressed and communicated. Key 
developments in science or engineering are identified by the introduction o f new terms, or 
concepts, and the extinction o f others. This process leads to the creation o f a new specialised 
language with well delineated and restricted subject matter, high frequency o f certain lexical 
constructions and the use o f special symbols (Lehrberger, 1986). Texts written (or language
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used in speech-based communications) at different times and different places shows particular 
patterns o f language use that may be differentiated at various levels o f description. For 
example, scientific texts have evolved over time from its original 18‘*' and 19'*’ century 
popular-science format to the highly domain-specific, limited audience style o f today’s 
journal articles - this has been shown to be the case in theoretical physics and experimental 
psychology (Bazemian, 1995). This change can be seen in the language used in scientific 
journals that are steadily becoming more opaque to the lay reader. There have been extensive 
studies o f linguistic change in general language, for example the differences between 
American-English and British-English can be discerned at both a lexical level and a 
grammatical level.
Most specialist texts fall into the category o f form al texts and may be regarded as the written 
equivalent o f a speaker lecturing on the subject; they are usually peer-reviewed so the content 
may be authenticated and accepted as a text and not merely a jumble o f unconnected 
sentences (Halliday and Hasan, 1976). A collection o f texts, either specialised or general, is 
known as a corpus, and the empirical study o f a corpus is known as coipus linguistics. To 
identify the changes that occur in this specialist language over time, i.e. the introduction o f 
new concepts and the increased or reduced popularity o f existing concepts, representative 
samples o f  diachronically organised specialised texts may be collected to form a historical 
corpus.
The history o f corpus linguistics is one o f initial enthusiasm, followed by a period o f 
unpopularity, and now, largely due to the use o f  computers, is once again o f interest to 
linguists (McEnery and Wilson, 1996). The period o f unpopularity was not due to the lack o f 
success, but due to theoretical objections on how a corpus could be representative o f a 
potentially infinite language (Chomsky, 1957). It is now recognised that although no corpus 
could be representative o f a language as a whole, it does contain examples o f a language in 
use, and so may implicitly lead to valid and interesting linguistic data. The Brown Corpus o f 
Standard American English was the first o f the modem, computer readable, general language 
corpora, compiled by Brown University. The corpus consists o f one million words of 
American English texts printed in 1961 and from 15 different text categories to make the 
corpus a good standard reference. The LOB (Lancaster-Oslo/Bergen) corpus o f British- 
English and the Kolhapur Corpus o f Indian-English are two examples o f similar corpora. One
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o f the largest general language corpus is the British National Corpus (BNC), containing over 
100 million words. It was designed in 1991 to represent as wide a range of modem British 
English as possible - the written part (90%) includes, for example, extracts from regional and 
national newspapers, specialist periodicals and journals, academic books and popular fiction, 
published and unpublished letters and school and university essays.
The analysis o f the frequency o f word forms in a given corpora may provide an indication o f 
the language in use as the frequency o f usage o f a linguistic unit in a corpus correlates well 
with its acceptability (Quirk et al, 1985). Applied research has shown that a collection o f 
domain-specific texts, authored by members o f the same scientific community, contains 
frequent specialist terminology, a sign that a concept has been established (Ahmad et al, 
2002). This notion o f specialised languages and their importance to the creation and 
dissemination o f knowledge is supported by the philosophers Kuhn and Hanson. For Kuhn, a 
historian o f science becomes a language teacher who shows the user how to use the teims 
(Kuhn, 1962), and to Hanson one first must learn the language o f physics to see what the 
physicists see (Hanson, 1958). Though it is debated what knowledge actually is, it is generally 
agreed that language, whether general or specialised, is essential for the communication o f 
discoveries.
1.3 Artificial Intelligence as an Emerging Science
Our chosen domain o f study is that o f Artificial Intelligence (AI), one o f the more 
controversial domains o f scientific enquiry since such a variety o f intelligence was discussed 
by Alan Turing in 1950 (NRC, 1999). Defined as the branch o f computer science that is 
concerned with the automation o f intelligent behaviour (Luger and Stubblefield, 1993), the 
field has been controversial to researchers because of its ethical and philosophical 
implications. The idea o f Artificial Intelligence seems to have been readily accepted by the 
general public though; the term artificial intelligence, together with its acronym AI, have 
already entered the British National Corpus, the Oxford English Dictionary (1993) and indeed 
there has been a Hollywood film o f that name. This specialist domain has been chosen as the 
basis for research due to its relatively young age and the accessibility o f historical documents. 
This makes the domain a suitable candidate for diachronic-related studies; the specialist 
language o f AI may be tracked from the beginning, and changes in this language over time 
may be identified. It is also an interesting domain from an innovation perspective -  Is AI a
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stable technology or is it in the chasm (Moore, 1998), the gap between science and 
technology?
The teim A rtificial Intelligence was introduced in a research proposal by John McCarthy in 
1955, and for both Turing and McCarthy, their operational definition o f intelligence was 
based on the dominant philosophy o f the time, Logical Positivism, together with a new area 
arising in psychology. Behaviourism. In the imitation game, a proposal put forward by 
Turing, if  two objects display the same intelligent behaviour then it is irrelevant if  one is 
human and one is a machine. For McCarthy ‘the artificial intelligence problem is taken to be 
that o f making a machine behave in ways that would be called intelligent if  a human were so 
behaving’ (McCarthy, 1955: 12). To reflect the changes that AI has undergone and to 
incorporate the major aspects o f the field, such as mathematical foundations, symbolic 
processing, neural networks and knowledge bases, a set o f key academic AI texts have been, 
selected, together with randomly selected journal articles, abstracts and titles. It is intended 
that this one and half million-word corpus o f academic material will be representative o f the 
scientific community o f Artificial Intelligence. To represent the technological developments 
o f  the field, a corresponding three million-word corpus containing Al-classification patent 
documents has also been created. Diachronically, our academic corpus has ‘representative’ 
texts sampled over a 50-year period starting from 1936 to 2000, and our patent corpus has 
‘representative’ texts sampled over a 25-year period, 1976 to 2000.
It is our hypothesis that a diachronic study o f frequent terms in systematically collected 
domain-specific academic and patent texts will aid in furthering the understanding o f how 
knowledge evolves in a scientific community and how it is converted into patented 
technology, in the anticipation that opportunities for innovation may be identified. Frequency 
analysis will provide the common word-forms in the domain, which will then be the basis o f 
further investigation -  it is o f interest to know when a frequent word-form was infrequent, and 
to track the subsequent growth or decline o f this word-foim over time. A historical analysis o f 
Artificial Intelligence, both time-line based and scientometric, has been carried out to 
compare the identified changes in the language to the corresponding diachronic activities in 
the AI environment. This analysis evaluates the use o f language, in the fomi o f corpus 
linguistics, as a tool for understanding the changing life o f knowledge and for identifying 
oppoitunities for the exploitation o f innovation.
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1.4 Contributions 
Theory
In this thesis, I have explored the use o f texts in monitoring the transfer o f loiowledge -  a 
topic central to the discipline o f knowledge management. I have adapted methods and 
techniques o f corpus linguistics, usually used to explore the structure and function of 
linguistic patterns, for examining the role in two genres o f texts -  research articles and patent 
documents.
Method
In terms o f method, I have proposed that we should look at a narrow domain of knowledge 
which has a large number o f possible texts for analysis. The choice o f a novel topic was found 
to be particularly beneficial in order to see how scientists shape language to their own ends. 
The diffusion o f knowledge has been looked at in the same way as diffusion modelling in 
other areas o f science, such as biology, and the focus o f our method has been centred on this.
Experimentation
As our research involved the added complexity o f monitoring candidate terms over specified 
time periods, it was decided a bespoke prototype system, TermTrack, would be developed to 
aid in the analysis. Based on the functionality o f System Quirk from the University o f Surrey, 
and the user interface o f Concordance (R. J. Watt), TermTrack has embedded the added 
features o f Microsoft Access and Excel Pivot Charts for data visualisation purposes. The 
system specification for TermTrack is detailed in A ppendix A.
Summary
The work reported here has contributed to knowledge management research by providing
• a diachronic and exhaustive study o f an emergent domain. Artificial Intelligence.
• a method for monitoring knowledge change in order to aid in the management o f 
innovation.
• a biological growth model suitable for modelling changes in linguistic data, the 
diffusion o f knowledge across a community, and the transfer o f tliat knowledge from 
academic texts to patent documents.
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• a prototype software system, TermTrack, to evaluate the potential mechanisation of 
the new method.
1.5 Structure of Thesis
This thesis contains five further chapters and the appendices. Chapter 2 introduces the 
motivation o f our reported work, namely information analysis methods for supporting the 
innovation process. The background to our work entails the review of the philosophical ideas 
and perspectives on knowledge invention and growth, and details the intrinsic relationship 
between language and knowledge. The work o f philosophers such as Kuhn, Popper, Hanson, 
and Ayer have been examined, together with modem theories from the field o f Knowledge 
Management, for example, Nonaka and Takeuchi. The process o f  scientific discovery has 
been described, and existing models that support the innovation process are evaluated, 
including the quantitative methods that aim to measure research and technology production. 
The inteiTelation between science and technology has been examined, together with the 
relationship between the invention and the market place.
Chapter 3 introduces our text-based method to study the movement and transfer of 
knowledge, together with the statistical growth models used to represent our data. The design 
and content o f diachronic specialist corpora are discussed and the techniques of terminology 
extraction have been detailed. The statistical methods that are used to study language based 
on the frequency o f linguistic units have been examined, and an algorithmic method for 
tracking the frequent linguistic units has been outlined, with mechanisation in mind.
Chapters 4 and 5 describe the implementation o f our method to track the movement o f 
knowledge in specialist domains. Chapter 4 details an historical analysis o f Artificial 
Intelligence by using methods from the field o f Scientometrics, together with a diachronic 
study o f research and funding trends, and key milestones and developments in the field. 
Chapter 5 details the implementation o f  the term extraction and statistical techniques. The 
most frequent linguistic units in the academic corpus have been tracked and documented over 
a 60-year period. This enables the temporal identification o f increases and decreases in the 
use o f a linguistic unit by the scientific community. This same technique has been applied to 
the collection o f patent documents covering a 25-year period. The changes in language use 
identified from the corpora are then compared to assess the transfer o f knowledge from the
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academic community to patented technology. The results have been graphically represented 
using the S-sliaped diffusion curve for ease o f comparison.
Chapter 6 comprises an evaluation o f our method and direction for future work. Our method 
is evaluated by a comparative study o f our results to the historical analysis carried out and by 
comparing the diffusion o f knowledge to other areas o f diffusion science. For our method to 
be successful, the changes in language will reflect the corresponding changes in the 
environment. Finally, the tliesis is concluded.
Chapter 2:Motivation and Background
Chapter 2
2 Motivation and Background
The main objective o f the research reported here is to provide a method or process that may 
be followed to aid in the analysis o f information so opportunities for innovation may be 
identified. Though the ultimate aim is to automate this analysis method, technology alone is 
not a solution; software packages are only as effective as the underlying processes and 
procedures. The analysis o f information is the most important stage in what has become 
known as the Intelligence Cycle, Fuld and Company, a pioneer o f competitive intelligence, 
defines the stages o f this cycle as Planning and Direction, Published Information, Primary 
Source Collection, Analysis and Production, and Report and Inform. Each year since 2000, 
Fuld and Company research and evaluate the available technological solutions that support 
the individual stages o f the intelligence cycle, the results o f which are published as the 
Intelligence Software Report. Though there has been some improvements in the supporting 
technology over the five years, Fuld and Company recognise that Competitive Intelligence is 
chiefly a human process with only the second and last stages benefiting from the use o f 
software. Their results show that the stage least supported by technology was Analysis and 
Production, leading to the conclusion that the value o f tools with regard to the analysis o f 
information is still questionable (Fuld, 2003). It is this shortfall in efficient information 
analysis processes and procedures that is one o f the motivations o f  our reported work.
This chapter introduces the motivation and background o f our reported work, namely 
information analysis methods for supporting the innovation process. We first review the 
philosophical ideas and perspectives on knowledge invention and growth, and detail the 
intrinsic relationship between language and knowledge. The work o f philosophers such as 
Kuhn, Popper, Hanson, and Ayer are examined, together with modem theories from the field 
o f Knowledge Management, for example, Nonaka and Takeuchi. We have looked at 
knowledge support from a sociological and biological perspective, and have described models 
o f technological maturation, for example BRETAM, and mathematical models o f diffusion 
and growth. The process o f scientific discovery is described, and existing models that support
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the innovation process are evaluated, including scientometrics methods that aim to measure 
research and technology production.
2.1 Motivation
The relationship between language and knowledge has been the focus o f much philosophical 
debate, and is central to our hypothesis that the analysis o f language is an effective method for 
tracking changes in knowledge in specialist domains. Philosophers such as Kuhn, Hanson and 
Ayer recognise that science is dependent on scientific language (Ayer, 1936; Hanson, 1958; 
Kuhn, 1962), and in this way learning a science is equivalent to learning the language o f that 
science (Halliday, 1993). For the Logical Positivists, the validity o f scientific method is not 
dependent on any empirical principle about the nature o f things, but rather on the way 
scientists speak about them. In other words, philosophical propositions are not factual but 
linguistic in nature; a fa c t is only the relationship between what is obseiwed and the language 
and notation used to explain the observation (Ayer, 1936). For Hanson, a fact is also 
something that has been observed together with a linguistic expression o f that observation. He 
argues that the locking o f concept and language is fundamental in science -  if  an obseiwation 
cannot be described in language, it cannot be described conceptually (Hanson, 1958).
Scientific texts may be difficult to read due to this special language and notation. This is not 
caused by the scientific terms that are chosen, but a difficulty that is inherent in the nature o f 
science itself; it is the subject matter and the socio-attributes o f scientists that is the source o f 
the problem and not the language itself (Halliday, 1993). Each specialist language has its own 
symbols, grammar and rules that represent the specialist loiowledge and govern its usage. It 
has been argued that mathematics is the ideal language for scientific communication (Ziman, 
1996), but due to its limited descriptive nature, it needs to be supported by natural language. 
Research into the influence o f theoretical chemical language on practical experiments in the 
laboratory has found that the specialist language used has an affect on the progress o f 
chemistry. The symbols and rules that govern chemical language may be used to create new 
formulae and derive theoretical statements about chemical compounds that have yet to be 
produced in the laboratory. This implies that the capacity o f the chemical language may 
exceed the experimental abilities o f the chemists (Jacob, 2001).
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The specialist languages used by scientists comprise a high frequency of specialist terms that 
represent a particular concept or set o f concepts from that scientific field. An important aspect 
o f language, both general and specialist is the notion o f openness, the claim that all languages 
are continually evolving. Though it is rare for new single words to be created by scientists, the 
compounding o f two or more existing words to foiin a tenu is common, for example, artificial 
intelligence, neural network, knowledge base, expert system. Ahmad and Gillam (2001) argue 
that to gain consensus in the scientific community, scientists manipulate language in different 
ways:
■ Borrowing: Scientists borrow words from classical language or from other 
established domains.
■ Lexical Repetitions: Scientists tend to use keywords and terms frequently. The 
frequency o f these keywords or terms depends on the underlying concept being 
acceptable to the scientific community.
■ Neologisms: Scientists may create new acronyms that are subsequently pronounced 
as ordinary words and not as spellings, for example, LASER
■ Retronym s: Scientists often change the term of an existing concept when a new, 
similar concept has been established. For example, before Alan Turing and others, 
intelligence was associated with vitality and was attributed to humans. Turing et al 
effectively retrofitted the meaning o f the word intelligence by distinguishing between 
human intelligence, a known concept at the time, and machine intelligence or 
ai'tificial intelligence, concepts they introduced (Ahmad et al, 2002).
Changes in the specialist language used by a community appear to signal the emergence o f 
new concepts or the expulsion o f established ones (Thompson, 2001). The increasing or 
decreasing frequency o f these concepts may indicate their acceptance or rejection by the 
scientific community. When a theory is falsified and replaced by another theory, or 
‘revolutionary science’ replaces ‘normal science’, there is a reduction in use o f the 
terminology from the older theory and an increase in frequency o f the terminology from the 
new theoiy.
12
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2,1.1 A note on C orpus Linguistics
Our intention is to develop a method for identifying change in a given discipline. To this end, 
we wish to examine the work of researchers in the discipline, which in turn, involves an 
examination o f what they write. The examination o f the output o f a linguistic community has 
thrown light on the language used by the community. The methods, techniques and systems 
used in such an examination form the basis o f a new empirical subject, corpus linguistics.
Corpus-based analysis o f a given language has helped to understand that language at various 
levels o f linguistic description, from the lexical to the syntactical (Quirk et. al, 1985). For a 
corpus to be an effective medium for studying language, it must be o f sufficient quantity to be 
representative o f the chosen language so any results can be extrapolated to the language as a 
whole. Corpora usually fall into one o f five categories (Sinclair, 1995):
■ Reference: Designed to provide comprehensive information about a language.
Usually contains large amounts o f texts so all the relevant varieties o f the language
and the characteristic vocabulary are present.
■ M onitor: Like a reference coipus, but aims to provide an up-to-date picture o f the
language. The corpus is constantly refreshed with new material, while old material is
removed.
■ Parallel: A parallel corpus aims to aid the translation process. Each text in the corpus 
is translated into one or more other languages.
■ Com parable: Similar texts from more than one language are collected so that the 
languages may be compared and evaluated when dealing with the same subject 
matter.
■ Special: Special corpora are made with texts o f a particular type. These texts are 
normally from a specialist domain and can be clearly differentiated from general 
language texts. They aim to be representative o f that domain and therefore can be 
used to investigate a particular type o f language.
It is this last type o f corpus that is o f interest to our work. By building a specialist coipus o f 
Artificial Intelligence texts, the language used by the AI community may be analysed, and 
changes in the language, therefore the knowledge, may be identified.
13
Chapter 2.'Motivation and Background
2.1.2 Scientific Discovery
The area o f systematic study, Scientific Discovery, is o f relevance to our work for two 
reasons. Firstly, our research may discover patterns o f knowledge-change by the process o f 
exploratory data analysis, and secondly, it is o f interest to understand the knowledge creation 
process from a discovery to a science.
The starting point o f a discovery tends to be the asking o f questions or from serendipity; 
research is serendipitous when scientists make discoveries that they were not looking for. 
Once questions have been well formulated, the application o f logic or reasoning is required. 
The discovery process may be divided into three main stages: abduction, deduction, and 
induction. In its simplest form, abduction is guessing - looking for a pattern and suggesting a 
hypothesis. The philosopher Charles S. Peirce argues that humans have a natural instinct for 
guessing and that all the findings o f science have to begin as abductions of individual 
scientists (Peirce 1878 - Eisele, 1979). The resulting hypothesis o f an abduction requires 
vigorous testing - Deduction and previous knowledge is used to infer the logical, observable 
consequences o f the hypothesis. These consequences are then used to design an experiment to 
test the hypothesis. If  the hypothesis is proved to be true in numerous cases, then induction 
implies that a general law may be stated.
The work reported here is concerned with the first two stages o f the discovery process. Our 
hypothesis (abduction) is that opportunities for innovation may be identified by carrying out a 
diachronic study o f frequent linguistic units in systematically collected texts. This hypothesis 
is tested and evaluated (deduction) by a comparative diachronic historical study o f the 
domain. Future work involves the application o f the resulting method to other domains 
(induction).
2.2 Models of Knowledge Growth
Models o f diffusion have been developed to aid organisations analyse collected knowledge 
and anticipate when change may occur or when it is time to change research, technology or 
market focus. No existing model supports the whole o f the innovation process. Instead 
separate models have been developed to aid each individual part. F igure 2-1 indicates the 
most commonly applied innovation support models.
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Scieniific Revolutions (Kuhn. 1962) 
Scientometrics (Academic)
R esearch - D iffusion o f  K now ledge
- Financial Data 
Analysis
- BRETAM Learning Cur\cs (Gaines, 1991)
- Scientometrics (Commercial / Academic) _I
I Technology - Maturation of Technoloj^T^
—    ^  ^
V - - Diffusion o f Innovations'
\  (Rogers, 1962)
- Contagion Model 
... (Mansfield, 1961)
r - —Market - Adoption o f Innovation
- Technology Maturation Model
(Redwine & Riddle, 1985)
- Generic Product Life Cycle
Adoption o f  Technology 
(Moore. 1999)
Figure 2-1: Models supporting the stage of the Innovation Process
First, we look at the theories concerning the creation o f knowledge and the development o f a 
scientific community. The work o f academics such as Kuhn, Popper, Ayer and Hanson has 
been discussed and evaluated. To investigate how knowledge is converted into technology, 
Gaines’ Breakthrough, Replication, Empiricism, Theory, Automation, and Maturity 
(BRETAM) model, and Redwine and Riddle’s Technology Maturation Model are described 
and evaluated. We then look at the movement o f the new technology into the marketplace, 
focusing on innovation studies from the work o f Rogers and mathematical models o f growth 
and diffusion. Finally, we look at the effect o f an innovation on market strategy and 
transformation.
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2.2.1 A Sociological Perspective
Much of the work in the philosophy o f science focuses on the scientific process of knowledge 
creation particularly the methods that scientists employ. One popular philosophical school o f 
thought, Logical Positivism, views the aim o f science as seeking the truth, and that conjecture 
and refutation are the best way o f achieving this aim; scientists should attempt to falsify 
theories, and once falsified, a theoiy should be abandoned and a better theory sought (Popper, 
1959). By developing falsifiable theories, scientists may reduce the size o f the space o f their 
experiments. In a historical account o f the progress o f science (Kuhn, 1962), one of the 
central claims is that in history, science has not followed the method o f falsification. Kuhn’s 
conclusion is that scientific progress has a distinctive pattern: N orm al Science, Crisis, 
Revolution, back to Normal Science and the cycle repeats. During normal science, anomalies 
appear that fail to fit the dominant paradigm o f scientists. Instead o f abandoning the theory, 
scientists attempt to extend it incrementally until a point o f saturation is reached. Here, the 
scientists enter a stage o f crisis and seek out a new dominant paradigm. When found, there is 
a revolution and normal science may continue again. According to Kuhn, a paradigm is the 
entire collection o f theories, beliefs, values, and techniques shared by the members o f a 
scientific community. When a new paradigm is identified, a new social network o f scientists 
is created; the survival o f which depends on the successfiil communication and diffusion o f 
knowledge.
Academia provides a range o f media that may facilitate this process, such as journals, 
conferences, seminais, and workshops. Within the community, there is a common language 
for communication that may help with the transmission o f complex knowledge (Hanson, 
1958; Kuhn, 1962). This specialised vocabulaiy is important for maintaining the structure o f 
the newly formed community (Merton, 1942), but is criticised for helping scientists maintain 
their exclusive status by restricting the flow o f knowledge to outside the community 
boundaries (Abbot, 1988). The knowledge disseminated in journals and other publication 
media contributes to the fonuation and acceptance o f the new paradigm so nonual science 
may begin again. Supporting the idea o f scientific communities is tlie sociological idea o f 
science as an institution (Merton, 1942). Merton identifies several norms within science, 
including the notion that scientists believe that their rights over their published work extend 
only to the credit associated with publishing it first. Through publication, the rate o f
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knowledge diffusion increases, thereby reducing the risk o f duplication o f effort and 
furthering the research o f other scientists.
Though the creation and dissemination o f knowledge has mainly been o f interest to 
philosophers, it has started to be o f concern to the commercial sector. According to Nonaka 
and Takeuchi, proponents o f knowledge management, the creation o f knowledge in an 
organisation is a continuous dynamic process that depends on the successful interaction 
between tacit and explicit knowledge (Nonaka and Takeuchi, 1995). They introduce four 
modes o f knowledge conversion -  socialization, externalization, combination and 
internalization.
Socialization is concerned with the exchange o f tacit knowledge between members o f an 
organisation. This type o f exchange is an indirect form o f sharing as tacit knowledge is 
mainly acquired by observation. Knowledge created here is known as sympathised 
knowledge.
Externalization is the process o f articulating tacit knowledge and transfoiming it models or 
concepts that may be communicated in language. This process will lead to conceptual 
knowledge.
C om bination is concerned with the combining or reconfiguring o f existing explicit 
knowledge in order to generate new explicit, systemic, knowledge.
Internalization  is the process o f understanding and absorbing explicit knowledge into new 
operational, tacit loiowledge.
Each o f the knowledge conversion modes leaves a trace o f knowledge in either formal or 
informal documents. To Nonaka and Takeuchi, these traces o f knowledge are articulated 
through the use o f general and specialised languages, as well as through the sharing o f visual 
aids. Once again, the intrinsic link between language and knowledge has been acknowledged.
2.2.2 A Biological Perspective
Thomas Malthus, an 18th century English political economist observed that the growth o f the 
human population is fundamentally different from the growth o f the food supply to feed that 
population (Malthus, 1798). He argued that the human population was growing geometrically 
(exponentially) while the food supply was growing arithmetically (linearly). He concluded
17
Chapter 2:Motivation and Background
that it would only be a matter o f time before the world's population would be too large to feed 
itself. The growth model Malthus developed is commonly called the natu ra l growth model 
or exponential growth model. For this model, it is assumed that the population grows at a 
rate that is proportional to itself. This is represented graphically by Figure 2-2 and shows a 
slow growth at the beginning and then a sharp increase over time.
Exponential Growth Curve
Time
Figure 2-2: Exponential Growth Curve
Most populations, however, are constrained by limitations on resources. Growth modelling in 
other areas o f science, such as biology, economics, marketing and ecology, has shown that 
growth seems to exhibit a S-shape, see Figure 2-3, which assumes that systems grow 
exponentially until an upper limit is reached, at which point the growth rate slows and 
eventually saturates (Kingsland, 1982; Oliver, 1988; Young, 1993).
L ogistic Growth C urve
Time
Figure 2-3: Logistic Growth Curve
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We have looked at the growth or diffusion o f knowledge across a community from the same 
perspective and the same mathematical growth models have been applied to assess the growth 
patterns o f knowledge.
2.2.3 M easuring the Grow th of Knowledge - Scientom etrics
Scientometi'ics is a method that aims to quantify and identify research communities by the 
application o f mathematical methods to information held in books, journals and other 
publication media (Katz and Hicks, 1997). Scientometrics researchers believe that by using 
quantitative analysis, it may be possible to measure the diffusion o f knowledge across a 
scientific community or communities.
Counting the number o f publications o f an author or institution may indicate a measure o f 
productivity, and citation analysis may provide an estimate o f their impact on a scientific 
community (Boyack and Borner, 2002). Citation analysis quantifies citations in publications 
and other documents to attempt to establish links between authors, publications, journals, and 
communities. The methods have been successfully applied to a variety o f scientific 
communities, including marketing (Baumgartner and Pieters, 2000), business computing 
(Holsapple et al, 1994), and pathology (Garfield, 1972a). Chen (2002) has developed the use 
o f citation analysis techniques for tracking change within a discipline. He argues that by 
diachronically organising the most cited authors by rank, any change in this ranked order may 
indicate a change in concept or that a paradigm shift may be taking place.
The Jo u rn a l Im pact F acto r (based on the Institute for Scientific Information® Science 
Citation Index) is a measure o f the frequency with which an article in ajournai has been cited 
in a particular year. It is calculated by dividing the number o f current year citations to items 
published in the previous two years, by the number o f articles published in those two years. 
The impact factor is usefi.il in ranking journals (Garfield, 1972b) and in ascertaining the core 
journals for the diffusion o f knowledge in a particular scientific community.
In co-citation analysis, the number o f times that two documents are jointly cited in later 
publications is counted. The fact that they are cited together in the same new paper establishes 
a quantifiable link between the two earlier papers; the strength o f the link increases with the 
number o f times that a pair o f documents is cited together. These links are then used to
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establish a subject similarity between two documents, and help identify patterns of knowledge 
diffusion. Similar to this technique is bibliographic coupling, the hypothesis is that two 
publications which both cite the same previously published article also have a quantifiable 
link. Graphically representing the bibliographic coupling and co-citation analysis results in 
clusters o f citing documents. Clusters o f cited or citing documents have been termed the 
intellectual base (Persson, 1994) or the historical consensus (White and McCain, 1998) and 
help identify the focal points o f knowledge creation and diffusion.
Possible drawbacks to the methods o f publication counting and citation analysis are that 
authors may be citing another author in a negative context, there may be a bias towards self­
citing, and there is no indication o f the quality o f research in the publication (Osareh 1996; 
Seglen, 1997; Kostoff, 2001). As the Science Citation Index does not include all journals and 
favours the English language, an extra drawback o f the Journal Impact Factor is that it may be 
seen as biased (Seglen, 1997).
2.2.4 Technology M atura tion  Case Studies : BRETAM
The transfer o f knowledge from an academic / research environment involves complex 
interactions between the academics / researchers and their extended environment. The 
environment, sometimes conflisingly called the ‘real world’, includes commercial enteiprises, 
facilitators, such as lawyers and managers, and most importantly the end-users o f the artefact 
created by the academics. An idea is spawned during a theory seminar or in a laboratory, 
which is then tested by the academics and their peers. Subsequently, the systematic 
observations o f the academics are written up and formally presented. An entrepreneur or more 
likely a venture capitalist will be attiacted to the artefact, or in some rare cases the academics 
themselves will realise the commercial potential o f the artefact. The artefact itself is 
sometimes patented but the scope o f patents relates to a device, or novel method, and not to 
the original idea. The artefact is manufactured and concurrently a marketing and sales 
campaign is undertaken. The success or failure o f the campaign leads to the next critical stage 
-  acceptance by the wider environment. The success leads to maturity o f the original idea 
spawned in academia.
This process may be lengthy and require the convergence o f knowledge fiom a variety of 
academic fields. By identifying the ways knowledge transfers into the commercial world may
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provide ideas on how to shorten this time period. The techniques used to measure research 
output may also be used to analyse the influence o f academic publications on patented 
technology; the frequency o f academic citations in patent documents may be seen as 
indicators of a link between science and technology (Narin et al, 1995; 1997). The details of 
the academic publications that have been cited may also give insight into the knowledge 
diffusion process. By attempting to identify patterns in the most cited journals, institutions, 
and other publications, it may be found that some scientific community’s knowledge is 
diffused quicker to the technological environment through specific media types.
BRETAM (Gaines, 1991) is a model o f the development o f the information sciences, from 
new knowledge to technology, based on the historical studies o f electronic devices. Gaines 
claims that underlying all developments in computing is a layered succession o f learning 
curves, based on the logistic growth function. The process is broken down into six stages. 
Breakthrough, Replication, Empiricism, Theory, Automation, and Maturity.
R A M
Figure 2-4: BRETAM Changes along a Technological Learning Curve (Source: Gaines,
1991)
Before the learning curve begins, normal research activities are taking place. When new 
knowledge is discovered or created, the researcher has made a breakthrough and by 
publishing their results or ideas, their work may be recognised and then replicated at other 
institutions. The increase in research in the particular area leads to the production o f empirical 
design rules and models, which form the basis o f new theories. The theories then make it 
possible to automate the associated processes to form a new technology. Once the new 
technology is accepted, it then becomes mature.
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Gaines’ infrastructure of the information sciences shows that differing technologies develop 
along their own learning curves, but may be supported by a learning curve o f another 
technology; a breakthrough in one technology may be triggered by a supporting technology as 
it moves from its replication stage to its empirical stage. F igure 2-5 shows the BRETAM 
model for the histoi-y and possible future o f the information sciences.
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Figure 2-5; BRETAM The infrastructure o f the information sciences (Source; Gaines, 1991). The 
horizontal axis is the evolution o f a single technology, the vertical axis show the dependency of
technologies.
The model is useful for determining the evolution o f one technology, and how the technology 
is related to other underlying technology. By identifying the different knowledges that have 
been used to develop a new technology, the length o f time it takes to converge the 
knowledges to form for a knowledge-based innovation may be reduced.
2.2.5 Technology M atu ra tion  Case Studies : Redwine / R iddle M odel
A substantial part o f  the lead-time for the development o f knowledge-based innovations is 
due to the length o f time new technology is turned into products in the marketplace. By 
analysing the processes involved in technology maturation, factors that inhibit or accelerate 
this process may be identified, thus possibly reducing this lead-time. Quantitative methods 
have been successfully applied to evaluate the progress o f technology by analysing patent 
citations made by other technological patents (Jaffe and Trajtenberg, 2000; Rajman et al.
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2002). One of the first comprehensive study o f technology maturation was carried out by 
Redwine and Riddle, and subsequently became known as the Redwine / Riddle Technology 
M atura tion  M odel (Redwine and Riddle, 1985). The model has been revised for aiding the 
process o f knowledge transfer (Pfleeger, 1998) and for the analysis o f institutional progress 
(Shaw, 2001).
Redwine and Riddle divided software technology into four types; M ajor Technologies, such 
as knowledge-based systems and software engineering; Technology Concepts, including 
abstract data types and structured programming; Methodology Technology, such as the 
software life cycle model; and Consolidated Technology including automated software 
development environments. In total, seventeen individual case studies were analysed to try 
and formulate the processes differing types o f technology undergo to reach maturity. To 
provide some overall comparisons a common scale, consisting o f six phases with fixed time 
points was developed.
Time Point Phase Description
- Basic Research Investigation of ideas and concepts.
0 Concept Formulation Identification of a key idea for the basis of technology
1 Development and Extension Development and preliminary, trial use of the technology
2 Enhancement and Exploration (Internal) Use of teclinology to solve real problems
3 Enhancement and Exploration (External) Use of technology outside of development group
4 Popularization Substantial evidence of value and applicability
4a Propagation to 40% community
4b Propagation to 60% community
Table 2-1: Phases in Redwine / Riddle Technology Maturation Model
The development o f each technology was then mapped historically using the time points 
above. From their observations, there was a wide variance in the times taken for a technology 
to mature, normally between fifteen and twenty-five years for minor technologies. Major 
technologies were found to be the longest to mature, and technology concepts the shortest.
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Though more case studies may have provided more detailed obseivations, the Redwine / 
Riddle Technology Maturation Model gives an insight into the maturation process and the 
timescales involved in the maturation o f differing technology types. By identifying factors 
that inhibit or accelerate the process, the development o f future technology may have a 
reduced timescale, thereby reducing the lead-time o f knowledge-based innovations.
2.3 Innovation and Application
When a technological innovation is introduced onto the market, not everyone will adopt it at 
the same time; for example, some individuals within an organisation seem to be more open to 
the adoption o f new ideas than others (Lefebvre and Lefebvre, 1996). Identifying the types of 
adopters and analysing the diffusion process may provide critical marketing information, 
thereby transforming market strategy and focus. This may lead to a reduction in the 
timescales involved with the adoption rates.
Research has shown that diffusion o f innovations follow an S-shaped rate o f adoption with 
the variance lying in the slope o f the S; innovations that diffuse rapidly create a steep S-curve, 
whereas innovations with a slower rate o f adoption create a more gradual slope (Rogers, 
1962; LondEcon, 1999). Mathematical Diffusion Models were first developed for modelling 
the spread o f contagious diseases, and were adapted to analyse the diffusion o f new 
technologies (Mansfield, 1961). The adoption o f a product is assumed to follow the same 
pattern; the probability o f a consumer adopting a product, thus becoming infected, would 
increase with the proportion o f people who had already adopted the product, those already 
infected. This probability increases with the diffusion o f the new product, whilst the number 
o f potential adopters decreases. M ansfield’s model was the first to incorporate a logistic 
function to the diffiision o f innovations. Here, the probability that a consumer adopts a 
product at a specific time is directly proportional to the number o f people who have already 
adopted it relative to the number o f people who have yet to adopt it.
Though revisions o f this model have been developed (de Araujo, 1995), the model is limited 
due to its symmetric naturej which implies that the number o f new adopters is always largest 
when the diffusion level is exactly half way to saturation and that the decline o f the product 
happens at exactly the same rate as the growth. (LondEcon, 1999). A modified mathematical 
model allows asymmetries in the diffusion process by the inclusion o f an External Influence
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factor -  the probability that consumers respond to external influences (Bass, 1969). The Bass 
Model has successfully been applied to the difhision o f many types o f products and the 
extrapolation o f the curves has proved to be helpful in technological forecasting (Wright and 
Chariett, 1995).
According to Rogers (1962), the diffiision process consists o f four key elements - an 
innovation, the social system on which the innovation impacts, the communication channels 
o f that social system, and time. He categorises the adopters o f an innovation into one o f five 
groups - Innovator's, Early Adopters, Early Majority, Late Majority, and Laggards. The 
‘Innovators’ are a small group o f consumers who purchase technology out o f  pure interest in 
the technology. ‘Early adopters’ will adopt the technology when it matches their needs, 
risking that it is a stable technology. The ‘early majority’ is driven by practicality and 
normally will adopt a product once it has been proved to be stable. If  products attract the early 
majority then the market is transfomied and becomes self-supporting. The ‘late majority’ 
differ from the early majority in that they will wait until a product has become the standard 
before purchasing. The ‘laggards’ may adopt only when there is no alternative. Although 
Rogers attempts to identify common traits for each adopter categoiy, this method has been 
criticised for being too general; individuals tend to be innovators in certain areas and laggards 
in others (Kotler, 1991). The diffusion model is also limited to historical analysis because the 
calculation o f the mean and standard deviation, and thereby identification o f the adopter 
categories cannot take place until the diffusion process is complete. (Wright and Chariett, 
1995).
2.4 Innovation and Market Transformation
The relationship between the diffusion o f innovations and the transformation o f markets has 
been the focus o f marketing research activities in recent years (Christensen, 1997; Moore, 
1998, 1999; Norman, 1999). Identifying where a product is in the diffusion process may 
provide indications that a change in marketing strategy is required, thereby reducing adoption 
times. M oore’s Technology Adoption Life Cycle is a revised model o f Roger’s Diffusion of 
Innovations (Moore, 1998) where the types o f adopters are categorised by the same criteria, 
but have been renamed to suit the adopters o f technological products.
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Diffusion of 
Innovations
Technology Adoption Life Cycle Market
Innovators Technology Enthusiasts Early Market
Early Adopters Visionaries Early Market
Early Majority Pragmatists Mainstream Market
Late Majority Conservatives Mainstream Market
Laggards Skeptics
Table 2-2: Comparison of Diffusion of Innovations and Technology Adoption Life Cycle
In Roger’s model the process o f diffusion is a continuous operation, whereas Moore claims it 
is a discontinuous one (Moore, 1999). He argues that the five types o f adopters are not 
connected with each other smoothly -  there is a chasm between the visionaries and 
pragmatists, and two relatively small cracks - one between the technology enthusiasts and 
visionaries, and the other between the pragmatists and the conservatives.
The Early 
Market
The
Chasm
The Chasm
The Mainstneam 
Market
%
Figure 2-6: M oore’s Technology Adoption Life Cycle (Source: Moore, 1999)
The first crack appears when an innovative technology product cannot be readily translated 
into a major new benefit; only the Technology Enthusiast adopts it for its novelty. The second 
crack appears when the market is already well developed, and the technology product has 
been adopted into the mainstream. The Chasm is the biggest obstacle any innovation has to
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cross, and many potential products, such as the Sinclair C5, never make it over. The cause o f 
the chasm is attributed to the differing needs o f those in the early market to those in the 
mainstream market. Though the model is criticised for being linear and for not showing the 
affects from other trends (SERC, 2002), it provides a basic idea o f the marketing needs o f the 
product and the current adopter type.
By anticipating the next stage in the diffusion process, the marketing style o f a product may 
be changed, therefore reducing the lead-time from invention to innovation and reaching the 
new adopter type before competitors.
2.5 Summary
In this chapter, we introduced the motivation and background o f our reported work. We first 
reviewed the philosophical ideas and perspectives on knowledge invention and growth from 
philosophers such as Kulm, Popper, Hanson, and Ayer. The intrinsic relationship between 
language and knowledge was examined, and the academic field o f corpus linguistics was 
introduced. We looked at the growth o f knowledge from a sociological perspective, which is 
concerned with the development o f the scientific community, and from a biological 
perspective, where we described mathematical growth models. We discussed techniques o f 
scientometrics and described models o f technological maturation, such as BRETAM and 
Redwine / Riddle. The role o f an innovation in market transformation was investigated and 
existing models o f innovation diffusion, such as Rogers’ and M oore’s were evaluated.
In the next chapter, we describe the method that has been followed to monitor the changes in 
knowledge from the emerging science o f Artificial Intelligence. We have taken a corpus- 
based approach to track the changes in language use in the specialist domain and suggest an 
algorithmic method and a mathematical growth model to support this approach.
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Chapter 3
3 Method
In this chapter, I will develop a method that will help to create a ‘pen portrait’, or more 
accurately, a lexical profile o f  how a domain emerges over a period o f time. The profile 
encompasses the research artefact - the learned paper, and an early indication o f application - 
the patent document. The novelty o f  my method is its historiographic approach -  I have 
focused on the originators o f artificial intelligence, for example Turing and McCarthy. In 
order to demonstrate the efficacy o f my method, I have developed a text analysis system, 
TermTrack that supports the corpus-based method for information or term extraction, and has 
been used to construct a diachronic study o f the language o f emergent science.
This chapter first looks at the relevant information that needs to be collected in order to 
provide a detailed and quantitative historical analysis o f AI, together with the infonnation that 
may be used as content o f the coi'pora. We then discuss the issues concerning the design and 
building o f the coipus, taking into consideration the concepts o f annotation and quantitative 
analysis. Next, we look at the techniques o f terminology extraction applied to our corpus so 
that a set o f diachronic candidate terms may be produced. Once a set o f  candidate teims has 
been provided, we assess the statistical techniques and growth models that may be used to 
represent these candidate terms graphically. The final part o f  this chapter describes how the 
teims may be compared across the time periods and across the corpora.
3.1 Information Collection
Information has to be collected from a variety o f sources such as higher education, 
government, commercial and economic, so that a complete evaluation o f the method may be 
canied out. From the academic community, we are interested in the main researchers, sources 
o f funding and the introduction o f journals and conferences. Research into AI mainly 
originated in the private sector with companies such as Bell Laboratories and IBM, but now 
largely depends on public investments, the details o f which are accessible to the general 
public. In the United Kingdom (UK), funding is mainly obtained from the Engineering and
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Physical Sciences Research Council (EPSRC), and in the United States (US) most of the 
federal support comes from agencies such as the Defense Advanced Research Projects 
Agency (DARPA, formerly ARP A), National Institutes o f Health and the National 
Aeronautics and Space Administration.
To investigate the growth o f AI technology in the commercial sector, patent trends for the 
years 1976 -  2000 have been analysed. A commercial organisation, Delphion, has been used 
to obtain the patent information due to its advanced searching capabilities. The UK Patent 
Office only provides Title data, and Japan only offers Abstracts, the data therefore have been 
compiled from the US Patents Office. As the US holds the majority o f the global AI market, a 
general picture o f patent trends and commercial use o f AI could be achieved via analysing US 
patent searches only. When researching granted patents diachronically, it has to be 
remembered that there is an eighteen to twenty four month processing period from applying 
for the patent to it being granted; patents applied for in March 2001 are currently being 
granted in January 2003. This is important if patent infoimation is to be compared with other 
information from the same time period, for example, patents granted in 1990 should be 
compared to funding figures from late 1988 and 1989.
For each corresponding time period in the corpora, a table detailing the major milestones and 
developments in Artificial Intelligence is produced so that a comparison between the lexical 
profile o f the emergent domain and its wider environment may be given.
3.2 Designing a Specialist Corpus
In designing the specialist corpus, its size, representativeness and adequacy is essential to the 
validity and reliability o f the research to be carried out (Biber 1993; Sinclair 1991). 
Representativeness o f a corpus depends on the quality and variety o f the texts, which must 
represent the type o f language that is being investigated, in our case the specialist language of 
Artificial Intelligence. Our corpus has the added complexity o f being diachronic in that it has 
to be representative for each specified time period o f study. Historical linguistics usually 
involves the collection o f texts from a specific historical period or from a dead language, such 
as Latin. In recent years, this approach has been applied to historical coi'pora that are 
representative o f a language rather than a closed corpus o f a complete language. The Helsinki 
coipus is an example o f this and contains approximately 1.5 million words o f English dating
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from before AD 850 to the end o f Early Modem English in 1710. It is representative in that it 
covers a range o f genres, regional varieties and social variables such as gender, age, education 
and class for each time period. The analysis o f historical corpora may provide information on 
the evolution o f language through time (Halliday, 1993, Peitsara, 1993), so it is this approach 
that has been undertaken for our research. However, it is important to be aware o f the 
problems associated with using historical corpora. Rissanen (1989) identifies three main 
problems
■ The Philologist's Dilemma - the impersonal use o f a computer to analyse the 
historical texts may replace the study o f original texts in their context.
■ The G od's T ru th  Fallacy - the danger that a corpus may be not be representative o f 
the language.
■ The M ystery of Vanishing Reliability - the more variables used in sampling the 
texts, the harder it is to represent each one fully.
In addition, in order to study the behaviour o f linguistic units in texts, the corpus should be 
large enough to allow assumptions to be made on the basis o f statistical data. There are no 
standards for determining the overall size o f a corpus used for temiinology extraction, but it is 
important to remember that if a corpus is small, it may be less representative (Bowker, 1996, 
Rissanen, 1989). For the comparison o f two corpora, it is sometimes thought that the size o f 
each corpus should be similar due to the underlying principle o f equal sample size in order to 
minimise the standard error o f the difference (Sinclair 1991).
The final prerequisite o f building the corpus is converting the texts to a machine-readable 
form ready for computer processing. With the expansion o f the Internet and electronic 
publishing, several texts will already be suitable for inclusion in the corpus. For historical 
studies, texts are computerised through the means of scanning and Optical Character 
Recognition software. When complete, the corpus should be a standard reference for the 
language it represents (McEnery and Wilson, 1996) and provide examples o f differing 
language-in-use.
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3.2.1 Annotated or Plain Text Corpus
If  a corpus is unannotated, it appears in its existing state o f plain text, whereas a coipus that is 
annotated has been enhanced with various types o f linguistic information. Leech (1993) 
describes 7 maxims that should apply to the annotation o f a corpus :
■ It should be possible to remove the annotation from an annotated corpus in order
to revert to the plain text.
■ It should be possible to extract the annotations by themselves from the text.
“ The annotation scheme should be based on guidelines that are available to the end 
user.
■ It should be made clear how and by whom the annotation was earned out.
■ The corpus user should be aware that the corpus annotation is not fail-safe, but
simply a potentially useful tool.
■ Annotation schemes should be based as far as possible on widely agreed and 
theory independent principles
■ No annotation scheme is yet to be considered as a standard.
Currently there are no widely agreed standards o f representing linguistic infoimation in texts 
(McEnery and Wilson, 1996). Recent trends are moving towards foimalised international 
standards o f annotation, such as XML, whose aim is to provide standardised encodings for 
machine-readable text interchange.
For specialist coipus, the process o f tagging or annotating may become difficult due to the use 
o f specialist terms and phrases. In these cases, minimal forms o f annotation, such as year of 
publication, author, title, journal name etc., may be applied for ease o f information retrieval 
and storage, but the main body o f text is left plain. It is this minimal form of annotation that 
has been applied to the academic and patent corpora.
3.2.2 Qualitative Vs Quantitative Analysis
Corpus analysis is usually divided into two categories, qualitative and quantitative analysis. 
From a qualitative viewpoint, linguists are interested in the meaning o f words used in a 
corpus. This type o f analysis attempts to give a more detailed description of the language
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being researched and ambiguities in the language, such as polysemy and colloquialisms, can 
be identified. The main disadvantage o f applying qualitative analysis to a corpus is that the 
results cannot be extrapolated to other specialist domains due to the specific nature o f the 
language.
From a quantitative viewpoint, the focus is on the frequency o f linguistic units or temis and 
the development o f statistical assumptions for the specialist language under study. This type 
o f analysis is appropriate for the study o f specialist languages as terms occur more frequently 
in a specialist domain than in general usage (Ahmad et al, 1994, 2002). This generate degrees 
o f specialism  o f the terms concerned, and identifies how closely related a tenn is to a 
particular specialised domain.
Our research focuses on a specialist language, that o f Artificial Intelligence which is rich with 
specialist terminology. For this reason, our work has taken a quantitative approach to the 
analysis o f the two AI corpora.
3.3 Information Extraction
Once the specialist coipus is built, different text analysis software may be used to extract 
interesting information that can be analysed quantitatively or qualitatively. These programs 
may be used to tokenise a given corpus and generate frequency lists, concordances, and 
collocations. Our bespoke system, TermTrack, has been used for this purpose.
This section details the techniques that have been applied for the extraction o f single and 
compound terms, and the subsequent monitoring o f these terms. The terms have been 
represented diachronically by using their frequency o f occurrence value for each time period, 
including the cumulative values to assess the overall growth or decline o f a term.
3.3.1 Single Term Extraction
The extraction o f candidate single terms is performed by means o f a frequency list, a stop list, 
and by the comparison in usage o f the term in general language. This method o f single term 
extraction has been applied successfully for differing specialist domains (Ahmad et al, 1994; 
Wang, 2003), and our earlier work evaluated the use o f this method for the field o f Artificial 
Intelligence (Ahmad et al, 2002). Due to the diachronic nature o f our corpus, the process o f
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selecting candidate tenns is completed in two stages. The first stage is to produce a set of 
candidate tenns for each time period. The next stage is to find the frequency o f these 
candidate terms throughout all other time periods. This allows us to monitor the candidate 
tenns before and after they were frequently used, and make assumptions on how the term 
evolved in the specialist domain.
Producing a frequency list o f the tokens in a corpus is usually the first step towards 
quantitative analysis. The more frequent a token appears in a specialist corpus, the more 
acceptable it must be to the specialist community, either academic or commercial. When 
frequency lists are produced for specific time periods, and then compared, such lists may 
show the diachronic change o f the token usage over time, and help to detect emergent tokens.
To mechanically remove tokens that are known not to be candidate terms, a stop list is 
compared to the corpus frequency list. At its most basic, a stop list contains closed class 
words, such as the, and, is, but it can be expanded by the user to contain any number o f non­
technical words. Stop lists are normally domain specific as a non-technical term in one 
domain may be a technical tenn in another. After the stop words are removed.from the 
frequency lists, the remaining tokens are compared to frequency lists from general language 
corpora to assess the token’s specialist usage. To compensate for differences in corpus size, 
the relative frequency o f the candidate term is used to find the ratio o f usage between the 
specialist corpus and the general language corpus.
Relative Frequency = frequency of token
total number of tokens
Ratio Specialist : General = relative frequency of token in Specialist Corpus
relative frequency of token in General Language
A user-defined ratio may be used as the minimal level o f token technicalness acceptable for a 
token to be considered as a candidate term, for example, a ratio o f 5:1 would mean that a 
token would have to be used 5 times more frequently in the specialist language than in general 
language to be considered a candidate term.
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An added dimension o f having diachronic data is choosing which general language corpus to 
compare the frequency lists to. For example, a term that was not used in general language in 
1950 may be in general language by the 2000. Table 3,1 demonstrates this problem by 
looking at the changes in usage o f the term computer/s from the academic Artificial 
Intelligence corpus from 1936 to 2000. Three general language corpora that span different 
decades have been chosen for the comparison -  the LOB corpus finished in 1961, the 
Longman Dictionary o f Contemporary English (LDOCE) in 1985 and the Written BNC 
completed in 1994.
No Time Period LOB LDOCE BNC N a c a d c iiiic
1 Pre 1955 94: 1 36: 1 21 : 1 70665
2 1956 to 1960 84: 1 27 : 1 15 : 1 25535
3 1961 to 1965 212 : 1 86: 1 49: 1 54389
4 1966 to 1970 43 : 1 12: 1 6 : 1 42337
5 1971 to 1975 104 1 31 : 1 17 : 1 83672
6 1976 to 1980 145 1 48 : 1 26: 1 94377
7 1981 to 1985 168 1 64: 1 37: 1 50257
8 1986 to 1990 216 1 71 : 1 40 : 1 102970
9 1991 to 1995 115 1 48 : 1 23 ; 1 110989
10 1996 to 2000 24 : 1 8 : 1 4 : 1 615431
Table 3-1: Ratio of the usage of computer/s in Academic AI to general language
This shows that there can be a significant difference in the ratios involved with comparing 
diachronic frequency lists to general language corpora from a different time period, for 
example, if  a 10 : 1 minimum level ratio is used, compiiter/s would not be selected as a 
candidate term for the time period 1966 to 1970 if  tlie Written BNC was used as the 
comparison corpus. To attempt to overcome this problem, in the academic corpus time 
periods 1 to 4 are compared to the LOB coipus, 5, 6 and 7 to the LDOCE, and 8 ,9 , 10 to the 
Written BNC. The corresponding time periods (6 to 10) in the patent corpus will be compared 
to the same general language corpus as the academic time periods.
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A lg o rith m
For each time period in the academic and patent corpus, the most frequent fifteen tokens that 
are not stop tokens and  with a minimum general language usage o f 8 : 1 will be selected as 
candidate terms for further analysis. The method for the extraction o f single terms may be 
simplified as follows:
Divide the corpus texts into appropriate time periods (ti, t i , tn)
Let {stop words] represent the list o f stop words 
Let {possible terms}(t) represent all possible terms at time t 
Let (candidate terms} (t) represent the ranked teims at time t 
Let a represent the minimum ratio to general language 
Let b represent the maximum rank o f a candidate term 
Let f token(t) represent the frequency o f token at time t 
Let N(t) represent the total number o f tokens at time t 
Let Rftokcn(t) represent the relative frequency o f token at time t 
Let G1 represent the appropriate comparison corpus at time t 
For each time period, t,
o Tokenise the texts with frequency information 
o  F o r each token
IF  token IN {stop words] THEN NEXT token 
ELSE
Rf to k e n ( t )  =  f to k e n ( t )  /  N ( t )
IF  R f tokcn(t) / (f ^ 'token / N"") < a TH EN  NEXT token 
ELSE ADD token, f  token(f), Rf token(t) to {possible teims}(t) 
EndElse 
NEXT token 
o F o r each token IN {possible terms}(t).
Calculate rank by descending Rf token(t)
IF  token rank ^ b  TH EN  ADD token, f  token(f) to {candidate terms}(t) 
NEXT token 
NEXT time period
The result is a list o f approximately b tokens that may be considered as candidate teims for 
each time period.
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Monitoring the Single Terms
The previous stage describes how candidate terms were selected for each time period in the 
academic and patent coipus; the next stage involves retrieving the frequency data for these 
terms from each time period. In this way, the usage o f the term over time may be monitored, 
and assumptions may be made about its evolution through either the academic or patent 
community. The candidate term lists from each time period are merged to form one candidate 
teim list to represent the specialist domain, in our case Artificial Intelligence. Each tenn in the 
overall candidate term list is then filtered back through the corpus until a relative frequency 
value is attained for each time period. The outcome of this process is a tabulated 
representation o f the candidate term against time. For the single tenns, this process may 
retrieve some relative frequencies o f low value, for example, when the term was first 
introduced. For data visualisation purposes, a constant, for example 10000, may be used as a 
multiplier to reduce the number o f Os (McEnery and Wilson. 1996).
Frequency unit o f  token =
f U  to k c n ( t)
Relative Frequency o f token * Constant
R f to k e n ( t )  * c
Table 3-2 shows the frequency units for the tenn computer/s in the Academic coipus for each 
time period.
No Time Period Frequency Unit N academ ic
1 Pre 1955 14.43 70665
2 1956 to 1960 15.27 25535
3 1961 to 1965 31.26 54389
4 1966 to 1970 8.73 42337
5 1971 to 1975 19.96 83672
6 1976 to 1980 26.06 94377
7 1981 to 1985 26.26 50257
8 1986 to 1990 39.04 102970
9 1991 to 1995 19.46 110989
10 1996 to 2000 4.57 615431
Table 3-2: Frequency units of the term computer/s in the Academic corpus
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After this stage, each candidate term will have its own frequency unit table for each coipus. 
Table 3-3 shows the conesponding frequency unit table for the tenn computer/s in the patent 
coipus.
No Time Period Frequency Unit Npatcnt
6 1976 to 1980 12.07 43066
7 1981 to 1985 16.25 71400
8 1986 to 1990 17.07 719195
9 1991 to 1995 9.92 1150388
10 1996 to 2000 15.12 1345592
Table 3-3: Frequency units of the term comptiier/s in the Patent corpus 
3.3.2 Com pound T erm  E xtraction
A collocation may be defined as a lexically determined and grammatically restricted sequence 
o f words (Kjellmer, 1990). For a collocation to be considered lexically detennined, it must 
have a high number o f occurrences in the coipus; a collocation is said to be grammatically 
restricted if  it is well formed and has meaning in its own right, for example, neural network is 
grammatically restricted whereas network has is not. Collocations are common in specialist 
languages (Oakes, 1998) and for this reason their extiaction aids in the processes of automatic 
indexing, information retrieval, automatic language translation and text categorisation 
(Smadja, 1992) for specialist domains.
Collocations may be extracted from the coipus by linguistic or statistical methods. Linguistic 
methods involve the use o f a stop list and a punctuation list. Any set o f words that occur 
between two stop words, or stop words and punctuation may be considered a collocation if  it 
occurs at the appropriate user-defined level o f statistical significance. This method has been 
successfully employed in collocation research (Fulford, 2001; Ahmad et al, 2002) and has the 
advantage o f being able to identify multi-word collocations as well as collocations consisting 
o f pairs o f words. Two of the most commonly applied statistical methods are M utual 
Inform ation (M I) and the Z-score. Both tests provide similar data, comparing the 
probabilities that two words occur together as a compound event with the probability that they 
are the result o f  chance. For each pair o f words, either an MI or Z score is given and the 
higher the score, the greater the probability the pair o f words is a collocation. Mutual 
Information and the Z-score are successful ways o f extracting collocations when there is a
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high occuiTence o f a pair o f words, but for low occurrences the scores border on zero and 
have no statistical significance. For the purpose o f our diachronic studies where we are also 
interested in when the tenns were infrequent, using the absolute occurrence values of 
collocations, found by the stop list method, has been chosen over the application of MI and 
the Z score. In this way, low occurrences o f collocations and multi-word collocations may be 
identified.
To assess the statistical significance o f a collocation, a significance level o f 0.10 (10%) has 
been chosen. This figure has been successfully applied to test for statistical significance in 
other areas o f corpus linguistics (Oakes, 1998). Only collocations that include the candidate 
single terms are identified, as these terms have already been deemed significant to our 
specialist language. For example, if compiiter/s was a candidate term at time t, and had a 
frequency, ftoken(f)? o f 50 then :
o The text : The digital computer was used fo r  learning.
As digital computer is between two stop words, it is identified as a possible 
collocation o f the candidate term computer/s. 
o I f  digital appeared with computer greater or equal to 5 times (10% statistical 
significance) at time t, then it is a candidate collocation o f the candidate term 
at time t
f c o l l ( t )  /  f to k e i i ( t )  ^ . 1 0
Monitoring the Compound Terms
When the candidate collocations have been selected from each time period, the results are 
then merged to form one candidate collocation list that represents the specialist domain, in our 
case Artificial Intelligence. Each collocation is then filtered back through the corpus until an 
absolute frequency value is attained for each time period. For the collocations, or compound 
teims, a relative frequency value cannot be obtained and as it is not guaranteed that each time 
period will consist o f the same number o f tokens, a scaling factor has to be applied to the 
results to overcome these differences.
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The number o f tokens in each time period is set to a constant, such as 100,000, and the 
absolute frequency values are adjusted appropriately.
o Let d represent the preferred number o f total tokens
o Let s(t) represent the scaling factor at time t
o Then s(t) = d / N(t)
o  Frequency unit o f collocation, fiicoii(t) = fcoii(t) * s(t)
The outcome o f this process is a tabulated representation o f the candidate collocation against 
time. Table 3-4 shows this method applied to the collocation digital coniputer/s in both the 
academic and patent coipus.
No Time Period Frequency Unit - Academic
Frequency Unlt- 
Patent
1 Pre 1955 50.76
2 1956 to 1960 0
3 1961 to 1965 25.48
4 1966 to 1970 0
5 1971 to 1975 8.4
6 1976 to 1980 9.54 2.32
7 1981 to 1985 0 14
8 1986 to 1990 38.8 11.26
9 1991 to 1995 3.6 3.3
10 1996 to 2000 0,16 1.08
Table 3-4: Frequency units of the collocation digital computer/s 
3.3.3 Profiling the Use o f Term s
One o f Chomsky's criticisms o f corpus linguistics was that language, being infinite, could not 
be fully represented in a coipus (Chomsky, 1957) - some linguistic units would be excluded 
because they are rarely used, and others might be excluded by chance. The distribution of 
linguistic units is therefore usually skewed, asymmetrical, and does not necessarily follow the 
N orm al D istribution bell curve (Oakes, 1998; Santini, 2001)). This problem is important 
when studying the growth o f a particular term or linguistic unit over time, since the Normal 
Distribution curve assumes that the term is always used throughout each time period, which is 
often not the case. For example, when neural networks were first developed, they were very 
popular in both the academic and patent community (1945 to 1969), then due to a lack of a
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training algorithm they had a period o f unpopularity (1970 to 1985). Further neural network 
research resolved this training algorithm problem and since 1985 neural networks have 
become popular again.
To overcome Chomsky’s criticism of coipus data being skewed, a Lognorm al D istribution 
may be applied to the data over the Normal Distribution (Oakes, 1998). This type of 
transformation makes the frequency distribution more symmetric than that o f the 
untransformed data. Normalisation o f the data variables does not guarantee normality though. 
Statistical techniques, such as the Z-score, assume normality, but this assumption is usually 
difficult to meet. Normalising the linguistic data may increase any data correlations, but 
normality is not needed as a standard prerequisite (Santini, 2001). As the behaviour o f our 
data is changeable, it is not noimalised but represented by relative frequencies and the 
Cumulative Frequency Distribution.
Representation of Frequency
The basic format used for the representation o f the linguistic data is a line graph plotting the 
frequency unit o f the single term or collocation (futoken(t) or fucon(t)) against time. The 
frequency unit calculated earlier is used rather than the relative or absolute frequencies, so 
that comparisons may be made across the time periods and across the corpora.
Representing the data in this way gives an overview o f the tenn’s usage over time. For 
example. F igure 3-1 shows the use o f the term machine/s in the academic coipus (Nacademic = 
1250622 tokens). The graph demonstrates the gradual decline, therefore the unpopularity, o f 
the term.
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F r e q u e n c y  U n i t /T im e  - m a c h in e /s
40
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 3-1: Frequency of the term machine/s in the Academic corpus. Frequency unit = Relative
Frequency * visualisation constant
This same method may be applied to the collocation data as well. F igure 3-2 shows the usage 
of the collocation intelligent machine/s in the academic corpus.
Frequency Unit /Time - intelligent machine/s
12
10
8
6
2
0
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 3-2: Frequency of the collocation intelligent machine/s in the Academic corpus. Frequency
unit = Frequency * scaling factor
Interestingly, the frequency distribution here is positively skewed and therefore would make a 
good candidate for the application o f the lognormal distribution.
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Cumulative Frequency Distribution
Plotting the cumulative frequencies o f the terms may provide information regarding growth 
and allows assumptions to be made about the past and future o f the term. The cumulative 
frequencies are calculated by successively adding the frequency units o f each time period, and 
are plotted on the y-axis against time on the x-axis. As the resulting curve is known as a less 
than curve, a slight adjustment has to be made to our first class, which is open-ended. The 
first class has been given an upper boundary o f 1955, so any occurrence o f the term in this 
class would have happened by 1955. F igure 3-3 shows the cumulative frequency curves of 
machine/s and computer/s in the academic corpus.
Cum ulative Frequency Distribution
•m achine/s ■ computer/s
=  300 
I  250
I  200S'6  150
I
c
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 3-3: Cumulative frequencies o f machine/s and computer/s in the Academic corpus
The graphs may be annotated to show when the major collocations o f the term were first 
introduced.
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For example, Figure 3-4 illustrates the introduction o f digital computer/s before 1955, and 
computer program/s by 1960 etc. The collocations are only related to the x-axis.
C u m u la t iv e  F r e q u e n c y  D is tr ib u t io n  - co m p u te r /s  
w ith  c o l lo c a te s
_  250
. conventional
200 -
. chess p laying§■ 150 - . engineering
. general
. v ision
. digital . science/s. program/s
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
F ig u re  3 -4 : C u m u la t iv e  f r e q u e n c ie s  o f  computer/s w ith  c o llo c a tio n s .
3.3 .4  C onclusion
This section has described the techniques used for extracting and monitoring the information 
from our corpus. We have shown how we obtained the single and compound terms for each 
time period, and how they were subsequently monitored and statistically represented by using 
the frequency information. Example data has been given, but a full implementation o f the 
technique is described in the next chapter.
The next section details how the terms may be compared across corpora, and evaluates the 
exponential and logistic growth models for representing our data.
3.4 Models of Lexical Growth and Change
This section looks at how the growth in usage o f the candidate terms may be represented 
statistically and how terms may be compared across time periods and across corpora. By 
using sample data from our corpus, we have applied the exponential and logistic growth 
models to assess which is the most suitable for the representation o f our diachronic linguistic 
data. We have shown how terms may be compared across corpora for each time period by 
using XY-Scatter plots, and how growth models may be applied to measure the transfer o f 
knowledge from the academic community to patented technology.
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3.4,1 Biological / Physical G row th Models
In order to know what type o f growth our linguistic units demonstrate, both models have been 
applied to the two sample terms computer/s and machine/s, see Table 3-5. The model that fits 
the data better will be applied to represent the growth o f our linguistic data in the academic 
and patent corpora.
Time
(t) Time Period
Cumulative Frequency Unit 
-  computer/s - machine/s
5 Pre 1955 14.43 71.18
10 1956 to 1960 29.7 107.6
15 1961 to 1965 60.96 139.59
20 1966 to 1970 69.69 158.25
25 1971 to 1975 89.65 193.51
30 1976 to 1980 115.71 214.06
35 1981 to 1985 141.97 245.7
40 1986 to 1990 181.01 258.62
45 1991 to 1995 200.47 277.54
50 1996 to 2000 205.04 281.72
Table 3-5: Cumulative frequency units of computer/s and machine/s with amended time periods.
Before the growth models can be applied to the linguistic data, an adjustment has to be made 
to the time periods to represent the actual number o f years that have passed. For ease o f 
computation, the open-ended class has been allocated a 5-year period before 1955.
Exponential Growth Model
The exponential function used may be expressed as:
f(t) = a b*
and read as: If  the input, t, is increased by a constant interval (At), then the output f(t) will
increase by a constant multiple (b^*)
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The following steps are taken to produce the exponential growth curve:
Let n represent the number o f time periods
For each time period (1 to n -1 ) , the rate o f change is calculated by dividing the 
cumulative frequency unit (cfu) at (t +  1) by the cfu at time t 
rate(t) =  CfUtoken(t+l) / cfu ,0ken(t)
To approximate the constant multiple, the average rate o f change has been used:
= X)'ate(t) / n -1
When b has been found, to approximate a, the y-intercept, substitute known data into 
the function equation f(t) = a
In our example data for the term computer/s, we have 
A time interval At = 5 
An average rate o f change, = 1.3848 
b = (1.3848)"^= 1.0672 
f(t) = a b ‘
f(5) = a (1.0672)^= 14.43 
a = 14.43/(1.0672)^= 10.42 
Substituting these constants into f(t) = a b* for each time period, gives an approximate 
exponential growth curve to our data.
E x p o n en tia l G ro w th  - co m p u ter /s
exponential
= 300
250
= 200 
i  150 
> 100
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 3-5: Cumulative frequency and Exponential curve -  computer/s
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The cumulative frequency distribution (cfd), the actual frequencies, has been plotted in blue, 
and the expected frequencies, if the term had grown exponentially, are represented by the pink 
curve.
Using the same method for the term machine/s, where a is approximately 60.84 and b is 
approximately 1.03, the following exponential curve. F igure 3-6, shows the expected 
frequencies o f the term if it had grown exponentially.
Exponential Growth - machine/s
♦  cfd exponentia l
-  35 0  
3  300  
I* 250  
= 200 
t  150
I  100
I
1955 1960 1965 1970 1975 1980 1985 1990 1995 2 0 0 0
Figure 3-6: Cumulative frequency and Exponential curve -  machine/s
Both the models show that the data is a closest fit at the beginning and the end, but the middle 
actual growth has residual deviation from the expected growth. This may imply that the usage 
o f linguistic units over time does not grow or diffuse exponentially through the community.
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Logistic Growth Model
The Logistic Growth model used for our experiments is based on the equation set out by 
Meyer (1994) for the analysis o f logistic growth in time-series data.
N(t) = k/ (1 + exp(- (ln(81)/ At)*(t -tn,))
where k is the saturation limit, t is the time period, tn, is the midpoint o f the growth process 
(N(t) = k/2), and At is the length o f the time interval required for the growth process to 
grow from 10 to 90 percent o f the saturation level, k
This type o f model is criticised by some for being limited due to its symmetric nature, which, 
if  applied to the growth o f knowledge, implies that the decline happens at exactly the same 
rate as the growth, (de Araujo, 1995; LondEcon, 1999). This diffusion model is best applied 
to historical analysis, or to cases where the growth process is advanced, as an estimation of 
the saturation point, based on actual frequencies, has to be given.
In our data for the term computer/s, we may approximate the saturation level k  = 210, as the 
usage o f the term appears to be slowing down to this figure; the time period that k /2  occurs is 
between 1975 and 1980 (25 to 30 years) and is approximated as tm = 27; the length o f time 
taken to grow between 10% o f k  and 90% o f k  is approximately At = 36 years. F igure 3-7 
shows the related logistic growth curve based on these parameters together with the actual 
cumulative frequency units.
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L o g is t ic  G row th  - c o m p u te r /s
♦  cfd logistic
250
^ 200
ISO
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Figure 3-7: Cumulative frequency and Logistic curve -  computer/s
The logistic growth curve appears to be a good fit to our actual frequencies. To check if the 
model is an appropriate way of representing linguistic data growth, the same method has been 
applied to the growth o f the term machine/s, where k = 284, tm = 16, and At = 38. The 
resulting graph is shown in Figure 3-8.
Logistic Growth - machine/s
c f d  lo g is tic
c 300
?? 250
200
U 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 3-8: Cumulative frequency and Logistic curve -  machine/s
Both the models show that the logistic growth model provides a good approximate fit to the 
actual growth o f terms. This may imply that the usage o f linguistic units over time does 
exhibit signs o f growing or diffusing at a S-shape through the community.
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For our work, based on these results, it has been decided to apply the Logistic Growth Model 
to our linguistic data when studying how terms grow or diffuse through the academic or 
patent community
3.4.2 C ontrastive Analysis
The type o f frequency- time graph detailed in the previous section may be used to compare 
the usage o f different terms in the same corpus. The main limitation is from a visualisation 
point o f view -  the more terms represented on one graph, the busier and harder to read the 
graph becomes. F igure 3-9 shows the comparison o f the terms machine/s and computer/s in 
the academic corpus.
Frequency Unit /Time
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Figure 3-9: Comparison of machine/s and computer/s in the Academic corpus (Nacademic = 1250622
tokens)
Analysing frequency data may also provide information on terms that are being replaced by or 
become less popular than new terms. For example, the term knowledge base system/s is now 
used more regularly than the term expert system/s. This type o f language change has been 
investigated from a historical linguistics point o f view; quantitative techniques have been 
employed to track the usage o f two competing linguistic variants in historical texts (Kroch, 
1994). Comparing the frequency data may also provide assumptions on alternative terms that 
are used for the same concept, for example the use o f a term and its acronym. It is unlikely 
that the acronym will completely replace the actual term but its usage may increase over time 
as both the term and its acronym become more acceptable to the scientific community.
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The frequency units used to represent the tenus are dependent on the level o f comparison. For 
example, if comparing a single term to a single term in the same period then the absolute or 
relative frequencies may be used. I f  comparing a single term to a single term in another time 
period then the relative frequencies have to be used. If comparing a single term to a 
collocation in the same time period than absolute values have to be used. The following 
worked example shows the percentage o f usage o f the term ai compared to artificial 
intelligence in the academic corpus. Table 3-6 shows the absolute frequencies o f the terms 
over time.
No Time Period ai artiiicial intelligence
1 Pre 1955 0 6
2 1956 to 1960 0 3
3 1961 to 1965 9 21
4 1966 to 1970 11 51
5 1971 to 1975 17 129
6 1976 to 1980 112 141
7 1981 to 1985 102 65
8 1986 to 1990 178 88
9 1991 to 1995 246 134
10 1996 to 2000 721 633
Table 3-6: Absolute Frequency of at and artificial intelligence in Academic corpus (N.,cademic
1250622 tokens)
For each time period, the percentage ratio o f the usage o f ai compared to artificial intelligence 
is worked out as follows :
ai usage %  = frequency o f ai /  (frequency o f ai + artificial intelligenceflQ t^
=  (f  te r m l( t )  /  ( f  t e r m l( t )  +  f  te r m 2 (t )) )  * 100
Table 3-7 shows the resulting ratio usage.
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No Time Period
ai : artificial intelligence
%
1 Pre 1955 0
2 1956 to I960 0
3 1961 to 1965 30
4 1966 to 1970 17.74194
5 1971 to 1975 11.64384
6 1976 to 1980 44.26877
7 1981 to 1985 61.07784
8 1986 to 1990 66.91729
9 1991 to 1995 64.73684
10 1996 to 2000 53.24963
Table 3-7: Ratio of ai to artificial intelligence in Academic corpus (frequency of ai / (frequency of
ai + artificial intelligence)* 100)
This is shown graphically in F igure 3-10 where the value on the y-axis is a percentage 
representing the frequency o f the term at divided by the total frequency of terms at and 
artificial intelligence, and time is plotted on the x-axis
Comparison of Term Usage
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Figure 3-10: Usage ratio % of ai to artificial intelligence in Academic corpus (frequency of ai / 
(frequency of ai + artificial intelligence)* \00)
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Analysis o f this graph provides a variety o f diachronic information:
• artificial intelligence was introduced by the end of 1955.
• ai was first used between 1960 and 1965.
• They were used equally between 1980 and 1985.
• From 1985, ai was more frequently used than artificial intelligence.
The inverse o f this graph, Figure 3-11, shows the usage o f artificial intelligence compared to 
that o f ai.
Comparison of Term Usage
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Figure 3-11: Usage ratio % of artificial intelligence to ai in Academic corpus (frequency of ai ! 
(frequency of ai + artificial intelligence)*
Com paring the Corpora
Once the data has been collected and analysed for each corpus, assumptions may be made 
about the diffusion o f a term, or knowledge, through the academic and patent community. The 
next step is to analyse the differences between the corpora so that assumptions may be made 
about the transfer o f a term, or knowledge, to the patent community from the academic 
community.
The most commonly applied comparison significance test in corpus linguistics is the chi- 
square test. This is a non-parametric test that compares the difference between the actual 
observed frequencies in the data with those expected if no factor, other than chance, had been
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in force. The chi-square test is reportedly unreliable where very small numbers are involved 
and the test cannot be applied to proportional data (McEnery and Wilson, 1996). For these 
reasons, we have chosen not to apply this type o f comparison as our data is represented 
proportionally and contains some very low figures.
The simplest form of comparing specific time periods in the corpora is to plot a Scatter graph, 
with the x-axis representing the relative frequency units o f terms in the Academic corpus, and 
the y-axis representing the relative frequency units o f terms in the Patent corpus. A line may 
be annotated onto the graph to show where the terms where equi-probable, and appeared the 
same number o f times in both corpora. F igure 3-12, overleaf, shows an example o f the scatter 
graph representing the common terms in the corpora between 1976 and 1980. This type of 
graph has successfully been applied to the comparison o f two corpora (Al-Thubaity, 2004) 
and illustrates the terms that were commonly used in each corpus. For example, neural, 
knowledge, rule/s predominantly exist in the academic community, whereas signal/s, input/s 
and output/s are more used by the patent community.
Individual terms may be compared diachronically using the proportional frequencies 
calculated earlier. F igure 3-13 shows the growth o f the term knowledge for each time period 
in the academic and patent corpus.
Comparison Frequency Units - knowledge
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Figure 3-13: Comparison of Frequency units in both corpora (Nacademk = 1250622 tokens, Np„e„,
3329641)
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The related cumulative frequencies for the term knowledge in the academic and patent 
corpora are shown in Figure 3-14.
Cumulative Frequency Distribution - knowledge
Academic —• — Patent
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Figure 3-14: Comparison of Cumulative Frequency units in both corpora (N,cademic = 1250622
tokens, Np„e„, = 3329641)
These graphs illustrate the different rates o f growth that a term undergoes in the patent and 
academic community. Opportunities for innovation may also be identified, for example, 1980 
to 1985 would have been the best time to invest in knowledge systems.
3.4.3 Models of Knowledge T ransfer
The method used earlier to compare the usage o f different terms may be applied here to 
compare the usage of a term across corpora. As we are interested in the transfer o f knowledge 
from the academic community to the patent community, it is the ratio o f the patent usage to 
academic usage that is o f relevance. Only the values o f the comparative time periods have 
been taken into consideration.
Term  Usage % =  (P a te n t futerm(t) / (P a te n t futerm(t) +  A cad em ic  futerm(t))) * 100
Figure 3-15 shows the change in usage o f the term knowledge from the academic corpus to 
the patent corpus.
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Figure 3-15: Usage of term knowledge in the Patent corpus (Patent fu,„m(t) / (Patent fu,erm(t) +
Academic fu,erm(t))) * 100)
As this graph shows an S-shaped transfer rate o f the usage o f the term, it may be that 
knowledge transfers to the patent community at a logistic growth rate. Applying the logistic 
growth curve defined earlier to the cumulative frequency unit ratios o f the term, illustrates 
that the term knowledge transferred at a logistic rate. The cumulative values from the 
academic corpus have been taken from all the time periods and not just the comparative ones 
in order to show the whole growth o f the term.
Logistic Growth of Knowledge Transfer
♦  c f d  logistic
«  20
1985 1995 20001980 1990
Figure 3-16: Logistic curve of cumulative usage of term knowledge by the Patent community
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This shows that even though in F igure 3-15 the usage o f the term knowledge was 
significantly larger in the patent corpus in the latter years, the cumulative usage over time has 
levelled at an equal 50% each, see F igure 3-16. The patent community reached this figure of 
50% though at a rate o f 25 years less than the academic community.
3.4.4 Conclusion
In this section, we looked at the growth or diffusion o f a term over time. The Exponential 
Growth model and the Logistic Growth model were applied to our sample coipus data, and it 
was found that the latter model was the best representation o f our linguistic data. We 
described graphical techniques for visualising the comparison o f corpora, and applied our 
Logistic Growth model to the transfer o f knowledge between the academic and patent 
community.
3.5 Summary
In this chapter, we introduced the method that has been created to monitor the changes in 
knowledge from the emerging science o f Artificial Intelligence. We have shown how the 
terms were extracted from the coipus, namely by using frequency lists and performing a 
comparison with general language. We have applied statistical techniques to our data, 
including ratio analysis and the cumulative frequency distribution, and demonstrated 
techniques to represent them graphically. Mathematical growth models were applied to our 
data, and it was shown that the logistic growth model was more appropriate than the 
exponential model to approximate the linguistic data. Finally, we discussed ways that the 
corpora may be compared across time periods, and how the comparison may be visually 
represented.
In the next chapter, we implement the first stage o f our method and provide a historical 
analysis o f  the field o f Artificial Intelligence. We have focused on collecting information 
from the academic community and from patent documents and holders.
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Chapter 4
4 Implementation: Information Collection
This chapter provides an historical analysis o f the field o f Artificial Intelligence. The timeline 
has been divided into periods o f 5 years so that a comparison may be made with the 
corresponding diachronic linguistic data. Information has been collected from both the 
academic and patent community and includes all key developments from the field and where 
possible funding information. Data on AI-related patent holders, granted patents, new 
academic journals and conferences have been included, so that an overview of each 
community may be provided. For each time period, a summaiy table detailing the main 
aspects o f the field has been given.
This chapter first details an overview o f AI in the commercial sector and describes how the 
patent-related information was collected. Next, timeline-based data has been given for each 
corresponding time period in the corpus, and finally the embedded nature o f Artificial 
Intelligence has been discussed.
4.1 Investigating Artificial Intelligence in the Commercial Sector
To investigate the growth o f AI technology in the commercial sector, patent trends for the 
years 1976 -  2002 have been analysed. A commercial organisation, Delphian, has been used 
to obtain the patent infomiation due to its advanced searching capabilities. As the UK Patent 
Office only provides Title data, and Japan only offers Abstracts, the data has been compiled 
from the US Patents Office (USPTO). The US holds the majority o f the global AI market, a 
general picture o f patent trends and commercial use o f AI may be achieved by analysing US 
patent searches only. The patents were selected using the USPTO patent classification system 
and boolean searches were carried out for Neural Network, Expert System, Knowledge Base, 
Genetic Algorithm, Fuzzy Logic, Artificial Intelligence, and Intelligent System. Using Boolean 
logic reduces the risk o f repeatedly counting the same patent for differing technology types 
and helps in determining AI patents that are not one o f the specific classes searched for, for 
example adaptive systems.
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When researching granted patents diachronically, it has to be remembered that there is an 
eighteen to twenty four month processing period from applying for the patent to it being 
granted; patents applied for in March 2001 are currently being granted in January 2003. This 
is important if patent information is to be compared with other information from the same 
time period, for example, patents granted in 1990 should be compared to funding figures from 
late 1988 and 1989.
Since 1976 approximately 15,000 Al-related patents have been granted, though only 16 of 
them were before 1985. There are two possible reasons for the significant increase after 1985 
- one could be the increase in Federal funding for Applied AI in the late 1980’s and the other 
could be the progress made in neural network research in 1986.
US AI Patents (1985 - 2000)
2000
1500
% 1000
500
1985 1987 1989 1997 19991991 1993 1995
Figure 4-1: Total US Al-Related Patents (Source : Delphion, US Patents Office)
Neural networks are the most common patented AI technology with 36% of the total o f Al- 
related patents, closely followed by expert systems or knowledge base systems at 33%. Fuzzy 
logic has 19%, and genetic algorithms and AI (Others) have 6% each o f the total.
The peak in the number of patents granted in 1998 could be due to changes in the US patent 
laws for invention and in the application procedure. In 1996, the total number o f patents 
granted in the US was just over 120,000; in 1997 it was approximately 124,000 and in 1998 
the number increased dramatically to nearly 164,000, and then 1999 saw a slight rise to just
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over 169,000 patents being granted. For this reason, the increase in AI patents has been 
related to the overall rise in patents in the US rather than specifically for AI products.
In order to assess the commercial sector’s use o f AI, the leading holders {assignees) o f Al- 
related patents were identified. It was found over 25% o f the patents are held by Universities, 
Federal Agencies and just 10 commercial organisations.
O rganisation No.
Universities 742
IBM 698
Hitachi 372
Siemens 304
Fédérai Agencies 301
Texas instruments 250
Motoroia 245
Lucent Technoiogies 234
Mitsubishi 226
Matsushita Eiectric 205
Toshiba 167
Générai Electric 166
Totai 3910
Table 4-1: Leading Holders of AI-Related Patents (Source : Delphion, US Patents Office)
With reference to Table 4-1, the ‘embedded’ nature o f AI technology is demonstrated by the 
fact that the leading commercial patent holders are companies in either the IT services 
industry, the electrical goods industry or the car manufacturing industry.
The number o f patents issued each year appears to have levelled off in the last two years. 
Patents that have already being granted in 2003 and the patents waiting to be granted (January 
2003), totals approximately 3,800. Taking the cuiTent time delay into account (approximately 
22 months), an estimate for the patents that will be granted in 2003 is just over 2050, a slight 
increase to that o f 2002. Individually, an estimate for patents to be granted in 2003 for neural 
networks and fuzzy logic is approximately the same as for 2002, for expert systems or 
knowledge base systems there may be an increase and for genetic algorithms there may be a 
reduction.
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4.2 AI as Emerging Science
The origins o f AI research are closely linked with the publication o f three unrelated landmark 
papers detailing new findings in the activity o f the brain (McCulloch and Pitts, 1943), 
information theory (Shannon, 1948), and in machine intelligence (Turing, 1950). Together 
these papers provided new computational knowledge regarding neuron activity, human 
infomiation processing and human behaviour - the three central areas o f Artificial Intelligence 
today. This initial research was theoretical, but with new knowledge in the area o f electronics 
and computer hardware, such as the development o f the digital computer ACE in 1950, 
researchers were encouraged to think that the technical feasibility o f their experimental work 
would soon be possible. Donald Michie, one o f the founders o f the AI Laboratory at 
Edinburgh University, says '‘''During the 15-year wait fo r  hardware facilities, I  became a 
geneticisf^ (BOS CCS, 2002).
The first academic research proposal on Artificial Intelligence, and where the teim was 
coined, was written in 1955, and its purpose was to create a research agenda for AI. In the 
original research proposal (McCarthy, 1955), the artificial intelligence problem was taken to 
be that o f  making a machine behave in ways that would be called intelligent if  a human were 
so behaving. The US government’s initial involvement in AI research began with the work o f 
Herbert Simon and Allen Newell (NRC, 1999). In 1955, Simon and Newell, together with 
RAND researcher J.C. Shaw, were developing computational models to simulate human 
thought. The end product was one o f the first computer programming languages, IPL-11. The 
project was funded almost entirely by the Air Force through Project RAND, and the majority 
o f the programming was done at the RAND Corporation on an Air Force-funded computer. 
Table 4-2 provides a summary o f activities from this time period.
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Key Applied Research 1943; Artificial Neurons, McCulloch and Pitts 
1948: Information Theory, Shannon 
1950: Machine Intelligence, Turing 
1955 : IPL-11, Newell and Simon
Main Research 
Laboratories
Bell, Dartmouth University, Harvard University, IBM, RAND
Publishing Journals Mind (1876)
American Journal of Mathematics (1878)
Philosophical Review (1892)
Transactions of the American Mathematical Society (1900)
Journal of Symbolic Logic (1936)
Bulletin of Mathematical Biophysics (1939)
Philosophy and Phenomenological Research (1940)
Journal of the Society for Industrial and Applied Mathematics (1953)
Key Academic Players McCarthy, Minsky, Newell, Shannon, Simon, Turing
Main Funding Body 1955: Project RAND, US Air Force
Table 4.2: Summary of key activities Pre 1956
A seminar associated with the original research proposal was held at Dartmouth University in 
1956. It was organised by John McCarthy (Dartmouth), Marvin Minsky (Harvard), Claude 
Shannon (Bell) and Nathan Rochester (IBM) and was awarded a grant o f $7,500 by the 
philanthropist Rockefeller Foundation. At this time, Newell and Simon furthered their work 
on IPL-11 and developed the Logic Theorist, a computer program capable o f proving 
theorems found in the Principia o f Russell and Whitehead. The Logic Theorist is regarded by 
many as the first AI program that successfully simulated human intelligence by solving a 
logic problem in much the same way as a human. By 1957, the Logic Theorist had been 
expanded and the General Problem Solver was developed.
In September 1957, John McCarthy and Marvin Minsky established the Artificial Intelligence 
Project at the Massachusetts Institute o f Technology (MIT). This project was funded 
principally tlirough a verbal agreement with Jerome Wiesner, Üie director o f M IT’s military- 
funded Research Laboratory in Electronics. By 1958, McCarthy and others had developed the 
list-processing programming language, LISP, which subsequently became the foundation o f 
the development o f expert systems. The following year in the UK, the National Physical 
Laboratory held an international symposium entitled Mechanisation o f  Thought Processes. 
The symposium was attended by the majority o f the pioneers o f AI, such as McCarthy, 
Minsky, Ashby, Uttley, Rosenblatt and McCulloch, even a Russian researcher, Ershov, 
attended (NPL, 1959). The symposium was categorised into various sections: General
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Principles, Automatic Programming, Mechanical Language Translation, Speech Recognition, 
Implications for Biology and Implications for Industry. The papers given at this symposium 
covered both the theoretical and practical aspects o f AI, and are still seen today as key texts in 
the field.
The majority o f the early work in AI was focused on Neural Networks (though not termed this 
at the time), and by 1959 Frank Rosenblatt had developed the Perceptron, which proved 
successful in solving linear-type problems. This lead to the first patents being classified (some 
retrospectively) under Artificial Intelligence. General Electric, IBM, the United States Navy, 
Stanford University and the Radio Corporation o f America were the first to file Al-related 
patents.
Key Applied 
Research
1956 ; Logic Theorist, Newell and Simon
1957 : General Problem Solver, Newell and Simon
1957 ; Syntactic Stmctures, Chomsky
1958 : LISP, McCarthy
1959 : Perceptron, Rosenblatt
Joint Academic 
Research
1956 : Summer Research Project on AI, Dartmouth University 
1958 : Mechanisations of Thought Processes Symposium, NPL
Main Research 
Laboratories
1959 : MIT AI Lab, McCarthy and Minsky
Key Academic 
Players
McCarthy, Minsky, Newell, Rosenblatt, Simon
Main Funding 
Body
1956: $7,500 Dartmouth Conference, Rockefeller Foundation 
1956: Project RAND, US Air Force
Filed AI Patent 
Holders
Bell Telephone Laboratories, General Electric, IBM, National Research 
Development Coip.,
Table 4.3: Summary of key activities 1956 to 1960
There was no introduction o f AI specific journals, but the MIT laboratory published a series 
o f technical memos, and the papers presented at the NPL symposium were published as a 
two-volume book. The establishment in 1962 of ARPA’s Information Processing Teclmiques 
Office increased the amount o f research and funding into AI. In 1963 due to increased 
tensions between the US and Russia, MIT was given a $2.2 million grant and McCarthy 
established a new AI research laboratory at Stanford University. Artificial Intelligence, 
though still more commonly referred to as machine intelligence in the UK, was recognised as 
a new potential area o f research by Edinburgh University. In 1965 they established the 
Experimental Programming Unit and the first Machine Intelligence conference was held. An 
AI academic community had now started to form. There was still no dedicated journal to the
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field and AI research was being published in philosophical and mathematical journals, as well 
as in edited books such as Computers and Thought (Feigenbaum and Feldman, 1963). The 
main authors of the Al-related publications during the early years included Feigenbaum, 
McCarthy, Minsky, Newell, and Simon (Source: DBLP, 2003)
Key Applied Research 1962: First production robot, Unimation
Joint Academic Research 1963: Computers and Thought, Eds. Feigenbaum, Feldman
1965: First International Machine Intelligence Workshop, Edinburgh
University
Main Research 
Laboratories
1963: Stanford University AI Lab, McCarthy 
1965: Edinburgh University AI Lab, Michie
Key Academic Players Feigenbaum, McCarthy, Michie, Minsky, Newell, Simon
Main Funding Body 1963 : $2.2 Million, MIT, ARPA
Issued Patents 15
10
5
(Applied for 
approximately 2 years 
earlier)
1961 1962 1963 1964 1965
Main Patent Holders IBM, General Electric, USA Navy, Radio Corp o f America, Melpar Inc., 
Société National d’etude
Major Disruptions 1964 : Herbert Dreyfus, Alchemy and Artificial Intelligence
Table 4.4: Summary of key activities 1961 to 1965
The major disruption in this time period was the publication o f Alchemy and Artificial 
Intelligence by Dreyfus in 1964. It was an attack on the work o f Allen Newell and Herbert 
Simon for making assumptions, both biological and psychological, in their AI research. This 
publication began the split o f Artificial Intelligence into two main areas. Weak AI, which was 
concerned with using a computer to perform difficult tasks that would require intelligence in a 
human, and Strong AI, which was concerned with computers emulating humans and whose 
foundation was in the field o f philosophy. By 1968, even though over 50 patents had been 
issued for neural networks and none for other Al-related areas, research into Expert Systems 
had grown significantly with the development o f Dendral, one o f the first systems to explore 
the formalisation o f scientific knowledge for specific problem solving rather than general 
problem solving. With the development o f Dendral, together with the development of Eliza 
(Weizenbaum, 1966), competition between the two sub-fields increased and in 1969, an 
academic blow was dealt to researchers o f neural networks. Minsky and Papert, while
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attempting to obtain ARPA funding for symbolic processing and expert system research, 
published Perceptrons detailing the limitations o f single-layer neural networks to solve non­
linear separable problems. Multi-layer networks had been developed but due to a lack of 
training algorithms, they had not been successful at non-linear tasks. ARPA subsequently 
directed more funds into the area o f expert systems at the expense o f neural network research. 
T able 4-5 provides a summary o f activities from this time period.
Key Applied 
Research
1966: Eliza, Weizenbaum 
1967: DENDRAL. Feigenbaum 
1970: PROLOG, Colmerauer 
1970: SHRDLU, Winograd
Joint Academic 
Research
1968: Semantic Information Processing, Ed. Minsky
1969: First International Joint Conference on Artificial Intelligence
Key Academic 
Players
Colmerauer, Feigenbaum, McCarthy, Michie, Minsky, Papert, Weizenbaum, 
Winograd
New Publishing 
Journals
1970: Artificial Intelligence
Issued Patents 25
20
15
10
5
0
(Applied for 
approximately 2 
years earlier)
\ ---------»
1966 1967 1968 1969 1970
Main Patent Holders IBM, General Electric, USA Navy, Radio Corp o f America, Melpar Inc., 
Société National d’etude
Major Disruptions 1966: ALPAC Report concludes machine translation has no future 
1969: Minsky & Papert, Perceptrons
Table 4.5: Summary o f key activities 1966 to 1970
In 1970, Edinburgh University changed the Department o f Machine Intelligence and 
Perception into the School o f Artificial Intelligence and a new journal was introduced 
dedicated to Artificial Intelligence community. By 1971, there was a high level of 
disagreement at the School o f Artificial Intelligence at Edinburgh University. These 
differences became known to the School’s main sponsors, the Science Research Council, who 
invited Sir James Lighthill, the Lucasian Professor o f Applied Mathematics at Cambridge 
University and a Fellow of the Royal Society o f London, to write a report on Artificial 
Intelligence. Published early in 1973, his report supported AI research relating to automation 
and to computer simulation o f neurophysiological and psychological processes, but it was
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highly critical o f basic research in foundational areas such as robotics and language 
processing -  “/« no part o f  the fie ld  have discoveries made so fa r  produced the major impact 
that was then promised...” (Lighthill Report, 1973).
Although some researchers continued to pursue theoretical aspects of human and machine 
intelligence, some second-generation researchers began to explore different ways to apply AI 
methods and approaches to tackle real-world problems. Expert systems such as DENDRAL 
had been developed, and there was a significant shift in the funding environment toward more 
applied areas o f research. The Lighthill report raised questions about AI research funding in 
the US and led the Department o f Defense (DOD) to establish a panel, known as the 
American Study Group, to assess DARPA’s AI program. The panel raised some of the same 
questions as Lighthill and subsequently led to a shifting o f DARPA funds out o f robotics 
research and toward applied, directed research.
Regardless o f the funding difficulties, key progress was made in the field in the early o f the 
I970’s with Minsky formulating a theory for knowledge representation known as Frames 
(Minsky, 1974), the development o f Meta-Dendral, which is recognised as the first example 
o f scientific discovery by computer after discovering new rules in chemistry, and Paul 
Werbos in his Harvard PhD thesis developed the Backpropagation training algorithm which 
overcame the limitations o f neural networks identified previously by Minsky and Papert.
Key Applied Research 1973: Scripts, Schank and Abelson 
1974: MYCIN, Shortliffe 
1974: FRAMES, Minsky 
1974: Backpropagation Algorithm, Werbos
Joint Academic Research 1974: AISB Artificial Intelligence and Simulation o f Behaviour
Key Academic Players Harris, Jacobson, Minsky, Newell, Schank, Simon, Werbos
New Companies 1975: Nestor, Leon Cooper
1975: Artificial Intelligence Corp., Larry Harris
Issued Patents 2 5(Applied for 
approximately 2 years 
earlier)
20
15
10
5
: -•■ ••-'A , ' •  : ' '
1971 1972 1973 1974 1975
Major Disruptions 1973: Lighthill Report
Table 4.6: Summary of key activities 1971 to 1975
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4.3 A I as P a te n te d  T echno logy
The period 1976 to 1980 was relatively quiet due to the difficulty in achieving funds since the 
publication of the Lighthill report. Much o f the research was carried out on computer 
hardware and the first Lisp-machine, CONS, was developed in 1976. Neural networks had yet 
to make a full recovery from Minsky and Papert's criticisms, and instead applied research was 
carried out in specific problem solving expert systems.
Key Applied Research 1976: CONS, Greenblatt 
1979: ADA 
1980: XCON
Joint Academic Research 1980: First National Conference o f the American Association o f  
Artificial Intelligence (AAAI)
Key Academic Players Greenblatt, Harris, McDermott, Minsky, Newell, Schank, Simon
New Publishing Journals 1978: Fuzzy Sets and Systems
1979: IEEE Pattern Analysis and Machine Intelligence
New Companies 1979: Cognitive Systems, Roger Schank
1980: Intelligenetics, Ed Feigenbaum
1980: LISP Machine Inc (LMI), Richard Greenblatt
1980: Symbolics, Russel Noftsker
Issued Patents 25
2 0
15
10
5
(Applied for 
approximately 2 years 
earlier)
1976 1977 1978 1979 1980
Table 4.7: Summary of key activities 1976 to 1980
Four new companies in the field o f AI were set up, all by researchers from the academic 
community. Their specialisms included Lisp, Natural Language Processing and Expert 
Systems.
In 1982, the Alvey Program, which stated UK Universities had to have industrial support to 
be eligible for funding, was established and this was seen as the start o f the recovery o f AI. 
The Alvey Report was triggered by the Japanese announcement o f their fifth generation 
computing work at a conference in Tokyo in 1981. The fact that Japan stated the importance 
of AI work for the future o f the Japanese economy was enough to launch renewed support for
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AI in the US, UK and Europe. Together with the increasing number o f successful applications 
o f AI to practical tasks, the negative impact o f the Lighthill Report dissipated.
Key Applied Research 1982: Hopfield Neural Networks, Hop field
Joint Academic Research 1982: US-Japan Joint Conference on Cooperative/Competitive Neural 
Networks
1985: American Institute o f Physics meeting - Neural Networks for 
Computing_________________________________________________________
Government Report 1981: Japanese Fifth Generation Project 
1982: Alvey Report, UK______________
Key Academic Players Harris, McCarthy, McDermott, Minsky, Newell, Schank, Simon
New Publishing Journals 1985: Data and Knowledge Engineering 
1985: IEEE Robotics and Automation 
1985: Robotics and Autonomous Systems
New Companies 1981: Cognex, Robert Shillman 
1981: Teknowledge, Ed Feigenbaum 
1982: Inference, Alex Jacobson 
1982: Kurzweil AI, Raymond Kurzweil 
1983: APEX, Randy Davis 
1983: Carnegie Group, McDermott 
1983: Thinking Machines, Marvin Minsky 
1984: Gold Hill Computers, Stan Curtis 
1985: Aion
1985: California Intelligence_____________
Main Funding Bodies 1984: $105 million, US Federal Agencies 
1985: $157 million, US Federal Agencies
Issued Patents 
(Applied for 
approximately 2 years 
earlier)
1981 1982 1983 1984 1985
Table 4.8: Summary o f key activities 1981 to 1985
DARPA’s emphasis on applicability in AI research also grew and the Strategic Computing 
Program (SCP) was set up in 1983. More AI companies were started in this time period, but 
this time there were major investments from larger organisations. Table 4-9 shows 
investments made in 1983.
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New C om pany Investor $ millions
Teknowledge General Motors 4.1
Procter & Gamble 4
Nynex 3
FMC Corp 3.2
Carnegie Group Boeing 1.6
DEC 2
Texas Instruments 5
Ford 6.5
LMI Texas Instruments 0.5
General Signal 5
Raytheon 4.5
Inference Ford 6.5
Locklieed 6
Kurzweil AI Xerox 2.5
Wang 1.5
Table 4.9: Key Investments 1983 (Source: Newquist, 1994)
The first patent for an expert system was granted in 1984 to Telaiowledge, ran by Ed 
Feigenbaum, and a new sub-classification o f US AI patents was introduced.
Between 1984 and 1988, federal funding for AI increased from $106 million to $274 million 
with DARPA being the main donor. The SCP significantly boosted overall federal funding for 
AI research but also altered its direction. While theoretical (Basic) research funding increased 
95% from 1984 to 1988, funding for Applied research rose 206% in the same time period. 
There was also a significant increase in neural network applications, due to significant 
progress being made on Distributed Representations, which was particularly influential in the 
area o f pattern recognition (Hinton et al, 1986); the inherent properties o f distributed 
representations enable them to perform computations that are difficult to program in the 
conventional way, such as recognition from incomplete or noisy data.
There was a decrease in the number o f commercial ventures started, but a major increase in 
the publication o f new Al-related journals. Though commercially, this period is Icnown as the 
AI Winter, academically it was the strengthening o f the AI community.
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Key Applied Research 1986: Parallel Distributed Processing, Rumelhart and McClelland
Joint Academic Research 1986: Expert Database Systems: Proceedings from the First International 
Conference.
1987: IEEE First International Conference on Neural Networks
Key Academic Players Feigenbaum, McCarthy, McClelland, McDermott, Newell, Rumelhart, 
Schank, S i m o n __________________________________
New Publishing Journals 1986: Artficial Intelligence in Engineering
1986: Machine Learning
1988: IEEE Expert
1988: Knowledge-Based Systems
1988: Neural Networks
1989: Artificial Intelligence in Medicine
1989: IEEE Knowledge and Data Engineering
1989: Knowledge Acquisition
1989: Neural Computation
1989: Neurocomputing
1990: Expert Systems with Applications
1990: IEEE Transactions Neural Networks
New Companies 1986: Knowledge Garden 
1986: Neuron Data 
1987: Neural Ware
Main Funding Bodies 1986: $252 million, US Federal Agencies 
1987: $257 million, US Federal Agencies 
1988: $274 million, US Federal Agencies
Issued Patents 
(Applied for 
approximately 2 years 
earlier)
1986 1987 1988 1989 1990
Table 4.10: Summary of key activities 1986 to 1990
By 1990, artificial intelligence was an established academic field that had two distinct 
directions. Applied (Weak AI or GOFAI) and Theoretical (Strong AI). While Applied AI is 
used to solve real world problems and involves the use o f computational facilities. Theoretical 
AI is mainly carried out by philosophers; some UK and US Universities offer a Philosophy o f  
Artificial Intelligence module due to its relevance to the mind-body problem -  the relationship 
between the mental and the physical. In 1991, The President’s Information Technology 
Advisory Committee was set up under the High-Performance Computing Act o f 1991. The 
Committee provided the President, Congress, and the Federal agencies involved in 
information technology research and development with independent advice on advanced
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infoiniation technologies, such as High Perfoiinance Computing Systems, Advanced 
Software Technology and Algorithms, Information Infrastructure Technology and 
Applications, and Basic Research. Each of the federal agencies could then apply for funds 
under one o f the specific technology areas.
As research into Artificial Intelligence crossed many o f these application areas, in 1994 the 
National Defense Authorization commissioned an assessment o f AI technologies deemed 
essential to the development o f next generation weapon systems, and to the commercial 
sector’s ability to compete in the global economy. The goal o f this assessment was to provide 
industiy executives and federal policy makers with comprehensive information and analysis 
into AI from a research, military and commercial aspect. The assessment found that the total 
US research expenditure into AI was just above $200 million per annum from 1990 to 1994. 
The Federal Government funded $150 million o f this, and the remainder came from 
Universities and private sector organisations.
From a military perspective, the Department o f Defence was found to be the single largest 
user o f AI in the world. The military was using AI systems for diagnostics, testing, robotics, 
target recognition, tutoring, war planning, logistics, nuclear monitoring, database 
management, and defence related manufacturing (BIS, 1994). For the military, AI systems 
had proved their strategic value in support o f operations Desert Shield and Desert Storm. For 
example. Dynamic Analysis and Replanning Tool (DART) solved the logistic problems of 
moving the US military assets to the Saudi Desert, and Automated Airload Planning System 
(AALPS) was used to maintain an aircraft’s centre o f gravity through evaluation o f the shape 
and weight o f each piece o f cargo.
In 1993, the global market for AI systems was estimated at about $900 million with the US 
portion o f this averagely $600 million. Knowledge base or expert systems had experienced 
the most commercial success by this point - the US market totalled an estimated $350 million. 
Neural networks and fuzzy logic systems totalled $150 million, and Natural language systems 
(NLS), particularly speech recognition, was estimated at $64 million.
The National Defense Authorization reported their findings on research, military and 
commercial aspects o f AI to the Senate and described AI as an emerging technology o f
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strategic importance to the military and o f  increasing importance to the international 
competitiveness o f  U.S. corporations (BIS, 1994).
In 1995, changes were made in the funding arrangements for computing in the UK. The 
Science and Engineering Research Council (SERC) was divided into two: the EPSRC 
(Engineering and Physical Sciences Research Council) and PPARC (Particle Physics and 
Astronomy Research Council), with the EPSRC now being responsible for computer funding. 
The EPSRC divided Artificial Intelligence into differing research topics: Artificial 
Intelligence Technologies, Information & Knowledge Management, Intelligent & Expert 
Systems and Neural Computing.
New Publishing Journals 1991: Engineering Applications o f Artificial Intelligence
1992: Cognitive Brain Research
1992: IEEE Intelligent Systems Engineering
1992: Journal o f Adaptive Behavior
1993: IEEE Transactions Fuzzy Systems
1993: International Journal o f Computer Vision
1993: Journal o f Artificial Intelligence Research
1994: IEEE Robotics and Automation
Main Funding Bodies 1990- 1994: $125, DARPA
1990 -  1994: $25 million, US Federal Agencies
1990 -  1994: $50 million. Universities / Private sector
Issued Patents 
(Applied for 
approximately 2 years 
earlier)
1991 1992 1993 1994 1995
Table 4.11: Summary of key activities 1991 to 1995
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4.4 AI as Embedded Technology
At the end of the 1990’s, AI to an extent lost identity as a distinct product in the marketplace 
and in research institutions. This was due to it not being a "stand-alone" technology; it was 
more often embedded or integrated into software packages where it increased the 
productivity, performance, and user friendliness, for example Microsoft Office. Researchers 
from other disciplines, such as medicine and biology, were also employing AI techniques for 
their purposes. This has led to AI being difficult to define as a distinct industry, and the 
tracking of specific funding and applications across the various UK Research Councils and 
US Federal Agencies is a difficult task. For example, with reference to Figure 4-2, it appears 
Neural Computing research is reducing, yet the EPSRC has supported over 140 projects 
applying neural networks, though only 46 o f them have been supported from the Neural 
Computing research area.
EPRSC Budget % by Topic
□  1996-1999 0  2000
3
2.5 
2
1.5 
1
0.5
0
Artificial 
Intelligence 
T echnologies
Information & 
Knowledge 
M anagement
Intelligent & 
Expert Systems
Neural
Computing
Figure 4-2: EPSRC Percentage of Budget spent on AI Research Topics (Source : EPSRC, 2001)
The Information & Knowledge Management research topic from the EPSRC is the area that 
has increased the most significantly, compared to other AI technologies, in recent years. The 
EPSRC, recognising the need to integrate technologies, set up the Interdisciplinary Research 
Collaborations and have funded the Advanced Knowledge Technologies (AKT) project. This 
is the 13“’ most expensive project the EPSRC funds and was awarded £7.5 million for the six- 
year period that the project will run. F igure 4-3 shows the number o f projects funded by the 
EPSRC.
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Total EPSRC Funded Projects by Research Topic
£50.851.579
£24.748.586 ■ -
£12,322,161
■ £12.973.919
. f-
□  Funded Projects
Artificial Information & Intelligent & Neural 
Intelligence Knowledge Expert Computing
Technologies Management Systems
Research Topic
Figure 4-3: Total EPSRC Funded Projects by Research Topic (Source : EPSRC Grants on the
Web, 2003)
Other Research Councils, such as the Biotechnology & Biological Sciences Research Council 
(BBSRC) and the Economic & Social Research Council (ESRC) also support projects that 
employ AI techniques. The Grants on the Web facilities from these two Research Councils, 
together with that o f the EPSRC were searched for grants that contained the terms Neural 
Network, Expert System or Knowledge Base, Fuzzy Logic and Genetic Algorithm  regardless of 
the research topic that categorised the grants.
a  150
R esea rch  Council P ro jects by Topic
EPSRC ■ BBSRC H ESRC
Neural Network Expert System / Fuzzy Logic Genetic Algorithm 
Knowledge Base
Figure 4-4: Total Research Council Projects by Application Area (Source : EPSRC, BBSRC,
ESRC Grants on the Web, 2003)
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It is difficult to isolate AI not only because o f its cross-disciplined nature but also because of 
the ability to embed AI technology into other products such as elevators, cars, washing 
machines, in banking and office systems and in Internet search engines. The TOP500 
Supercomputing Conference in 2002 listed the 500 most powerful computer systems - the top 
3 were the Japanese Earth Simulator, Blue Mountain and Nirvana Blue (SC2002, 2002). All 
three o f these are used for modelling and simulation work using both neural network and 
intelligent system technologies.
New P u b l is h in g  J o u r n a l s 1997: Data Mining and Knowledge Discovery
1997: IEEE Evolutionary Computation
1997: Intelligent Data Analysis
1998: IEEE Intelligent Systems
2000: IEEE Intelligent Transportation Systems
I s s u e d  P a te n ts 2000(A p p lie d  fo r
a p p r o x im a te ly  2 y e a rs 1500
e a r l ie r ) 1000
500
0
1996 1997 1998 1999 2000
Table 4.11: Summary of key activities 1996 to 2000
4.5 Summary
In this chapter, the growth o f Artificial Intelligence from a research funding and commercial 
aspect has been discussed. The key milestones in the development o f AI, including the key 
academic players and the introduction o f new journals, have been identified. We began when 
the term was first coined in 1955 and detailed the developments up to the use o f AI 
technologies by the supercomputers in 2002. Major changes in the funding environment or 
investments in AI by the UK and US governments have been discussed, together with the 
commercial sector’s adoption o f AI techniques. The embedded nature of AI has also been 
demonstrated by the analysis o f US Al-related patent trends and funding bodies. The 
information collected has been summarised into timeline-based tables, with the focus being 
on the early development of the field.
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The next chapter details the implementation o f our method when applied to the Artificial 
Intelligence academic and patent corpora. For illustration purposes, we have focused on the 
most frequently used terms and applied the techniques detailed in Chapter 3.
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Chapter 5
5 Implementation and Experimentation
This chapter details the implementation and experimentation o f the method outlined in 
Chapter 3, We first look at the design and content o f the academic and patent corpora, 
including the concepts o f size and representativeness. Following our method, candidate single 
terms have been extracted and used as the basis for extracting frequently occurring 
collocations. These terms have been monitored throughout the corpora, and graphically 
represented for ease o f data visualisation. We then apply Logistic Growth techniques to the 
linguistic data so that models o f Icnowledge growth and knowledge transfer may be 
developed. To aid in performing a contrastive analysis o f the cotpora, we have shown the 
advantages and disadvantages o f using XY-Scatter plots.
5.1 Corpus Design and Content
The starting points o f the AI academic corpus are Alan Turing’s 1936 and 1950 papers, where 
the fundamental AI concepts of the Turing Machine and the Turing Test were introduced. 
Interestingly these concepts were named subsequent to his papers; Turing refeiTed to them as 
the Universal Computing Machine and the Imitation Game respectively. The academic 
corpus also comprises the papers given at a milestone conference entitled Mechanisation of 
Thought Processes held in London in 1958, and includes key papers in AI following Margaret 
Boden in her book Philosophy o f Artificial Intelligence. Diachronically, our coipus has 
‘representative’ texts sampled over a 50-year period, starting in 1936 and ending in 2000, see 
Table 5-1.
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Year No. of tokens No. of texts
Pre AI Term 70665 7
1956- 1960 25535 4
1961- 1965 54389 8
1966- 1970 42337 10
1971- 1975 83672 76
1976- 1980 94377 54
1981 -  1985 50257 34
1986- 1990 102970 53
1991- 1995 110989 65
1996-2000 615431 93
Total : 1250622 404
Table 5-1: Number of tokens per time period in the academic corpus
As well as these key texts, we have included technical reports and memos from MIT and 
Stanford Universities, and a selection o f journal titles and abstracts from key AI journals.
Text Type Tokens Year Range
Technical Reports 251765 1955 - 1996
Journal Articles -  Full Text 829835 1936-2000
Journal Titles and Abstracts 115812 1970-2000
Book Chapters 53210 1949- 1995
Total 1250622 1936-2000
Table 5.2: Number of tokens per text type in the academic corpus
The US Patent Office (USPTO) introduced the Artificial Intelligence patent classification in 
1963 when neural network systems were successfully applied to classification tasks. Patent 
documents were more diagrammatic than textual before 1976, and therefore only issued 
patents from 1976 have been selected for the corpus.
Year No. of tokens
1976- 1980 43066
1981 -  1985 71400
1986- 1990 719195
1991 -  1995 1150388
1996-2000 1345592
Total : 3329641
Table 5-3: Number of tokens per time period in the patent corpus
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The number o f tokens per time period in each corpus has increased over time not only due to 
the number o f available texts, but also due to an increase in text size o f patent and journal 
documents.
5.2 Information Extraction
This section details the information extr action techniques used to select candidate single tenns 
and their collocations. We have provided an analysis o f  the most frequently occurring single 
terms in the corpus, and have a selected a sample for further investigation, including the 
extraction o f collocations.
5.2.1 Single Term  E xtraction
The extraction o f the candidate single terms was performed by means o f a frequency list, a 
stop list, and by the comparison in usage o f the term in general language. The teims were 
extracted using our bespoke system, TerniTrack, and analysed using Microsoft Excel. The 
200 most frequent tokens per time period, from each corpus, may be found in Appendix B.
This section presents the results o f the single term extraction for both corpora. The results are 
tabulated according to time period, and show the candidate teims with their ratio of usage to 
the general language comparison corpus. These candidate terms are then monitored 
throughout all the time periods; a sample o f which has been presented.
AI as Emerging Science
The mathematical and information theory foundations o f Artificial Intelligence are evident in 
the terms that were extracted from the texts written before the end o f 1955, see Table 5-4. 
The usage o f a term has been compared to the 1014110-token LOB general language corpus, 
for example, the term machine/s was used 85.93 times more in our corpus for this time period, 
than in the LOB corpus.
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Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LOB
machine/s 71.18 85.93
symbol/s 36.79 124.37
gamma 35.37 absent
flinction/s 29.29 15.47
sequence/s 29.01 163.44
probability/ies 28.87 53.23
entropy/ies 23.21 235.36
channel/s 21.65 91.49
information 20.66 14.35
process/es 18.72 10.15
signal/s 17.97 35.74
source/s 16.42 13.11
computable 16.27 absent
theorem/s 15.85 100.46
behavior/iour 10.89 13.51
Table 5-4; Pre 1956 Academic corpus - Candidate terms with ratio of usage compared to the 
LOB general language corpus. Npre i9S6 academic = 70665
Academics discussed the functions that were computable not by computers but by machines. 
They described information in terms o f channels, signals and entropy, and were interested in 
machines that could behave like a human.
The early work that was carried out in AI, namely the foundations o f neural networks and 
expert systems are reflected in the candidate tenns extracted for the time period 1956 to 1960, 
see Table 5-5. From the field o f neural networks, terms such as neurons, units and 
connexions were being introduced. From the area o f symbolic processing, the researchers 
talked about expressions, lists, conditionals, premises and atoms. The terms were becoming 
specialised and the language o f AI made a move away from general language. Machines were 
discussed more than computers, and academics were developing programs to mechanise their 
research.
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Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LOB
delta 101.82 absent
function/s 74.80 39.51
system/s 68.14 19.41
expression/s 65.79 48.70
list/s 51.30 40.02
neuron/s 51.30 absent
unit/s 39.16 23.78
machine/s 36.42 43.97
program/s 31.33 absent
conditional 23.11 absent
connexion/s 18.41 155.55
premise/s 16.45 36.26
computation/s 16.06 absent
atom/s 15.27 absent
computer/s 15.27 48.40
Table 5.5: 1956 to 1960 Academic corpus - Candidate terms with ratio of usage compared to the 
LOB general language corpus. N 1956 to i960 a c a d e m i c  = 25535
The language used by the academics in the following five years, see Table 5-6, appears to 
have moved back to theoretical research. Problems, models and theories were discussed, 
together with heuristics that aided problem-solving tasks.
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LOB
problem/s 53.14 11.79
function/s 47.80 25.25
machine/s 31.99 38.62
computer/s 31.26 99.05
system/s 26.11 7.44
program/s 25.74 absent
theory/ies 23.90 13.54
model/s 22.06 15.02
propei-ty/ies 19.67 12.71
language/s 19.47 10.23
expression/s 16.00 11.84
information 15.63 10.86
learning 12.69 25.73
heuristic/s 12.69 absent
gamma 11.95 absent
Table 5-6; 1961 to 1965 Academic corpus - Candidate terms with ratio of usage compared to the
LOB general language corpus. N 1951 to i96s academic = 54389
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The use o f computers compared to that o f machines was nigh on equivalent, and the 
academics not only discussed programs, but also the language the programs would be written 
in. Interest grew in the concept o f learning machines, computers or programs and the 
foundations o f unconventional computing were laid.
The candidate teims extracted for the time period 1966 to 1970, see Table 5-7, showed a new 
focus in the field o f AI, namely knowledge and intelligence.
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LOB
problem/s 34.25 8.60
program/s 30.94 absent
situation/s 30.94 16.01
logic/s 30.23 161.37
system/s 29.53 8.41
theory/ies 25.98 14.72
learning 21.73 44.07
knowledge 21.00 10.29
model/s 19.13 13.02
machine/s 18.66 22.53
intelligence 17.72 42.77
behavior/ur/s 16.06 13.69
representation/s 16.06 49.36
language/s 14.41 8.57
artificial 13.46 68.27
Table 5-7: 1966 to 1970 Academic corpus - Candidate terms with rat 
LOB general language corpus. N igee to 1970 academ ici c  = 42337
In theoretical AI research, the academics were discussing the notion o f artificial intelligence 
in terms o f behaviour and Imowledge, Interest in the representation o f knowledge increased 
with the focus on symbolic logic. The terms extracted for the next five years, see Table 5-8, 
are very similar to the previous five years, but for the first time a product or model from AI, 
namely frames, has been included as one o f the most frequent terms. The teims have been 
compared to the 10245055-token LODGE general language corpus.
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Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LODCE
problem/s 39.58 10.80
machine/s 35.26 31.94
frame/s 31.91 67.83
intelligence/s 24.26 66.46
program/s 22.71 26.59
computer/s 19.96 19.97
information 19.48 9.07
artificial 19.36 79.98
knowledge 17.09 10.20
structure/s 16.85 9.45
robot/s 16.37 645.18
model/s 16.13 11.19
behavior/ur/s 12.91 10.90
searcli/es 12.31 11.50
intentional 11.83 242.44
T a b le  5-8: 1971 to  1975 A c a d e m ic  c o r p u s  - C a n d id a te  t e r m s  w ith  r a t io  o f  u sa g e  c o m p a re d  to  th e  
L O D C E  g e n e ra l  la n g u a g e  c o r p u s .  N 1 9 7 ] to 1975 academic = 83672
The problem of searching data became apparent in this time period, with search algorithms 
being developed to help process data; the concept o f data search has since become central to 
the field o f AI. Philosophical objections to AI were becoming more widespread and centred 
on the issue o f machine intentionality and understanding. Though research into neural 
networks appears to have declined, they were the first, and so far the only AI technology to 
have been patented.
AI as Patented Technology
The terms extracted between 1976 and 1980, see Table 5-9, have been compared to the 
10245055-token LODCE general language corpus. There has been only a small change in the 
candidate terms in the last 5-year inteiwal; intentional and models have decreased in usage 
whereas mental and concepts have increased. Once again, there is an absence o f frequent 
usage o f neural network terminology.
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Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LODCE
system/s 44.49 8 . 1 2
program/s 43.64 51.10
problem/s 37.60 10.27
theory/ies 33.68 15.35
computer/s 26.06 26.07
structure/s 24.36 13.67
intelligence 24.15 66.16
concept/s 21.93 28.54
information 21.61 10.06
language/s 20.87 10.31
machine/s 20.55 18.61
knowledge 19.38 11.57
artificial 16.63 68.70
searcli/es 13.45 12.56
mental 12.18 25.31
Table 5-9; 1976 to 1980 Academic corpus - Candidate terms with ratio of usage compared to the 
LODCE general language corpus. N 1975 to i980 a c a d e m i c  =* 94377
The patent documents from the same period show a contrary picture to the research that was 
being carried out by the academics, see Table 5-10. Neural networks were the main AI 
technology that had transferred to the patent community, and this is reflected in the candidate 
temis units, elements, signals, and networks.
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LODCE
input/s 0.80 373.68
output/s 0 . 6 8 151.81
function/s 0.67 42.74
unit/s 0.64 62.20
element/s 0.63 43.98
sub 0.60 86.35
value/s 0.49 20.24
signal/s 0.49 111.05
system/s 0.47 8.60
network/s 0.42 155.71
number/s 0.41 9.77
control/s 0.39 16.99
program/s 0.38 44.59
responsibility 0.29 35.05
heuristic/s 0.29 1110.16
Table 5-10: 1976 to 1980 Patent corpus - Candidate terms with ratio of usage compared to the
LODCE general language corpus. N 1975 to i980 potent = 43066
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The content o f the patent document appears more technical than that o f research documents 
and avoids theories, problems and concepts, focusing on the actual hardware and software.
The candidate terms extiacted in the early eighties seem to reflect the split in AI between 
Strong and Weak AI. The teclmical academics researched new programs and new ways to 
represent Imowledge and rules] others were comparing the developments o f AI to the 
behaviour o f humans and discussing understanding, reasoning, and music.
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LODCE
program/s 38.20 44.73
problem/s 38.00 10.37
machine/s 31.64 28.66
computer/s 26.26 26.28
ai . 20.30 319.89
intelligence 18.50 50.69
understand/s 18.31 9.14
searle 17.51 1630.83
symbol/s 17.51 29.36
music 16.71 1 2 . 6 6
knowledge 16.52 9.85
rule/s 15.72 8.37
artificial 15.32 63.29
understanding 12.14 12.74
reasoning 11.14 85.19
Table 5-11: 1981 to 1985 Academic corpus - Candidate terms with ratio of usage compared to the 
LODCE general language corpus. N 1981 to i98s a c a d e m i c  = 50257
The acronym A I  has now featured prominently in the candidate term list, and for the first time 
was used more frequently than Artificial Intelligence. Table 5-12 shows the candidate terms 
from the patent corpus for the same period.
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Candidate Term Frequency Unit (Relative Frequency * 1 0 ,0 0 0 ) Ratio to LODCE
sub 103.78 150.18
output/s 103.22 231.91
signal/s 96.50 218.72
circuit/s 95.66 823.55
input/s 82.21 384.60
system/s 51.82 9.46
value/s 47.20 19.32
pattern/s 46.36 33.52
number/s 45.52 10.82
neuron/s 34.73 363.11
register/s 33.89 221.17
function/s 33.33 21.16
class/es 28.29 9.80
information 27.45 12.78
level/s 26.19 9.69
Table 5-12: 1981 to 1985 Patent corpus - Candidate terms with ratio of usage compared to the 
LODCE general language corpus. N 1931 to i98s patent =  71400
Though dominated by technical terminology, neural network applications are evident with 
frequent usage o f neurons, patterns and classes.
In the late eighties, there was a reappearance o f neural network terminology with netw ork, 
neural, learning, patterns and units all being candidate terms, see Table 5-13. The usage of 
Imowledge and its representation also increased in this time interval. The tenns extracted for 
this time period, have been compared to the 89739914-token written BNC general language 
coipus.
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Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to Written BNC
network/s 47.49 48.21
computer/s 39.04 21.50
neural 33.80 592.36
representation/s 28.07 52.16
learning 27.68 28.24
unit/s 27.68 14.53
knowledge 22.43 14.17
pattein/s 20.10 12.53
theory/ies 18.74 10.27
science/s 18.45 13.57
program/s 17.97 28.40
ai 17.29 88.09
intelligence 17.29 45.14
brain/s 17.09 28.43
computational 12.24 344.23
Table 5-13: 1986 to 1990 Academic corpus - Candidate terms with ratio of usage compared to the 
written BNC general language corpus. N to i990 academic = 102970
Again, the candidate terms from the patent coipus, see Table 5-14, show a contrary picture to 
the ones from the academic corpus. The term knowledge has become the most frequently used 
candidate term, whilst neural network terminology is only represented by networks.
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to Written BNC
knowledge/s 79.99 50.52
value/s 77.36 28.20
system/s 61.68 9.30
rule/s 54.87 25.49
base/s 52.82 46.31
output/s 41.52 59.59
input/s 39.70 90.17
sub 37.28 853.39
step/s 35.73 21.43
function/s 33.86 23.03
control/s 30.65 8.56
data 29.09 14.75
expression/s 27.34 28.60
circuit/s 26.39 75.26
network/s 25.58 25.97
Table 5-14: 1986 to 1990 Patent corpus - Candidate terms with ratio of usage compared to the
written BNC general language corpus. N  iggd to i99o patent = 719195
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The patent documents appear to be becoming less technical with knowledge, bases, and rules 
being in the top 5 most frequently used terms. The candidate terms selected from the early 
nineties have shown a change compared to the candidate tenns in the two previous time 
periods in the academic corpus. Strong AI is represented by the addition o f humans and 
consciousness'. Weak AI by computations and computational. Neural networks have become 
prominent again, and knowledge and representation do not feature as candidate terms.
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to Written BNC
system/s 69.47 10.47
human/s 28.20 12.05
theory/ies 27.39 15.01
intelligence 23.61 61.64
network/s 22.89 23.23
ai 22.16 112.95
design/s 21.71 12.76
neural 21.44 375.85
computation/s 20.99 741.70
consciousness 20.18 71.25
program/s 19.91 31.48
computer/s 19.46 10.72
science/s 18.29 13.45
artificial 17.21 80.39
computational 15.23 428.35
Table 5-15: 1991 to 1995 Academic corpus - Candidate terms with ratio of usage compared to the 
written BNC general language corpus. N 1991 to 199s academic = 110989
The patent corpus also reflects the change in popularity o f knowledge, rules and neural 
networks, with the latter becoming more frequent and the others declining.
88
Chapter 5implementation and Experimentation
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to Written BNC
value/s 61.93 22.57
input/s 60.56 137.56
data 60.45 30.66
sub 58.20 1332.31
network/s 56.78 57.65
output/s 55.36 79.44
system/s 53.90 8 . 1 2
signal/s 45.24 80.92
neural 41.61 729.35
rule/s 37.28 17.32
function/s 35.73 24.30
step/s 34.38 20.61
control/s 31.45 8.79
invention/s 28.06 194.60
knowledge/s 27.17 17.16
Table 5-16: 1991 to 1995 Patent corpus - Candidate terms with ratio of usage compared to the 
written BNC general language corpus. N 1991 ^ 1995 patent = 1150388
AI as Embedded Technology
The candidate temis for the final time period demonstrate a distinct change from the last time 
interval, see Table 5-17.
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to Written BNC
set/s 55.33 10.52
artificial 28.31 132.23
intelligence 28.03 73.18
action/s 26.84 9.28
model/s 26.14 12.97
theory/ies 25.17 13.79
agent/s 25.02 29.04
goal/s 22.23 19.94
algorithm/s 21.58 248.26
example/s 19.92 9.61
rule/s 18.64 8 . 6 6
learning 14.92 15.22
reasoning 14.22 .111.43
knowledge 13.93 8.79
planning 13.55 9.07
Table 5-17: 1996 to 2000 Academic corpus - Candidate terms with ratio of usage compared to the
written BNC general language corpus. N 1995 to 2 0 0 0  a c a d e m i c  = 615431
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Terms such as sets, actions, agents, goals, algorithms and planning  have been introduced as 
candidate terms. Academics were still interested in learning systems, and knowledge and 
rules still featured in the top fifteen candidate terms.
Candidate Term Frequency Unit (Relative Frequency * 10,000) Ratio to LODCE
system/s 55.21 8.32
value/s 51.24 18.68
input/s 46.31 105.19
data 44.11 22.38
output/s 40.61 58.29
signal/s 39.67 70.96
network/s 38.04 38.62
step/s 34.84 20.89
control/s 32.89 9.19
fuzzy 32.53 1612.76
knowledge/s 30.17 19.05
function/s 29.42 20.01
time/s 28.45 9.59
invention/s 26.52 183.89
neural 24.70 432.85
Table 5-18; 1996 to 2000 Patent corpus - Candidate terms with ratio of usage compared to the 
LODCE general language corpus. N igge to 2000 patent = 1345592
The candidate teims for the patent corpus have shown little change from the period before - 
Neural networlts and knowledge are still becoming the basis o f patented technology. The main 
change is the introduction o ffuzzy  to the candidate term list.
Monitoring Single Terms
Once the candidate terms have been extracted from each time period, a corresponding 
frequency unit has to be obtained from the other time periods. This is performed so that the 
whole life o f the term may be monitored. For ease o f data visualisation, a sample o f the 
results is given in Table 5-19 overleaf.
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Before the data is analysed and statistically profiled, the candidate single teims are used to 
extract collocations, or compound terms, from the corpus.
5.2.2 Com pound T erm  E xtraction
The collocations were extracted from the corpus by linguistic methods involving the use o f a 
stop list and a punctuation list. Any set o f words that contain the candidate term between two 
stop words, or stop words and punctuation may be considered a collocation if  it occurs at the 
appropriate user-defined level o f statistical significance -  in our case 10%. This section looks 
at the collocations o f the sample candidate teims given in Table 5-19.
We first look at the collocations that were introduced in the academic corpus from pre 1956 to 
the end o f 1975, using the sample candidate single teims extracted earlier. There were no new 
collocations for the sample terms for the period 1956 to 1960, see Table 5-20.
<1956 1961-1965 1966-1970 1971-1975
artificial intelligence heuristic connection/s ai problem/s moral agent/s
artificial language/s heuristic method/s ai program/s artificial intelligence 
laboratory
goal seeking heuristic program/s ai system/s syntactic information
meti'ical infonnation heuristic programming goal structure/s information science/s
structural information information processing heuristic search/es human intelligence
infonnation content information processing 
language/s
semantic information knowledge
representation/s
information source/s information retrieval general intelligence higher order mle/s
information theory/ies neural network/s machine intelligence
infbmiation vector/s common sense 
knowledge
neural net/s knowledge base/s
firing neuron/s inference rule/s
neuron net/s production rule/s
rule base/s
Table 5-20: Introduction of sample term collocations in the academic corpus by time period (Pre
1956 -1975).
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Collocations from the field o f information theory seem to be the most prominent in the 
foundation years of AI. The term Artificial Intelligence had been introduced by McCarthy in 
1955, and its subsequent frequent usage may imply that the term was readily accepted by the 
associated academics. An appropriate term for the new subject area o f neural computing 
appears to have taken longer to be accepted, with both neural net/s and neuron net/s being 
used to describe the same concept. It was nearly another ten years before the term neural 
network/s was introduced and subsequently adopted. Between 1961 and 1965, the concept o f 
heuristic programs was introduced to aid in information processing  and retrieval, and by 
1970 the concepts o f heuristic search and semantic information were first used. The acronym 
ai was now readily accepted by the academic community and scientists were discussing ai 
programs, problems and systems. The distinction between human and machines was being 
described in terms o f general, human and machine intelligence and human knowledge was 
being referred to as common sense knowledge. Technical advancements have been 
represented by the introduction o f knowledge and rule bases and their associated higher order 
and production rules.
Knowledge was still the main focus o f  AI academic research up to 1980, and was discussed 
from two differing perspectives. First, from a philosophical and psychological perspective 
where knowledge was described in teims o f implicit, mtrospective and world knowledge. 
Second from a technical perspective, where knowledge became the basis for system 
engineering, see Table 5-21.
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1976 - 1980 1981 - 1985 1986-1990 1991-1995 1996-2000
strong ai intelligent agent/s traditional ai logical ai multi agent/s
implicit knowledge ai agent/s conjunctive goal/s computational
intelligence
remote agent/s
introspective knowledge ai model/s goal generator/s negative knowledge agent program/s
world knowledge ai planning greedy heuristic/s neural propeity/ies agent state/s
knowledge base system/s ai research incomplete information state transition rule/s agent system/s
knowledge engineering ai researcher/s information system/s learning goal/s
knowledge system/s domain knowledge artificial neural network/s split conjunctive goal/s
syntactic rule/s feedforward neural network/s goal regression
recurrent neural network/s goal regression planning
neural computation/s complete infonnation
neural network model/s information state/s
delta rule/s spiking neuron/s
learning rule/s default rule/s
horn mle/s
Table 5-21: Introduction of sample term collocations in the academic corpus by time period
(1976 -  2000).
The next ten years show an increase in neural computing technology, and specific network 
architectures, such as feedforward  and recurrent, and related learning rules were featured as 
frequent collocations. Information was discussed in terms o f information systems rather than 
information theory, and AI search problems were described as goal generators. Our final time 
period introduces several collocations o f agent both as the head and stem word. Agents are 
seen as either remote or midti, and may exist as programs, states or systems.
The corresponding sample terms were used to extract collocations from the patent coipus for 
the same tirne periods, see Table 5-22. Whereas the academics were mainly discussing 
knowledge and its associated applications between 1976 and 1980, patents were 
predominantly neural network and infonnation processing related.
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1976 -1 9 8 0 1981 -1 9 8 5 1986-1990 1991-1995
heuristic responsibility input/s information input/s heuristic knowledge neural weight/s
heuristic responsibility 
output/s
neural
connection/s
attributive information
heuristic responsibility unit/s artificial neuron/s knowledge acquisition
adaptive infonnation neuron output/s knowledge engineer/s
contextual information rule base/s knowledge engineering
information processing 
system/s
knowledge system/s
biological neuron/s knowledge unit/s
semiconductor neuron/s knowledge base entiy
knowledge base system/s
knowledge base processor/s
neural net/s
neural network/s
artificial neural network/s
neural unit/s
first level neuron/s
second level neuron/s
fuzzy rule/s
fuzzy set/s
Table 5-22: Introduction of sample term collocations in the patent corpus by time period (1976
2000).
The time period 1986 to 1990 provided several new collocations from the fields of knowledge 
systems and neural computing for the sample candidate terms in the patent corpus. After this 
increase, only one collocation was introduced in the next five years and none in the five-year 
period after that.
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5.2.3 Profiling the Use of Term s
By profiling the use o f terms, an overall picture o f a term’s life may be ascertained, for 
example, if we look at the relative frequencies o f the term heuristic/s in the academic and 
patent corpora, see Figure 5-1, we can see a distinct decline in usage.
Frequency unit / Time - heuristic/s
academic ■ patent
35
30
25
20
15
10
5
0
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 5-1: Decline in the usage o f the term heuristic/s in both corpora. Frequency Unit = relative 
frequency * visualisation constant. (N.cademic = 1250622, Np„e„t = 3329641)
Inversely, this type o f analysis may indicate terms that are being used more frequently in both 
communities. For example, the term agent/s is becoming increasingly popular in the academic 
and patent corpora, see Figure 5-2.
Frequency unit / Time - agent/s
30  
-  25
3 20
I "? 10
5
♦  academic ■ patent
0 ♦  #
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 5-2: Increase in the usage of the term agent/s in both corpora. Frequency Unit = relative 
frequency * visualisation constant. Nacademk = 1250622, Npa,en, = 3329641)
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Analysing the usage o f terms in this way may provide evidence o f language change in a field. 
For example, Figure 5-3 shows the usage o f the terms neural and neuron/s in the academic 
corpus.
Frequency unit / Tim e - neural, neuron
neural —■ —  neuron/s
Figure 5-3: Change in the usage o f the term neural and neuron/s in the academic corpus. 
Frequency Unit = relative frequency * visualisation constant. (N.cademic = 1250622, Npa,e„, =
3329641)
This graph shows that before 1965, academics were discussing individual neuron/s, but after a 
20 year period o f neural computing unpopularity, the academics were now discussing 
networks o f neurons, or neural networks.
Profiling and monitoring the candidate terms with their collocations may provide evidence o f 
the areas o f academia that have transferred over to patented technology. For example, see 
Figure 5-4 shows the common collocations o f knowledge in the academic corpus, and Figure 
5-5 shows the common collocations in the patent corpus.
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C u m u la t iv e  F r e q u e n c y  - knowledge (A c a d e m ic )
140 1 
120
33" 100
80
60
40
E 20
U 0 -1
comm on sense
dom ain  
im p lic it.
s y s te m /s  
r e p r e s e n ta t io n
. b a se /s . e n g in e e r in g
1955 I9 6 0  1965 1970 1975 1980 1985 1990 1995 200 0
Figure 5-4: Cumulative frequency of knowledge in the academic corpus with collocations. Italics 
represents the head word; Normal font represents the stem. (Nacdemk = 1250622)
Cumulative - knowledge (Patent)
160
e 140
3a- 120100
g 80
60
2 40
3u 200
control. 
acquisition
(. system/s
’. engineering 
. base/s
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 5-5: Cumulative frequency of knowledge in the patent corpus with collocations. Italics 
represents the head word; Normal font represents the stem (Npa,ent = 3329641)
This shows that the technical areas o f the academic community, such as knowledge bases, 
knowledge systems and knowledge engineering have transferred to the patent community. The 
theoretical concepts, such as implicit knowledge, common sense knowledge, and knowledge 
representation are confined to the academic world.
Individual collocations may be profiled in the same way as the candidate terms. F igure 5-6 
shows the sharp increase in patents involving knowledge base/s. There appears to be no 
‘warning’ from the language used by the academic community that knowledge bases were to 
become popular as patented technology. Though, perhaps this is due to the term knowledge 
base/s being used instead o f the earlier term expert system/s.
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ComparisoD o f Usage - knowledge base/s
-*— academic ■patent
600
500
^  400I 300
I  200
100
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 5-6: Comparison of usage of knowledge base/s in the academic and patent corpora. 
Frequency Unit = relative frequency * scaling factor. (Ngcademic = 1250622, Npa,e„t = 3329641)
Contrary to this result is the comparison o f usage o f the term neural network/s. F igure 5-7 
shows a sharp increase in the usage by the academic community before there is an equivalent 
sharp increase in neural network related patents.
Comparison of usage - neural network/s
E • academic ■ patent
350 
300 
I  250
W 200
>  100
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Figure 5-7: Comparison of usage of neural network/s in the academic and patent corpora. 
Frequency Unit = relative frequency * scaling factor. (Nacdemic = 1250622, Npa,e„t = 3329641)
The usage o f neural network/s may be mined deeper by monitoring the different types of 
neural networks being discussed. For example. F igure 5-8 shows the common types o f neural 
networks in both corpora.
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Types of neural network
artificial —■— feedforward —A— recurrent —• — seiforganising
1996-20001976-1980 1981-1985 1986-1990 1991-1995
Figure 5-8: Types of neural network/s in the academic and patent corpora. Frequency Unit 
relative frequency * scaling factor. (N.cademk = 1250622, Npaiem = 3329641)
5.2.4 Conclusion
In this section, we looked at the results o f the information extraction stage o f our method and 
demonstrated how the extracted terms may be profiled to provide useful information, such as 
increase or decrease in usage. We demonstrated how the candidate single terms were 
extracted by using a comparison general language corpus, and provided a monitored sample 
o f these terms. These single terms were then used as the basis for the extraction o f 
collocations from the patent and academic corpora. We showed how single terms and their 
collocations may be compared using frequency information, and how the data may be mined 
to specific details, such as the type o f neural network..
The next section looks at the growth o f the sample terms using the logistic growth model 
defined earlier, and details a contrastive analysis o f the academic and patent corpora.
5.3 Models of Lexical Growth and Change
In this section, the logistic growth model is applied to our sample terms to assess our idea that 
knowledge diffuses at a S-shaped rate. We then perform a contrastive analysis o f the 
academic and patent corpora, and identify the major differences that exist between the time 
periods. The aim o f this analysis is to gain understanding o f the knowledge diffusion and 
transfer process.
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5.3.1 Biological M odel of Knowledge Diffusion
The Logistic Growth model defined for the analysis o f logistic growth in our linguistic data 
time-series data is based on the following equation:
N(t) = k/ (1 + exp(- (ln(81)/ At)*(t -t^))
where k is the saturation limit, t is the time period, is the midpoint of the growth process 
(N(t) = k/2), and At is the length o f the time interval required for the growth process to 
grow from 10 to 90 percent o f the saturation level, k.
We have applied this model to our sample terms knowledge, knowledge base/s, neural, neural 
network/s and rule base/s in both the academic and patent corpora. The results have been 
shown graphically with the logistic expected frequencies and the cumulative actual 
frequencies.
The growth o f the term knowledge in the academic corpus, see Figure 5-9, followed a gradual 
S-shape. It exhibits a slow start and by 2000 had started to slow down, thereby nearing its 
saturation limit. The logistic expected frequencies provide a good fit to the actual frequency 
data.
Logistic Growth - knowledge
Academic : Logistic curve Patent : Logistic curve Academic : cfd Patent : cfd
160 
>. 140 
g 120
I  100 
80
I  60
3  40
I 20 
^  0
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Academic
tm =
Patent
tm -
Figure 5-9: Logistic expected frequencies of knowledge in the academic and patent corpus 
compared to cumulative actual frequencies (Njcademic = 1250622, Np.tem = 3329641).
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The growth of knowledge in the patent corpus shows a much steeper rate o f growth -  it has 
taken 25 years less to reach the same point as in the academic corpus. The logistic expected 
frequencies are not a good fit in the middle o f the growth process -the growth was faster than 
expected. The usage o f knowledge in the patent corpus appears to still be rising by 2000 and 
may overtake the usage in the academic corpus.
This same pattern is demonstrated in the growth o f knowledge base/s, see Figure 5-10. In the 
academic corpus, there has been a slow, gradual rise in the usage o f the term, but in the patent 
corpus the rise is much steeper. This may be due to the amount o f domain-specific knowledge 
base applications that have been developed from the same knowledge base theory developed 
by the academic community. Though the logistic expected frequencies are close to the actual 
frequencies at the beginning and the end, the middle is steeper than expected.
Logistic Growth - knowledge base/s
 Academic : Logistic curve
♦ Academic : cfd
Patent : Logistic curve 
Patent : cfd
700
600 -
500
400
i  200
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Academic
tm =
Patent
tm  =
Figure 5-10: Logistic expected frequencies of knowledge base/s in the academic and patent corpus 
compared to cumulative actual frequencies (Nacademic = 1250622, Npa,e„, = 3329641).
102
Chapter 5. Implementation and Experimentation
The history o f neural computing appears to be reflected in the growth chart of the term 
neural, see Figure 5-11. There was a period of static before a sharp increase in usage, which 
has resulted in a Tong’ tail S-shape. The expected frequencies do not really provide a good fit 
to our data. The term neural in the patent corpus shows a slower rate of growth than 
knowledge and knowledge base/s, and therefore the logistic expected frequencies are closer to 
the actual frequencies.
Logistic Growth : neural
Academic : Logistic curve 
Patent : Logistic curve
Academic : cfd 
Patent ;cfd
100
C 80 -3I
3E3u
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Academic
Patent
tm =
Figure 5-11: Logistic expected frequencies of neural in the academic and patent corpus compared 
to cumulative actual frequencies (Nacademic = 1250622, Npatent = 3329641).
The same results were found with neural network/s in both corpora, see F igure 5-12. Our 
model fits the actual frequencies o f the patent usage, but only the beginning and end o f the 
actual frequencies in the academic corpus.
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Logistic Growth : neural network/s
■ Academic : Logistic curve 
Academic : cfd
Patent : Logistic curve 
Patent : c fd __________
600 -| 
£ 500 - I 400 -
300 -c^ 200 
i  100 -U
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Academic 
k =  420
At = 14
tm = 39
Patent
k -  550
A t -  7
tm = IS
Figure 5-12: Logistic expected frequencies of neural network/s in the academic and patent corpus 
compared to cumulative actual frequencies (Nacademic = 1250622, Npatent = 3329641).
Another type of growth has been exhibited by rule base/s in the academic corpus. Applying 
the logistic model results in a long-tailed S-shape, but the subsequent rise in usage has not 
been so steep. The growth o f rule base/s in the patent corpus has followed the same pattern as 
the other terms and has resulted in a steep S-shape.
♦  Academic ; cfd 
 Academic : Logistic curve
■ Patent : cfd 
 Patent : Logistic curve
Academic 
k=  2 
At = 1
tm = 3
Patent 
k -  
At = 
t m -
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000
Logistic Growth - rule base/s
Figure 5-13: Logistic expected frequencies of rule base/s in the academic and patent corpus 
compared to cumulative actual frequencies (Nacademic = 1250622, Npatenc = 3329641)
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The expected frequencies given by the logistic growth equation have provided an acceptable, 
and sometimes accurate, model to the growth or diffusion o f the sample terms. Growth 
appears to be slower and more gradual in the academic corpus than in the patent corpus. In all 
cases by the year 2000, the terms had been used more frequently in the patent corpus and had 
taken a shorter period o f time to reach the equivalent figure in the academic corpus.
In the next section a contrastive analysis o f the corpora has been provided, focusing on ways 
that the usage o f terms may be compared for a specific time period.
5.3.2 C ontrastive Analysis
The simplest form of comparing the time periods in the corpora is to plot an XY-Scatter 
graph, with the x-axis representing the relative frequency units o f terms in the Academic 
corpus, and the y-axis representing the relative frequency units o f terms in the Patent corpus. 
A line may be annotated onto the graph to show where the terms where equi-probable, and 
appeared the same number o f times in both corpora.
As the graphs contain a lot o f information, they have to be displayed landscape and on 
individual pages. This is a disadvantage o f this type o f graph as comparing the graphs is a 
complex visualisation problem. The graphs will be discussed here, and then the next 5 pages 
contain the landscape graphs.
By 1976, patents had already been granted in neural computing and the candidate terms unit/s, 
element/s and neuron/s were more commonly used in the patent community, see Fig. 5-14. 
Rule/s, knowledge and pattern/s were still used more frequently by academics with pattem /s 
being the most common term. Academia discussed concept/s, theory/ies and problems, whilst 
patents involved input/s, output/s and fnnction/s.
The next five years, see F igure 5-15, shows a change in the usage o f pattern/s -  from being 
the most frequently used term in the academic corpus, it has now ‘crossed over’ to the patent 
community. There has been an increase in usage o f rule/s, knowledge and program/s by the 
academic community, and a decrease in usage o f heuristic/s in patent documents.
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There has been significant changes in the candidate terms for the period 1986 to 1990, see 
F igure 5-16. The academics have started to discuss action/s, world/s, representation/s, and 
learning, whilst the usage o f knowledge and rule/s has ‘leapt’ to patent popularity. The 
following five years, see F igure 5-17, shows a similar leap by the terms neural and 
network/s. By the end o f 1995, knowledge, rule/s and neural were now used more frequently 
in patent documents than in academic texts and this pattern continued up to the end o f 2000, 
see F igure 5-18,
The scatter plots shown are useful for giving an oveiwiew of a particular time period, but 
visualisation problems exist when trying to track the changes in usage o f a specific term. The 
next section describes a method for trying to overcome this problem, and focuses on the usage 
o f a single term. In this way, the knowledge transfer process may be clearly defined, and the 
diffusion o f knowledge from academic texts to patent documents may be assessed.
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5.3.3 Models of Knowledge T ransfer
In this section, we look at the transfer o f knowledge from academic texts to patent documents 
by comparing the ratio o f usage o f the candidate terms in the respective corpora. The ratios 
have been worked out by dividing the terms’ usage in the patent corpus by the total usage of 
the term in both corpora.
T erm  Usage % =  (P a te n t futerm(t) / (P a te n t futerm(t) + A cad em ic  futerm(t))) * 100
We then look at the cumulative usage o f the terms, and apply the logistic growth model to the 
transfer or diffusion o f our terms, knowledge, neural and neural network/s.
Figure 5-19 shows the usage o f knowledge in the corpora. Up to 1985, the term was mainly 
used, approximately 95%, in academic texts. Between 1985 and 1990, there was a sharp in 
increase in usage and the term was predominantly used in patent documents.
Comparison of Usage - knowledge
90 
80 
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1  50 
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Figure 5-19: Usage of term knowledge in the Patent corpus compared to the academic corpus per 
time period (Patent fu„rm(0 / (Patent futerm(t) + Academic fu,erm(0)) * 100)
The cumulative usage o f knowledge, taking into account all the time periods and not just the 
comparative ones, also exhibits an S-shaped diffusion curve. F igure 5-20 shows the actual 
cumulative usage percent and the expected frequencies if the term had diffused at a logistic 
rate.
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K nowledge Transfer - knowledge
♦ Term usage %  Term usage Logistic curve
60 Patent
50
40
30
20 Academic
10
0
20001985 1990 19951980
k = 52
At = 5
tm = 13
Figure 5-20: Cumulative usage of term knowledge in the Patent corpus compared to the academic 
corpus for all time periods. Logistic expected frequencies and actual frequencies are represented.
The term neural has provided an interesting usage graph as the popularity switches between 
communities, see Figure 5-21.
Com parison o f U sage - neural
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Figure 5-21: Usage of term neural in the Patent corpus compared to the academic corpus per 
time period (Patent fu,erm(t) / (Patent fu,erm(t) + Academic fu,erm(t))) * 100)
It appears that neural computing experienced a ‘crisis’, and patented technology, based on the 
current research, could be taken no further until new research was carried out. After this
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period o f new knowledge, neural computing became the basis o f patents again. The 
cumulative usage o f neural, see F igure 5-22, has not really followed the typical S-shape, but 
the logistic expected frequencies have still provided a 75% accurate model.
Knowledge Transfer - neural
♦ Term usage %  Term usage Logistic curve
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Figure 5-22: Cumulative usage of term neural in the Patent corpus compared to the academic 
corpus for all time periods. Logistic expected frequencies and actual frequencies are represented.
The usage o f neural network/s has followed the same kind o f pattern as the previous sample 
terms, and has resulted in a steep S-shape, see Figure 5-23.
Com parison of Usage - neural network/s
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Figure 5-23: Usage of term neural network/s in the Patent corpus compared to the academic 
corpus per time period (Patent fu,erm(t) / (Patent fu,erm(t) + Academic fu,erm(t))) * 100)
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The transfer o f the term to patent documents has also followed an S-shape diffusion curve. 
The logistic model has provided an approximate fit to the data, as the actual usage rose 
steeper than expected.
Knowledge Transfer - neural network/s
♦  Term usage %  Term usage Logistic curve
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Figure 5-24: Cumulative usage of term neural network/s in the Patent corpus compared to the 
academic corpus for all time periods. Logistic expected frequencies and actual frequencies are
represented.
The diffusion o f knowledge appears to follow an S-shaped pattern in cases o f both slow and 
fast diffusion. The logistic model seems to provide a better fit to the data when there has been 
a slow diffusion process rather than a sudden, steep increase.
5.3.4 Conclusion
In this section, we have described techniques for the representation and visualisation o f our 
linguistic data. Our method o f monitoring the data allows the user to see the rise and decline 
o f the candidate terms, such as agent/s and heuristic/s. We applied the biological-based 
logistic model to the growth o f the usage o f the terms, and found that the model provided a 
good fit to our data, especially to the slower growing academic growth.
We compared the candidate terms across time periods by using XY-scatter graphs, and 
monitored the movement o f academic terms to patent documents. We provided a method for
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monitoring knowledge transfer o f individual temis, and applied the logistic growth model to 
our usage data.
5.4 Summary
This chapter detailed the implementation and experimentation o f the method outlined in 
Chapter 3. We first looked at the design and content o f the academic and patent coipora 
taking in to account the problems o f corpus size and representativeness. We showed the 
candidate single terms that were extracted by following our method, and provided samples o f 
monitored data. The sample single terms were then used as the basis for extracting frequently 
occum ng collocations, and the results were tabulated by time period and by corpus. A 
contrastive analysis was carried out, and the similarities and differences between the corpora 
were identified and represented by XY-Scatter graphs. Logistic Growth techniques were 
applied to the linguistic data and approximate models o f knowledge growth and knowledge 
transfer were developed.
In the next chapter, we discuss ways in which our method may be evaluated. We carry out a 
comparative study o f our results with the historical analysis documented previously and show 
how the model o f logistic growth is suitable for linguistic data, and therefore for the growth or 
difftision of knowledge. We then discuss ways our method could be improved and suggest 
direction for future work.
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Chapter 6
6 Evaluation and Future Work
In this thesis, we explored the effectiveness o f a text-based model for monitoring the diffusion 
o f knowledge across a specific scientific community, and the subsequent diffusion o f that 
laiowledge into the commercial world through patented technology. The aim was to identify 
and monitor changes in knowledge, through the medium o f texts, to assess the possibility that 
studying language use may provide indication o f innovative opportunities.
We first introduced the motivation and background o f our reported work and examined the 
relationship o f language and knowledge and introduced the field o f coipus linguistics and 
scientific discovery. We looked at the growth of knowledge fiom a sociological and 
biological perspective, and we described mathematical growth models. We discussed 
techniques o f scientometrics and described models o f technological maturation. The role o f an 
innovation in market transformation was investigated and existing models o f innovation 
diffusion, such as Rogers’ and M oore’s were evaluated.
In Chapter 3, we introduced the method created to monitor the changes in knowledge from the 
emerging science o f Artificial Intelligence, We showed how the terms would be extracted by 
using frequency lists and performing a comparison with general language. We applied 
statistical techniques to our data, including ratio analysis and the cumulative frequency 
distribution, and demonstrated techniques to represent them graphically. Mathematical growth 
models were applied to our data, and it was shown that the logistic growth model was more 
appropriate than the exponential model to approximate linguistic data. Finally, we discussed 
ways that the corpora may be compared across time periods, and how the comparison may be 
visually represented. We then looked at the growth o f Artificial Intelligence from a research, 
funding and commercial aspect. The key milestones in the development o f AI, including the 
key academic players and the introduction o f new journals, were identified.
We then discussed the design and content o f  the academic and patent corpora taking in to 
account corpus size and representativeness. We showed the candidate single terms, with their
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collocations, extracted by following our method, and provided samples o f monitored data, 
tabulated by time period and by corpus. We showed how our method could be used to identity 
increasing and decreasing term usage. A contrastive analysis between corpora was carried out, 
and the similarities and differences were identified and represented by XY-Scatter graphs. 
Logistic Growth techniques were applied to the linguistic data and the results showed that 
growth o f term usage followed this type o f growth pattern.
In this section, we evaluate our work by carrying out a comparative study o f our results with 
the historical analysis documented previously and show how the model o f logistic growth is 
suitable for linguistic data. We suggest areas o f improvements and direction for friture work, 
including the application o f the method to other specialist domains. In conclusion, we have 
shown that our text-based method for monitoring the diffusion o f knowledge is an effective 
and suitable model for the identification and monitoring o f changes in knowledge and may 
indicate potential areas o f innovative exploitation.
6.1 Evaluation
For our method to be o f use for identifying changes in knowledge, and potentially identifying 
areas o f innovation, the language used in the corpus must reflect the activities in the academic 
and patent communities. In this section, we look at the linguistic results with reference to the 
number of patents granted for that technology and to the key developments in the
environment, such as products, journals, companies and key work.
The techniques used for the terminology extraction, namely the use o f frequency lists, a stop 
list and general language comparison corpora, have successfully identified the main 
terminology o f Artificial Intelligence, and appear to reflect the dominant AI technology o f 
that time period. The AI concept that surprisingly was not selected as a candidate single term 
was expert/s, but expert system/s was extracted as a frequent collocation o f system/s. The
main disadvantage o f the subsequent monitoring o f the candidate terms is one o f data
visualisation, and this task would have to be performed by bespoke software or application 
software such as Excel.
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To evaluate the monitored candidate terms with reference to the patent data, we have looked 
at the usage of terms neural network/s and knowledge base/s and have compared them to the 
number of patents that were granted in these areas.
If we first look at the number o f patents granted in neural network/s for the years 1960 to
2000, see Figure 6-1, we can see a slight rise in the number o f patents between 1965 and
1970, then a decline, and then a sharp rise between 1990 and 1995.
Number of Patents - neural network/s
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Figure 6-1: Number of patents granted in neural network/s 1960 to 2000.
This pattern has been reflected in the language usage o f the term in the academic and patent 
corpora, see Figure 6-2. In the academic texts, there was a slight rise in usage in 1965, then a 
period o f lull, then a sharp increase between 1985 and 1990. It is interesting to see that 3 
neural network journals and 3 new companies were introduced by 1990 just before the sharp 
increase in granted patents -  maybe a potential indication of an opportunity for innovation?
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Comparison of usage - neural network/s
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1959: Perceptron, Rosenblatt 
1969: Perceptrons, Minsky & 
Paper
1974: Backpropagation, Werbos 
1975: Nestor company 
1986: POP, Rumelhart & 
McClelland
1986: Neuron Data company 
1987: Neural Ware company 
1988: Journal - Neural Networks 
1989: Journal - Neural 
Computation
1989: Journal - Neurocomputing
Figure 6-2: Usage of neural network/s compared to key developments (frequency unit = absolute
frequency * scaling factor)
It appears that the usage o f the term neural network/s may be a reflection o f the activities in 
the academic and patent communities, and the sudden increase in usage by the academic 
community may be an indication o f future patent popularity.
To evaluate a different pattern o f growth, we now look at the usage o f knowledge base/s (and 
expert system/s) in the academic texts and patent documents. We have included expert 
system/s in the analysis as knowledge base applications and expert systems have the same 
USPTO patent classification. F igure 6-3 shows the usage o f the terms in both corpora. We 
see there is a slight rise in usage in the academic texts before the steep rise in the patent 
documents but maybe not enough to qualify as a potential area o f innovation.
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Comparison of Usage - knowledgebase/s
■ academic ■patent
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Figure 6-3: Usage of knowledge base/s in both corpora, (frequency = absolute frequency * scaling
factor)
When we look at the number o f patents granted in these technology areas, see Figure 6-4, we 
see that the sharp increase in the usage o f the terms in the patent corpus reflect the sharp 
increase in the number o f granted patents.
N u m b e r  o f  Patents  - expert system/s and  knowledge base/s
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Figure 6-4: Number of patents granted in expert system/s and knowledge base/s
The difference between these technologies and neural networks seem to be in the differing 
commercial applications that can be built with the same underlying programming language. If 
we look at the key developments in the fields. Table 6-1, we can see there were several more 
than for neural network technologies.
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1956: Logic Theorist, Newell & Simon 
1957: General Problem Solver, Newell & Simon 
1958: LISP
1966: Eliza, Weizenbaum
1967: DENDRAL. Feigenbaum
1970: PROLOG, Colmerauer
1970: SHRDLU, Winograd
1970: Journal - Artificial Intelligence
1973: Scripts, Schank and Abelson
1974: MYCIN, Shortliffe
1974: FRAMES, Minsky
1975: Company -A lC orp
1976: CONS, Greenblatt
1979: ADA
1979: Company - Cognitive Systems, Roger Schank 
1980: XCON
1980: Company - Intelligenetics, Ed Feigenbaum
1980; Company ~ LISP Machine Inc (LMI), Richard Greenblatt
1980; Company - Symbolics, Russel Noftsker
1981; Company - Cognex, Robert Shillman
1981; Company - Teknowledge, Ed Feigenbaum
1982; Company - Inference, Alex Jacobson
1982; Company - Kurzweil AI, Raymond Kurzweil
1983; Company - APEX, Randy Davis
1983; Company - Carnegie Group, McDermott
1983; Company - Thinking Machines, Marvin Minsky
1984; Company - Gold Hill Computers, Stan Curtis
1985; Company - Aion
1985; Company - California Intelligence
1985: Journal - Data and Knowledge Engineering
1986: Company - Knowledge Garden
1986: Journal - Machine Learning
1988; Journal - IEEE Expert
1988: Journal - Knowledge-Based Systems
1989: Journal - IEEE Knowledge and Data Engineering
1989: Journal - Knowledge Acquisition
1990: Journal - Expert Systems with Applications
Table 6-1: Key developments in the field of knowledge bases and expert systems
Just before the sharp increase in the number o f patents granted, 15 companies were set up, all 
o f which interestingly by academics, and several academic products such as DENDRAL, 
XCON and MYCIN had been successfully developed. These indicators together with the 
slight increase in usage o f the terms by the academic community, may be an indication o f 
potential areas o f innovation.
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In conclusion, the comparison o f our linguistic data with developments in the academic and 
patent communities has shown that language may be used as a guide to the activities o f these 
communities. Analysing the linguistic data, together with scientometric data, shows that 
potential areas o f innovation may be identified.
6.2 Language Usage and Models of Growth
As we are attempting to model the growth o f knowledge, we wanted our model to fit in with 
existing, well-defined models o f growth. Before we implemented a specific growth model, we 
tested the exponential and the logistic growth models on sample data to assess their suitability 
to linguistic data. Our results showed that the sample data all exhibited an S-shaped pattern of 
growth, and therefore the logistic growth model was applied to the data as part of our method.
We found that the usage o f specialised language over time exhibits a logistic rate o f growth in 
academic texts and patent documents. Growth modelling in other areas o f science, such as 
biology, economics, marketing and ecology, has shown that growth also exhibits a S-shape 
and research has shown that the diffusion o f innovations (Rogers, 1962; LondEcon, 1999) and 
the maturation o f technology (Gaines, 1991) follow an S-shaped rate o f adoption. Our model 
o f knowledge growth has followed this typical pattern and is therefore thought to be an 
appropriate and fitting part o f our method.
6.3 Conclusion and Future Work
The main problems o f our documented method lie in the disadvantages o f corpus linguistics 
and statistical modelling, such as the problems o f corpus size and representativeness, and the 
assumption that linguistic data is normally distributed. We have tried to overcome these 
problems by building a large corpus from a variety o f sources, and by representing the 
linguistic data in an unnormalised form by using the cumulative frequency distribution. We 
have still applied the logistic growth model, which assumes the data is normally distributed, 
and this is an area o f future work.
Another potential problem is the estimation o f the saturation limit o f the data when modelling 
the growth of the terms. This estimation has to be based on the data from previous time 
periods to asses whether it was increasing sharply or slowing down, and mechanisation o f this
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proved difficult. This is an area o f future work, and when resolved the model may be adjusted 
for forecasting and prediction.
In most cases o f exploratory data analysis, there lies the problem of data visualisation. We 
have shown the implementation o f our method on a sample o f data, but to have included all 
the results would have resulted in over 5,000 pages o f data and graphs. We have found 
browsing and displaying the results is best accomplished by the use o f a computer and 
software functions, such as Microsoft Excel PivotChaits. Future work would include the 
expansion o f our bespoke system T erm T rack  to include data visualisation techniques and 
applications. When this is accomplished, the reported method will be applied to another 
specialist domain that can be documented historically, and further evaluation o f our method 
may be earned out.
In conclusion, we have shown that our text-based method for monitoring the innovation 
process is suitable for the identification and subsequent monitoring o f changes in terminology 
in the field o f Artificial Intelligence, and may be used to identify potential areas o f innovative 
exploitation.
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Appendix A : TermTrack System
System Specification
TennTrack is a program for Windows NT4.0/2000/XP and Windows 95/98/ME, which 
produces wordlists, concordances, collocations and statistical analysis o f text files. Based on 
the idea o f Holmes-Higgin et al (Holmes-Higgin, 1994), TermTrack also includes a "Virtual 
Corpus Manager” (VCM), which stores meta-information on the texts to include in the 
analysis process. If the VCM is employed then it also possible to “track” teims according to 
the date infomiation supplied with the text; the results o f which are displayed in a graphical 
format. TermTrack includes several general language frequency lists with which specialist 
term frequencies may be compared as well as having the provision to compare the temis with 
a previous set o f terms saved or with your own “mother” corpus.
Features :
^  Produces wordlists and word frequency lists
V  Uses multiple input files with either merged results or separate results
V  Produces concordances of any user-defined width, or by the use of boundary 
words
V  Produces collocations of any user-defined width. Collocations may be of a 
fixed width or variable width. Boundary words may be selected to narrow the 
analysis
V  Provides statistical analysis using built-in general language frequency lists or 
user-defined frequency lists. Relative frequencies and scaling factors are also 
provided
V  Provides the facility to include or exclude words from the analysis. Words can 
be removed prior to analysis or at the results stage
V' Provides the user with 3 save options -  to a text file, an Excel spreadsheet, or 
the terms can be saved to a database for future use
Provides a flexible sorting criteria (Alphabetic, Frequency, Ratio to General 
Language, Relative Frequency and Absolute Frequency 
/  Has user-defined punctuation, symbols and token delimiter options.
/  Provides data management facilities for corpora and texts.
V  Provides the holding of Patent data -  both applied and granted
V Produces Excel spreadsheets for the monitored candidate terms 
•V Provides the ability to add time references to the database
Easy user interface with modem Windows features such as ActiveX
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Virtual Corpus Manager (VCM)
The VCM is to help manage your data files. It keeps track of the text locations, and a 
text may appear in any amount of corpora. Meta-information about a text and authors 
are also held within the VCM.
Corpus M anager _ lo i x |
; Name : jArtificial Intelligence
; Description ;
: Language
Corpus o f AI texts 1936 to 
2002. Currently 1200000  
words.
ith iihnhnlildm lililiiilshliiihnh ■  iriiirtiiEliiiliiihiihiihjilijihi-iiiihifi
English
Texts
N ew  I Update | Delete | Close |
Text Manager
Text M anager
Title : j Computing Machinery and Intelligence
Author/s ; I Alan Turing Year : ; |l9 5 0
Publisher MIND 3
Reference : 
Language English
Description First proper work, on machine intelligence where the "Imitation 
Game" (Turing Test) was proposed
V O L  LDC. N o .236. October. 1950 p433 : : : : : : : \ : : : r::
Authors
Corpus
File Reference
N ew Update I Delete Close
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Single Term Analysis 
Main Window
Words to include 
or exclude from 
analysis
Select Files Select Words
Keep Lettercase V~
Keep Hyphens W
Keep Numbers V~
Keep Punctuation 1“
(with words)
Keep Punctuation 1“
E xit
IQJ
User defined 
punctuation and 
delimiters
Command Buttons
Punctuation
G O
H ELP! Can fill with 
texts from the 
VCM and set the 
“tracker”
S elec t files to analyse
..] R e m o v e R e s e t Corpus
C:VM!y Documents\PhD\Text analvsis\AICORPXJS\Time\Turing\l 950 Tunng C 
C:\My Documents\PhD\Text analvsis\AICORPXJS\Time\Turing\l 936 Turing C
Cancel OK Help
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Words to Include / Exclude
Include | E xclude j
Wdd "Words
Open File
Save "Word
F.emove
Reset
able
ab s o lu tely
accep t
according
actually
after
aga in st
ago
Keep Punctuation I
irnl xl
C an cel O K H elp
Word Delimiters
Edit Alphabet and  W ord Delimiters
D efault D elim iters
| € < 1 X @ © < E ) T M § ^ 0 i t r Y t k " " ' — . . . " “ ” V ! ; . : ? . [ ] { )  0 '
Reset I
D efault Punctuation (Keep Punctuation Option)
D efau lt Symbols (Keep Punctuation Option)
Reset I
| €<- | x p #  ~ < > @ © < © tm § i J 3 i 1 1 ° ¥ ± -
Reset
Cancel OK Help
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Results : (view as merged)
W o id  A n aly tis  R e su lls
file  : AUFÜB8
Token
Sort 
options
S ort A lp h a  (A ic ) Sort b y  F uq Q A fc)
_» Tokens ; |
" i No. of f lie s  ; 
22811| V ocab: I Ü Ü
2 R e lf lle  Size : j 100%
Add Statistcs
Remove Words
Save options
Save as Text
Save to Excel
Save Terms
Close
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View as single :
; W oid Analysis Resulls
Fa# : liPlTest iü'.âI’/'?is\ÀiCL'RPlIS\T’.inei,T'Li'm^'M950 Tuniir' CoinpD-UrlJntfl M md txt T l No. of Flies I
Tokegmm
C AMy Docuinei\ls\PhD\Te*l «Mlys»VMCORPUSVTimeATuruig\193É uimg CompulabU
which
machines 
da
2 R el FUe Size : | 53%
^ x j
Add Stabshcs
Remove Words
Save as Text
Save to Excel
Save Terms
Close
S ort A lp h a  (A te )  S o r tb y F r tq ( A tc )  I
Statistics :
F requency lists from  general language have been generated  from the B ritish N ational 
C orpus (B N C ), B row n corpus, LOB corpus and Longm ans D ictionary o f  
C ontem porary  English (LD O C E ). Y ou can select your ow n frequency lists that have 
been previously  saved.
S la t ix l ic s
'Weirdness Calculation
All BNC
Written BNC  
Spoken BNC  
Brown 
LOB 
LDOCE
Other 
Q W eight
R elative Frequency
S elect I
Cancel OK Help
142
Appendix A: TermTrack System Specification
Statistics Results :
» W oid Analyxi: ResulU
f ile  : AIlFiln
Token Freq ReL.. 1 WrB...|LongmacA
the 15M 6.86511 0665 1 121599
of 939 4 11641.3243 1 338200_
a 635 2.78311 27 63 |l.2619
to
be
634 2.77912 7919 13 041700
615 2.69601 0373011.0702
425 1 86312 7658 |3 139800
391 1.7141 0.8804910.912699
that 348 1.5251 1 5357011 3747
345 1.5124 0 5605 Jo 537399
It
machine
293
274
1,284^ 1.38010|l 13511 2011 134 5 56|l47 0262
256 1 122i 4.03439(3 109100
this 239 1.0473 2.323 | 2 344 599
by
which
237 1 0381 1.8805012 305000
215 0 9425 1 42229{o 871600
197 0.86302.2199 12.319599
186 0.81531 4945911 162500
183 0.80231 7037 |2.0404
for 176 0.7715 0 8800911.019400
if 158 0 692( 3 27269(2 751100
not 152 0 666: 1 44409(1.3007
151 0 66K 2.9843913.063699
n 135 0.5911 150.709|22,94940
134 0.5871 0 8167910 895000
131 0 574: 2 2058 11.7435
1 ►r
Tokensi 22811 V ocab:
2] No. of f ile s  :
25is|
2 R e lf l le  Size : I 100%
Add Statistics
Remove Words
Save as Text
Save to Excel
Save Terms
Close
Sort by 
stats
S ort A lp h a  ( A « )  S o rt b y  F n q ( A f c )  Sort by Statistics : Select stats
Concordance :
Concordance Options
Concordance W idth (1 - 10) ; 
Stop at end punctuation : w
r . . . . . . . . . . . .  "1j Cancel I
!..........................J
OK Help
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W o ld  A11AI911S R e su tts
f U e  : AQFiks
Token Freq |
the 15661
of 9391
a 635
634
to 615
be 425
39ll
that 3 ^
and 345
It 293
machine 274
we 256{
this 239I
by 237
i 215
which 197
186
183
for 176
if 158
not 152
151
135
134
one 131
Lf
kiC) i
Tokens : 22811
^  No. of files 
V ocab: I 2588
2 R el File Size : | 100%
Before Token
of the words
wiU happen when a
make a thinking
wish to penalise the
too heavily against the
pretend to be the
best strategy for the
3 the
by the word
mgaieers may construct a
constructing a thinking
a particular kmd of
on a desk
vary from machine to
are will vary from
is replaced in the
not occur in the
wants to make a
to programme a
instruction table into the
sometimes such a
Token After Token FileNoZ.
and thmk
and think '
takes the part of
more human by
for Its inability to
he would clearly make
can be constructed to
may possibly be somethmg
concerned in the game
to machine
by a part of
«pressed m mghsh
mimic the behaviour of
to carry out the
so that it will
IS described as having
S ort A lpha  (A fc I S o i tb y  F r«q (A «c) I
Add Statistics
Remove Words
Save as Text
Save to Excel
Save Terms
Close
Collocations :
Collocation Width (1 - 4) :
Cumulative Collocations : f?
Fixed Collocations : (-
Fl
Cumulative collocations 
of 3 would give 
collocations of 3, 2 and 1
Fixed collocation of 3 would 
give collocations of 3 only
Use Boundary Words : (Select Words
Cancel OK Help
Words to use as the 
collocation boundary
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Fixed collocations of 2 using boundary words :
W aid Analysis Hesull
Token Freq
the IS66
of 939
■ «35
«34
u> 615
be 425
1 391
ifaet 348
■nd 345
293
machine 274
256
Ihu 239
by 237
1 215
197
186
183
for 176
if 158
not 152
151
n 135
134
131
A
S ort A lp h > (A ic )  S o rt fay F i« q (A fc )
^1 N o. o f  F iles : | 
V ocah ; I  258!
:3 a  ■■
2 R e l  F ile Size ; I 100%
Token Freq Z i
discrete state 10
good child
simpler continuous
sonnet writing
universal computing machine
S ort A lp h a  (A ic )
S o rt b y  FroqCAac)
Token
descnbed bears
Remove W ords
Save to Excel
m prints
I machine 
S ort A lp h a  (A sc ) j
equals brain 
contains 64
S o rt b y  F req  (A sc)
=  hereditary matenal
Zl
Cumulative collocations of 2 using boundary words
Token Freq  1
the 15661
of 9391
a 635
634
615
be 425
tn 391
that 348
and 345
293
machine 27^
25«1
239
by 237
215
which 197
186
183
for 176
if 158
not 15 J
can 151
n 135
on 134
one 131
A
2  N o. o f  F iles : 
2 2 8 l l |  V ocah : | 2588|
Token
computing
child
universal
learning
thinking
ivm f*»l r fb f n n i i t in o
machine 
S ort A lp h a  (A sc)
S o r tb y  F ra q (A sc )
Token
F req  —d
BSBBBSüar:.:
I 2 R e l F ile Size ; | 100%
machine 
S ort A lp h a  (A te )
S o r tb y  F req  (A te )
A dd Statistic:
Remove W ords
Save as Text
Save to Excel
Save Terms |
Freq
zl
S o r tA l|3 h t(A fc )  I S a f tfa y P r iq (A fc )
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Time Referencing :
Key milestones in the development of Artificial Intelligence (or other domain) can be 
added, and subsequently included in graphical analysis of terms that were being 
tracked.
Time F tefeience M anage!K hiiiib^i
Joumsd I Journal o f Artificial Intelligence 
First published : ji970 OK
Product : |M YCIN
First developed ; jl972
3
OK I
N ew Update Delete j Close |
Term Tracking :
Choosing “Corpus” from “Select Files” on the main window, opens the following 
window. Set the term/s to be tracked in the “Include” words section.
T i a c k m  Q i a p h
C orpus : j Artificial InteUigen.ce
Tim e R e fe r e n c e  :
z i
Journal o f Artificial Intelligence 1970 I
I IEEE Transactions on Neural N etw orks 1990 |
T im e sca le  : Yearly Other I
r* 5 years 
10 years
T erm T rack  on : 17
C an cel O K H elp
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Academic Breakdown (whole corpus)
Token C um ulative  R elative 
F requency  %
the, of, a, and, to, in, is, that, for, be 23.624445
we, i, s, this, it, by, are, as, x, with 6.715936
on, an, n, p, can, not, t, or, if, which 4.4640935
k, have, e, d, c, from, b, one, j, m 3.3003452
will, all, such, at, set, but, some, f, pages, intelligence 2.5734435
has, y, there, then, a rtificial, system , p rob lem , r, these, g 2.1418192
its, more, any, other, h, only, about, may, each, 1 1.8107614
ab strac t, w, our, theory , what, tim e, v, no, they, so 1.6642519
would, do, when, u, also, m odel, know ledge, two, given, exam ple 1.4171759
p ro g ram , sta te , than, system s, first, lea rn in g , in fo rm atio n , new, how, q 1.2594453
48.971716
Distribution of the first 100 most frequent tokens in the AI Academic Corpus 1936 - 2000 
according to the cumulative frequency of ten tokens at a time.
Token C um ulative  R elative 
F requency  %
their, com puter, between, case, use, must, ai, full, links, where 1.1319905
let, was, different, n u m b er, into, reason ing , using, text, p lan , m achine 1.0504787
problem s, been, used, possible, logic, since, neu ra l, way, because, goal 0.9509003
action, language, languages, however, function , based , ru les , same, does, a lgorithm 0.822528
he, p ro g ram s, general, form , thus, many, m ight, see, them, o 0.836572
out, theorem , could, like, should, following, even, s ta tes, netw ork , o rd e r 0.7971218
most, netw orks, search , us, agent, hu m an , approach, pp, very, now 0.7461681
both, m odels, resu lt, results , actions, w ork , defin ition , p lann ing , z, make 0.6889334
those, section, true, s tru c tu re , proof, consider, every, particular, value, w orld 0.6403086
p ap er, whether, sets, rep resen ta tio n , well, science, space, certain, level, need 0.6222419
8.2872433
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1936 - 2000 
according to the cumulative frequency of ten tokens at a time.
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P re AI T erm  (Academic Corpus)
Token Cumulative Relative Frequency %
the, of, a, is, to, in, and, be, i, that 26.475624
it, we, p, this, by, x, n, for, as, are 8.8558692
which, if, with, can, s, y, j, machine, not, an 5.5812637
or, h, on, one, will, have, t, from, c, gamma 4.177457
but, may, then, at, there, e, all, b, such, these 3.0198825
any, has, number, symbols, m, would, possible, log, no, so 2.2953372
entropy, some, its, channel. Information, probability, only, when, machines, case 2.0292931
r, first, w, f, more, sequence, than, d, each, form 1.7547584
set, they, given, other, computable, do, let, state, noise, where 1.5934338
capacity, functions, source, second, function, two, theorem, signal, symbol, certain 1.4165428
57.199462
Distribution of the first 100 most frequent tokens in the AI Academic Corpus 1936 - 1955 
according to the cumulative frequency of ten tokens at a time.
Token Cumulative Relative Frequency %
time, system, fi, must, same, been, into, z, power, q 1.2750301
rate, might, example, could, general, process, discrete, sequences, he, very 1.163235
consider, now, numbers, our, behaviour, delta, say, what, message, them 1.0811576
also, ensemble, suppose, should, used, between, was, being, since, does 0.986344
question, k, per, problem, out, over, computer, conscious, received, whether 0.9170028
man, their, about, cannot, make, output, shall, thus, human, 1 0.8490766
equal, particular, point, probabilities, u, described, terms, g, small, use 0.8094531
less, method, theory, us, way, ff, digital, however, v, average 0.7599236
called, complete, continuous, finite, order, how, letters, made, part, whose 0.7146395
fact, new, Input, large, most, different, logical, many, sense, activity 0.6736008
9.229463
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1936 - 1955 
according to the cumulative frequency of ten tokens at a time.
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1956 -  1960 (Academic Corpus)
Token C um ulative R elative 
F requency  %
the, of, a, is, in, to, and, be, that, x 25.889955
delta , for, it, this, which, by, are, we, e, as 8.3884864
not, system , if, y, an, or, will, at, s, i 5.4748385
have, with, list, m, has, n, t, functions, c a r , can 4.2451537
b, expressions, on, there, one, from, function , n u m b er, m achine, f 3.4305855
expression, neu ron , r, but, its, two, un it, p, only, been 2.6590954
neurons, then, would, conditional, c, cdr, may, more, p ro g ram , so 2.2988056
than, all, such, first, z, cons, any, each, figure, must 2.044253
some, way, shall, these, form , other, exam ple, defined, eval, when 1.7309575
atom , connexions, o rd e r, no, because, g, now, p rem ises, com puta tion , co m puter 1.3941649
57.556295
Distribution of the first 100 most frequent tokens in the AI Academic 
according to the cumulative frequency o f ten tokens at £
Corpus 1956 -1960  
1 time.
Token C um ulative R elative 
F requency  %
out, should, units, eq, classification, do, does, p a p e r, p ro b lem , re f 1.2414333
shown, theory , u, value, into, lam b d a , make, p a tte rn s , p ro b ab ility , certain 1.1866066
given, recursive, sym bol, they, was, atom ic, ff, give, called, he 1.1082827
variab les, what, between, could, possible, use, advice, also, d, m ccarth y 1.0103779
set, able, a irp o rt, however, in p u t, reg is te r, rep resen ted , ru le , sto rage, were 0.9438026
ab, another, distinguish, dr, following, how, j, k, lisp, my 0.9007245
our, previous, p ro g ram m in g , p ro g ram s, rou tin e , s tru c tu re , tak e r, their, them, tliree 0.9007245
tim e, p a r t ,  p ro p e rty , reg iste rs, ta r in g , active, made, req u irem en t, about, a rgum en ts 0.8380654
being, counting, go, inpu ts, lists, p a tte rn , quote, sta te , w ord , apply 0.7793225
even, ffl, fire, follows, let, might, nil, occurs, same, sta tem en ts 0.7440768
9,6534169
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1956 - 1960 
according to the cumulative frequency of ten tokens at a time.
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1961 -  1965 (Academic Corpus)
Token Cumulative Relative 
Frequency %
the, of, a, to, in, and, is, that, we, be 24.664914
for, n, by, this, are, x, it, with, s, as 7.435327
which, on, or, p, have, b, can, one, if, t 4.9936568
e, f, i, not, an, will, m, some, problem, such 3.8482046
but, all, u, functions, from, y, at, more, these, has 2.7671036
then, there, c, may, any, each, g, probiems, machine, new 2.2670025
theory,], function, defined, only, use, form, no, what, computer 1.8349299
system, our, program, q, also, must, do, information, so, set 1.6124584
its, how, other, might, they, computers, work, first, methods, given 1.4249205
properties, d, h, model, would, been, learning, thus, about, into 1.2833477
52.131865
Distribution of the first 100 most frequent tokens in the AI Academic Corpus 1961 
according to the cumulative frequency of ten tokens at a time.
-1965
Token Cumulative Relative Frequency %
when, between, gamma, r, same, than, using, see, shall, machines 1.1914174
number, very, he, k, their, those, two, certain, lambda, should 1.1086801
used, general, much, expressions, simple, was, find, heuristic, human, many 1.0314586
could, recursive, ff, method, way, example, mathematical, now, systems, value 0.9505599
language, models, processes, programs, proof, sequence, where, even, let, values 0.9137877
variables, like, search, si, does, his, 1, mathematics, v, behavior 0.8714998
class, different, most, theta, define, languages, w, us, were, cannot 0.8273732
out, suppose, computation, propositional, complex, formula, next, reinforcement, results, called 0.7630219
process, space, analysis, case, conditional, consider, here, less, order, since 0.720734
z, delta, elements, large, seems, time, calculus, described, paper, voi 0.6931549
9.0716873
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1961 - 1965 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1966 -  1970 (Academic Corpus)
Token Cumulative Relative 
Frequency %
the, of, a, to, is, in, and, that, s, for 26.175686
be, it, we, this, as, by, are, p, an, with 7.4190424
which, not, if, can, have, or, on, one, has, t 4.2067223
i, about, from, at, x, what, some, such, b, but 2.9619482
may, all, logic, will, its, more, situation, then, problem, he 2.3383801
learning, program, system, there, would, c, m, theory, q, when 2.0596641
other, these, do, first, 1, intelligence, result, e, knowledge, any 1.7903961
his, n, only, how, so, world, form, number, way, general 1.6179701
our, time, r, also, no, model, certain, set, shall, artificial 1.4360961
each, however, behavior, j, part, representation, they, example, use, questions 1.3179961
51.323901
Distribution of the first 100 most frequent tokens in the AX Academic Corpus 1966 -1970 
according to the cumulative frequency of ten tokens at a time.
Token Cumulative Relative 
Frequency %
john, modai, was, langnage, machine, problems, y, action, f, must 1.2282401
been, calculus, into, out, fact, thus, between, like, possible, sf 1.1219501
w, given, might, most, since, where, let, say, their, two 1.0558141
even, k, than, facts, oe, particular, programs, does, notion, consider 0.9684201
following, sense, h, idea, now, true, v, state, axioms, computer 0.8904741
function, information, logical, phone, rules, situations, because, could, question, sentences 0.8408721
systems, teaching, mccarthy, paper, actions, being, many, order, person, pp 0.786546
reasoning, terms, another, book, different, new, process, rather, mental, phi 0.73222
results, sentence, states, used, adequate, processes, strategy, using, automaton, combination 0.689704
common, g, give, perception, predicate, variables, very, without, above, journal 0.656636
8.9708765
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1966 -1970 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1971 -  1975 (Academic Corpus)
Token Cumulative Relative 
Frequency %
the, of, a, to, and, in, is, that, be, it 24.220767
for, as, we, are, or, this, by, not, one, can 7.0776365
with, on, an, but, which, s, if, from, have, i 4.2965389
would, at, some, what, system, our, will, more, its, about 3.0249068
such, has, no, these, any, their, intelligence, they, machine, problem 2.4345062
there, so, only, might, other, all, frame, must, information, artificial 2.0329381
computer, do, he, how, when, knowledge, program, human, then, theory 1.7114447
into, than, between, should, them, his, use, each, different, could 1.5094655
may, general, even, make, way, new, machines, problems, frames, because 1.2967301
being, model, intentional, search, two, first, also, systems, like, was 1.1509227
48,755856
Distribution of the first 100 most frequent tokens in the AI Academic Corpus 1971 - 1975 
according to the cumulative frequency of ten tokens at a time.
Token Cumulative Relative 
Frequency %
behavior, does, given, b, used, language, most, see, thus, pp 1.0517258
sense, structure, us, robots, same, been, e, much, time, abstract 0.9991395
c, case, out, cannot, whether, just, pages, objects, well, were 0.9405775
many, p, purpose, very, own, x, question, analysis, object, action 0.8640883
certain, rather, rules, set, situation, find, vol, my, t, terms 0.8043312
using, j, perhaps, point, without, men, particular, physical, something, need 0.7684769
university, another, beliefs, level, m, recommended, however, memory, represent, processes 0.7242566
both, made, terminals, belief, order, reasoning, seems, usa, usually, visual 0.6848169
intelligent, people, representation, structures, heuristic, know, man, moral, possible, world 0.6621092
form, important, say, those, already, robot, theorem, understanding, enough, less 0.635816
8.135338
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1971 -1975 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1976 -  1980 (Academic Corpus)
Token C um ulative Relative 
F requency  %
the, of, a, to, and, in, is, that, it, be 25.0993062
for, as, we, are, this, by, can, not, or, i 6.75811663
one, have, which, with, but, an, s, on, from, about 4.41819819
what, if, has, some, will, there, they, would, theory , such 3.0686934
p ro g ram , its, he, all, system , at, so, t, intelligence, more 2.61003125
problem , these, other, no, com puter, in fo rm ation , only, when, may, how 2.16196176
any, knowledge, must, our, language, system s, s tru c tu re , them, was, do 1.8155818
way, also, artificial, exam ple, like, than, p ro g ram s, then, could, into 1.60690641
because, been, w orld , prob lem s, first, many, use, might, sense, their 1.40882369
even, concepts, different, new, sea rch , general, m achine, pages, two, m ental 1.28277104
50.2303903
Distribution of the first 100 most frequent tokens in the AI Academic Corpus 1976 -1980 
according to the cumulative frequency of ten tokens at a time.
Token C um ulative  R elative 
F requency  %
each, ai, should, s ta te , make, abstract, fo rm al, does, most, being 1.12917748
set, u n d erstan d in g , e, you, logic, out, very, p, particular, his 1.05185107
know, m odel, were, beliefs, however, same, another, o rd e r, b, sym bol 0.97028759
Chinese, hum an, think, just, u n d e rs tan d , certain, seems, common, lisp, m ind 0.90037604
now, reasoning, case, concept, fo rm aliza tion , say, second, much, those, tim e 0.86542026
both, since, between, poin t, possible, us, form, physical, rep re sen ta tio n , used 0.82410889
see, sym bols, rather, well, im p o rtan t, people, sentences, c, m achines, part 0.78703459
english, science, given, had, thus, w ork , space, d a ta , don, here 0.72771569
my, often, own, still, story, functions, ob jects, question , ref, s tru c tu re s 0.68958212
up, view, whether, why, me, need, present, belief, facts, k ind 0.6683968
8.61395053
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1976 - 1980 
according to the cumulative frequency of ten tokens at a time.
153
Appendix B : Single Term Extraction
1981 -  1985 (Academic Corpus)
Token C um ulative  R elative 
F requency  %
the, of, to, a, and, in, that, is, it, we 22.6117755
for, be, or, this, s, are, can, as, with, by 6.93634718
not, i, what, on, about, have, but, one, an, some 4.55060987
from, at, how, pages, if, do, they, all, more, t 3.40052132
abstract, so, p rob lem , will, which, our, such, its, when, there 2.80756909
things, has, like, no, other, them, only, m ay, must, would 2.27629982
new, ai, p ro g ram , know, system , those, use, intelligence, these, then 1.93206916
any, p rogram s, just, searle , think, co m p u te r, different, their, m achines, m usic 1.72314304
way, he, knowledge, out, could, each, even, much, you, make 1.63161351
might, u n d e rstan d , us, artific ia l, w orld , m achine, h u m an , sense, because, sym bols 1.49630897
49.3662574
Distribution of the first 100 most frequent tokens in the AÏ Academic Corpus 1981 - 1985 
according to the cumulative frequency of ten tokens at a time.
Token C um ulative  R elative 
F requency  %
why, most, e, in fo rm ation , w ork , first, many, than, certain, need 1.27544422
u nd erstan d in g , was, does, common, people, u, ways, also, his, m ind 1.1679965
reasoning, too, tim e, good, now, ru les , g, logic, system s, into 1.0665181
learn , between, exam ple, language, lea rn ing , m ycin, question , see, used, very 0.99687606
another, fact, room , com puters , find, set, m ental, p rob lem s, processes, perhaps 0.93121356
same, were, cannot, idea, m inds, once, say, two, get, objects 0.87549993
without, however, o, since, something, enough, fram e, m odel, should, using 0.82774539
contro l, been, call, simple, who, yet, ex p ert, own, don, j 0.76606244
m, m ap , b, being, Chinese, concepts, d, th ing , agent, cognitive 0.71631812
course, itself, still, true, well, while, case, form , level, little 0.68846131
9.31213562
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1981 -1985 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1986 -  1990 (Academic Corpus)
Token
Cumulative 
Relative 
Frequency %
the, of, a, to, and, in, is, that, for, be 23,4398368
it, are, as, this, we, by, or, page, with, on 6.28241235
not, can, but, an, s, have, neural, computer, from, one 3.82247256
if, about, i, learning, which, at, systems, some, will, there 2.69787317
university, they, ail, network, pages, what, more, networks, would, knowledge 2.4036127
abstract, such, system, other, has, these, its, no, how, so 2.10449646
may, p, t, usa, only, do, new, units, ai, intelligence 1.8257745
each, j, representations, different, could, he, was, science, problem, brain 1.599495
than, department, their, you, might, when, our, pattern, using, any 1.44896572
example, x, because, information, then, between, even, two, use, theory 1.33048461
46.9554239
Distribution of the first 100 most frequent tokens in the AI Academic Corpus 1986 - 1990 
according to the cumulative frequency often tokens at a time.
Token
Cumulative 
Relative 
Frequency %
many, way, like, into, computational, turing, program, artificial, same, must 1.22657085
m, test, c, human, representation, e, those, model, very, distributed 1.14499369
problems, used, also, general, much, processes, them, been, just, make 1.03816646
reasoning, research, state, level, need, set, unit, connectionist, first, engineering 0.97601243
mechanisms, time, models, number, out, possible, should, g, mind, certain 0.88666602
logic, were, well, y, r, b, machine, being, processing, mental 0.80023308
language, sense, another, both, does, whether, cognitive, however, question, circumscription 0.73905021
environment, recognition, rules, us, world, states, tasks, think, word, features 0.70311741
d, most, now, activity, fact, particular, algorithm, approach, given, memory 0.66232883
too, analysis, common, computers, see, cannot, concepts, design, genetic, know 0.63707876
8.81421773
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1986 - 1990 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1991 -  1995 (Academic Corpus)
Token Cumulative Relative 
Frequency %
the, of, and, to, a, in, that, is, for, be 23.2644676
it, are, we, as, abstract, this, not, by, with, can 6.82950563
or, pages, on, have, i, s, an, some, but, system 4.3806143
what, will, there, systems, about, which, from, more, if, one 3.05255476
they, such, all, these, its, at, our, intelligence, has, human 2.44348539
do, how, ai, other, neural, different, may, consciousness, so, states 2.11011902
e, many, any, computation, k, like, no, their, design, theory 1.80468335
t, artificial, mind, only, g, would, processes, when, control, networks 1.65511898
science, could, computational, than, you, learning, computer, knowledge, between, because 1.47492094
also, might, pd, causal, them, even, new, those, way, information 1.33526746
48.3507375
Distribution of the first 100 most frequent tokens in the AI Academic Corpus 1991 - 1995 
according to the cumulative frequency of ten tokens at a time.
Token Cumulative Relative 
Frequency %
references, problem, brain, out, p, j, most, need, into, much 1.24426745
physical, each, mechanisms, should, then, us, programs, know, time, language 1.14155457
cognitive, use, very, mental, example, must, been, robot, machine, d 1.04064367
theories, state, properties, same, h, make, think, does, people, problems 0.93342583
machines, see, work, internal, just, program, possible, was, complex, reasoning 0.86224761
cog, level, m, were, c, conscious, important, based, general, intelligent 0.82080206
being, used, using, kinds, world, approach, structure, however, cannot, another 0.78566344
first, natural, case, certain, network, particular, r, still, two, model 0.72800007
press, now, things, why, turing, well, who, b, mccarthy, often 0.69556443
tasks, behavior, set, concepts, given, my, something, study, say, thought 0.66583175
8.91800088
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1991 - 1995 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1996 -  2000 (Academic Corpus)
Token Cumulative Relative 
Frequency %
the, of, a, in, and, to, is, that, for, i 23.7258117
s, X, be, we, p, this, by, t, are, n 7.21819343
as, an, c, with, it, on, e, d, if, set 4.95766382
k, b, can, not, j, m, which, y, from, r 3.81326258
f, or, all, w, have, artificial, such, intelligence, then, v 2.85279747
will, 1, at, problem, one, u, plan, g, some, time 2.32909944
each, h, has, there, pages, q, system, theory, any, abstract 1.91946782
given, niodei, these, our, only, goal, other, example, state, its 1.65282542
two, but, action, learning, more, also, case, agent, may, reasoning 1.47636372
let, no, where, knowledge, algorithm, planning, based, first, do, when 1.33906157
51.2845469
Distribution of the first 100 most frequent tokens in the AI Academic Corpus 1996 -  2000 
according to the cumulative frequency of ten tokens at a time.
Token Cumulative Relative 
Frequency %
0, rules, actions, ai, sets, number, between, theorem, using, than 1.15268812
about, new, since, holds, following, program, agents, systems, however, approach 1.06429478
result, so, reference, possible, was, section, they, used, constraints, use 0.99653739
must, problems, results, z, order, value, language, information, horn, models 0.94454131
proof, thus, their, into, definition, been, values, status, pp, causal 0.87873377
form, same, links, fig, see, does, logic, different, domain, every 0.84054914
true, both, would, function, algorithms, because, network, variables, full, what 0.78692819
states, default, relation, neural, consider, belief, complete, general, complexity, text 0.73249479
follows, np, over, polynomial, search, constraint, theories, work, rule, networks 0.69154787
paper, et, how, programs, above, out, representation, defined, most, situation 0.65385072
8.74216606
Distribution of the second 100 most frequent tokens in the AI Academic Corpus 1996 -  2000 
according to the cumulative frequency of ten tokens at a time.
157
Appendix B : Single Term Extraction
Commercial Breakdown (whole corpus)
Token
Cumulative 
Relative 
Frequency %
the, of, a, to, and, in, is, for, be, as 27.80517
by, an, are, that, said, or, with, system, which, data 6.1217936
sub, fig, from, this, input, each, on, at, one, output 4.1022364
network, value, knowledge, may, control, can, it, if, invention, neural 2.9936194
step, set, means, signal, not, fuzzy, s, information, first, base 2.3452789
method, used, vaines, function, user, such, present, i, number, example 1.9896778
wherein, has, then, will, time, other, when, rule, claim, process 1.7733835
second, using, more, all, processing, shown, e, unit, between, rules 1.4861556
also, into, memory, these, logic, computer, embodiment, according, circuit, plurality 1.311024
have, further, n, expert, current, operation, based, block, two, signals 1.1396897
51.068029
Distribution of the first 100 most frequent tokens in the AI Commercial Corpus 1976 -  2000 
according to the cumulative frequency of ten tokens at a time.
Token
Cumulative 
Reiative 
Frequency %
described, conesponding, no, having, image, x, been, than, least, use 1.0423703
vector, any, learning, node, includes, training, membership, object, comprising, its 0.9820908
so, program, being, ai, pattern, through, new, c, stored, functions 0.9262813
parameters, level, where, selected, layer, device, t, j, there, only 0.8904131
b, associated, systems, above, et, state, controller, algorithm, thus, module 0.8329762
sup, determined, case, error, reference, problem, inputs, type, application, different 0.7851953
given, response, particular, elements, search, result, variable, description, order, form 0.7514536
same, weight, neuron, g, diagram, class, p, including, k, provided 0.7083162
u, engine, provide, comprises, inference, during, point, table, processor, defined 0.6757245
measurement, within, structure, outputs, temperature, query, element, another, m, steps 0.6530709
8.2478922
Distribution of the second 100 most frequent tokens in the AI Commercial Corpus 1976 -  2000 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1976 -  1980 (Commercial Corpus)
Token Cumulative Relative 
Frequency %
the, of, a, and, to, is, in, for, by, be 28.732643
on, one, said, lead, this, are, means, input, as, which 7.2864905
output, sub, an, or, unit, with, that, if, from, function 5.4381647
zero, system, eiement, at, control, fig, network, program, value, it 3.7779223
signal, can, s, responsibility, heuristic, n, not, leads, i, invention 2.8746575
may, information, each, elements, these, then, when, all, number, will 2.3080853
no, present, r, set, functions, has, numbers, panel, training, two 1.9551386
register, step, given, processing, used, data, signais, digital, only, stored 1.7693772
via, example, first, such, also, during, other, parameter, values, ij 1.5929039
machine, memory, under, its, wherein, left, right, type, claim, test 1.4814471
57.21683
Distribution of the first 100 most frequent tokens in the AI Commercial Corpus 1976 
according to the cumulative frequency of ten tokens at a time.
1980
Token Cumulative Relative 
Frequency %
j, clock, inputs, processor, programming, least, desired, into, pulse, circuit 1.3490921
counter, sup, body, display, method, operator, accordance, any, described, region 1.2678215
computer, user, material, storage, carries, operation, block, e, there, connected 1.1424325
d, second, above, position, so, been, current, object, semiconductor, change 1.0379418
embodiment, have, p, thus, use, button, more, selection, table, time 0.9868574
bus, parameters, phase, using, b, constant, neuron, now, response, transducer 0.938095
after, case, device, selected, further, relevant, weighting, form, made, must 0.8846886
adaptive, c, procedure, responsible, units, waveform, read, rom, sequence, state 0.8266382
surfaces, than, would, buttons, synthesis, through, being, connections, junction, major 0.7871639
registers, between, end, four, nde, same, where, associated, ones, out 0.7384015
9.9591325
Distribution of the second 100 most frequent tokens in the AI Commercial Corpus 1976 ~ 1980 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1981 -  1985 (Commercial Corpus)
Token
Cumulative 
Reiative 
Frequency %
the, of, a, to, in, is, and, be, sub, as 27.978992
for, output, are, by, which, an, or, circuit, that, fig 7.4943978
input, signal, this, with, system, said, i, each, will, signals 4.8193277
from, s, can, it, value, at, means, on, if, such 3.7521008
number, one, not, pattern, may, r, information, circuits, other, has 2.8935574
n, function, its, inputs, binary, when, invention, p, have, neuron 2.3011204
these, level, register, all, self-organizing, counter, example, threshold, class, connected 2.035014
mode, synaptic, outputs, line, m, positive, e, sup, first, dacs 1.802521
ij, operation, patterns, claim, elements, no, states, more, shown, through 1.627451
component, j, learning, 26a, gate, computer, into, only, set, current 1.5112045
56.215686
Distribution of the first 100 most frequent tokens in the AI Commercial Corpus 1981 -1985 
according to the cumulative frequency of ten tokens at a time.
Token Cumulative Relative 
Frequency %
between, wherein, used, connection, also, two, registers, than, then, particular 1.3543417
their, neurons, present, time, transfer, numbers, associated, method, negative, t 1.2717087
theta, according, any, junction, 25a, stored, described, where, data, lines 1.1806723
there, components, connections, state, thus, being, been, embodiment, dac, generator 1.0980392
element, digital, given, so, 26n, control, response, unit, but, 70a 1.0210084
eta, lambda, some, form, process, required, upon, defined, representing, flow 0.9635854
sensors, stage, synapse, would, active, functions, operating, pixels, possible, same 0.9061625
values, applied, classes, further, reward, address, letter, case, provide, another 0.8571429
however, preprocessor, synapses, clock, Of, g, they, 25n, down, second 0.8039216
slicing, those, configuration, module, processing, structure, 21a, above, during, modules 0.767507
10.22409
Distribution of the second 100 most frequent tokens in the AI Commercial Corpus 1981 -1985 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1986 -1990  (Commercial Corpus)
Token Cumulative Relative 
Frequency %
the, of, a, to, is, and, in, for, said, by 28.649532
knowledge, as, an, be, that, are, which, or, with, base 6.7335007
system, value, fig, this, from, sub, means, if, output, at 4.0966636
each, input, it, on, rule, control, step, data, one, values 3.053692
not, set, function, has, rules, can, current, may, network, then 2.3757117
expression, when, user, s, will, wherein, first, invention, circuit, claim 2.0998477
node, used, such, i, information, other, all, level, includes, computer 1.6939773
expert, second, having, also, its, example, memory, program, application, have 1.4460612
number, attribute, class, neural, e, these, into, procedure, block, time 1.3046531
shown, more, between, been, list, no, being, particular, signal, further 1.2050974
52.658737
Distribution of the first 100 most frequent tokens in the AI Commercial 
according to the cumulative frequency of ten tokens at a
Corpus 1986 -1990 
time.
Token Cumulative Relative 
Frequency %
variable, including, processing, case, x, form, subroutine, so, present, specified 1.1229222
unit, inference, any, there, selected, method, given, two, operation, systems 1.034768
only, corresponding, new, described, object, language, than, defined, flow, pattern 0.965524
comprising, according, functions, c, fuzzy, order, feature, n, type, called 0.9058739
respective, factor, process, logic, classifier, problem, b, associated, whether, stored 0.8725033
test, variables, u, provided, same, certainty, determine, module, parts, part 0.8203617
was, use, another, description, consultation, condition, using, ai, high, best 0.7723914
provide, slot, bin, entry, weight, state, detennined, least, include, some 0.7315123
during, thus, execution, processor, conditions, line, specific, response, plurality, sequence 0.7010616
where, sensor, elements, domain, algorithm, image, steps, through, based, components 0.6697766
8.5966949
Distribution of the second 100 most frequent tokens in the AI Commercial Corpus 1986 -1990 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1991 -  1995 (Commercial Corpus)
Token Cumulative Relative 
Frequency %
the, of, a, to, and, in, is, for, by, said 28.276112
be, an, as, are, that, data, sub, with, which, input 6.4260928
or, fig, network, from, output, system, each, this, neural, at 4.6276561
value, on, one, signal, control, it, means, can, invention, step 3.2034409
if, knowledge, fuzzy, first, set, function, values, not, rule, i 2.5064587
number, present, has, used, processing, base, process, may, second, when 2.0018463
information, unit, such, s, will, method, example, operation, shown, other 1.7879185
between, then, membership, time, all, using, circuit, pattern, wherein, memory 1.5752077
e, learning, rules, n, layer, weight, into, plurality, signals, logic 1.4078728
claim, corresponding, having, two, error, according, user, more, embodiment, these 1.2459275
53.058533
Distribution of the first 100 most frequent tokens in the AI Commercial Corpus 1991 -  1995 
according to the cumulative frequency of ten tokens at a time.
Token Cumulative Relative 
Frequency %
stored, described, result, expert, been, neuron, also, x, have, than 1.1609127
node, b, elements, temperature, c, training, functions, cuiTent, so, k 1.0599902
condition, vector, program, any, no, point, reference, comprising, neurons, ai 0.9862759
being, m, j, where, module, element, state, selected, block, case 0.9469848
inference, new, variable, only, through, associated, least, its, connected, computer 0.8970886
thus, nodes, use, et, fiirther, problem, engine, structure, above, type 0.8506695
line, provided, there, given, processor, same, based, description, controller, outputs 0.8091183
diagram, inputs, order, storage, part, change, systems, accordance, different, networks 0.7672194
parameters, device, determined, sup, table, p, response, apparatus, t, shows 0.7181925
steps, matrix, was, out, predetermined, delta, would, possible, rate, within 0.6749897
8.8714416
Distribution of the second 100 most frequent tokens in the AI Commercial Corpus 1991 -  1995 
according to the cumulative frequency of ten tokens at a time.
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Appendix B : Single Term Extraction
1996 -  2000 (Commercial Corpus)
Token Cumulative Relative 
Frequency %
the, of, a, and, to, in, is, for, as, by 27.583844
be, an, are, sub, that, with, or, said, fig, system 6.037194
which, from, data, input, each, this, at, on, output, fuzzy 3.9483737
network, control, value, one, knowledge, step, may, set, if, can 2.952901
signal, invention, it, means, neural, information, s, time, not, process 2.4239888
then, used, method, first, values, image, example, i, function, user 2.0037277
present, number, will, using, logic, rule, such, when, base, has 1.7577393
unit, shown, wherein, between, other, plurality, second, processing, e, all 1.5371673
claim, membership, vector, object, rules, memory, signals, more, embodiment, into 1.3561317
air, these, based, t, also, computer, according, fuel, further, x 1.2281583
50.829226
Distribution of the first 100 most frequent tokens in the AI Commercial Corpus 1996 -  2000 
according to the cumulative frequency of ten tokens at a time.
Token Cumulative Relative 
Frequency %
ai, et, no, query, two, search, controller, temperature, have, training 1.1327356
cunent, corresponding, than, n, c, block, operation, having, functions, circuit 1.0546287
determined, through, state, parameters, described, ratio, being, table, error, above 1.0001546
been, includes, comprising, node, where, stored, f, level, sup, layer 0.9308914
during, its, learning, speed, least, concept, use, description, w, there 0.8654927
document, so, sensor, any, new, selected, J, amount, b, reference 0.8081201
determining, g, different, associated, systems, accordance, field, k, thus, type 0.7581793
vectors, defined, apparatus, p, same, only, d, steering, generated, case 0.7230275
problem, parameter, response, change, iuputs, program, generating, point, I, u 0.6987259
algorithm, variable, structure, documents, individual, r, neuron, steps, within, result 0.6669184
8.6388742
Distribution of the second 100 most frequent tokens in the AI Commercial Corpus 1996 -  2000 
according to the cumulative frequency of ten tokens at a time.
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