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We prove a general theorem that the action of arbitrary classical noise or random unitary channels
can not increase the maximum population of any eigenstate of an open quantum system, assuming
initial system-environment factorization. Such factorization is the conventional starting point for
descriptions of open system dynamics. In particular, our theorem implies that a system can not be
ideally cooled down unless it is initially prepared as a pure state. The resultant inequality rigorously
constrains the possibility of cooling the system solely through temporal manipulation, i.e., dynamical
control over the system Hamiltonian without resorting to measurement based cooling methods.
I. INTRODUCTION
Cooling and, more generally, pure-state prepara-
tion [1–5] of a microscopic or mesoscopic open system
(small thermal object) [6] is of paramount importance to
many intriguing quantum technologies and engineering
of low temperature quantum phases, in general. Exam-
ples of applications include quantum simulations of many
body physics [7] on a variety of platforms such as cold
atoms and molecules, trapped ions and nanophotonic sys-
tems. Similarly, quantum computers [8], the promising
quantum adiabatic computing (QAC) paradigm [9–12],
quantum communication [13], dynamically enhanced nu-
clear polarization [14, 15] and quantum metrology are
merely a few prominent examples of contemporary ap-
plications where significant control over quantum states
needs to be exercised. More specifically, for perfect real-
ization of quantum logic operations, qubits initially need
to be cooled down to the ground state of motion prior
to coherent manipulation [16]. Any cooling scheme, e.g.,
bang-bang cooling [17], single-shot state-swapping cool-
ing [18], and sideband cooling [19–22], cannot be per-
formed when the system is isolated [6].
The quantum adiabatic computation is an interesting
paradigm for universal quantum computation. Here the
solution to a hard problem is encoded in the ground
state of a many body Hamiltonian, i.e., the computer.
To reach the solution, the computer is initialized to the
ground state of some Hamiltonian that can be easily pre-
pared. The initial ground state is then transported adia-
batically [23–28] to the target ground state encoding the
solution. In principle, adiabaticity suppresses errors in
the preparation of the final ground state by overcoming
the problem of energy relaxation [29–32] as the system
at all times is kept in the ground state of the instanta-
neous Hamiltonian during evolution. However, the rate
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of change of the Hamiltonian control parameters, and
so the protocol’s running time, scales inversely with the
square of the spectral gap to the lowest excitations. In
practice, the system is always excited during the pro-
tocol, most seriously because one must generically move
through regions in parameter space where the gap is very
small or closes completely. Apart from this, the sys-
tem is never truly isolated from its environment, which
also results in excitations. One solution to overcome this
problem is to combine the quasi-adiabatic evolution with
active cooling to suppress such errors generated via exci-
tations during the running of the protocol.
Addressing feasibility of such schemes motivates the
search for a better understanding of the description of
cooling effects in open system dynamics, in particular
as described below, with classical noise. Cooling setups
consist of a small target object (e.g., a mechanical res-
onator) and an ancillary system (e.g., a qubit) as the
entire system which is embedded in a quantum environ-
ment. The three entities seem to be equally crucial in
a cooling process. The dynamics of the entire system
is supposed to be governed by the conventional quantum
Markovianmaster equation [33]. Recently it was interest-
ingly shown that fully quantum-mechanical models under
the Born-Markov approximation may be mapped some-
times to a quantum system under classical noise [34]. On
the one hand, this inspires the question about whether
the Born-Markov approximation generically allows an ar-
bitrary full quantum bath to be equivalent to some cor-
responding classical noise. If so, can the entire system be
cooled by the equivalent classical noise via the quantum
Markovian master equation? On the other hand, is it
possible that this specific classical-quantum equivalence
is fake due to the Born-Markov approximation? These
issues are too difficult to be solved in generality with
any known analytical and numerical techniques. There-
fore, setting up strict quantum bounds is absolutely nec-
essary in studying cooling problems. An example is the
recently proposed “counterintuitive” protocols as cooling
by heating [35, 36] with the help of “incoherent thermal
2quantum noise” from a high-temperature bath, where we
know ”quantum noise” could be equivalent to a corre-
sponding classical noise as long as the Born-Markov ap-
proximation is used. In Ref. [35], the authors consider
an ancillary system of two optical modes coupled to a
mechanical degree of freedom and find the mechanical
oscillator can be cooled down to an extent by heating
one of the optical modes i.e., increasing its thermal state
population. It is thus interesting to consider the con-
straints on the types of processes that can be realized
under restricted operations such as evolution under clas-
sical noise, and to unambiguously identify the origin of
such counter-intuitive effects.
Interestingly, it has been recently proved that exact
ground state cooling is forbidden when one assumes fac-
torization of the initial state of the system from the
bath state [37]. This is remarkable since initial system-
bath product state factorization is a common condition
adopted in the derivation of master equations or Kraus
operator representations describing open system dynam-
ics [6, 38]. Here we ask the less stringent question of
whether approximate cooling — understood as increas-
ing the ground state population — can be achieved un-
der such system-bath factorization. We consider the case
of coupling the system to classical environmental noise
which can be thought of as stochastically affecting the
control parameters of the system Hamiltonian. We find
that under such conditions, even approximate cooling is
impossible.
II. NO-GO THEOREM FOR COOLING AN
OPEN SYSTEM UNDER CLASSICAL NOISE
Classical noise [39, 40] corresponds to a special form of
the system-environment interaction Hamiltonian HI =∑
j AjBj , where Aj ’s are Hermitian operators in the
Hilbert space of the system and Bj ’s are environmental
operators, when it can be semi-classically approximated
byHI =
∑
j Aj〈Bj〉, where the 〈Bj〉’s are now c-numbers
(instead of operators) determined by the random states
of the environment, time-independent or time-dependent.
This yields a stochastic Hamiltonian acting on the sys-
tem, Hλ = H0(t) + HI(λ) [41], where the system bare
Hamiltonian H0(t) is in general time-dependent which
might take into account the general possibility of con-
trol via external parameters, and λ ≡ {〈Bj〉} represents
a random parameter characterizing a particular realiza-
tion of the system evolution.
The system evolution determined by Hλ correspond-
ing to a particular realization of the stochastic environ-
mental parameters is unitary, ρi 7→ K(λ)ρiK(λ)†, where
K(λ) = Kt≥0(λ) is defined as a propagator T e−i
∫
t
0
dsHλ
with ~ ≡ 1. Here the time-ordering symbol T accommo-
dates the general situations, in which Hλ can be time-
dependent. A particular evolution given above is not
enough to obtain the real evolution of the open system
under noise. The configuration of environmental vari-
ables is in general unknown and may be assumed to be
described by a probability distribution |pλ|2. The final
(evolved) state of the system must be the average over
all possible unitary evolutions of the type just described
and therefore
ρf =
∑
λ
|pλ|2K(λ)ρiK(λ)†, (1)
with
∑
λ |pλ|2 = 1. This is a general expression inde-
pendent of the details of the system Hamiltonian H0(t).
The above equation is a special case of the Kraus oper-
ator representation of open system dynamics, which we
briefly recap in appendix A.
With this definition, we introduce the following no-go
theorem:
Theorem 1. For any quantum operation process describ-
ing uncertainty-induced decoherence defined by Eq. (1),
the system can not be completely transferred into a pure
state unless it is prepared as one initially.
Proof. Without loss of generality, both initial and fi-
nal states ρi and ρf can always be written in their re-
spective diagonal forms as P = diag[P1, P2, · · · ] and
Q = diag[Q1, Q2, · · · ], respectively. In other words, sup-
pose ρi = W
†PW and ρf = V
†QV , where W and V
are unitary operators that diagonalize the initial and fi-
nal states of the system, respectively, then one can re-
define K(λ) as V K(λ)W †. Equation (1) can be rewrit-
ten as Qm =
∑
λ,n |pλ|2|Kmn(λ)|2Pn. Throughout this
work, we consider the eigenstate populations to be or-
dered in decreasing order: 1 ≥ P1 ≥ P2 ≥ P3 · · · , and
1 ≥ Q1 ≥ Q2 ≥ Q3 · · · . Using this as well as the normal-
ization conditions
∑
n |Kmn(λ)|2 = 1 and
∑
λ |pλ|2 = 1,
the following inequality holds,
Qm ≤ P1
∑
λ,n
|pλ|2|Kmn(λ)|2 = P1, (2)
which implies, in particular, that Q1 ≤ P1, i.e., the max-
imally occupied eigenstate of the final state cannot have
a larger population than that of the corresponding initial
state. So if P1 < 1 for a mixed initial state, then Q1 < 1
and ρf can not be a pure state.
At a microscopic level, the strong notion of cooling cor-
responds to demanding that the population of the ground
state increases during the cooling process. In particular,
this is in strict agreement with the phenomenology of
cooling when both the initial and final states are Gibbs-
ensemble equilibrium states. Ideal cooling is attained
when the final state is the ground state of the system
|0〉〈0|. Theorem 1 shows that cooling even in an ap-
proximate sense, i.e., increasing the population of the
ground state by an arbitrarily small amount is impossi-
ble under solely classical decoherence with the implicit
constraint of initial system-environment factorization.
In order to turn this microscopic picture into a macro-
scopic one, consider the initial and final states to be ther-
mal Gibbs states at two respective temperatures Ti and
3Tf . It is simplest to consider a two level system, although
the same arguments hold for a system with many energy
levels. For such a system, the initial and final tempera-
tures are given by
Ti =
ωi
κB
ln
P1
1− P1 , Tf =
ωf
κB
ln
Q1
1−Q1 , (3)
where the initial and final energy spacings of the sys-
tem are ωi,f , and the initial and final populations of the
ground state are P1 and Q1, respectively. Since Q1 ≤ P1
due to our no-go theorem, Tf ≤ ωiωf Ti. Hence to surely
cool the system, one must impose ωf > ωi which can only
be achieved by doing work on the system resulting in the
changing of the spectral properties of the system. How-
ever, we are here considering the conventional approach
to cooling (in particular to the ground state of) a Hamil-
tonian which is the same at the initial and final instants.
So we have that ωf = ωi and in terms of temperature
one obtains Tf ≥ Ti, i.e., the temperature of the system
cannot be reduced.
Classical noise is expected to be the most common
source of disturbance in many open quantum systems,
such as telegraph noise in ion traps [42] or 1/f noise in
solid systems [43]. We note that the specific (implicit)
time-dependence of Kraus operators in Eq. (1) depends
on the statistical features of the classical noise for the
system. When the noise correlation function at different
times is proportional to the δ-function, the dynamics of
the density matrix is equivalent to that described by the
conventional Lindblad master equation. In literatures,
this corresponds to white noise or Markovian noise. Oth-
erwise, the noise is colored or non-Markovian. We em-
phasize here that independently of these characteristics,
classical noise is always characterised by a group of uni-
tary transformation K(λ)’s and our discussion holds in
general.
III. CONSEQUENCES OF THE NO-GO
THEOREM
The classical noisy Hamiltonian is realised by adding
stochastic processes to the system’s Hamiltonian. It is
meaningful in various physical situations, where ambient
noise is assumed to be additive under a certain proba-
bility distribution. The final state or dynamics of the
system is then obtained by an ensemble average of the
form (1). For instance, it is sufficient to treat the hyper-
fine interaction between the electron spin and environ-
mental nuclear spin as a classical entity which describes
the inhomogeneous broadening process of the electron
spin confined in a quantum dot [44]. We explicitly il-
lustrate the general result (Theorem 1) through three
concrete examples of the action of classical noise on pop-
ularly studied systems in quantum control theory.
A. A single two-level system
Suppose the evolution of a two-level atomic system,
initially in the state diag([P1, P2]) (assuming P1 ≥ P2
without loss of generality), can be described by the Kraus
representation
ρ˜f =
N∑
k=1
λkEkρiE
†
k, Ek =
(
cos θk i sin θk
i sin θk cos θk
)
(4)
where λk ≥ 0,
∑N
k=1 λk = 1 and θk represents the k-th
realization of stochastic disturbance. Ek describes a gen-
eral and random unitary transformation characterized by
θk for arbitrary two-level systems. Physically, this ran-
dom channel can describe an electron spin interacting
with a magnetic field subject to small stochastic fluctua-
tions along the z- and x-directions. One can keep in mind
that Eq. (4) is a particular realization of Eq. (1), so that
here θk and λk correspond to λ and |pλ|2, respectively.
The diagonal representation of the final state ρ˜f is given
by the populations Q1 and Q2 which can be expressed
by (1±X)/2, where X can be measured by the auxiliary
quantity Y ≡ X2/(2P1 − 1)2 below. We have
Y =
(
N∑
k=1
λk cos 2θk
)2
+
(
N∑
k=1
λk sin 2θk
)2
≤
N∑
k=1
λ2k
(
N∑
k=1
cos2 2θk +
N∑
k=1
sin2 2θk
)
= N
N∑
k=1
λ2k.
According to the condition of Cauchy−Schwarz inequal-
ity, the maximal value of Y is attained iff λk/ cos 2θk = c1
and simultaneously λk/ sin 2θk = c2, where c1 and c2 are
constant numbers independent of k. In this case, λk must
be taken as 1/N , which is independent on k, in order
for Y as well as X and Q1 or Q2 to achieve the maxi-
mum value. Then we have found max{Y } = 1. So that
X ≤ 2P1 − 1, and Q1, Q2 ≤ P1 as advertised.
B. A mechanical resonator (MR)
Consider a doubly-clamped mechanical resonator em-
bedded in a flux-qubit circuit (serving as an auxiliary
qubit), which is composed of superconducting loops with
Josephson junctions [45, 46]. An in-plane magnetic field
B induces qubit-MR coupling via a Lorentz force. Upon
tuning the tunneling amplitude ∆ between the two per-
sistent current states | ↓〉 and | ↑〉 to be near resonant
with the qubit-MR frequency ωm, but much larger than
the qubit-MR coupling constant g, it is proper to approx-
imate the Hamiltonian as H = ωma
†a+∆σz/2+g(aσ++
a†a−). Here the σz,+,− are the Pauli operators in the new
basis of ground and excited states, |g/e〉 ≡ (| ↓〉 − /+ | ↑
〉)/√2. The Hamiltonian can therefore be diagonalized
intoH = −∆/2|0, g〉〈0, g|+∑n,s=± ǫsn|ns〉〈ns|, where the
dressed eigenstates are |0g〉 and |n+〉 = cosαn|n−1, e〉+
4sinαn|n, g〉, and |n−〉 = sinαn|n − 1, e〉 − cosαn|n, g〉,
with n ≥ 1. Here tan 2αn = 2g
√
n/(∆ − ωm). The MR
system is assumed to be under the influence of a classical
noisy Hamiltonian HI(λk) = θka
†a induced by the ran-
dom pressure from the phonons of mechanical oscillator.
Thus, from a diagonal state ρi = ρ
⊕
n
ni , the final state can
be obtained by ρ˜f = ρ˜
⊕
n
nf , which is in a block-diagonal
formation. For n = 0, ρ˜0f = ρ˜0i. When n ≥ 1,
ρ˜nf =
N∑
k=1
λkEk,nρniE
†
k,n, (5)
where the four elements of each 2× 2 blocks Ek,n are
E11k,n = e
−iθk(n−1)(cos2 αn + e
−iθk sin2 αn),
E12k,n = e
−iθk(n−1)(1− e−iθk) cos2 αn sin2 αn,
E21k,n = E
12
k,n,
E22k,n = e
−iθk(n−1)(sin2 αn + e
−iθk cos2 αn). (6)
Suppose in each 2 × 2 block of ρi, P1n ≥ P2n and
P1n + P2n = Pn, ρ˜0i +
∑
n≥1 Pn = 1. After a straight-
forward derivation, the two populations Q1n and Q2n in
the n-th block of ρf are evaluated as (Pn ±Xn)/2. The
auxiliary quantity Yn ≡ X2n/(P1n − P2n)2 that measures
the difference between Q1n and Q2n is found to be
Yn =
3∑
j=1
(
N∑
k=1
λkµ
(j)
kn
)2
≤
(
N∑
k=1
λ2k
)
3∑
j=1
N∑
k=1
(
µ
(j)
kn
)2
,
where µ
(1)
kn ≡ (1 − cos θk) sin 4αn, µ(2)kn ≡ sin θk sin 2αn,
and µ
(3)
kn ≡ 1 − 2 sin2 θk2 sin2 2αn. Due to the fact that∑3
j=1(µ
(j)
kn )
2 = 1 and the Cauchy−Schwarz inequality,
Yn as well as Xn and Q1n or Q2n achieves the maximum
value also iff λk = 1/N . So that |Q1n−Q2n| ≤ |P1n−P2n|
and then Q1n, Q2n ≤ P1n.
C. A three-level system
Consider the stimulated Raman adiabatic passage
(STIRAP) [47] in a three-level atomic system, which
targets the perfect population transition between |0〉
and |2〉 without disturbing the quasistable state |1〉.
The system can be adiabatically evolved from |0〉 to
− sin θ|2〉+cos θ|0〉 under a time evolution operator with
two parameters [48] as,
U(θ, α) =

 cos θ cosα cos θ sinα − sin θ− sinα cosα 0
sin θ cosα sin θ sinα cos θ

 .
Physically, this is a standard time-evolution operator
used to inversely engineer the STIRAP process. Classi-
cal noise would fluctuate the parameters in U(θ, α). One
can then let θ → θk or α → αk, meaning the parame-
ters are no longer stable but fluctuate due to noise, and
then random unitary transformation Ek = U(θk, α) or
Ek = U(θ, αk) is applied to analysis the effect from two
types of classical noise channels on the system.
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FIG. 1. Numerical comparison of the final and initial ground
state populations Q1 vs. P1 for a three-level system subject to
noisy stimulated adiabatic passage. Considered are randomly
generated initial states, noise distributions λk’s, and classical
noise affecting the parameter θ (circles, with α fixed as cosα =√
1/3) and α (squares, with θ fixed as cos θ =
√
7/10).
Substituting the Kraus operator Ek into Eq. (4), we
calculate ρ˜f by random chosen probability λk and then
obtain the diagonalized form of ρf . In Fig. 1, we compare
the numerical results of 200 random generated P1 and
the correspondingQ1 obtained in different configurations
of classical noise. Each Q1 is ensemble averaged with
N = 100 noisy time-evolution operators Ek [see Eq. (4)].
We can see for both θ and α, classical noise prevents Q1
from exceeding P1. For P1 . 0.5, certain realization of
noise allow Q1 to be equal to P1. On the other hand,
for P1 & 0.5, the difference between Q1 − P1 roughly
increases with P1.
IV. EXTENSION TO QUANTUM CHANNELS
Our theory on classical noise can be extended to cer-
tain channels of quantum systems. One can provide a
sufficient condition on the general Kraus representation
of the action of noise for even approximate cooling to
be impossible. Let Qˆ =
∑
λ EλPˆE
†
λ, where Pˆ and Qˆ
indicate the diagonalized ρi and ρf , respectively. The
individual populations therefore satisfy
Qm = 〈m|Qˆ|m〉 =
∑
λ,n
〈m|Eλ|n〉〈n|Pˆ |n〉〈n|E†λ|m〉
=
∑
λ,n
|〈m|Eλ|n〉|2Pn ≤ P1
∑
λ,n
|〈m|Eλ|n〉|2, (7)
where Pn = 〈n|Pˆ |n〉. Now, we notice that if for arbitrary
m,
∑
λ,n |〈m|Eλ|n〉|2 ≤ 1, then Qm ≤ P1, which yields
the claimed result Q1 ≤ P1. As an illustration for a two-
level system, see the following list of Kraus operators
5that satisfy the normalization condition
∑
λE
†
λEλ = 1
and are commonly used in the theory of error-correction.
The first example is the bit flip channel flips the state of
a qubit from |0〉 to |1〉 (and vice versa) with probability
1− p. It has operation elements:
E1 =
( √
p 0
0
√
p
)
, E2 =
(
0
√
1− p√
1− p 0
)
.
The second one is the phase flip channel with operation
elements
E1 =
( √
p 0
0
√
p
)
, E2 =
( √
1− p 0
0 −√1− p
)
.
The third one, the bit-phase flip channel is characterized
by
E1 =
( √
p 0
0
√
p
)
, E2 =
(
0 −i√1− p
i
√
1− p 0
)
.
The fourth one is the depolarizing channel, which is an
important type of quantum noise. To lead the qubit to
be depolarized with probability p, the Kraus operation
elements are chosen as E1 =
√
1− 3p/4I, E2 = √pσx/2,
E3 =
√
pσy/2, and E4 =
√
pσz/2, where I and σ’s are
identity operator and Pauli operators, respectively. For
all of the above quantum operations, one can check that∑
λ,n |〈m|Eλ|n〉|2 = 1 for either m = 1 or m = 2, so that
Q1 = P1, which means no cooling can take place.
V. DISCUSSION AND CONCLUSION
One could hope that cooling might be realized with
minimal resources, such as under the influence of classi-
cal noise. Here, we have shown that even approximate
cooling to the ground state is impossible under such con-
ditions assuming no work is done on the system. This
may be viewed as a fundamental limitation in the the-
ory of open system dynamics. In principle it means that
cooling methods described in a standard way, using ini-
tial system-environment state factorization, must include
quantum noise (a finite-temperature quantum environ-
ment) and/or feedback mechanisms based on relevant
measurements allowing extraction of information from
the system. These protocols cannot be generally de-
scribed in terms of the random channel (1). For example,
the dynamics induced by projective measurements is gen-
erated by a non-Hermitian operator [4, 5]. It is notewor-
thy to state here that our result is independent of system
dimension, as illustrated by the examples presented. As
a direct application, our no-go theorem implies, e.g., that
the exciton energy transfer in light-harvesting complexes
at room temperature [49] is assisted by non-classicality
of the molecular vibrations. The discussion of whether
or not this process bears quantum features was an inter-
esting problem brought up in the Ref. [49] and was found
to be a non-trivial problem to resolve.
We believe that it is important to understand con-
straints on cooling mechanisms under various types
of system-environment couplings. We mention here
that not all systems can even be cooled quantum-
mechanically. In fact the cooling rate and the lowest
achievable steady temperatures for optomechanical sys-
tem [2] and micromechanical system [50] are determined
by the resonator’s quantum fluctuations (photon shot
noise). In certain regime when the frequency of the me-
chanical system is smaller than the decay rate of the
cavity, the cooling might fail even with asymmetry in
the noise spectrum. We recall that spectral asymme-
try – which means that excitation and dexcitation of the
system via the environment are inequivalent processes –
is the usual condition required to achieve cooling of a
quantum system. Similarly, the ground-state cooling is
impossible for initial phonon numbers larger than me-
chanical quality factor. Experimentally [50], as the cool-
ing laser power is increased, it is shown that the system
will arrive at the quantum backaction limit, with equal
sideband heights as the mechanical resonator comes into
equilibrium with the optical bath.
Finally, we note that our results offer a different per-
spective to that provided by existing specific limitations
on cooling protocols, such as the recently shown limita-
tion on the amount of steady state entanglement that can
be generated when subjecting the system only to local
dissipation [51]. The latter limitation means that sys-
tems with sufficiently entangled states cannot be cooled
to the ground state under local dissipative processes.
Appendix A: Kraus representation emerging in the
open quantum system dynamics
The time evolution of an open quantum system plus
its environment is governed by some joint unitary prop-
agator U(t), which describes the evolution of the joint
density matrix ρ(0) from time t = 0 to time t, i.e.,
ρ(t) = U(t)ρ(0)U †(t). The reduced dynamics of the sys-
tem is commonly described in terms of a master equa-
tion, or equivalently is mathematically described as a
quantum channel which technically is a completely pos-
itive trace preserving map. The reduced density ma-
trix describing the system can be represented by ρf =∑
k〈ek|Uρ(0)U †|ek〉, where |ek〉 is an orthonormal basis
for the environment. It is convenient to choose the envi-
ronmental basis to be the one that diagonalizes the state
of the environment at t = 0, ρB(0) = ǫl|el〉〈el|. In gen-
eral, assumption of initial independence of system and
environment, i.e., the factorized form ρ(0) = ρi ⊗ ρB(0),
is necessary for the derivation of the master equation
(or quantum channel) describing the dynamics. Un-
der this condition a sum-up representation of the open
system evolution can always be expressed in the form
ρf =
∑
kl ǫlEklρiE
†
kl, where Ekl ≡ 〈ek|U(t)|el〉’s are so-
called Kraus operators which satisfy the normalization
condition
∑
kl ǫlE
†
klEkl = 1.
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