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Abstract
We give the general form of the vertex corresponding to the interaction
of an arbitrary number of strings. The technique employed relies on the
“comma” representation of String Field Theory where string fields and
interactions are represented as matrices and operations between them such
as multiplication and trace. The general formulation presented here shows
that the interaction vertex of N strings, for any arbitrary N, is given as
a function of particular combinations of matrices corresponding to the
change of representation between the full string and the half string degrees
of freedom.
January 1993
1Also at IFIC, Centro Mixto Universitat de Valencia-CSIC. Spain.
2Also at Mathematical Institute, 24-29, St. Giles, Oxford, OX1 3LB, U.K.
1 INTRODUCTION
String Field Theory has provided a consistent picture for the treatment of Open
Strings [1]. Recently some advances have been made in the formulation of a
Field Theory for Closed Strings [2]. This is welcomed from a phenomenological
point of view since closed strings appear to give a suitable picture of string
physics at low energy. A complete understanding of low energy string physics
seems to require the treatment of strings in this framework.
The Closed String Field Theory (CSFT) proposed in [2] has the particularity
of requiring a non-polynomial action in which at every step one has to include
a term in the action corresponding to the interaction of an arbitrary number of
strings over a world sheet given by the so-called restricted polyhedra. The edges
of these polyhedra play the role of the modular parameters and one restricts
the region of integration over these in a prescribed way. In the theory, the
interaction terms are interpreted as the overlapping of closed strings in a way
which resembles the original theory for open strings due to Witten [1]. On
the other hand there is the suggestion in [3] that the overlapping of closed
strings can be formulated, using the property of reparametrization invariance
of the string amplitudes, as the overlapping of standard string segments which,
following the example of the open strings, can be considered as half-strings.
In turn, one interprets the string functionals as matrices and the interaction
between strings as the product and trace of these matrices. This feature shows
that, even in the case of closed strings, the half-string picture is relevant in the
construction of the string interaction. However, the formulation from a Fock
space approach seems to be a formidable task since in the absence of a compact
formulation one should calculate separately every term in the action.
Hence, our main motivation comes from the fact that, following [3], the N -
faced polyhedra describing the interaction of N strings at the level of the action,
can be written as a reparametrization of the vertex in a contact interaction.
Thus, as a first step, one finds useful to work out the contact interaction vertex
for an arbitrary number of strings.
The purpose of this work is then the study of the N–strings contact interac-
tion in a general form. This will form the base of a compact formulation of the
closed string vertex in the non-polynomial theory. We perform the calculation
for open strings since their formulation at the level of Fock space is firmly set-
tled. On the other hand, they share many of the peculiarities of the operator
formulation for closed strings [4]. The results obtained here are very similar
–from the technical point of view– to those for the closed string so they can be
adapted, with minor modifications, to the latter.
Related to this point, we will see that, apart from the fact that half-strings
play a conceptual role in the formulation of closed string interactions, linking
the CSFT [2] with the approach described in [3], they reveal as a useful technical
tool for the treatment of string amplitudes, both for open and closed strings.
In the theory of Witten [1] for string fields the interaction between strings
is defined by a ⋆ (product) and
∫
(integration) which are defined through the
joining of half strings. In particular, the interaction between two strings to give
1
a third one is defined from the ⋆ as:
(ψ ∗ φ)[x] =
∫
Dyψ[xL;y]φ[y;xR], (1.1)
where ψ represents the string fields. The interaction takes place through the
joining of half strings.The operation of integration, which allows us to obtain
invariant quantities, is defined as:∫
ψ =
∫
Dxψ[x;x]. (1.2)
Therefore the fundamental degree of freedom from the interaction point of view
is the half string. It is then justified to adopt an approach in which the half
string plays explicitly an important role. We will base our formalism in the
“comma” representation of string field theory developed in [5].
In the “comma” formulation, we single out the midpoint and represent string
fields as matrices. The string is divided into left and right parts which play the
role of row and column indices of those matrices. Interaction takes place simply
by multiplying (product (1.1)) and taking the trace (integration (1.2)) over the
matrices. The advantage of this approach is that one can handle in a compact
form the N string contact interaction for any arbitrary N . In fact, the vertex
for N strings is simply given by:
VN =
∫
dx(pi
2
) Tr[A1.A2 . . . AN ], (1.3)
where Ai are the matrices representing the string states.
We must point out that the former equation does not give the tree level
N -string interaction, but only the contact term. In order to get the tree level
amplitude one could consider the reparametrization approach as described in
[3] to get the correct moduli space of parameters. This however, is beyond the
scope of this paper, although work in this direction is under way in order to
find a formulation suitable for the non-polynomial CSFT.
To finish the introduction some comments are necessary about the ghost
degrees of freedom. It is known that in Witten’s theory, the violation of ghost
number at the vertices and the ghost number of physical states fixes the value of
N . In this sense, the vertex (1.3) vanishes unless N = 3. This is of no relevance
to us since our purpose is just the calculation of the N string interaction vertex
in order to get some insight of the structure of the terms in the theories of [2].
Hence in the following we will ignore the ghosts degrees of freedom, although
they certainly could be treated with the techniques presented here [6].
The plan of the paper is as follows. In section 1 we present the formulation
of the half string degrees of freedom (“comma” representation). In section 2
we discuss the construction of the string physical states, therefore settling the
basis for the calculation of theN strings vertex. This calculation is performed in
section 3. In section 4 we find the Fourier coefficients of the Neumann functions
for the appropriated geometry of the vertex. Comparison with particular cases
worked out previously is also given. Finally we summarize our results in the
conclusions.
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2 STRING AND “COMMA” COORDINATES
The first task we must face is the expression of the elements of string field the-
ory, namely the fields and the interactions between them, in terms of matrices
and operations such as trace and multiplication (1.3). To this end one has to
introduce the degrees of freedom referring to the left and right halves of the
string. Following our previous work [5] we define the functions:
χ(1)(σ, τ) = x(σ, τ) − x(pi
2
, τ),
χ(2)(σ, τ) = x(π − σ, τ)− x(pi
2
, τ),
σ ∈ [0, pi
2
], (2.4)
where x(σ, τ) are the string coordinates (space-time indices will be suppressed
throughout). From their definition, it is clear that χ(1) and χ(2) are related to
the left and right parts of the string respectively, (henceforth we will call them
“comma” coordinates).
The boundary conditions as well as the constraint implied in the change of
representation (see [5] for details) imply the Fourier expansion of the “comma”
functions in terms of odd cosine modes with the explicit form:
χ(r)(σ, τ) =
√
2
∑
n≥1
χ(r)n (τ) cos(2n− 1)σ where r = 1, 2; σ ∈ [0, pi2 ]. (2.5)
The inverse relations are obtained by integration over one period:
χ(r)n (τ) =
2
√
2
π
∫ π/2
0
dσ χ(r)(σ, τ) cos(2n− 1)σ where r = 1, 2. (2.6)
Our purpose now is to find the relation between the “comma” modes and
the conventional string ones. This will allow us to represent the physical states
in terms of the “comma” degrees of freedom.
From definitions (2.4) and (2.6), using the standard open string mode ex-
pansion:
x(σ, τ) = x0 + pτ + i
∑
n 6=0
αn
n
e−inτ cosnσ, (2.7)
one arrives at the relation:
χ(r)n (τ) =
∑
m6=0
χ(r)n,me
−imτ ,
where the χ
(r)
n,m are time-independent coefficients given in terms of string oscil-
lator modes by:
χ
(r)
n,2m = −
√
2
(−)n+m
π
(
1
2m+ 2n− 1 −
1
2m− (2n− 1) −
2
2n− 1
)
iα2m
2m
,
χ
(r)
n,2m−1 = 0,
3
for n 6= m,−m and
χ(r)n,n =
(−)r+1√
2
iα2n−1
2n− 1 ,
χ
(r)
n,−n =
(−)r√
2
iα−(2n−1)
2n− 1 . (2.8)
Since we will mainly deal with string fields, namely string wave functionals,
we are only interested in the relations at fixed τ . Fixing τ = 0 in (2.8) we end
up with a relation between the “comma” and the string oscillator modes, the
latter defined according to:
xm =
i√
2m
(αm − α−m),
to give:
χ(r)n = (−)r+1x2n−1 +
∑
m≥1
(
2m
2n− 1
)1/2
[(M1)m,n + (M2)m,n]x2m; r = 1, 2,
(2.9)
where the matrices M1 and M2 are:
(M1)n,m =
2
π
(
2n
2m− 1
)1/2 (−)n+m
2n− (2m− 1) ,
(M2)n,m =
2
π
(
2n
2m− 1
)1/2 (−)n+m
2n+ 2m− 1 . (2.10)
It has been shown that the transformation (2.9) is non-singular [5], the
inverse relation can be obtained from (2.6) to give:
x2n−1 =
1
2
(
χ(1)n − χ(2)n
)
x2n =
1
2
∑
m≥1
(
2m− 1
2n
)1/2
[(M1)m,n − (M2)m,n]
(
χ(1)m + χ
(2)
m
)
.(2.11)
In the decomposition of the string into left and right halves (2.4), we have
singled out the midpoint coordinate. Therefore to complete the picture we need
its expression in string coordinates which, at τ = 0, reads:
x(pi
2
) = x0 +
√
2
∑
n≥1
(−)nx2n,
conversely, the center of mass in the “comma” representation is (again we take
τ = 0):
x0 = x(
pi
2
)−
√
2
π
∑
r=1,2
n≥1
(−)n
2n− 1χ
(r)
n .
These two relations together with the oscillator mode relations (2.9, 2.11)
complete the equivalence between the string oscillator modes {xn}∞n=0 and the
position degrees of freedom describing the “comma” representation, which, in
the transformation we have defined, are equivalent to the midpoint and the
“comma” oscillator modes, i.e., {χ(r)n ;x(pi2 )} where r = 1, 2 and n = 1, . . . ,∞.
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2.1 Conjugate Momentum
For our purpose, we merely need the relations between the “comma” and string
conjugate momenta, we can define the quantized momentum conjugate to χ
(r)
n
and x(pi
2
) in the usual way:
P(r)n = −i
∂
∂χ
(r)
n
, P = −i ∂
∂x(pi
2
)
.
Thus, using (2.9) and applying the chain rule, one can find the relation with
the conventional string momenta (pm). In summary, they are given by:
P(r)n =
1
2
p2n−1 +
1
2
∑
m≥1
(
2n − 1
2m
)1/2
[(M1)m,n + (M2)m,n] p2m −
√
2
π
(−)n
2n − 1p0,
P = p0.
Also, the inverse relations read:
p2n−1 = P(1)n − P(2)n (2.12)
p2n =
∑
m≥1
(
2n
2m− 1
)1/2
[(M1)n,m + (M2)n,m]
(
P(1)m + P(2)m
)
+
+
√
2(−)nP.
Upon quantization, the commutation relations for the “comma” coordinates
and momenta are the usual ones corresponding to a discrete set of conjugate
variables, namely:
[χ(r)n ,P(s)m ] = i δrsδmn,[
x(pi
2
),P] = i,
as can be explicitly checked from the previous relations.
From the one to one correspondence between the “comma” and the string
degrees of freedom as we have established in (2.9)-(2.13), we see that the iden-
tification
H = HM ⊗H1 ⊗H2,
is needed where H stands for the string space, Hr are two copies of the half-
string spaces and HM describes the midpoint. The over bar in the former
expression stands for the completion of spaces, we need to take this completion
in order to ensure a Hilbert space structure in both terms.
3 OPERATORAPPROACH TO THE COMMAREP-
RESENTATION
For practical purposes it is convenient to develop a formulation based on cre-
ation and annihilation operators and express the elements of the theory in terms
of the tensor product of two copies of the Fock space representing the states of
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each half-string. This will allow us to overcome the ambiguities in the definition
of the functional integral appearing in the product (1.1) and integration (1.2),
since one ends up with a representation in which the states are just infinite
matrices and the above-mentioned operations become products and traces of
matrices respectively.
In order to construct the Fock space of the “comma” states, let us define
the creation and annihilation operators for the “comma” modes in the usual
way:
b(r)n =
−i√
2
(
2n − 1
2
)1/2 {
χ(r)n + i
2
2n − 1P
(r)
n
}
,
b(r)†n =
i√
2
(
2n − 1
2
)1/2 {
χ(r)n − i
2
2n − 1P
(r)
n
}
,
(n ≥ 1).
The degrees of freedom relative to the midpoint, namely x(pi
2
) and P; only
appear in the Fock space states in the form of a plane wave. We can use directly
those variables to generate the midpoint Hilbert space.
The meaning of the operators b
(r)†
n is clear: acting on the “comma” vacuum
state |0〉r, creates a “comma” oscillator mode of half integral frequency (n− 12),
these vacua fulfill the relation b
(r)
n |0〉r = 0, n = 1, . . . ,∞.
Repeated action of b
(r)†
n on the vacuum gives the Fock space states corre-
sponding to each half-string (Hr). Hence, the complete space on which the
“comma” states live is given by the tensor product H = H1 ⊗H2 ⊗ HM after
folding in the piece corresponding to the midpoint motion (HM ).
Following similar steps as in the preceding section, we can find the relation
between the “comma” creation and annihilation operators and the conventional
ones. Using equations (2.9, 2.12) we find:
b(r)n =
√
2
π
(−)(n−1)
(2n − 1)3/2 p0 +
1√
2
(−)r+1a2n−1 +
∞∑
m=1
[
(M1)m,na2m − (M2)m,na†2m
]
,
(3.13)
and the corresponding relation for b
(r)†
n by changing an ⇀↽ a
†
n.
Again, the inverse relations are given by:
a2n−1 = b(−)n ,
a2n =
(−)n√
2n
P +
∑
m≥1
[
(M1)n,mb
(+)
m − (M2)n,mb(+)†m
]
.
(3.14)
We have defined the combinations b
(±)
m =
1√
2
(
b
(1)
m ± b(2)m
)
–the ones correspond-
ing to the creation operators b
(r)†
m are defined in an analogous fashion–. Finally
the relation for a†n is accordingly obtained.
With relations (3.13, 3.14) in hand, we are able to obtain the string states
in terms of the tensor product of “comma” Fock space states; in particular we
find that they belong to the completion of the space H defined above.
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3.1 String States in the “Comma” Representation
It was already mentioned that string states, as gauge invariant states and eigen-
states of the string Hamiltonian [7], are defined from the conventional string
creation and annihilation operators. In the following we use this definition and
the relation with the “comma” modes (3.14) to write them in the “comma”
representation.
First of all we shall start with the string vacuum which, in the string repre-
sentation, is defined through the relations an|0〉 = 0 ∀n. Then in view of rela-
tions (3.14) we can express the vacuum state as an exponential of a quadratic
form in creation operators b
(r)†
n acting on the tensor product |0〉1|0〉2. Notice
that an=odd|0〉 = b(−)n |0〉 = 0, so only the combination b(+)
†
n appears in the ex-
ponential. Under this conditions the vacuum takes on a generic form similar to
the BCS vacuum involving only the b
(+)†
n operators, namely:
‖0〉 = exp
(
−1
2
b(+)†n φn,mb
(+)†
m
)
|0〉1|0〉2, (3.15)
and the matrix φ is determined by acting with an=even. One finds:
φ = M−11 M2,
Using the properties of the coefficients given in the appendix, and noticing
that in the particular case p = 2 they are related to the combinatorial numbers(
−1/2
n
)
, one arrives at the following expression for the elements of the matrix
φ:
φn,m = (2n− 1)1/2(2m− 1)1/2 1
2(n +m− 1)
(
−1/2
n− 1
)(
−1/2
m− 1
)
. (3.16)
The tachyon state is immediately obtained just by inserting the plane wave
of momentum p corresponding to the center of mass motion. Since the center
of mass operator is expressible in terms of creation and annihilation operators
as:
x0 = x(
pi
2
)− i
√
2
π
∑
n≥1
(−)n
(2n − 1)3/2 (b
(+)
n − b(+)†n ),
one gets the tachyon in the “comma” representation:
‖T 〉 = eipx(pi2 ) exp
[
−1
2
p2~kT (I + φ)~k − p~kT (I + φ)~b(+)†
]
exp
(
−1
2
~b(+)†φ~b(+)†
)
|0〉1|0〉2. (3.17)
The vector ~k is given by kn =
2
π
(−)n
(2n−1)3/2 and the operators b
(−)†
n , b
(+)†
n are given
above as a combination of the “comma” annihilation operators. As we can
see, the momentum insertion unfolds into two pieces, the first one giving the
midpoint motion, the second relating the two halves of the string.
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3.2 String States
In the usual string picture, higher states are obtained by the action on (3.17)
of the creation operators a†n (since [a†n, x0] = 0 there is no ambiguity in this
construction).
To get the general setting it is useful to work out the coherent state bases
of the string states defined by:
‖~λ,~λ′; p) = eipx0‖~λ,~λ′) =
= eipx0 exp
( ∞∑
n=1
(λ′na
†
2n + λna
†
2n−1)
)
‖0〉, (3.18)
in the “comma” representation. By taking the appropriate derivatives of these
states, one can obtain string states with any occupation numbers. In general,
for the string state with occupation numbers {ni}∞i=1 one has:
‖{ni}∞i=1〉 =
∞∏
i=1
1√
ni!
(a†i )
ni‖0〉 =
=
∞∏
i=1
1√
ni!
∂n2i−1
∂λ
n2i−1
i
∂n2i
∂λ′n2ii
‖~λ,~λ′). (3.19)
These states are written in the “comma” representation making the appro-
priate substitution of the string oscillator creation operators in terms of the
“comma” ones (3.14). Moving the annihilation operators to the right, one is
left with the following expression for the coherent string state:
‖~λ,~λ′; p) = C(p,~λ′)eipx(pi2 ) exp
(
~λT~b(−)† + ~ρT~b(+)† − 1
2
~b(+)†φ~b(+)†
)
|0〉1|0〉2,
(3.20)
where:
C(p,~λ′) = exp
(
−1
2
p2~kT (I + φ)~k +
1
2
~λ′T (MT1 )
−1MT2 ~λ
′ + p~λ′T (MT1 )
−1~k
)
,
~ρ(p,~λ) = −p(I + φ)~k + (MT1 )−1~λ.
The matrix notation we mentioned in the introduction can be now put for-
ward. We can consider the string state as an operator acting on one copy of the
Hilbert space corresponding to the half-string, its explicit form can be extracted
from the states (3.20). Alternatively we can define the matrix elements taking
the scalar product with a generic string state with definite “comma” occupation
numbers. The associated matrix is then defined as follows:
[~λ,~λ′]{n
(1)
i }∞i=1
{n(2)i }∞i=1
= (−)
∑∞
i=1
n
(2)
i 〈{n(1)i }; {n(2)i }‖~λ,~λ′), (3.21)
where |{n(1)i }; {n(2)i }〉 is the tensor product of two “comma” states, namely
|{n(r)i }∞i=1〉 =
∞∏
i=1
1√
n
(r)
i !
(b
(r)†
i )
n
(r)
i |0〉r. (3.22)
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The factor (−)
∑∞
i=1
n
(2)
i appears in the definition of (3.21) to conform with the
standard convention in string field theory that the parametrisation of the second
half of the string is reversed.
By using standard techniques, the creation and annihilation operators can
be dealt with to work out the explicit form of the matrix elements in (3.21).
The final answer is:
[~λ,~λ′]{n
(1)
i }∞i=1
{n(2)i }∞i=1
= eipx(
pi
2
)C(p,~λ′)
∞∏
i=1
1√
n
(1)
i !n
(2)
i !
(
− 1√
2
D−i
)n(1)i
(
1√
2
D+i
)n(2)i
e−
1
2
~zT φ~z |~z=0 . (3.23)
The only new quantities are D± containing derivatives with respect to the
auxiliary parameter ~z. They are defined by:
D±i =
∂
∂zi
− pkj(I + φ)ji + λ′j(MT1 )−1j,i ± λi,
This expression gives the matrix form of the coherent state basis of the
string representation of the physical string states. It can be used in equations
like (1.3) to express the star product as a product of matrices and integration
as a trace. This will be described in detail in the next section.
Before going on, two comments are in order. Firstly, notice that the matrix
elements defined in equations (3.21,3.23) can be viewed as the ones correspond-
ing to the change of basis between the representations given by the string states
(3.19) and the “comma” states (3.22). If the Hilbert space were finite dimen-
sional, the transformation would be automatically complete since, by construc-
tion, it relates two orthogonal bases of it. In our case, the string Hilbert space
being of infinite dimension, one should actually prove this property explicitly
by working out Parseval’s identity both ways. This proof was carried out in [5]
showing the equivalence between the two representations.
Secondly, in order to establish the validity of the “comma” representation
to describe String Field Theory we should be able to generate the physical state
spectrum and the scattering amplitudes among the string states. To that end
we have constructed in [5] the Virasoro algebra in the half-string representation,
taking care of the possible ambiguities coming from normal ordering in both
representations. It was shown that gauge and on-shell conditions are kept in
the “comma” representation.
4 THE N-STRING INTERACTION VERTEX
This section is devoted to the calculation of the generic N-String vertex. Once
the matrix representation of the string states has been put forward, we can
interpret the ⋆ and integral (1.1, 1.2) in terms of these matrices. In fact,
since the ⋆-product involves the identification between left and right parts of
contiguous strings, we immediately see that this translates into our picture as
the product of matrices representing two contiguous strings. On the other hand
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the integral, which in some sense closes the cycle, is just the trace of the product
of these matrices.
Therefore, defining the string states through the coherent states |~λ(k), ~λ(k)′)
given in (3.18), the N-string interaction vertex, according to (1.3) and the com-
ments in the paragraph above, reads:
VN =
∫
dx
(
pi
2
)
e
∑N
i=1
p(i) x(pi
2
) Tr
(
[~λ(1), ~λ(1)′] . . . [~λ(N), ~λ(N)′]
)
,
where the matrices [~λ(k), ~λ(k)′] were defined in (3.23). The midpoint coordinate
has been explicitly separated. Integration over this coordinate can be performed
in a straightforward way, giving a δ-function of conservation of momentum. This
proves that the midpoint plays the role of the translational mode of the string
as one would guess from the definition of the “comma” coordinates. Thus, the
part in the vertex involving the trace of the product of matrices contains all
the relevant information. It is given explicitly by:
Tr
(
[~λ(1), ~λ(1)′] . . . [~λ(N), ~λ(N)′]
)
=
=
N∏
i=1
C(p(i), ~λ(i)′)
∑
{n(r)i }
∞∏
i=1
1
n
(1)
i ! . . . n
(N)
i !
(
−1
2
D
+(1)
i D
−(N)
i
)n(1)i (−1
2
D
+(2)
i D
−(1)
i
)n(2)i
. . .
(
−1
2
D
+(N)
i D
−(N−1)
i
)n(3)i
exp
(
−1
2
~zΦ~z
)
|~z=0,
where the upper index in D
(r)
i refers to the r-th string state, ~z = (~z
(1), . . . ,~z(N))
andΦ = φ IN , IN being the identity matrix in the N dimensional space spanned
by the N strings.
The sum over n
(r)
i can be readily performed giving a more manageable
expression:
VN = δ
(
N∑
r=1
p(r)
)
N∏
i=1
C(p(1), ~λ(1)′) . . .C(p(N), ~λ(N)′)
exp
(
−1
2
[
~D−(1) ~D+(N) + ~D−(2) ~D+(1) + . . . + ~D−(N) ~D+(N−1)
])
exp
(
−1
2
~zΦ~z
)
|~z=0 .
The derivatives in the auxiliary variable ~z can be carried out by using stan-
dard techniques on quadratic forms and after a tedious, although straightfor-
ward, calculation one ends up with the expression for the vertex. Up to a global
normalization factor we have:
VN = δ
(
N∑
r=1
p(r)
)
exp
(
b
N∑
r=1
p(r)
2
)
exp
(
~ΛTB1~Λ+ ~Λ
′TB′1~Λ
′
)
exp
(
~ΛTB2~p+ ~Λ
T ′B′2~p+ ~Λ
TB~Λ′
)
. (4.24)
10
In (4.24), bold face characters refer to vectors and matrices in the N -space
spanned by the N strings, namely ~p = (p(1)~k, . . . , p(N)~k), ~Λ = (~λ(1), . . . , ~λ(N)),
and ~Λ′ = (~λ(1)′, . . . , ~λ(N)′), on the other hand, B, Bi, and B′i are N × N
dimensional matrices whose elements are again infinite dimensional matrices.
These quantities have the following explicit expressions in terms of the ma-
trices of change of representation M1 and M2:
b = −1
2
~kT
(
MT1 +M
T
2
)
(1 + S+)
(
MT1 − S+MT2
)−1
~k,
B1 =
1
2
[
S+ − ST−
(
MT1 − S+MT2
)−1
M2S−
]
,
B′1 =
1
2
(
MT1 − S+MT2
)−1 (
MT2 − S+MT1
)
,
~B2 = S−
(
MT1 − S+MT2
)−1
(M2 +M1)~k,
~B′2 = −
(
MT1 − S+MT2
)−1
(1 + S+)~k,
B = −S−
(
MT1 − S+MT2
)−1
, (4.25)
(the only quantities not yet defined are the matrices (S±)ij = 12 (δi+1,j ± δi−1,j),
where the lower indices are defined mod N).
We first diagonalize the matrix S+. It is worthwhile going into some details.
The characteristic equation for S+ (det[S+ − λIN] = 0) can be written as:
det(S+ − λIN) = −λdetMN−1 − 2detMN−2 − 2(−)N = 0,
where MN is the N -dimensional matrix with elements (MN)i,j =
1
2(δi,j+1 +
δi,j−1). The determinant detMN, and in turn the above equation, can be cal-
culated in a recursive form in terms of the dimension N . We can write this in
matrix form: (
MN
MN−1
)
=
(
−2λ −1
1 0
)(
MN−1
MN−2
)
, (4.26)
with the subsidiary conditions detM1 = −λ and detM0 = 1. After diagonal-
ization one gets the solution for detMN:
detMN =
µN+1+ − µN−1−
µ+ − µ− ,
where µ± = −λ±
[
λ2 − 1]1/2. Hence, the solutions of the characteristic equation
fulfills: [
−λ±
(
λ2 − 1
)1/2]N
= (−)N .
Solving this equation we get the values of λ = cos 2kπN with k = 1 . . . N which
are the eigenvalues of the matrix S+.
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Now, the matrix that performs the diagonalization of S+ (we use the nota-
tion S+ = R
TDR, with Di,j = δi,j cos
2kπ
N ) is given by:
Ri,j =
√
2
N
cos
πi
N
(2j − 3), for 1 ≤ k ≤
[
N − 1
2
]
,
RN/2,j =
√
1
N
(−)j+1,
Ri,j =
√
2
N
sin
πi
N
(2j − 3), for
[
N + 1
2
]
< k < N,
RN,j =
√
1
N
. (4.27)
Substituting in (4.25) and using the symmetry properties of the trigonomet-
ric functions one ends up with the following expressions for the terms appearing
in the exponent of the vertex:
b = − 4
N
[N−12 ]∑
k=1
cos2
kπ
N
cos
2kπ(i − j)
N
~kT
(
MT1 +M
T
2
)(
MT1 − cos
2kπ
N
MT2
)−1
~k,
B
i,j
1 =
1
2
(δi,j+1 + δi,j−1) I −
− 2
N
[N−12 ]∑
k=1
sin2
2kπ
N
cos
2kπ(i− j)
N
MT2
(
MT1 − cos
2kπ
N
MT2
)−1
,
B
′i,j
1 =
1
N
[
(−)i+j − 1
]
I +
+
2
N
[N−12 ]∑
k=1
cos
2kπ(i− j)
N
(
MT1 − cos
2kπ
N
MT2
)−1 (
MT2 − cos
2kπ
N
MT1
)
,
~Bi,j2 =
2
N
[N−12 ]∑
k=1
sin
2kπ
N
sin
2kπ(i − j)
N
(
MT1 − cos
2kπ
N
MT2
)−1
(M2 +M1)~k,
~B′i,j2 =
2
N
(M1 +M2)~k +
+
4
N
[N−12 ]∑
k=1
cos2
kπ
N
cos
2kπ(i − j)
N
(
MT1 − cos
2kπ
N
MT2
)−1
~k,
Bi,j =
2
N
[N−12 ]∑
k=1
sin
2kπ
N
sin
2kπ(i − j)
N
(
MT1 − cos
2kπ
N
MT2
)−1
. (4.28)
This gives the final form of the vertex obtained in this approach. The im-
portant thing to notice at this point is that this result is given in terms of the
change of representation matrices M1 and M2 (2.10), that appear in the combi-
nation
(
MT1 − cos 2kπN MT2
)−1
with k = 1 . . . N . Once the inverse of this matrix
12
is obtained, we can directly identify the elements of the exponent of equation
(4.24) with the Fourier components of the Neumann function corresponding to
the N -string contact interaction. We postpone the calculation of this matrix
and the identification with the Neumann functions until the next section.
Before concluding this section let us make some comments on the symme-
tries of the coefficients appearing in (4.28). First notice that regarding to the
diagonal terms (i = j), they are independent of the position. This corresponds
to the fact that they describe the self interaction of the strings and, in the
general form worked here, they are equivalent. The second property to notice
is that, if A is any of the matrices in (4.28), they fulfill Ai,j = Ai+l,j+l as it
corresponds to the fact that they describe the interaction of the string in po-
sition i (i + l) with the one at position j (j + l). Finally the diagonal terms
in the matrices Bi,j vanish, this corresponds to the lack of connection between
odd and even modes in the same string.
5 NEUMANN COEFFICIENTS FOR THEN-STRING
VERTEX
In this section we finish the calculation of the vertex and proceed to the identi-
fication of the coefficients appearing in the exponent of the vertex in equations
(4.24) and (4.28), with the ones obtained via the conventional approach based
on the path integral formulation of string amplitudes. We want to stress the
fact that in this approach the Neumann coefficients are obtained in a compact
form once the way to invert the matrix
(
MT1 − cos 2kπN MT2
)−1
is known.
Before going on let us outline briefly the calculation of the vertex based on
the path integral formalism of the string sigma model.
The N -string amplitude for a closed region is given by the path integral:∫
DX(z)exp
{
− 1
4π
∫
d2z (∂X(z))2 +
N∑
r=1
∫ π
0
dzr X (zr) p
r (zr)
}
,
where a general state is represented by the momentum distribution pr(zr). The
vertex is given by:
VN = exp

−12
N∑
r,s=1
∫ π
0
dzr
∫ π
0
dzs p
r(zr)N(zr, zs)p
r(zs)

 ,
where the Neumann function is defined as the solution of the differential equa-
tion: (
∂2τ + ∂
2
σ
)
N(z, z′) = 2πδ2(z − z′),
∂nN(z, z
′) = f(z),
where ~n is a vector normal to the boundary. The former equation can be cast
in terms of the Fourier components of the Neumann function as:
VN = exp

12
N∑
r,s=1
∞∑
n,m=1
prnNn,mp
r
m.

 . (5.29)
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Now we can compare the vertices of equations (4.24) and (5.29) and identify
the quantities in (4.28) with the Fourier components of the Neumann functions.
To get an explicit expression, we proceed to invert the matrix
(
MT1 − cos
2kπ
N
MT2
)−1
.
Consider the generic combination:
αMT2 − βMT1 ,
we propose the ansatz:
α′
v
(1/p)
2m u
(1/p)
2n−1 + v
(1/p)
2n−1u
(1/p)
2m
2m− 2n+ 1 + β
′u
(1/p)
2n−1v
(1/p)
2m − v(1/p)2n−1u(1/p)2m
2m+ 2n− 1
for the inverse. The coefficients u
(1/p)
n and v
(1/p)
n are the coefficients of the
Taylor expansion of the rational functions:
(
1 + x
1− x
)1/p
,
(
1 + x
1− x
)1−1/p
respectively. On the other hand α′ and β′ as well as p are free parameters to
be determined.
Imposing the condition that our ansatz is the required inverse we end up
with the following equations that restrict the values of the free parameters α′,
β′ and 1/p:
αα′ − ββ′ cos π
p
= 0,
αβ − βα′ cos π
p
= 0,
(−)n+m
2 sin πp
(2m)−1/2(2n)−1/2 = βα′.
From these equations we fix the free parameters. The relations read:
α′ = −1
4
1
sin πpβ
,
β′ =
1
4
cos πp
sin πpβ
,
cos2
π
p
=
α2
β2
. (5.30)
In the particular case of interest to us, the values of the free parameters are:
α = cos
2kπ
N
, β = 1 and cos2
π
p
= cos2
2kπ
N
.
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From them we obtain:
α′ = β′ = − 1
4 sin 2kπN
and p =
N
2k
for k = 1...
[
N − 1
2
]
,
or p =
N
2(N − k) if k =
[
N + 1
2
]
...(N − 1)
(the cases k = N, N2 are trivially solved). These results complete the form of
the inverse matrix. For instance if k <
[
N−1
2
]
the result reads:
(
MT1 − cos
2kπ
N
MT2
)−1
|m,n=
=
(−)n+m(2m)1/2(2n − 1)1/2
2 sin 2kπN

v(2k/N)2m u(2k/N)2n−1 + v(2k/N)2n−1 u(2k/N)2m
2m− 2n+ 1 +
+
u
(2k/N)
2n−1 v
(2k/N)
2m − v(2k/N)2n−1 u(2k/N)2m
2m+ 2n − 1

 ,
Once the inverse matrix is obtained, it is a straightforward matter to cal-
culate the matrices appearing in (4.28) and the further identification with the
Neumann functions. To illustrate the sort of calculation involved, let us con-
sider the case of the quadratic momentum term. We want to compute the
quantity:
~kT
(
MT1 +M
T
2
)(
MT1 − cos
2kπ
N
MT2
)−1
~k,
which can be written as:
8
π3
1
sin 2kπN
1
(2n− 1)2
(
1
2m+ 2n− 1 +
1
2m− 2n+ 1
)
v
(2k/N)
2m Σ
u
0 .
Then, using the properties of the sums given in the appendix – (A.3), (A.5)
and (A.7) in particular– we end up with the result:
2
π sin 2kπN
Σ˜v0,
which leads to the value of the Neumann coefficient N0,0. Proceeding in a
similar fashion we can obtain the remaining Neumann coefficients described in
(4.28) and (5.29). The final result is:
N i,j0,0 =
1
N
[N−12 ]∑
k=1
cos
2kπ(i − j)
N
[
ψ
(
1− k
N
)
+ ψ
(
k
N
)
− 2ψ(1) + 4 ln 2
]
,
(−)nN i,jn,m = −δn,m
δi,j−1 + δi,j+1
2
+
2
N
[N−12 ]∑
k=1
cos
2kπ(i− j)
N
(−)n+m
2
n1/2m1/2,
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
u(
2k
N
)
n v
( 2k
N
)
m + v
( 2k
N
)
n u
( 2k
N
)
m
n+m
+
u
( 2k
N
)
n v
( 2k
N
)
m − u(
2k
N
)
m v
( 2k
N
)
n
n−m

 , for n+m : even,
N i,jn,m = −
2
N
[N−12 ]∑
k=1
sin
2kπ(i − j)
N
(−)n+m
2
n1/2m1/2

u(
2k
N
)
n v
( 2k
N
)
m + v
( 2k
N
)
n u
( 2k
N
)
m
n−m −
u
( 2k
N
)
n v
( 2k
N
)
m − u(
2k
N
)
m v
( 2k
N
n )
n+m

 , for n+m : odd,
N i,j0,2n =
2
N
[N−12 ]∑
k=1
cos
2kπ(i− j)
N
(−)n
(2n)1/2
v
( 2k
N
)
2n ,
N i,j0,2n−1 =
2
N
[N−12 ]∑
k=1
sin
2kπ(i − j)
N
(−)n
(2n − 1)1/2 v
( 2k
N
)
2n−1. (5.31)
Which is only valid for N ≥ 2 (when N = 2, there are no sums). These equa-
tions do not include the case N = 1, although it can be treated trivially in the
half-string formulation, see for example [6]. This completes the calculation of
the N-sting interaction vertex (4.24) and represents our main result. The inter-
action between string Fock space states is readily obtained by taking derivatives
with respect to the parameters λ, λ′, as it was indicated in (3.20).
We insist again on the fact that the Neumann functions are generated in an
explicit way from the representation changing matrices M1 and M2. Therefore,
in this picture they appear as derived quantities. This assertion is true for every
N -string contact interaction, thus providing a relation among the Neumann
functions associated with the N -string vertices.
To illustrate these results we can consider the case N = 3, for which the
sums in (5.31) only have the term corresponding to k = 1. The result one
obtains from (5.31) agrees with previous calculations of the cubic interaction
vertex performed earlier [8, 9].
6 CONCLUSIONS
In this work we have calculated the vertex corresponding to the contact inter-
action of N strings. We have used the “comma” representation of String Field
theory in which the prominent role that the joining of the half strings plays is
apparent. This feature also appeared in the pioneering work of Witten [1].
This approach has the advantage of furnishing a compact treatment of the
vertex giving a result of general validity, independent of the number of strings.
The final answer is always given in terms of a matrix which involves particular
combinations between the matrices that change from the string representation
(in which string physical states take on a simple form) to the “comma” repre-
sentation in which interaction takes a trivial form.
The relevant matrix has been calculated and in general is given in terms of
the Taylor coefficients of particular rational functions. Those coefficients, their
sum rules and most of their properties which are relevant to our work, have
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been worked out in the appendix. With this result one can readily identify
the Fourier coefficients of the Neumann function for the N -string geometry.
Finally we checked our results against the simple case of the cubic interaction
in agreement with the known results.
The task to face know is two folded. On the one hand, work is under way to
implement this result to the case of closed strings. The required modifications
are trivial and will be reported in the near future. On the other hand, the
extension to the description of the restricted polyhedra describing the terms in
non-polynomial action of closed strings will require the study of these vertices
under reparametrizations. Work in this direction is under way. In particular it
is no difficult to prove [10] that the modular parameters appearing in the CSFT,
namely the length of the string overlaps, are related in a straightforward way
to the reparametrization parameters of [3].
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Appendix A
In this appendix we give the properties of the coefficients of the Taylor
expansion of the functions:
(
1 + x
1− x
)1/p
=
∞∑
n=1
u(1/p)n x
n,
(
1 + x
1− x
)1−1/p
=
∞∑
n=1
v(1/p)n x
n,
we need them for the construction of the Fourier coefficients of the Neumann
functions carried out in section 5.
Most of the results derived here are a generalization of the calculations
performed in ref. [8, 9] where the case p = 3 was analyzed in detail.
With the above definition of the coefficients u
(1/p)
n and v
(1/p)
n , we can express
them in an integral form:
u(1/p)n =
1
2πi
∮
0
dx
xn+1
(
1 + x
1− x
)1/p
.
The v
(1/p)
n ’s are expressed in an analogous fashion with the substitution of 1/p
by 1 − 1/p. This expression is useful to find the recursion relation obeyed by
the coefficients. Integration by parts of the derivative of the integrated function
gives:
2
p
u(1/p)n = (n+ 1)u
(1/p)
n+1 − (n− 1)u(1/p)n−1 ,
2
(
1− 1
p
)
v(1/p)n = (n+ 1)v
(1/p)
n+1 − (n− 1)v(1/p)n−1 . (A.1)
Also, making use of the same integral representation, one can relate both
coefficients:
2
p
v(1/p)n = (−)n
[
(n+ 1)u
(1/p)
n+1 − 2nu(1/p)n + (n− 1)u(1/p)n−1
]
,
2
(
1− 1
p
)
u(1/p)n = (−)n
[
(n+ 1)v
(1/p)
n+1 − 2nv(1/p)n + (n− 1)v(1/p)n−1
]
.(A.2)
It is as well possible to find a closed expression for the coefficients although
it wont be necessary for our purposes.
In the text, and in particular in section 5 one needs the evaluation of several
infinite sums involving these coefficients. The simplest of these sums is:
Σun =
∑
n+m:odd
u
(1/p)
n
n+m
.
It can be written in an integral form allowing its evaluation. For instance, for
odd indices, we have:
∑
m=1
u
(1/p)
2m−1
2n+ 2m− 1 =
1
sin πp
1
8i
∮
0
dx
x2n+1
[(
1 + x
1− x
)1/p
+
(
1 + x
1− x
)−1/p]
,
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the last integral being proportional to the coefficient u
(1/p)
2n . As a result we find:
Σun =
∑
n+m:odd
u
(1/p)
m
n+m
=
π
2
1
sin πp
u(1/p)n . (A.3)
From this relation, it is then straightforward to deduce a recursion relation
for these sums similar to the one found previously for the coefficients u
(1/p)
n and
v
(1/p)
n (A.1):
2
p
Σun = (n+ 1)Σ
u
n+1 − (n− 1)Σun−1. (A.4)
We can extrapolate this result to find the sums for negative values of the
index, namely:
Σu−n = −
π
2
cot
π
p
u(1/p)n . (A.5)
To find this result we need a boundary condition that can be given by the
sum Σ0. We can proceed by direct integration:
Σu0 =
1
2
∫ ∞
1
dx
x
[(
x+ 1
x− 1
)1/p
−
(
x− 1
x+ 1
)1/p]
=
=
1
2
[
ψ
(
1
2
+
p
2
)
− ψ
(
1
2
− p
2
)]
=
π
2
tan
π
2p
.
The change of variable one needs to perform the integration, namely y =(
cosh(12 lnx)
)−2
, was already suggested in [8].
Note that, in the sums Σn evaluated above, one is summing over the index
m with parity opposed to n. The sums for indices with the same parity are
more involved and we will only discuss the properties which are more relevant
to our work.
First the sums involving quadratic denominators, namely:
Σ˜un =
∑
n+m:odd
u
(1/p)
n
(n+m)2
.
One can show, solely making use of the recursion relations given in equation
(A.1), the following recursion relation:
(n + 1)Σ˜un+1 =
2
p
Σ˜un + (n− 1)Σ˜un−1 +Σun+1 − Σun−1,
which can be extended to negative values of the index n and by direct evaluation
of the combination:
cos
π
p
Σ˜u1 − Σ˜u−1 =
π
2
sin
π
p
Σu0S
u
n,
that we use as boundary condition, we find the relation between the sums for
positive and negative indices:
Σ˜u−n − Σ˜un cos
π
p
=
π
2
sin
π
p
Σu0S
u
n.
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The sum Sm =
∑
n+m:even
u
(1/p)
n
n+m , which involves summing with indices of
the same parity, appears here. It can directly be shown that they satisfy the
same recursion relation as before (A.4):
2
p
Sun = (n+ 1)S
u
n+1 − (n− 1)Sun−1.
Notice at this point that a recursion relation of this kind has two different
solutions, one proportional to the coefficients u
(1/p)
n which is the one given in
(A.3) and the other one, corresponding to the sums Sn which behaves as 1/n
when n → 0. The general form of the latter can be obtained by using the
generating function:
S(x) =
∞∑
n=1
Sn x
n,
and convert the recursion relation into a differential equation whose solution is
given by:
S(x) =
(
1 + x
1− x
)1/p ∫ x
0
dy
(
1 + y
1− y
)1/p u(1/p)0 y + S1
1− y2 .
This can be solved in terms of the original coefficients. We will skip the details,
instead we evaluate several combinations of these sums which are relevant in
section 5.
Let us calculate the combination given by:
u
(1/p)
2n−1S
v
2n−1 + v
(1/p)
2n−1S
u
2n−1. (A.6)
We start from the quantity:
Tn,m =
u
(1/p)
n v
(1/p)
m + u
(1/p)
m v
(1/p)
n
n+m
,
that, using the relations (A.1, A.2), can be shown to satisfy:
(m+ 1)Tm+1,n − (m− 1)Tm−1,n + (n+ 1)Tm,n+1 − (n− 1)Tm,n−1 = 0,
for n+m : odd. Now, taking m→ 2m−1, n→ 2n and summing over the index
m, one finds the recursion relation:
(2n + 1)
[
u
(1/p)
2n+1S
v
2n+1 + v
(1/p)
2n+1S
u
2n+1
]
= (2n − 1)
[
u
(1/p)
2n−1S
v
2n−1 + v
(1/p)
2n−1S
u
2n−1
]
which has a solution:
u
(1/p)
2n−1S
v
2n−1 + v
(1/p)
2n−1S
u
2n−1 =
S1
2n− 1 .
To determine the value of S1 we proceed directly writing it in its integral form
to find S1 = 2, a result that is independent of the value of
1
p .
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Following the same steps, one can easily evaluate the combinations:
u
(1/p)
2n S
v
2n + v
(1/p)
2n S
u
2n =
2
2n
,
u
(1/p)
2n−1S
v
2n−1 + v
(1/p)
2n−1S
u
2n−1 −
[
u
(1/p)
2n−1S
v
−(2n−1) − v(1/p)2n−1Su−(2n−1)
]
= − 1
2n− 1 ,
which also appear in the calculation of the interaction vertex.
To take care of the indetermination appearing in the functions N i,jn,m in the
limit when n→ m. We can show that:
lim
n→m
u
(1/p)
n v
(1/p)
m − v(1/p)n u(1/p)m
2(n −m) =
=
2
π
sin
π
p
[
u(1/p)m Σ˜
v
m − v(1/p)m Σ˜um
]
.
This result is obtained just by writing the left hand side in an integral form.
Finally, in the evaluation of the Neumann coefficient N00 one needs the sum:
Σ˜u0 =
∑∞
n=1
u
(1/p)
2n−1
(2n−1)2 , which can be performed using its integral representation:
Σ˜u0 = − lim
k→0
1
2
d
dk
∫ 1
0
dx
x
xk
[(
1 + x
1− x
)1/p
−
(
1− x
1 + x
)1/p]
=
= −1
4
cos π2p
sin π2p
[
ψ
(
1
2
+
1
2p
)
+ ψ
(
1
2
− 1
2p
)
− 2ψ(1) + 4 ln 2
]
(A.7)
To end this appendix notice that the discussion we have undertaken for
the coefficients u
(1/p)
n can be translated into v
(1/p)
n with the only change of
1/p ⇀↽ 1− 1/p.
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