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A SEMI-SMOOTH NEWTON METHOD FOR SOLVING SEMIDEFINITE
PROGRAMS IN ELECTRONIC STRUCTURE CALCULATIONS
YONGFENG LI ∗, ZAIWEN WEN†, CHAO YANG ‡, AND YAXIANG YUAN§
Abstract. The ground state energy of a many-electron system can be approximated by an variational approach in
which the total energy of the system is minimized with respect to one and two-body reduced density matrices (RDM)
instead of many-electron wavefunctions. This problem can be formulated as a semidefinite programming problem.
Due the large size of the problem, the well-known interior point method can only be used to tackle problems with a
few atoms. First-order methods such as the the alternating direction method of multipliers (ADMM) have much lower
computational cost per iteration. However, their convergence can be slow, especially for obtaining highly accurate
approximations. In this paper, we present a practical and efficient second-order semi-smooth Newton type method
for solving the SDP formulation of the energy minimization problem. We discuss a number of techniques that can
be used to improve the computational efficiency of the method and achieve global convergence. Extensive numerical
experiments show that our approach is competitive to the state-of-the-art methods in terms of both accuracy and
speed.
Key words. semidefinite programming, electronic structure calculation, two-body reduced density matrix,
ADMM, semi-smooth Newton method.
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1. Introduction. The molecular Schro¨dinger’s equation, which is a many-body eigen-
value problem, is a fundamental problem to solve in quantum chemistry. Because the eigen-
function to be determined is a function of 3N spatial variables, where N is the number
of electrons in a molecule, a brute force approach to solving this equation is prohibitively
costly. The most commonly used approaches to obtaining an approximate solution, such as
the configuration interaction [27] and coupled cluster methods [32], express the approximate
eigenfunction as a linear or nonlinear combination of a set of many-body basis functions (i.e.
Slater determinants), and determine the expansion coefficients by solving a projected eigen-
value problem or a set of nonlinear equations. One has to choose the set of many-body basis
functions judiciously to balance the computational cost and the accuracy of the approxima-
tion. To reach chemical accuracy, the number of basis functions can still grow rapidly with
respect to N .
An alternative way to approximate the ground state energy (i.e., the smallest eigenvalue),
which does not involve approximating themany-body eigenfunction directly, is to reformulate
the problem as a convex optimization problem and express the ground state energy in terms of
the so called one-body reduced density matrix (1-RDM) and two-body reduced density matrix
(2-RDM) that satisfy a number of linear constraints. This convex optimization problem is a
semidefinite program (SDP) that can be solved by a number of numerical algorithms to be
presented below. This approach is often referred to as the variational 2-RDM (v2-RDM) or
2-RDM method in short.
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The development of the 2-RDM method dates back to 1950s. Mayer [17] showed how
the energy of a many-body problem can be represented in terms of 1-RDM and 2-RDM,
which can be write as a matrix and a 4-order tensor. However, since not all matrices or ten-
sors are RDMs associated with an N -electron wavefunction, one must add some constraints
to guarantee that the matrices and tensors satisfy the so called N-representability condition,
which was first proposed by Coleman [6] in 1963 and has been investigated for nearly 50
years. The N-representability condition for the 1-RDM in the variational problem has been
solved in [6]. In 1964, Garrod and Percus [13] showed a sufficient and necessary condition
for the 2-RDM N-representability problem. It is theoretically meaningful but computation-
ally intractable. In 2007, Liu et al. showed that the N-representability problem of 2-RDM is
QMA-complete [16]. Since then a number of approximation conditions, including the P, Q,
R, T1, T2, T2’ conditions, have been proposed in [6, 13, 11, 37, 18, 3]. All these conditions
are formulated by keeping matrices whose elements are linear combinations of the compo-
nents of the 1-RDM and 2-RDM matrices positive semidefinite. As a result, the constrained
minimization of the total energy with respect to 1-RDM and 2-RDM becomes a SDP.
The practical use of the v2-RDM approach to solving the ground state electronic struc-
ture is enabled, to some extent, by the recent advances in numerical methods for solving
large-scale SDPs. In [22], Nakata et al. solved the v2-RDM problem by an interior point
method. Zhao et al. reformulated the 2-RDM using the dual SDP formalism and also applied
the interior point method in [37]. The problem size of the SDP formulation in [37] is usually
smaller than the ones given in [22]. Rigorous error bounds for approximate solutions obtained
from the v2-RDM approach are discussed in [4]. Since the computational cost of the interior
point method is typically high, this approach has only been successfully used for a handful
of small molecules with a few atoms. First order methods, which have much lower complex-
ity per iteration, have gained wide acceptance in recent years. The well-known alternating
direction multiplier method (ADMM) has been used to solve general SDPs in [33]. It is the
basis of the boundary point method developed by Mazziotti to solve the v2-RDM in [19].
Although ADMM has relatively low complexity per iteration, it may converge slowly and
take thousands or tens of thousands iterations to reach high accuracy. Recently, some new
methods have been developed to speed up the solution of general SDPs. An example is the
Newton-CG Augmented Lagrangian Method for SDP (SDPNAL) proposed in [36]. An en-
hanced version of SDPNAL called SDPNAL+ is developed in [35], which can efficiently treat
nonnegative SDP matrices. However, these methods have not been applied to the v2-RDM
approach for electronic structure calculation.
In this paper, we first review how the ADMM method is used to solve the SDP formula-
tion of the v2-RDM given in [37] since it serves as the foundation of the second-ordermethod
to be introduced below. We point out a key observation that applying the ADMM to the dual
SDP formulation is equivalent to applying the Douglas Rachford splitting (DRS) [8, 15, 10]
method to the primal SDP formulation of the problem. The DRS method can be viewed
as a fixed point iteration that yields a solution of a system of semi-smooth and monotone
nonlinear equations that coincides with the solution of the corresponding SDP. The general-
ized Jacobian of this system of nonlinear equations is positive semidefinite and bounded. It
has a special structure that allows us to compute the Newton step in our semi-smooth New-
ton method for solving SDPs efficiently. We apply the semi-smooth Newton method to the
v2-RDM formulation of the ground state energy minimization problem, and use a hyperplane
projection technique [28] to guarantee the global convergence of the method due to the mono-
tonicity of the system of nonlinear equations. Our method is different from SDPNAL [36]
and SDPNAL+ [35] which minimizes a sequence of augmented Lagrangian functions for the
dual SDP by a semi-smooth Newton-CG method. To improve the computational efficiency
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for solving v2-RDM problem, we exploit the special structures of matrices resulting from
the 1-RDM and 2-RDM constraints. The block diagonal and low rank structures of these
matrices are related to spin and spatial symmetry of the molecular orbitals [14, 22, 37]. We
show how they can be used to significantly reduce the computational costs in the semi-smooth
Newton method. Finally, we implement our codes based on the key implementation details
and subroutines of SDPNAL [36], SDPNAL+ [4] and ADMM+ [30]. Extensive numerical
experiments on examples taken from [21] to demonstrate that our semi-smooth algorithm can
indeed achieve higher accuracy than the ADMMmethod. We also show that it is competitive
with SDPNAL and SDPNAL+ in terms of both computational time and accuracy.
The rest of this paper is organized as follows. In section 2, we provide some background
on electronic structure calculation, establish the notation and introduce the v2-RDM formula-
tion. In section 3, we review first order methods suitable for solving the SDP problem arising
in the v2-RDM formulation. In particular, we examine the relationship between the ADMM
and the DRS. We present a semi-smooth Newton method for solving the v2-RDM in section
4. Numerical results are reported in section 5. Finally, we conclude the paper in section 6.
2. Background.
2.1. The variational 2-RDM formulation of the electronic structure problem. The
electronic structure of a molecule can be determined by the solution to anN -electron Schro¨dinger
equation
(2.1) HΨ = EΨ,
where Ψ : R3N ⊗ {± 12}3N → C is a N-electron antisymmetric wave function that obeys the
Pauli exclusion principle,E represent the total energy of theN -electron system, andH is the
molecular Hamiltonian operator defined by
(2.2) H =
N∑
i=1
−1
2
△i −
N∑
i=1
K∑
k=1
Zk
|Rk − ri|︸ ︷︷ ︸
one-body term
+
1
2
N∑
i,j=1,i6=j
1
|ri − rj |︸ ︷︷ ︸
two-body term
.
Here△i denotes a Laplace operator with respect to the spatial coordinate of the i-th electrons,
Rk, k = 1, · · · ,K , gives the coordinates of the k-th nuclei with charge Zk, and ri, i =
1, · · · , N , gives the coordinates of the i-th electron.
To simplify notation, let us ignore the spin degree of freedom. In this case, the wave
functionΨ belongs to the the Hilbert space L2((R
3)N ) endowed with the inner product
〈Ψ1,Ψ2〉 =
∑
s=± 1
2
∫
R3N
Ψ1(r1, · · · , rN )Ψ2(r1, · · · , rN )dr1 · · · drN .
The smallest eigenvalue ofH , often denoted by E0, is called the ground state energy (2.1).
Solving (2.1) directly is not computationally feasible except for N = 1 or N = 2. A
commonly used approach in quantum chemistry is to approximate Ψ from a configuration
interaction subspace spanned by a set of many-body basis function Φi, often chosen to be
Slater determinants of the form
(2.3) Φi(r1, r2, . . . , rN ) =
1√
N !
∣∣∣∣∣∣∣∣∣
φi1(r1) φi2 (r1) . . . φiN (r1)
φi1(r2) φi2 (r2) . . . φiN (r2)
...
...
...
φi1(rN ) φi2 (rN ) . . . φiN (rN )
∣∣∣∣∣∣∣∣∣
,
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where {φi(r} is a set of orthonormal basis functions known as molecular orbitals [26]. These
orbitals can be obtained by substituting (2.3) into (2.1) and solving a nonlinear eigenvalue
problem known as the Hartree-Fock (HF) equation. TheN eigenfunctions associated with the
smallest N eigenvalues are known as the occupied HF orbitals. All other eigenfunctions are
called unoccupied or virtual orbitals. The Slater determinant that consists of the N occupied
HF orbitals is called the HF Slater determinant, and denoted by Φ0.
A new Slater determinant can be generated from an existing Slater determinant by replac-
ing one or more orbitals with others. This process is often conveniently expressed through
the use of creation and annihilation operators denoted by a+i and ai respectively [31]. The
successive applications of different combinations of creation and annihilation operators to
the HF Slater determinant that replace occupied orbitals with unoccupied orbitals allow us
to generate a set of Slater determinants that can be used to expand an approximate solution
to (2.1). The entire set of such Slater determinants defines the so called full configuration
interaction (FCI) space. The FCI approximation to the solution of (2.1) is often used as the
baseline for assessing the accuracy of approximate solutions to (2.1). The size of the FCI
space depends on the number of electronsN and the number of degrees of freedom (d) used
to discretize each orbital φi (i.e., the basis set size in the quantum chemistry language). When
N is large and an accurate basis set is used to discretize φi, the FCI space can be extremely
large. Hence, FCI calculation can only be performed for small molecules in a small basis set.
The matrix representation of the many-body Hamiltonian (2.2) in the space of Slater
determinants is determined by one electron integrals
Ti,j =
∫
R3
φi(r)(−1
2
△−
K∑
c=1
Zc
|r −Rc| )φj(r)dr,
and two electron integrals
Vij,kl =
1
2
∫
R3
∫
R3
φi(r)φj(r′)
1
|r′ − r|φk(r)φl(r
′)drdr′.
These integrals can be used to express the many-body Hamiltonian (2.2) using the so called
second quantization notation:
(2.4) H =
d∑
i,j
Ti,ja
+
i aj +
d∑
i,j,k,l=1
Vij,kla
+
i a
+
j alak.
It is well known that the smallest eigenvalue of H can be obtained from the Rayleigh-
Ritz variational principle via the solution of the following constrained minimization problem:
(2.5) E0 = min 〈Ψ,HΨ〉 s.t. 〈Ψ,Ψ〉 = 1.
When Ψ is expanded in terms of Slater determinants, substituting (2.4) into (2.5) yields
E = 〈Ψ,HΨ〉 =
d∑
i,j
Ti,jγi,j +
d∑
i,j,k,l=1
Vij,klΓij,kl,(2.6)
where
(2.7) γi,j =
〈
Ψ, a+i ajΨ
〉
and Γij,kl =
〈
Ψ, a+i a
+
j alakΨ
〉
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are elements of the so-called one-body reduced density matrix (1-RDM) γ and two-body
reduced density matrix (2-RDM) Γ, respectively.
Note that the dimensions of γ and Γ are d × d and d2 × d2 respectively, where d is
proportional to the number of electrons N . By treating the total energy E as a function of γ
and Γ, we can obtain an approximation to the ground state energy by solving an optimization
problem with O(N4) variables instead of an eigenvalue problem of a dimension that grows
exponentially with respect to N .
However, γ and Γ are not arbitrary matrices. They are said to be N -representible if they
can be written as (2.7) for some many-body wavefunction Ψ. N -representible matrices are
known to have a number of properties [18, 37] that can be used to constrain the set of matrices
over which the objective function (2.6) is minimized. These properties include
γi,j = γj,i,Γij,kl = Γkl,ij ; Hermitian(2.8)
Γij,kl = −Γji,kl = −Γij,lk; anti-symmetric(2.9)
tr(γ) = N and tr(Γ) =
N(N − 1)
2
; trace(2.10) ∑
k
Γik,jk =
N − 1
2
γij . partial trace(2.11)
However, the above conditions are not sufficient to guarantee γ andΓ to beN -representible.
A significant amount of effort has been devoted in the last few decades to develop additional
conditions that further constrain γ and Γ to be N -representible [18, 37] without making use
of Ψ explicitly. These conditions are collectively called the N-representability conditions.
2.2. N-representability conditions. The N-representability conditions were first intro-
duced in [6]. It has been shown in [6] that γ is N-representable if and only if 0  γ  I .
For 2-RDM, it is more difficult to write down a complete set of the conditions under which Γ
is N -representable. Liu et al. showed that the N-representability problem is QMA-complete
in [16]. There has been efforts to derive approximation conditions that are useful in prac-
tice. The well known approximation conditions in [6, 13, 11, 37, 18, 3] define the so-called
P,Q,R, T 1, T 2 variables whose elements can be expressed as a linear function with respect
to the elements of γ and Γ as follows:
Pij,i′j′ =
〈
Ψ, a+i a
+
j a
′
ja
′
iΨ
〉
= Γij,i′j′ ,(2.12)
Qij,i′j′ =
〈
Ψ, aiaja
+
j′a
+
i′Ψ
〉
= (δii′δjj′ − δij′δji′ )− (δii′γjj′ + δjj′γii′ )(2.13)
+ (δij′γji′ + δji′γij′ ) + Γij,i′j′ ,
Gij,i′j′ =
〈
Ψ, a+i aja
+
j′ai′Ψ
〉
= δjj′γii′ − Γij′,i′j(2.14)
T 1ijk,i′j′k′ =
〈
Ψ, (a+i a
+
j a
+
k ak′aj′ai′ + aiajaka
+
k′a
+
j′a
+
i′ )Ψ
〉
,
= A[ijk]A[i′j′k′](1
6
δii′δjj′δkk′ − 1
2
δii′δjj′γk,k′ +
1
4
δii′Γjk,j′k′ ),(2.15)
T 2ijk,i′j′k′ =
〈
Ψ, (a+i a
+
j aka
+
k′aj′ai′ + a
+
i ajaka
+
k′a
+
j′ai′)Ψ
〉
= A[jk]A[j′k′](1
2
δjj′δk,k′γii′ +
1
4
δii′Γj′k′,jk − δjj′Γik′,i′k),(2.16)
where δ is the Kronecker delta symbol andA[ijk]f(i, j, k) = f(i, j, k)+f(j, k, i)+f(k, i, j)−
f(i, k, j)− f(j, i, k)− f(k, j, i). The T 2 variable can be strengthened to yield the T 2′ vari-
able described in [3, 18]. We should point out that each of (2.12)-(2.16) is in fact a set of
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equations enumerating all possible indices i, j, k, i′, j′ and k′. Since Γ is a 4-dimensional
tensor satisfying (2.8) and (2.9), one can convert it to a two-dimensional matrix Γ˜, i.e.,
Γij,i′j′ = Γ˜j−i+(2d−i)(i−1)/2,j′−i′+(2d−i′)(i′−1)/2.
Similar properties hold forQ. Hence, Γ andQ can be transformed into d(d−1)2 × d(d−1)2 ma-
trices. Because (2.9) is not satisfied on the 4-dimensional tensorG, it can only be transformed
into a d2 × d2 matrix. By the anti-symmetric properties of the 6-dimensional tensors T 1, T 2
and T 2′ [37, 3, 18], they can be transformed into d(d−1)(d−2)6 × d(d−1)(d−2)6 , d
2(d−1)
2 × d
2(d−1)
2
and
d2(d−1)+2d
2 × d
2(d−1)+2d
2 matrices, respectively. For simplicity, we still use the notations
Γ, P,Q,G, T 1, T 2 and T 2′ to represent the matrices translated from these tensors. Finally,
the corresponding N-representability condition of (2.12)-(2.16) is to require each matrix to
be positive semidefinite.
2.3. The SDP formulations. Let b = (svec(T ), svec(V ))T ∈ Rm and
y = (svec(γ), svec(Γ))T ∈ Rm be vectorized integral and reduced density matrices that
appear in (2.6) respectively, where svec is used to turn a symmetric matrix U into a vector
according to
svec(U) = (U11,
√
2U12, U22,
√
2U13,
√
2U23, U33, · · · , Unn).
To simplify notations later, we rename matrices as S1 = γ, S2 = P , S3 = Q, S4 = G,
S5 = T 1 and S6 = T 2, and treat both y and {Sj} as variables in the SDP formulation. Using
the definition of y, we can rewrite the equation S1 = γ as a system of linear equations
(2.17) S1 = A∗1y + C1,
where A∗1y =
∑m
p=1A1pyp ∈ Rs1×s1 with A1p ∈ Rs1×s1 and C1 ∈ Rs1×s1 . Obviously,
s1 = d and C1 is a zero matrix. Similarly, each of (2.12)-(2.16) can be written succinctly as
(2.18) Sj = A∗jy − Cj , j = 2, . . . , l = 6,
where A∗jy =
∑m
p=1Ajpyp with Ajp ∈ Rsj×sj and Cj ∈ Rsj×sj . The integer sj is equal to
the matrix size of Sj . The matrices Ajp are coefficients matrices of yp and Cj are constant
matrices in the corresponding equation of (2.12)-(2.16).
Using these notations, we can formulate the constrained minimization of (2.6) subject to
N -representability conditions as a SDP:
min
y,Sj
bT y
s.t. Sj = A∗jy − Cj , j = 1, · · · , l,
BT y = c,
0  S1  I,
Sj  0, j = 2, · · · , l,
(2.19)
where the linear constraints BT y = c follows from the conditions (2.10)-(2.11) and other
equality conditions introduced in [37]. If some of conditions in (2.12)-(2.16) are not consid-
ered, then (2.19) can be adjusted accordingly. If the condition on T 2 is replaced by that of
T 2′, then we set S6 = T 2′.
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The SDP problem given in (2.19) is often known as the dual formulation. The corre-
sponding primal SDP of (2.19) is
max
Xj ,U
l∑
j=1
〈Cj , Xj〉+ 〈c, x〉 − 〈C1 + I, U〉
s.t.
l∑
j=1
Aj(Xj) +Bx−A1(U) = b,
Xj  0, j = 1, · · · , l,
U  0,
(2.20)
where Xj ∈ Rsj×sj , U ∈ Rs1×s1 , Aj is the conjugated operator of A∗j and Aj(X) =
(〈Aj1, X〉 , · · · , 〈Ajm, X〉)T for any matrixX ∈ Rsj×sj .
Since the largest matrix dimension of Xj and Sj is of order O(d
3) and m = O(d4),
problems (2.19) and (2.20) are large scale SDPs even for a moderate value d. However, the
Sj in (2.19) are block diagonal matrices due to the spatial and spin symmetries of molecules.
Hence, the computational cost for solving (2.19) can be reduced by exploiting such block
diagonal structures. In Table 2.1, we list the number of diagonal blocks and their dimensions
resulting from spin symmetries in each of γ, Γ, Q,G, T 1, T 2, T 2′ matrices.
TABLE 2.1
the matrix dimensions of the block diagonal structures
Sj matrix block dimension
γ d2 , 2 blocks;
P , Q, Γ d
2
4 , 1 blocks;
d
4 (
d
2 − 1), 2 blocks;
G d
2
2 , 1 blocks;
d2
4 , 2 blocks;
T 1 d
2
8 (
d
2 − 1), 2 blocks; d
2
12 (
d
2 − 1)(d2 − 2), 2 blocks;
T 2 d
2
8 (
3d
2 − 1), 2 blocks; d
2
8 (
d
2 − 1), 2 blocks;
T 2′ d2 +
d2
8 (
3d
2 − 1), 2 blocks; d
2
8 (
d
2 − 1), 2 blocks;
Spatial symmetry may lead to additional block diagonal structures within each spin di-
agonal block listed in Table 2.1. These block diagonal structures can be clearly seen within
the largest spin block diagonal block of the T2 matrices associated with the carbon atom and
the CH molecules shown in Figure 2.1. These T2 matrices are generated from spin orbitals
obtained from the solution of the HF equation discretized by a double-ζ local atomic orbital
basis. The block diagonal structure shown in Figure 2.1 is obtained by applying a suitable
symmetric permutation to the rows and columns of the T2 matrices. By representing the vari-
ables Sj as block diagonalmatrices whose sizes are much smaller, the off-diagonal parts of Sj
are no longer needed. Consequently, the length of y may be reduced and each of (2.17)-(2.18)
may be split into several smaller systems. Therefore, it is possible to generate a much smaller
SDP. Without loss of generality, we still consider the formulation (2.19) and our proposed
algorithm can be applied to the reduced problems as well.
In addition to exploiting the block diagonal structure in the Sj matrices that appear in the
dual SDP, we can also use the low rank structure of {Xi} and U to reduce the cost for solving
(2.20). The following theorem shows that {Xi}, i = 1, 2, ..., l and U in the primal (2.20) are
indeed low rank as long as d is sufficiently large.
THEOREM 2.1. Assume that there exists matrices Xˆj ≻ 0 and Uˆ ≻ 0 such that the linear
equality constraints of (2.20) are satisfied with them and the basis size d is larger than 3. Then
7
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FIG. 2.1. The block diagonal structures within the largest spin blocks of the T2 matrices associated with the
carbon (C) atom and the CH molecule.
there exists an optimal solution {X1, . . . , Xl, U} of (2.20) such that r =
∑l
j=1 rj + ru ≤√
3
8 (d
2 + 6), where rj is the rank of Xj and ru is the rank of U . Moreover, rj/sj = O(1/d)
for j’s associated with the T1, T2 and T2’ conditions.
Proof. We first prove that there must exist a solution such that r ≤ √m, wherem is the
length of the dual variable y in (2.19). The primal SDP (2.20) can be written as a standard
SDP in the form of (3.1), whereX is a block diagonal matrix whose diagonal parts are U ,Xj
and diag(x). Then the size of X is
∑l
j=1 sj + su + 2s. Let the rank of X be r˜. It follows
from the results shown in [23] that
r˜(r˜+1)
2 ≤ m, which implies
∑l
j=1 sj + su + 2s ≤
√
m.
Since m = 364d
4 − 116d3 + 916d2 + 14d ≤ (
√
3
8 (d
2 + 6))2 when d ≥ 3, the first statement
holds. The second statement follows from Table 2.1 that the dimension of the Sj matrices
associated with the T1, T2, T2’ conditions are on the order of O(d3).
3. The ADMM and DRS method. We now discuss using first-order methods to solve
the SDP formulations of the ground state energy minimization problem for a many-electron
system. For simplicity, let us first consider a generic SDP problem. Given C,X ∈ Rn×n,
we define the linear operatorA : Rn×n → Rm by AX = (〈A1, X〉 , · · · , 〈Am, X〉)T where
A1, · · · , Am ∈ Rn×n. The conjugate operator of A is defined by A∗y =
∑m
p=1Apyp for
y ∈ Rm. Using these notation, we can formulate a primal SDP as
(3.1)
max
X
〈C,X〉
s.t. AX = b,
X  0.
The corresponding dual SDP is
min
y,S
bT y
s.t. S = A∗y − C,
S  0.
(3.2)
3.1. The DRS method. The DRS method, first introduced to solve nonlinear partial
differential equations [8, 15, 10], can be used to solve the primal SDP. To describe the DRS
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method, we first establish some notations and terminologies. Given a convex function f and
a scalar t > 0, the proximal mapping of f is defined by
(3.3) proxtf (X) := argmin
U
f(U) +
1
2t
‖U −X‖2F .
We also define an indicator function on a convex set Ω as
1Ω(X) :=
{
0, ifX ∈ Ω,
+∞, otherwise.
To use the DRS method to solve (3.1), we let
(3.4) f(X) = −〈C,X〉+ 1{AX=b}(X) and h(X) = 1K(X),
where K = {X : X  0}. Then each iteration of the DRS procedure for solving (3.1) can
be described by the following sequences of steps
Xk+1 = proxth(Z
k),
Uk+1 = proxtf (2X
k+1 − Zk),
Zk+1 = Zk + Uk+1 −Xk+1,
(3.5)
where {Uk} and {Zk} are two sets of auxiliary variables. It follows from some simple
algebraic rearrangements that the variables X and U can be eliminated in (3.5) to yield a
fixed-point iteration of the form
(3.6) Zk+1 = TDRS(Z
k),
where
(3.7) TDRS := I + proxtf ◦ (2proxth − I)− proxth.
3.2. ADMM. The ADMM is another method for solving the dual formulation of the
SDP (3.2). LetX be the Lagrangian multiplier associated with the linear equality constraints
of (3.2). The augmented Lagrangian function is
Lµ(y, S,X) = b
T y + 〈X,S −A∗y + C〉+ µ
2
||S −A∗y + C||2F .
Applying ADMM [33] to (3.2) yields the following sequence of steps in the kth iteration
yk+1 = argminyLµ(y, S
k;Xk),
Sk+1 = argminS0Lµ(y
k+1, S;Xk),
Xk+1 = Xk + µ(Sk+1 −A∗yk+1 + C).
(3.8)
In practice, the penalty parameter µ is often updated adaptively to achieve faster conver-
gence in the ADMM. One strategy is to tune µ to balance the primal infeasibility ηp and the
dual infeasibility ηd defined by
(3.9) ηp =
‖A(X)− b‖2
max(1, ‖b‖2) and ηd =
‖A∗y − C − S‖F
max(1, ‖C‖F ) .
If the mean of ηp/ηq in a few steps is larger (or smaller) than a constant δ, we decrease (or
increase) the penalty parameter µ by a multiplicative factor γ (or 1/γ) with 0 < γ < 1.
To prevent µ from becoming excessively large or small, a upper and lower bound are often
imposed on µ. This strategy has been demonstrated to be effectively in [33].
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3.3. The connection between ADMM and DRS. It is well known that the DRS for the
primal (3.1) is equivalent to the ADMM for dual (3.2). In particular, theX variable produced
in the kth step of DRS applied to (3.1) is exactly the X variable produced in the kth step of
ADMM applied to (3.2). The other variables (Z and U ) and the parameter t produced in DRS
are related to the variables y, S and parameter µ produced in the ADMM via
(3.10)


t = µ;
Zk = Xk − tA∗yk;
Uk = Xk−1 + t(A∗yk−1 + Sk − C).
If the DRS (3.5) is first executed, we can obtain the following relationship for the ADMM as
(3.11)


t = µ;
Xk = proxth(Z
k−1);
Sk =
1
t
(Xk − Zk);
A∗yk = 1
t
(Xk −Xk−1)− Sk + C.
The variable yk can be further computed from the last equation if the operator A is of full
row rank. Consequently, the strategies of the ADMM for updating µ can be used in the DRS
for modifying t and vice versa. However, one should be careful on computing the primal and
dual infeasibilities of the DRS when the parameter t is changed from t1 to t2 after one loop
of the DRS (3.5). In this case, the next immediate update of the DRS should be
Xk+1 = proxt1h
(
Zk
)
,
Uk+1 = proxt2f
(
Xk+1 − t2
t1
(Zk −Xk+1)
)
,
Zk+1 =
t2
t1
(Zk −Xk+1) + Uk+1.
(3.12)
Thereafter, the original iterations (3.5) can still be used for the fixed t2.
3.4. Application to the 2-RDM. The ADMM has been successfully used to solve the
2-RDM problem in [19] where the method is refereed to as the boundary point method. To
apply ADMM to solve (2.19), we first write the augmented Lagrangian function as
L(y, Sj;Xj , x) = b
T y +
l∑
j=1
〈
Xj , Sj −A∗jy + Cj
〉
+
〈
x, c−BT y〉
+
µ
2
(
l∑
j=1
‖Sj −A∗jy + Cj‖2F + ‖c−BT y‖22),
(3.13)
where Xj and x are Lagrangian multipliers and µ > 0 is a penalty parameter. The the kth
iteration of ADMM consists of the following sequence of steps:
yk+1 = argminyL(y, S
k
j ;X
k
j , x
k),
Sk+11 = argmin0S1IL(y
k+1, Sj ;X
k
j , x
k),
Sk+1j = argminSj0L(y
k+1, Sj ;X
k
j , x
k), j = 2, · · · , l,
Xk+1j = X
k
j + µ(S
k+1
j −A∗jyk+1 + Cj), j = 1, · · · , l,
xk+1 = xk + µ(ck+1 −BT yk+1).
(3.14)
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The convergence of ADMM has been studied in [12, 9, 2, 5, 33]. The following theorem,
which establish the convergence of the ADMM to the solution of (2.19) follows from the
analysis given in [33, Theorem 2.9].
THEOREM 3.1. Suppose that the KKT points of (2.19) exist. Then the sequence of vari-
ables (Xkj , x
k, Skj , y
k) generated from the ADMM converge to a solution (X∗j , x
∗, S∗j , y
∗) of
(2.19) from any starting point. Furthermore, ‖∑lj=1 〈Xkj , Cj〉+cTx−bT yk‖, ‖∑lj=1AjXj+
Bx− b‖, ‖A∗jyk − C − Skj ‖F and ‖BT yk − c‖ all converge to 0.
4. The Semi-smooth Newton method. Although Theorem 3.1 asserts that the ADMM
(and consequently the DRS method due to its equivalence to the ADMM) converges from any
starting point, the convergence can be slow, especially towards a highly accurate approxima-
tion to the solution of (2.19). In practice, we often observe a rapid reduction in the objective
function, infeasibility and duality gap in the first few iterations. However, the reduction levels
off after the first tens or hundreds of iterations. To accelerate convergence and obtain a more
accurate approximation, we consider a second-order method.
The DRS can be characterized as a fixed-point iteration (3.6) for solving a system of
nonlinear equations
(4.1) F (Z) = proxth(Z)− proxtf (2proxth(Z)− Z) = 0,
where Z ∈ Rn×n. Moreover, the solution of (4.1) is also an optimal solution to (3.1) and vice
versa. Hence, we will focus on more efficient ways to solve the equations (4.1). To simplify
the derivation of the new method to be presented, we first make the following assumption.
ASSUMPTION 4.1. The operatorA in (3.1) satisfies AA∗ = I and the Slater condition
holds. That is, there exits X ≻ 0 such that AX = b.
The first part of the assumption implies that A has full row rank. It is satisfied in many
SDPs including (2.19) after a suitable transformation of A.
4.1. Generalized Jacobian. Before we discuss how to solve (4.1), let us first examine
the structure of the generalized Jacobian of F (Z). Using the definition of f(x) and h(x)
given in (3.4), we can write down the explicit forms of proxtf (Y ) and proxth(Z) as
proxtf (Y ) = (Y + tC)−A∗(AY + tAC − b),
proxth(Z) = Q†Σ+Q
T
† ,
and where
QΣQT =
(
Q† Q‡
)(Σ+ 0
0 Σ−
)(
QT†
QT‡
)
is the spectral decomposition of the matrix Z , and the diagonal matrices Σ+ and Σ− contain
the nonnegative and negative eigenvalues of Z .
Although F is not differentiable, its generalized subdifferential still exists. Since F is
locally Lipschitz continuous, it can be verified that F is almost differentiable everywhere. We
next introduce the concepts of generalized subdifferential.
DEFINITION 4.2. Let F be locally Lipschitz continuous at X ∈ O, where O is an open
set. Let DF be the set of differentiable points of F in O. The B-subdifferential of F at X is
defined by
∂BF (X) :=
{
lim
k→∞
F ′(Xk)|Xk ∈ DF , Xk → X
}
.
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The set ∂F (x) = co(∂BF (x)) is called Clarke’s generalized Jacobian, where co denotes the
convex hull.
It can be shown that the generalized Jacobian matrix associated with the second term of
F (Z) in (4.1) has the form
(4.2) D ≡ ∂proxtf ((2proxth(Z)− Z)) = I − A∗A,
where I is the identity operator. Similar to the convention used in [36], we define a general-
ized Jacobian operatorM(Z) ∈ ∂proxth(Z) in terms of its application to an n-by-nmatrix
S that yields
(4.3) M(Z)[S] = Q(Ω ◦ (QTSQ))QT , ∀S  0,
where QΣQT is the eigen-decomposition of Z with Σ = diag(λ1, · · · , λn), and
Ω =
[
Eαα kαα¯
kTαα¯ 0
]
,
with α = {i|λi > 0}, α¯ = {1, . . . , n} \ α and Eαα being a matrix of ones and kij =
λi
λi−λj , i ∈ α, j ∈ α¯. The ◦ symbol appeared in (4.3) denotes a Hadamard product. It follows
from (4.1), (4.2) and (4.3) that the generalized Jacobian of F (z) can be written as
(4.4) J (Z) =M(Z) +D(I − 2M(Z)).
The function F given in (4.1) is strongly semi-smooth [20, 24] and monotone, which
is important for establishing the positive semidefinite nature of its B-subdifferential. The
precise definitions of these properties are given below.
DEFINITION 4.3. Let F be a locally Lipschitz continuous function in a domain O. We
say that F is semi-smooth at x ∈ O if (i) F is directionally differentiable at x; (ii) for any
z ∈ O and J ∈ ∂F (x+ z),
(4.5) ‖F (x+ z)− F (x)− J [z]‖2 = o(‖z‖2) as z → 0.
The function F is said to be strongly semi-smooth if o(‖z‖2) in (4.5) is replaced by O(‖z‖22).
It is called monotone if 〈x− y, F (x) − F (y)〉 ≥ 0, for all x, y ∈ Rn.
The next lemma characterizes the fixed point map given in (4.1) and its generalized
Jacobian matrix.
LEMMA 4.4. The function F in (4.1) is strongly semi-smooth and monotone. Each
element of B-subdifferential ∂BF (x) of F is positive semidefinite.
Proof. The strongly semi-smoothness of F follows from the derivation given in [25, 29]
to establish the semi-smoothness of proximal mappings. In fact, the projection over a poly-
hedral set is strongly semi-smooth [25, Example 12.31] and the projections over symmetric
cones are proved to be strongly semi-smooth in [29]. Hence, proxtf (·) and proxth(·) are
strongly semi-smooth. Since strongly semi-smoothness is closed under scalar multiplication,
summation and composition, the function F is strongly semi-smooth.
It has been shown in [15] that the operator TDRS is firmly nonexpansive. Therefore, F
is firmly nonexpansive, hence monotone [1, Proposition 4.2]. The positive semidefiniteness
simply follows from Lemma 3.5 in [34].
4.2. Computing the Newton direction. Using the expression given in (4.4), we can
now discuss how to compute the Newton direction efficiently. At a given iterate Zk, we
compute a Newton direction Sk by solving the equation
(4.6) (Jk + µkI)[Sk] = −F k,
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where Jk ∈ ∂BF (Zk), F k = F (Zk), µk = λk‖F k‖2 and λk > 0 is a regularization
parameter. The equation (4.6) is well-defined since each element of B-subdifferential∂BF (x)
of F is positive semidefinite and the regularization term µkI is chosen such that Jk + µkI
is invertible. From a computational view, it is not practical to solve the linear system (4.6)
exactly. Therefore, we seek an approximate step Sk by solving (4.6) approximately so that
(4.7) ‖rk‖F ≤ τ min{1, λk‖F k‖F ‖Sk‖F },
where
(4.8) rk := (Jk + µkI)[Sk] + F k
is the residual and 0 < τ < 1 is some positive constant.
Since the Jk matrix in (4.6) is nonsymmetric, and its dimension is large, we apply the
binomial inverse theorem to transform (4.6) into a smaller symmetric system. If we vectorize
the matrix S, then the operatorsM(Z) and D can be expressed as matrices
M(Z) = Q˜ΛQ˜T andD = I −ATA
respectively, where Q˜ = Q ⊗ Q, Λ = diag(vec(Ω)), I is the identity matrix and A is the
matrix form ofA. LetW = I − 2M(Z) = Q˜(I − 2Λ)Q˜T andH = Q˜((µk + 1)I − Λ)Q˜T .
Then the matrix form of Jk + µkI can be written as Jk + µkI = H − ATAW . It follows
from the binomial inverse theorem that
(Jk + µkI)
−1 = (H −ATAW )−1
= H−1 +H−1AT (I −AWH−1AT )−1AWH−1.
Define
(4.9) T = Q˜LQ˜T ,
where L is a diagonal matrix with diagonal entries Lii =
Λiiµk
µk+1−Λii . By using the identities
H−1 = 1µk+1I +
1
µk(µk+1)
T andWH−1 = 11+µk I − (
1
µk
+ 1µk+1 )T , we can further obtain
(Jk + µkI)
−1(4.10)
=
µkI + T
µk(µk + 1)
(
I +AT
(
µ2k
2µk + 1
I +ATAT
)−1
A(
µk
2µk + 1
I − T )
)
.
As a result, the solution of (4.6) can be obtained by first solving the following symmetric
linear equation
(4.11)
(
µ2k
2µk + 1
I +ATAT
)
ds = a,
where a = −A( µk2µk+1I−T )svec(F k), by an iterative method such as the conjugate gradient
(CG) method or the symmetric QMR method. Note that the size of the coefficient matrix of
(4.11) is m × m while that of (4.6) is n2 × n2, where m usually is much smaller than n2.
Then we use the following expression to recover
Sk =
1
µk(µk + 1)
(µkI + T )[−F k +A∗ds],
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where T is the operator form of T in (4.9). Specifically, applying T to a matrix S yields
T (Z)[S] = Q(Ω0 ◦ (QTSQ))QT , ∀S  0,
where Ω0 =
[
Eαα lαα¯
lTαα¯ 0
]
, and lij =
µkkij
µk+1−kij .
Let Υ = T (Z)[S]. We can then use the same techniques used in [36] to express Υ as
multiplication:
(4.12) Υ = [QαQα¯]
[
QTαSQα lαα¯ ◦QTαSQα¯
lTαα¯ ◦QTα¯SQα 0
] [
QTα
QTα¯
]
= G+GT ,
where G = Qα(
1
2 (UQ
T
α) + lαα¯ ◦ (UQα¯)) with U = QTαS. The number of floating point
operations (flops) required to computeΥ is 8|α|n2. If |α| is large, we can computeΥ via the
equivalent expression Υ = S −Q((E − Ω0) ◦ (QTSQ))QT , which requires 8|α¯|n2 flops.
Therefore, using the expression (4.12) allow us to obtain an approximate solution to (4.6)
efficiently whenever |α| or |α¯| is small. We summarize the procedure for solving the Newton
equation (4.6) approximately in Algorithm 1.
Algorithm 1: Solving the linear system (4.6)
1 Compute a = −A( µk2µk+1I − T )F k ;
2 Use the CG or symmetric QMR method to solve (
µ2k
2µk+1
I +AT A∗)ds = a
inexactly, where the matrix-vector multiplication is computed by (4.12) ;
3 Compute the Newton direction Sk = 1µk(µk+1) (µkI + T )(−F k +A∗ds).
4.3. Strategy for updating Zk. A few safeguard strategies are developed in order to
stabilize the semi-smooth Newton algorithm and maintain global convergence. Let Uk =
Zk + Sk be a new trial point from the Newton step and set ξ0 = ‖F (Z0)‖2. If the residual
‖F (Uk)‖ is sufficiently decreased, i.e., ‖F (Uk)‖2 ≤ νξk with 0 < ν < 1, then we update
(4.13) Zk+1 = Uk, ξk+1 = ‖F (Uk)‖2 and λk+1 = λk.
Otherwise, we examine the ratio
(4.14) ρk =
− 〈F (Uk), Sk〉
‖Sk‖2F
to decide how to updateZk, ξk and λk . If ρk ≥ η1 for some η1 that satisfies 0 < η1 ≤ η2 < 1,
we compute a new trial point using so-called hyperplane projection step [28]:
(4.15) V k = Zk −
〈
F (Uk), Zk − Uk〉
‖F (Uk)‖22
F (Uk).
Assume that the set of the optimal solutions of (4.1) is Ω. By the monotonicity of F , for any
optimal solution Z∗, one always has
〈
F (Uk), Z∗ − Uk〉 ≤ 0. If the ratio ρk > 0, then we
have
〈
F (Uk),−Sk〉 > 0. Therefore, the hyperplane
Hk := {Z ∈ Rn×n|
〈
F (Uk), Z − Uk〉 = 0}
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strictly separates Zk from the solution set Ω. It is easy to show that the point V k defined
in (4.15) is the projection of Zk onto the hyperplane Hk and it is closer to Z
∗ than Zk.
This projection step can be used to correct a potentially poor Newton step. Hence, we set
Zk+1 = V k if ‖F (V k)‖2 ≤ ‖F (Zk)‖2. Otherwise, we still take a DRS iteration, i.e.,
W k = Zk − F (Zk). In summary, we set
(4.16) Zk+1 =


V k, if ρk ≥ η1 and ‖F (V k)‖2 ≤ ‖F (Zk)‖2, [projection step]
W k, if ρk ≥ η1 and ‖F (V k)‖2 > ‖F (Zk)‖2, [DRS step]
Zk, if ρk < η1, [unsuccessful step]
Then the parameters ξk+1 and λk+1 are updated as
(4.17) ξk+1 = ξk, λk+1 ∈


(λ, λk), if ρk ≥ η2,
[λk, γ1λk], if η1 ≤ ρk < η2,
(γ1λk, γ2λk], otherwise,
where 1 < γ1 < γ2 and λ > 0 is a small positive constant.
The complete approach to solve (4.1) is summarized in Algorithm 2.
Algorithm 2: An Adaptive Semi-smooth Newton (ASSN) method for SDP
1 Give 0 < τ, ν < 1, 0 < η1 ≤ η2 < 1 and 1 < γ1 ≤ γ2 ;
2 Choose Z0 and ε > 0. Set k = 0 and ξ0 = ‖F (Z0)‖2;
3 while not “converged” do
4 Select Jk ∈ ∂BF (Zk);
5 Solve the linear system (4.6) approximately such that Sk satisfies (4.7);
6 Compute Uk = Zk + Sk and calculate the ratio ρk as in (4.14);
7 If ‖F (Uk)‖2 ≤ νξk, Set update Zk+1, ξk+1 and λk+1 according to (4.13).
Otherwise, set them according to (4.16) and (4.17), respectively;
8 Set k = k + 1;
The following theorem establishes the global convergence of Algorithm 2.
THEOREM 4.5. Suppose that {Zk} is a sequence generated by Algorithm 2. Then the
residuals of {Zk} converge to 0, i.e., limk→∞ ||F (Zk)|| = 0.
Proof. The strongly semi-smoothness and monotonicity has been shown in Lemma 4.4
and the firmly non-expansiveness of fixed-point mapping TDRS = I − F has been shown in
[15]. The proof is completed according to Theorem 3.10 in [34].
5. Numerical Results. In this section, we demonstrate the effectiveness of the semi-
smooth Newton method presented in the previous section. We implemented the algorithm
mostly in MATLAB. Our codes are built based on +SDPNAL [36], SDPNAL+ [4] and
ADMM+ [30], and use most of the key implementation details and subroutines in these
solvers. Some parts of the code are written in the C Language and interfaced with MAT-
LAB through MEX-files. All experiments are performed on a single node of a PC cluster,
where each node has two Intel Xeon 2.40GHz CPUs with 12 cores and 256GB RAM.
The test dataset is provided by Professor Maho Nakata and Professor Mituhiro Fukuta.
The detailed information about the dataset such as the basis sets used to discretize molec-
ular orbitals, the geometries of the molecules etc. can be found in [21]. Since the original
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dataset only takes into account the spin symmetry, it does not specify additional block di-
agonal structures introduced by spatial symmetry of the molecular orbitals within each spin
matrix block of the variables. We preprocess the dataset to identify these diagonal blocks
automatically through matrix reordering. Our solver takes advantage of these block diago-
nal structures to reduce the complexity of the computation as described in subsection 2.3.
We applied the semi-smooth Newton algorithm to the SDP formulation of the 2-RDM mini-
mization problem with four different groups of N-representability conditions labeled as PQG,
PQGT1, PQGT1T2, PQGT1T2’. The letters and numbers in each label simply indicate the N-
representability conditions included in the SDP constraints. For example, PQGT1T2’ means
that the P, Q, G, T1, T2’ conditions are included.
We compare the semi-smooth Newton’s method proposed in this paper with the state-of-
the-art Newton-CG augmented Lagrangian method implemented in the SDPNAL software
package [36]. We choose to compare with SDPNAL instead of SDPNAL+ [4] because our
test examples are in standard SDP forms for which SDPNAL works better than SDPNAL+
in our numerical experiments. The interior point methods are not included in the comparison
because they usually performs worse than SDPNAL. The stopping rules and a number of pa-
rameters used in SDPNAL are set to their default values. We measure accuracy by examining
four criteria: the primal infeasibility ηp and the dual infeasibility ηq that are defined by (3.9),
the gap ηg between the primal and dual objective functions
(5.1) ηg =
|bT y − tr(CTX)|
max(1, tr(CTX))
,
and the difference between the 2-RDM energy and full CI energy defined by
(5.2) err = bT y − energyfullCI,
where energyfullCI values are taken from [21]. The last criterion is often used in quantum
chemistry to assess the accuracy of an approximation model. It is used here to also assess the
effectiveness in including additional N-representability conditions in the 2-RDM formulation
of the ground state energy minimization problem. In the following tables, we use a short
notation for the exponential form. For example, -4.8-3 means −4.8× 10−3.
We experimentedwith two versions of the semi-smoothNewton methods. The difference
between these two versions is in the stopping rules and how the parameter µ is updated.
The first version, which is called SSNSDPL, uses a stopping rule that is similar to the one
used in SDPNAL. Specifically, in this version, the iterative procedure is terminated when
ηp < 3× 10−6 and ηd < 3× 10−7 so that it can achieve higher accuracy than that produced
by SDPNAL. The choice of these parameters makes SSNSDPL comparable to SDPNAL.
Another version, which is called SSNSDPH, uses a more stringent stopping rule that requires
ηp < 1 × 10−4 and ηd < 1 × 10−9. In this version, the primal infeasibility ηp is allowed
to be larger so that the algorithm converges more rapidly. The dual variables are required to
be more accurate since we ultimately retrieve the desired 1-RDM and 2-RDM from the dual
variables. This version can reach a “err” level that is close to the one reported in [21]. In this
version, we also make the penalty parameter µ larger so that the stopping rules can be easier
satisfied.
In Table 5.1, we compare the performance of SSNSDPL when it is applied to the orginal
dataset provided in [21] and our preprocessed data that identifies additional block diagonal
structures through permutation. We can see that the CPU time can be reduced by at least a
factor of three on most examples labeled with PQGT1T2 and PQGT1T2’. ForC atom and F−
system that exhibit high spatial symmetry, the CPU time measured in seconds (the column
labeled by t in Table 5.1) can be reduced by a factor of roughly six for SDP’s that include
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Table 5.1: The comparison of the performance on the original and proprocessed SDPs. The
number -4.8-3 means −4.8× 10−3
preprocessed SDP original SDP
system condition err ηp ηd ηg it t err ηp ηd ηg it t
C PQG -4.8-3 1.3-6 3.0-7 1.0-5 335 136 -4.7-3 3.2-7 2.7-7 9.8-6 163 82
C PQGT1 -3.8-3 5.9-7 2.9-7 7.4-6 217 129 -3.8-3 5.3-7 2.9-7 7.0-6 157 189
C PQGT1T2 -9.9-4 9.3-7 2.8-7 7.7-6 229 366 -9.5-4 1.1-6 3.0-7 6.5-6 219 1915
C PQGT1T2’ -5.4-4 1.2-6 3.0-7 7.7-6 226 361 -5.4-4 1.7-6 3.0-7 1.2-5 235 2051
CH PQG -1.3-2 1.3-6 3.0-7 9.5-6 126 77 -1.3-2 2.1-6 2.0-7 8.2-6 196 167
CH PQGT1 -1.0-2 1.7-7 2.7-7 9.7-6 122 220 -1.0-2 9.7-7 2.7-7 8.5-6 118 446
CH PQGT1T2 -2.5-3 1.9-6 3.0-7 1.0-5 271 2008 -2.5-3 4.0-7 3.0-7 1.1-5 268 6351
CH PQGT1T2’ -1.1-3 5.1-7 2.9-7 9.9-6 294 2041 -1.1-3 3.9-7 2.9-7 9.6-6 282 6350
F− PQG -1.3-2 6.3-7 1.8-7 8.5-6 119 72 -1.2-2 1.6-6 1.1-7 1.3-5 113 106
F− PQGT1 -9.2-3 1.9-6 2.6-7 1.3-5 144 211 -8.7-3 1.1-6 2.6-7 5.4-6 149 718
F− PQGT1T2 -2.6-3 2.1-6 2.7-7 2.2-5 225 1325 -2.7-3 1.3-6 2.8-7 1.7-5 235 10735
F− PQGT1T2’ -2.0-3 1.2-6 2.7-7 1.1-5 249 1359 -1.9-3 1.2-6 3.0-7 1.2-5 234 9485
H2O PQG -1.9-2 2.2-6 1.2-7 1.6-6 87 93 -1.9-2 1.3-6 1.0-7 2.3-6 92 126
H2O PQGT1 -1.2-2 2.4-6 2.5-7 1.3-5 124 408 -1.2-2 2.3-7 2.9-7 1.3-5 126 1070
H2O PQGT1T2 -2.9-3 3.3-7 2.9-7 1.5-5 316 6213 -2.9-3 2.6-6 2.9-7 1.7-5 289 19392
H2O PQGT1T2’ -2.0-3 1.2-6 3.0-7 1.1-5 257 4679 -2.0-3 2.4-6 2.9-7 9.0-6 252 16339
the PQGT1T2 and PQGT1T2’ conditions. These experiments illustrate the importance of
exploiting spatial symmetry to identify block diagonal structures in the approximate solution
and consequently reduce the computational cost significantly. For the problems that only
include the PQG and PQGT1 conditions, the amount of improvement is less spectacular,
because the sizes of the diagonal blocks in these examples are small. In fact, the larger the
blocks in Table 2.1 is, the more significant effectiveness of the symmetry is. Thereafter, all
experiments are performed on the preprocessed data.
In addition to identifying block diagonal structures in the N-representibility constraints,
we can further improve the efficiency of SSNSDPL and SSNSDPH by taking advantage of
the low rank structure of the variable matrices. Recall from Theorem 2.1 that the ratios of the
rank of the Xj matrix (denoted by rj) associated with the T2 condition over the dimension
of Xj (denoted by dj) should be bounded by (
√
3
8 (d
2 + 6))/(d
2
8 (
3d
2 − 1)). For the C atom
and CH molecule, d is 20 and 24 respectively. Thus, at the solution the ratios should be
bounded by 0.06 and 0.05, respectively. In Figure 5.1, we replace rj by the numerical rank
computed from the eigenvalue decompositions of the Xj variable and show the ratios for j’s
that are associated with the four largest dj’s at each DRS iteration. We observe that these
ratios can be relatively high in the first few iterations. But they eventually become less than
0.1 after a few hundred iterations. This property is useful (4.12) in the DRS and the semi-
smooth Newton methods. It follows from (3.11) that the X variable is the projection of the
Z variable to semidefinite cone and |α| in (4.12) is equal to the rank of Xj in the case of 2-
RDM. Therefore, solving the Newton system (4.11) becomes much cheaper by using (4.12)
when |α| is small.
Figure 5.2 shows how the relative gap, primal infeasibility and dual infeasibility in
ADMM and SSNSDPL change with respect to the number of iterations when they are applied
to the C atom system. We tested both algorithms on SDPs with the PQG N-representibility
conditions (shown in subfigures a and c) and with the PQGT1T2 N-representibility conditions
(shown in subfigures b and d.) In subfigures (a) and (b), we show the convergence history of
ADMM for the first 10000 steps. In subfigures (c) and (d), we show the convergence history
of SSNSDPL. The starting points of SSNSDPL are taken to be the solution produced from
running 500 ADMM steps. We can see that the ADMM can produce a moderately accurate
17
0 2000 4000 6000 8000 10000
iter
0
0.2
0.4
0.6
0.8
1
ra
tio
 o
f X
 ra
nk
(a) C
0 500 1000 1500 2000
iter
0
0.2
0.4
0.6
0.8
1
ra
tio
 o
f X
 ra
nk
(b) CH
FIG. 5.1. The percentage of the ranks of the first four largest blocks of theX in the C and CH systems
solution in a few hundred iterations from subfigures (a) and (b). At that point, convergence
becomes slow. Many more iterations (10,000) are required to reach high accuracy. Using a
starting point obtained from running 500 ADMM iterations, we can use SSNSDPL to obtain
a more accurate solution in 250 steps. Note that the duality gap as well as the primal and
dual feasibility curves shown in (c) and (d) are highly oscillatory. The oscillation is due to the
adaptive update of the penalty parameter µ for achieving a faster overall convergence rate. If
the penalty parameter is held fixed, these curves become much smoother. But more iterations
are needed to reach the desired accuracy.
The SSNSDPL and SSNSDPH methods have been successfully used to solve the SDPs
with several types of N-representability conditions for all test problems. In Table 5.2, we
report the accuracy of the solution produced by SSNSDPH by comparing the 2-RDM ground
state energy with the FCI energy and calculating their differences defined by (5.2). We can
see that more accurate solutions are obtained from SSNSDPH when more N-representability
conditions are included in the constraints. These results are similar to the ones reported
in [21].
Table 5.2: The error obtained by SSNSDPH on various N-representability conditions:
PQG, PQGT1, PQGT1T2, and PQGT1T2’
system state basis PQG PQGT1 PQGT1T2 PQGT1T2’
AlH 1Sigma+ STO6G -2.3-3 -7.8-4 -2.4-5 -1.4-5
B2 3Sigmag- STO6G -9.6-2 -8.5-2 -6.5-2 -6.4-2
BF 1Sigma+ STO6G -6.6-3 -3.5-3 -3.2-4 -3.1-4
BH+ 2Sigma+ STO6G -4.2-5 -2.6-5 -1.0-6 -2.9-7
BH 1Sigma+ DZ -6.5-3 -4.7-3 -8.6-5 -5.1-5
BH3O 1A1 STO6G -2.8-2 -1.2-2 -7.1-4 -6.9-4
BN 3Pi STO6G -2.9-2 -1.7-2 -3.0-3 -2.7-3
BO 2Sigma+ STO6G -1.2-2 -6.7-3 -1.2-3 -1.0-3
Be(1) 1S STO6G -4.6-7 -4.8-7 -9.8-8 -1.2-7
Be(2) 1S SV -5.8-5 -5.4-5 -1.8-6 -6.4-7
BeF 2Sigma+ STO6G -3.1-3 -1.7-3 -2.6-4 -1.9-4
BeH+ 1Sigma+ STO6G -2.4-5 -2.3-5 -2.5-7 -1.9-7
BeH 2Sigma+ STO6G -4.5-5 -2.2-5 -5.3-7 -2.5-7
BeO 1Sigma+ STO6G -1.3-2 -9.5-3 -1.7-3 -1.7-3
C(1) 3P DZ -3.9-3 -3.1-3 -3.9-4 -5.1-5
C(2) 3PSZ0 DZ -1.7-2 -1.4-2 -2.4-3 -2.0-3
C−
2
2Sigmag+ STO6G -2.6-2 -1.4-2 -2.4-3 -1.9-3
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system state basis PQG PQGT1 PQGT1T2 PQGT1T2’
C2(1) 1Sigmag+ STO6G -4.6-2 -2.5-2 -3.4-3 -3.5-3
C2(2) 1Sigmag+ VDZ -5.4-2 -5.4-2 -3.2-3 -3.5-3
CF 2Pir STO6G -7.7-3 -5.8-3 -6.2-4 -4.8-4
CH 2Pir DZ -1.3-2 -9.6-3 -8.9-4 -3.1-4
CH2(1) 1A1 DZ -1.9-2 -1.2-2 -3.9-4 -3.1-4
CH2(2) 3B1 DZ 4.1-1 4.2-1 4.3-1 4.3-1
CH+
3
1Ep STO6G -1.3-2 -3.8-3 -1.7-4 -1.6-4
CH3 2A2pp VDZ -1.7-2 -1.0-2 -9.4-4 -3.1-4
CH3N 1A1 STO6G -3.9-2 -1.6-2 -1.0-3 -9.8-4
CH4 1A1 STO6G -1.9-2 -4.1-3 -1.9-4 -1.8-4
CN 2Sigma+ STO6G -2.4-2 -1.2-2 -2.1-3 -1.7-3
CO+ 2Sigma+ STO6G -1.8-2 -9.2-3 -1.7-3 -1.4-3
CO 1Sigma+ STO6G -1.2-2 -7.2-3 -8.6-4 -8.6-4
F− 1S DZ+d -1.2-2 -7.6-3 -3.8-4 -2.7-4
FH+
2
1A1 STO6G -1.1-3 -5.1-4 -1.7-5 -1.5-5
H2O 1A1 DZ -1.9-2 -1.1-2 -4.9-4 -4.0-4
H3 2A1p DZ -7.7-4 -5.5-4 -1.6-6 -7.9-8
HF 1Sigma+ DZ -1.2-2 -5.8-3 -3.5-4 -2.7-4
HLi2 2A1 STO6G -1.0-3 -6.6-4 -7.2-5 -1.0-5
HN+
2
1Sigma+ STO6G -2.5-2 -1.1-2 -1.5-3 -1.5-3
HNO 1Ap STO6G -1.9-2 -1.4-2 -8.9-4 -9.0-4
Li 2S STO6G -3.3-8 -1.8-8 -1.7-8 -4.2-9
Li2 1Sigmag+ STO6G -3.7-4 -2.9-4 -6.2-6 -4.3-6
LiF 1Sigma+ STO6G -1.6-3 -1.3-3 -2.5-4 -2.4-4
LiH(1) 1Sigma+ DZ -3.5-4 -2.0-4 -2.0-6 -6.7-7
LiH(2) 1Sigma+ STO6G -3.4-5 -2.5-5 -1.6-7 -9.3-8
LiOH 1Sigma+ STO6G -8.6-3 -4.0-3 -5.8-4 -5.7-4
N 4S DZ -2.4-3 -9.0-4 -9.8-5 -1.1-5
N+
2
2Sigmag+ STO6G -3.1-2 -1.6-2 -2.6-3 -2.2-3
N2 1Sigmag+ STO6G -1.2-2 -8.8-3 -1.2-3 -1.2-3
NH(1) 1Delta DZ -1.7-2 -1.3-2 -4.9-4 -4.5-4
NH(2) 3Sigma- DZ -9.7-3 -5.2-3 -5.4-4 -1.4-4
NH−
2
(1) 1A1 DZ -2.4-2 -1.5-2 -6.5-4 -5.7-4
NH−
2
(2) 1A1 STO6G -2.0-3 -1.3-3 -2.2-5 -2.0-5
NH+
3
2A2pp STO6G -9.8-3 -1.8-3 -2.0-4 -1.1-4
NH3 1A1 VDZ -2.3-2 -1.4-2 -5.0-4 -4.7-4
NH+
4
1A1 STO6G -1.7-2 -4.2-3 -2.3-4 -2.2-4
Na 2S STO6G -1.0-3 -4.9-4 -5.2-5 -3.9-5
NaH 1Sigma+ STO6G -3.5-3 -1.6-3 -8.3-5 -7.4-5
Ne 1S DZ -6.7-3 -2.7-3 -2.3-4 -1.5-4
O(1) 1D DZ -1.9-2 -1.4-2 -1.3-3 -1.2-3
O(2) 3P DZ -1.2-2 -6.3-3 -6.9-4 -2.4-4
O(3) 3PSZ0 DZ -2.3-2 -1.9-2 -2.8-3 -1.6-3
O+
2
2Pig STO6G -1.7-2 -1.5-2 -2.4-3 -2.1-3
P 4S 631G -8.3-4 -3.0-4 -6.4-5 -7.3-6
SiH4 1A1 STO6G -1.9-2 -3.6-3 -1.9-4 -1.6-4
In Table 5.3, we compare the accuracy and efficiency of SDPNAL, SSNSDPL and SSNS-
DPH. The fifth column labeled by “itr” gives the total number of Newton systems that was
solved. Therefore, it is meaningful to compare these columns. The column labeled by t gives
the CPU time in seconds. From the table, we can observe that SSNSDPL and SDPNAL
achieve the same level of accuracy. In terms of efficiency, SSNSDPL seems to be faster than
SDPNAL for most examples. We ran SSNSDPH with a smaller ηd than SSNSDPL. Hence,
it produces more accurate energy values. Table 5.3 shows that the errors of SSNSDPH is
indeed smaller than SSNSDPL and they are similar to these in [21].
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FIG. 5.2. Relative gap, primal infeasibility and dual infeasibility
Table 5.3: A summary of computational results of SDPNAL, SSNSDPL and SSNSDPH.
SDPNAL SSNSDPL SSNSDPH
id err ηp ηd ηg itr t err ηp ηd ηg itr t err ηp ηd ηg itr t
AlH -5.3-4 4.8-6 5.1-7 5.5-6 155 411 -3.6-4 8.4-7 3.0-7 1.2-6 84 305 -1.4-5 1.4-5 7.5-10 9.8-6 155 504
B2 -6.5-2 1.7-5 7.3-7 1.2-5 225 2260 -6.5-2 6.6-7 2.7-7 5.3-6 182 1938 -6.4-2 1.5-5 8.3-10 1.6-5 197 2152
BF -7.9-4 7.8-6 6.0-7 1.3-5 175 466 -7.0-4 2.1-6 2.7-7 3.7-6 134 433 -3.1-4 1.4-5 9.7-10 1.4-5 185 603
BH+ -1.2-4 2.4-6 7.1-7 2.8-6 192 86 -9.0-5 2.0-6 2.3-7 2.4-7 163 72 -2.9-7 1.0-5 9.8-10 4.8-6 245 102
BH -6.1-4 8.3-5 7.0-7 1.2-4 252 2004 -5.2-4 7.2-7 2.9-7 1.3-5 258 2151 -5.1-5 3.9-5 9.1-10 1.2-4 234 2105
BH3O -1.7-3 1.1-5 6.9-7 1.7-5 183 4567 -1.6-3 1.3-6 2.9-7 1.7-6 99 3216 -6.9-4 7.4-6 9.7-10 1.1-5 205 5667
BN -3.3-3 2.2-5 7.2-7 1.9-5 214 494 -3.2-3 1.6-6 2.8-7 4.2-6 108 387 -2.7-3 1.3-5 1.0-9 1.9-5 246 723
BO -1.6-3 9.2-6 7.0-7 1.6-5 171 666 -1.5-3 2.9-6 2.9-7 1.8-6 88 490 -1.0-3 1.1-5 1.0-9 2.6-5 223 1069
Be(1) -4.7-5 2.2-7 9.5-7 1.5-6 116 19 -3.9-5 1.3-7 3.0-7 1.0-6 195 49 -1.2-7 9.2-6 4.1-10 1.5-6 227 54
Be(2) -1.6-4 7.4-5 7.1-7 6.0-6 221 249 -1.4-4 6.1-7 3.0-7 5.8-6 464 412 -6.4-7 1.3-5 9.9-10 3.3-7 313 327
BeF -6.6-4 1.2-5 6.6-7 1.8-5 177 482 -5.2-4 1.2-6 3.0-7 1.0-6 179 553 -1.9-4 9.4-6 9.9-10 1.1-5 187 608
BeH+ -7.3-5 9.1-6 5.6-7 4.5-6 198 95 -7.4-5 3.8-7 2.8-7 3.1-6 254 96 -1.9-7 1.2-5 9.9-10 1.7-6 217 87
BeH -8.5-5 6.4-6 7.6-7 4.7-6 201 91 -7.1-5 1.7-6 3.0-7 1.8-8 144 65 -2.5-7 1.8-5 9.5-10 9.1-7 229 101
BeO -2.2-3 1.3-5 7.2-7 2.3-5 199 495 -2.1-3 1.8-6 2.7-7 5.8-6 105 375 -1.7-3 6.4-6 9.7-10 1.4-5 220 695
C(1) -5.5-4 3.3-5 5.9-7 3.2-5 245 440 -5.4-4 1.2-6 3.0-7 7.7-6 226 361 -5.1-5 1.3-5 8.5-10 3.7-5 295 428
C(2) -2.6-3 1.5-5 6.5-7 1.3-5 233 424 -2.6-3 1.5-6 3.0-7 7.3-6 229 355 -2.0-3 1.2-5 9.2-10 2.4-5 230 386
C−
2
-2.4-3 7.0-6 6.1-7 1.4-5 175 319 -2.4-3 9.9-7 2.9-7 3.9-6 115 244 -1.9-3 9.6-6 9.0-10 1.9-5 235 418
C2(1) -4.2-3 5.2-6 7.7-7 5.3-6 184 320 -4.1-3 9.6-7 3.0-7 3.3-6 112 241 -3.5-3 8.8-6 9.4-10 7.2-6 214 386
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SDPNAL SSNSDPH SSNSDPL
id err ηp ηd ηg itr t err ηp ηd ηg itr t err ηp ηd ηg itr t
C2(2) 3.7-3 5.2-4 7.1-7 5.3-4 234 7291 -5.1-3 1.6-6 2.8-7 7.0-6 217 8381 -3.5-3 1.4-5 9.4-10 3.2-5 154 6858
CF -8.8-4 8.5-6 5.1-7 1.1-5 168 443 -8.1-4 1.4-6 2.9-7 2.1-6 115 437 -4.8-4 9.9-6 9.7-10 1.1-5 194 634
CH -1.1-3 9.3-5 6.4-7 1.1-4 234 1875 -1.1-3 5.1-7 2.9-7 9.9-6 294 2041 -3.1-4 1.9-5 1.0-9 5.6-5 272 2262
CH2(1) -1.3-3 1.4-4 6.5-7 2.4-4 241 4834 -1.3-3 6.5-7 3.0-7 1.3-5 278 5870 -3.1-4 3.9-5 8.7-10 1.2-4 321 7671
CH2(2) 4.3-1 6.4-4 6.5-7 2.0-4 251 4383 4.3-1 9.7-7 2.9-7 1.3-5 327 7595 4.3-1 5.0-5 9.6-10 7.9-5 375 9245
CH+
3
-5.6-4 1.0-6 9.0-7 2.7-6 158 151 -4.5-4 6.7-7 2.3-7 1.7-6 135 133 -1.6-4 1.2-5 8.3-10 2.7-6 181 185
CH3 -1.4-3 3.3-5 7.8-7 5.0-5 203 7744 -1.2-3 1.5-6 3.0-7 8.8-6 265 6474 -3.1-4 1.1-5 8.7-10 1.7-5 212 6423
CH3N -2.0-3 9.1-6 6.3-7 1.1-5 170 4100 -1.9-3 9.2-7 2.8-7 1.5-6 104 3160 -9.8-4 1.1-5 9.7-10 1.8-5 203 5250
CH4 -7.5-4 9.3-7 8.9-7 3.7-6 148 164 -6.0-4 3.8-7 2.6-7 2.9-6 109 155 -1.8-4 8.5-6 9.8-10 1.1-5 168 239
CN -2.2-3 1.2-5 5.4-7 2.0-5 185 461 -2.2-3 1.5-6 2.4-7 5.6-6 110 366 -1.7-3 9.1-6 1.0-9 1.9-5 277 724
CO+ -2.0-3 1.1-5 7.8-7 1.8-5 174 435 -2.0-3 1.8-6 2.9-7 4.7-6 118 357 -1.4-3 1.2-5 9.7-10 2.3-5 269 728
CO -1.3-3 1.3-5 6.8-7 1.9-5 162 408 -1.2-3 2.6-6 2.7-7 2.2-6 89 328 -8.6-4 9.7-6 9.8-10 1.7-5 204 638
F− -2.0-3 8.8-5 5.2-7 1.5-4 238 1429 -2.0-3 1.2-6 2.7-7 1.1-5 249 1359 -2.7-4 2.0-5 8.5-10 7.8-5 282 1576
FH+
2
-2.3-4 1.2-6 6.4-7 2.2-6 146 99 -1.8-4 1.5-6 2.9-7 1.5-6 55 53 -1.5-5 1.1-5 9.9-10 2.0-6 178 153
H2O -1.9-3 7.4-5 4.9-7 1.1-4 246 5704 -2.0-3 1.2-6 3.0-7 1.1-5 257 4679 -4.0-4 1.3-5 9.4-10 4.1-5 282 5928
H3 -3.3-5 8.5-7 9.7-7 7.5-6 143 51 -2.0-5 3.0-7 3.0-7 4.2-6 176 58 -7.9-8 5.7-6 9.8-10 8.4-6 204 80
HF -2.3-3 5.6-5 6.9-7 7.5-5 216 1745 -2.0-3 8.5-7 2.9-7 1.2-5 187 1438 -2.7-4 1.2-5 8.5-10 3.9-5 265 2038
HLi2 -2.8-4 1.9-5 7.7-7 2.2-5 240 1108 -1.9-4 2.0-6 2.9-7 6.9-6 447 1357 -1.0-5 3.0-5 8.8-10 2.3-5 168 755
HN+
2
-2.2-3 8.4-6 7.8-7 1.1-5 167 720 -2.0-3 2.2-6 2.9-7 2.5-6 88 530 -1.5-3 1.4-5 9.9-10 1.8-5 232 1108
HNO -1.5-3 1.4-5 7.1-7 2.3-5 193 1551 -1.3-3 1.0-6 2.0-7 3.7-6 125 1300 -9.0-4 1.0-5 9.9-10 5.8-6 238 2430
Li -1.7-5 2.1-7 6.8-7 1.8-6 125 23 -1.2-5 1.5-6 2.4-7 1.1-6 145 34 -4.2-9 2.0-5 5.1-10 1.8-6 153 32
Li2 -2.0-4 2.5-5 6.9-7 2.5-5 242 502 -1.6-4 1.6-6 2.9-7 5.7-6 418 625 -4.3-6 3.3-5 9.4-10 2.9-5 183 326
LiF -6.6-4 9.6-6 6.2-7 1.1-5 197 535 -5.6-4 2.3-6 2.6-7 2.4-6 103 381 -2.4-4 9.5-6 9.6-10 8.3-6 178 638
LiH(1) -1.2-4 2.7-5 7.4-7 1.8-5 233 1774 -8.9-5 1.6-6 2.9-7 6.7-6 464 2781 -6.7-7 1.6-5 9.1-10 2.4-5 265 2434
LiH(2) -5.9-5 8.5-6 6.9-7 4.9-6 212 107 -5.2-5 1.6-6 2.9-7 7.0-6 256 101 -9.3-8 1.9-5 9.8-10 5.2-6 198 78
LiOH -1.0-3 1.0-5 5.4-7 1.5-5 183 854 -9.7-4 1.3-6 3.0-7 2.0-6 107 630 -5.7-4 9.8-6 9.0-10 1.1-5 247 1253
N -5.0-4 6.8-5 5.0-7 6.6-5 209 351 -4.6-4 2.3-6 3.0-7 7.6-6 229 384 -1.1-5 1.5-5 9.7-10 6.1-5 297 454
N+
2
-2.8-3 5.6-6 7.6-7 1.1-5 167 300 -2.7-3 7.8-7 2.9-7 1.2-6 102 236 -2.2-3 8.7-6 9.8-10 1.7-5 263 496
N2 -1.5-3 8.6-6 4.4-7 8.2-6 160 281 -1.5-3 1.5-6 2.6-7 2.4-7 96 214 -1.2-3 1.0-5 8.9-10 2.7-5 235 425
NH(1) -1.3-3 4.5-5 5.1-7 7.3-5 244 2014 -1.3-3 2.8-7 2.8-7 7.6-6 291 1959 -4.5-4 1.6-5 9.9-10 3.8-5 230 1803
NH(2) -9.7-4 1.1-4 5.2-7 1.6-4 233 1764 -1.0-3 1.3-6 3.0-7 7.3-6 272 1986 -1.4-4 1.3-5 9.1-10 3.9-5 256 2066
NH−
2
(1) -1.8-3 7.0-5 5.0-7 1.3-4 235 5430 -1.7-3 1.3-6 2.7-7 8.5-6 253 4772 -5.7-4 1.2-5 9.6-10 4.5-5 258 5775
NH−
2
(2) -1.6-4 1.5-6 4.8-7 1.8-6 151 96 -1.6-4 2.9-7 2.7-7 1.0-6 78 61 -2.0-5 4.9-6 8.2-10 3.8-6 211 145
NH+
3
-3.7-4 1.3-6 5.6-7 1.7-6 175 179 -3.4-4 2.5-6 2.9-7 1.1-6 105 117 -1.1-4 9.9-6 9.6-10 5.0-6 222 222
NH3 -1.6-3 9.6-6 5.8-7 1.7-5 239 13131 -1.6-3 1.4-7 2.9-7 5.8-6 227 10022 -4.7-4 1.2-5 9.7-10 2.0-5 217 10903
NH+
4
-6.1-4 1.9-6 6.3-7 1.8-6 162 187 -5.1-4 1.6-6 1.9-7 9.9-7 109 160 -2.2-4 6.4-6 7.6-10 2.1-6 187 266
Na -5.2-4 4.4-6 6.4-7 3.9-6 164 163 -3.5-4 6.6-7 2.2-7 1.1-6 92 127 -3.9-5 4.5-6 8.8-10 6.9-6 212 248
NaH -7.9-4 5.4-6 7.2-7 6.2-6 179 485 -6.7-4 1.9-6 3.0-7 4.6-6 107 332 -7.4-5 9.0-6 1.0-9 9.1-6 199 604
Ne -2.5-3 2.0-5 7.7-7 3.4-5 188 328 -1.8-3 2.9-6 3.0-7 6.8-6 140 246 -1.5-4 1.5-5 9.9-10 4.1-5 223 370
O(1) -2.0-3 2.1-5 4.5-7 2.9-5 196 334 -2.0-3 1.8-6 2.7-7 5.3-6 228 339 -1.2-3 1.5-5 8.9-10 2.5-5 223 358
O(2) -1.2-3 7.4-5 5.6-7 9.1-5 197 335 -1.2-3 9.8-7 2.8-7 7.0-6 206 325 -2.4-4 9.4-6 9.6-10 2.1-5 255 389
O(3) -2.5-3 1.8-5 5.3-7 2.0-5 215 353 -2.5-3 6.0-7 3.0-7 6.1-6 191 309 -1.6-3 2.5-5 7.1-10 2.4-5 223 324
O+
2
-2.4-3 4.4-6 5.6-7 6.5-6 152 284 -2.4-3 1.8-6 3.0-7 1.2-6 102 233 -2.1-3 7.7-6 9.9-10 5.6-6 201 462
P -1.1-3 7.0-6 6.3-7 7.0-6 188 1149 -7.7-4 1.3-6 2.9-7 5.6-7 130 1017 -7.3-6 2.1-5 8.9-10 1.3-5 182 1254
SiH4 -1.0-3 5.6-6 5.1-7 4.6-6 165 1755 -6.3-4 2.2-6 2.7-7 3.8-7 90 1256 -1.6-4 1.7-5 9.4-10 1.0-5 147 1961
Finally, we compare the accuracy and efficiency of SSNSDP with that of SDPNAL using
the the performance profiling method proposed in [7]. Let tp,s be the number of iterations
or CPU time required to solve problem p by the sth solvers. Then one computes the ratio
rp,s between tp,s over the smallest value obtained by ns solvers on problem p, i.e., rp,s :=
tp,s
min{tp,s:1≤s≤ns} . For τ ≥ 0, the value
pis(τ) :=
number of problems where log2(rp,s) ≤ τ
total number of problems
indicates that solver s is within a factor 2τ ≥ 1 of the performance obtained by the best
solver. Then the performance plot is a curve pis(τ) for each solver s as a function of τ . In
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Figure 5.3, we show the performance profiles of four criteria opt, ηd, err and CPU time,
where opt = max{ηp, ηd, ηg} represents the the largest value among three optimal indexes
ηp, ηd and ηg . The dual infeasibility ηd is chosen since it is often the smallest one among ηp,
ηd and ηg for both SDPNAL and SSNSDPL. These figures show that the accuracy and the
CPU time of SSNSDPL are better than SDPNAL on most test problems.
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FIG. 5.3. The performance profiles of SDPNAL and SSNSDPL
6. Conclusion. In this paper, we consider the v2-RDMmodel for approximating the so-
lution to the molecular Schro¨dinger equation. Instead of computing the smallest eigenvalue of
the many-electron Schro¨dinger operator, we minimize the total energy of the many-electron
system with respect to 1-RDM and 2-RDM subject to some linear constraints imposed to
enhance the N -representability of the decision variables. The minimization problem to be
solved is an SDP. The solution of the SDP can be obtained from the solution of a system
of nonlinear equations that can be derived from a fixed point iteration of DRS applied to the
original SDP. We present a semi-smooth Newton type method for solving this set of nonlinear
equations. A hyperplane projection technique is applied to improve the stability of the method
and achieve global convergence. We exploit the block diagonal structure and low rank struc-
ture of the variables in the SDP to improve the computational efficiency. The computational
results show that the proposed semi-smooth Newton method can achieve higher accuracy, and
is competitive with the Newton-CG Augmented Lagrangian Method for solving SDPs.
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Several components of the proposed semi-smooth Newton method can be further im-
proved. For example, since eigenvalue decomposition is the most expensive step in the pro-
cedure for computing the Newton direction, a more efficient eigen-decomposition methods
needs to be investigated. A better global convergent technique is also needed to improve the
overall performance.
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