As groundwater is a critical source of water for both drinking and agriculture in Jilin Province, China, it is important to investigate and understand groundwater level dynamics in this area. Time-series analysis and artificial neural networks (ANN) are commonly used for analysing and forecasting groundwater levels. The integrated time-series (ITS) and auto-regressive integrated moving average (ARIMA) are the most commonly used models for time-series analysis. Among ANN approaches, the radial basis function neural network (RBFNN) is a widely used model for making empirical forecasts of hydrological variables. There are no previous reports comparing the ITS, ARIMA and RBFNN models together in groundwater-level dynamics literature. An attempt has been made in this study to investigate the applicability of these three models for the prediction of groundwater levels based on root mean squared error, the Nash-Sutcliffe coefficient and mean absolute error. The results indicated that all three models reproduced groundwater levels accurately. In addition, the RBFNN model was more reliable than ITS and ARIMA. This provides a choice in the selection of models for analysis and prediction of groundwater levels. The predicted results also provide a basis for rational exploitation and sustainable utilization of groundwater resources. by guest Z. Ying et al. | Comparison of three forecasting models for groundwater levels by guest Z. Ying et al. | Comparison of three forecasting models for groundwater levels by guest Z. Ying et al. | Comparison of three forecasting models for groundwater levels
INTRODUCTION
Western Jilin Province, located in the northeast of China, is one of China's most important agricultural and livestock areas. With a semiarid continental climate, it is among the largest grain-producing provinces and is one of the regions designated for future crop expansion. The normal annual precipitation is about 400 mm, and the mean annual potential evapotranspiration for the study area is generally taken as 1,900 mm (Bian et al. ) . Groundwater in the region is crucial for crop growth and production, and knowledge of the dynamics is necessary for ensuring a sustainable water resource. Many unauthorized wells are used in the region and pumping volume is not regulated, resulting in overexploitation of the aquifer and lowering of the water table over many years (Ma et al. ) .
Although conceptual and physically based models are the main tools for depicting hydrological variables and understanding the physical processes taking place in such a system, they have their practical limitations. When insufficient data is available, and making accurate predictions is more important than understanding the physics, empirical Claveria & Torra ). They either compare ARIMA with ANN or contrast ITS with back propagation ANN. In the present study, the potential of two often-used time-series models (ITS and ARIMA) and the radial basis function neural network (RBFNN) model were evaluated for predicting groundwater levels. There are no previous reports in the groundwater-level dynamics literature that compare ITS, ARIMA and RBFNN models together. The aims of the present study were (1) to apply and compare the advantages and disadvantages of the three models for forecasting groundwater levels in areas where the water table has been steadily falling over the past decade due to overexploitation and (2) to provide reliable data on which to base reasonable exploitation that would ensure sustainable utilization of groundwater.
METHODOLOGY

Time-series analysis
ITS models
The principle of ITS models is to separate a time series into four major components (trend, seasonal, periodic and random), and then add these together to get the final forecasting model. The basic equation is 
whereP t is the estimated value of p t ; a 0 is the average of p t ; L is the magnitude of the waves; k is the number of waves; a k , b k are coefficients; and n is the number of samples. After it has been calculated, the periodic component is removed.
H t À X t À S t À P t then becomes the series to be analysed when determining the random component.
R t , the random component, is the last to be calculated. It is influenced by many uncertain factors, such as noise. It was extracted by the auto-regression method (Gemitzi & Stefanopoulos )
where p is the model order determined by the Akaike information criterion (AIC) and Φ i is the autoregression coefficient. The p value is selected when the AIC(p) takes a minimum value from
where n is the amount of data;σ 2 p is the variance of the residuals of AR(p); and e t represents the residuals of evaluation (Akaike ).
ARIMA models
For more than half a century, ARIMA models have dominated many areas of time-series forecasting. In the ARIMA (p,d,q) model, the future value of a variable is assumed to be a linear extrapolation of several past observations and random errors. That is, the underlying process that generates the time series with a mean value μ has the form
where y t and a t are the actual value and random error for
is the backward shift operator; p, q are the orders of the model; and d is the order of differencing. Random errors a t are assumed to be independently and identically distributed with a mean of zero and a constant variance of δ 2 .
Radial basis function neural networks
The RBFNN was proposed by Moody and Darken in the late 1980s and has been widely used for classification or function approximation since then (e.g. Chu et al. ) . It mainly consists of three layers: an input layer, a hidden layer and an output layer. A single output RBFNN with K hidden layer neurons is expressed as:
where y k is the kth output node on the output layer; ω ik is the weight connection between ith hidden and kth output nodes; and θ k is the threshold value of the kth output node.
The most commonly used function in the hidden layer is the Gaussian function, given by
where x is the n-dimensional input vector; c i is the centre of the ith radial basis function; σ i is the spread of the radial basis function in the ith hidden node that indicates the radial distance from the RBF centre; m is the number of hidden nodes; and ||x À c i || is the radial distance from X to the RBF centre.
The training process for RBFNN may be divided into two stages. The first is forward propagation, where data is processed from the input layer to the hidden layer and finally to the output layer. 
where f is observed data; F is the predicted data; and f is the mean observed value.
STUDY AREA AND DATA DESCRIPTION
The three models were tested with data taken from the western part of Jilin Province, China (Figure 1) . Two typical wells located in Baicheng City and Songyuan City were chosen because groundwater levels at those locations had declined in the recent decades due to overexploitation. The level was measured monthly from 1986 to 2013. The time series was divided in two data subsets, one for establishing the time-series models and training the neural network (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) , the other for model validation (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) .
MODELLING ITS model
All tests and results were obtained by using MATLAB 2011b
and Excel 2007 software. The trend component ( Figure 2) showed that the depth of the water 
ARIMA model
The historical data indicated that groundwater depth was a non-stationary sequence. For a non-stationary time series, (5)). Then the values of p and q were calibrated. From autocorrelation and partial correlation, the correlation diagram in Figure 6 was drawn. The default model was chosen as ARIMA (1,1,1) . The calibrated parameters are shown in Table 1 and the corresponding fitted graphs in Figure 7 .
RBFNN model
All test results were obtained using MATLAB 2011b software. The optimum network and parameter configuration were then derived by trial and error. The number of hidden neurons was found to have a large influence on the output of the radial basis function. The optimal number of hidden neurons was able to be identified by the RMSE. It is clear that the three models simulated the observations adequately, and consequently the performance of all three was evaluated. It can be seen in Figure 10 that all three models were capable of predicting groundwater levels in the short term, but the ARIMA model was not effective in making longterm predictions. The RBFNN method demonstrated the closest agreement with observation, followed by the ITS and ARIMA models.
RESULTS AND DISCUSSION
The same conclusion may be drawn from the information in for ITS and ARIMA. The MAE, which evaluates the difference between observed and predicted values, was respectively 0.15 and 0.12 for the ITS and ARIMA models.
For 8-year validation, the ITS model was much more accurate than the ARIMA model. For example, for Baicheng ( In general, the RBFNN model is suited to non-linear dynamic systems, whereas the other two models are more suited to linear dynamic systems. However, groundwater level variation is quite complex, and a non-linear analysis may be the better of the two. Although it is recognized that time-series analysis has its limitations, it also has its advantages; for instance, it reflects the influence of human activity, rainfall and solar fluctuation.
For forecasting the dynamics of the groundwater level, the RBFNN method is preferable, but for analysing 
PREDICTION
Three models were used to predict the groundwater level for the four years following the original experiment (i.e. 2014-2017).
The results are shown in Figure 10 . For Baicheng, because of the rapid groundwater variation, the ARIMA model was not capable of such a long-term forecast, so Figure 10(a) shows only the ITS and RBFNN forecasts. The results predict that the water table in Baicheng will continue to fall at the rate of 1 m/year if the present degree of exploitation continues. From the results of this study, it is clear that the ARIMA model was unsuitable for long-term groundwater level prediction and should not be used for this purpose.
CONCLUSIONS
All three models accurately simulated the observed groundwater data. The RBFNN model produced the most accurate simulations, especially in long-term predictions, and it is concluded that the RBFNN model was much more reliable than ITS and ARIMA for this purpose.
Despite its greater reliability, the RBFNN model has limitations that should not be overlooked. Conversely, the ITS and ARIMA models have certain advantages; for example, the ITS model is more applicable to the analysis of the factors that regulate groundwater dynamics: the trend, season and periodicity components reflect the degree of water exploitation, rainfall, solar activity and the Earth's rotation and revolution around the Sun. The main advantages of the ARIMA model are the ease of calibrating its model parameters, and it is a sound choice for short-term prediction.
From the above results, it is recommended that groundwater exploitation in Baicheng be monitored in view of the continuous lowering of the water table over many years. As the predictions were all based on historical groundwater level measurement data, they all have certain limitations. If more relevant data were obtained, including rainfall data, knowledge of the relationship between the various factors would be improved.
