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We provide a detailed theoretical analysis of the adiabatic evolution of degenerate open quantum
systems, where the dynamics is induced by time-dependent fluctuating loop paths in control pa-
rameter space. For weak system-bath coupling, the fluctuations around a deterministic base path
obey Gaussian statistics, where we assume that the quantum adiabatic theorem is also satisfied
for fluctuating paths. We show that universal non-Abelian geometric dephasing (NAGD) contribu-
tions are contained in the fluctuation-averaged evolution operator. This operator plays a key role
in all experimental protocols proposed in this work for the detection of NAGD. In particular, we
formulate interference measurements providing full access to NAGD. Apart from a factor due to the
dynamic phase and its fluctuations, the averaged evolution operator contains the averaged Berry
matrix. A polar decomposition of this non-unitary matrix into the product of a unitary, V , and a
positive semi-definite Hermitian matrix, R, reveals the physics of the NAGD contributions. Unlike
the conventional dynamic dephasing rate, the NAGD eigenrates encoded by R depend on the loop
orientation sense and, in particular, change sign under a reversal of the direction. A negative rate
then implies amplification of coherences as compared to the ones when only dynamic dephasing
is present. The non-Abelian character of geometric dephasing is rooted in the non-commutativity
of V and R and causes smoking-gun signatures in interference experiments. We also clarify why
systems subject to topological protection do not show geometric dephasing. Without full protection,
however, geometric dephasing can arise and has to be taken into account. As concrete application,
we propose spin-echo NAGD detection protocols for modified Majorana braiding setups.
I. INTRODUCTION
In this paper, we consider the effect of environment-
induced fluctuations on the adiabatic dynamics of a de-
generate quantum system. In the absence of couplings to
the environment, the system Hamiltonian, H = H(λ),
may depend on d classical parameters contained in the
vector λ, and one assumes that H has an N -fold de-
generate level with energy E1(λ). This degeneracy has
to persist for all relevant parameter configurations. Un-
der a slow time-dependent loop trajectory, λ(t), of to-
tal duration T such that λ(0) = λ(T ), the Hamiltonian
H(λ(t = 0)) returns to its initial form at time t = T .
Nonetheless, the quantum state will change under such
a parameter loop. In the adiabatic limit, apart from a
dynamic phase factor, the state after the round-trip is
connected to the initial state by a unitary N ×N Berry
matrix (“non-Abelian Berry phase”), UB , which can be
written as a path-ordered Wilson loop amplitude and
thus has a purely geometric meaning [1, 2]. For N = 1,
one recovers the Abelian case with UB = eiϕB , where ϕB
is the celebrated Berry phase [3].
In the presence of system-environment couplings, the
Abelian Berry phase is known to acquire an imagi-
nary contribution due to cross-correlations of energy and
state trajectory fluctuations (“geometric dephasing”), see
Refs. [4–6]. The widespread importance of non-Abelian
Berry phases and non-Abelian gauge theories motivated
us to investigate whether non-Abelian geometric de-
phasing (NAGD) contributions could arise when a weak
system-bath coupling to an environment is present. For
a short exposition of our key results, see Ref. [7]. In the
present paper, we provide a detailed description of our
theoretical formalism, and we also present many addi-
tional results beyond Ref. [7]. In particular, below we
discuss a variety of experimental detection schemes for
accessing the physics of NAGD, see Sec. IV, and we relate
our results to known generalizations of the Stokes theo-
rem to non-Abelian systems, see Sec. IIIA. Moreover, in
Sec. III B, we show that in topologically protected sys-
tems, NAGD contributions are absent.
In order to highlight the influence of key concepts like
the non-Abelian Berry connection or the corresponding
Berry curvature [8], let us briefly point to several different
physical scenarios where those concepts have been partic-
ularly fruitful. Early applications included the fractional
quantum Hall effect [9, 10], while more recent applica-
tions concern the fields of topological quantum compu-
tation [11] and geometric quantum computation [12, 13].
Other examples come from studies of nuclear quadrupole
resonance [2], or the physics of topological states of mat-
ter [11, 14–16]. In condensed matter physics, the de-
generate Bloch bands in solids can be described by non-
Abelian Berry connections [17]. For systems of ultra-
cold atoms, synthetic non-Abelian gauge fields can be
designed largely at will [18, 19]. Related ideas have also
been put forward for artifical gauge fields in graphene
[20]. Finally, these concepts also show up in general rela-
tivity through the geometric interpretation of Christoffel
symbols [21]. The question of how system-bath couplings
will affect the physics is of immediate relevance for most
of these applications.
When the system is weakly coupled to a quantum
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2bath, the control parameters will be subject to Gaus-
sian random fluctuations (noise) [22]. Throughout, we
assume that the coupling of the system to the bath does
not introduce perturbations that lift the N -fold degen-
eracy of the level of interest. A similar scenario arises if
the control parameters are decorated by classical time-
dependent fluctuations. Due to the system-bath cou-
pling, there are classical fluctuations around the deter-
ministic loop trajectory, λ(t)→ λ(t) + δλ(t), with weak
fluctuations δλ(t). The question then arises whether the
dynamics of the degenerate open quantum system —
which follows by performing the Gaussian average over
the fluctuations — can still be characterized by geomet-
ric quantities which do not depend on the detailed time
dependence of the protocol but only on the overall geom-
etry of the reference path in loop space. For the Abelian
case, the authors of Ref. [4] have shown that on top of
the well-known Berry phase, geometric dephasing contri-
butions do exist. Remarkably, the sign of the associated
geometric dephasing rate depends on the direction sense
of the loop protocol, i.e., changes from decay to ampli-
fication as one reverses the orientation. This prediction
has been verified in recent experiments using supercon-
ducting nanocircuits with artifically generated (and thus
controllable) noise fluctuations [6].
We here formulate the non-Abelian generalization of
the theory in Ref. [4]. This case takes place when study-
ing the adiabatic dynamics of degenerate open quantum
systems. As in the Abelian case, we find geometric de-
phasing contributions that allow for a model-independent
general expression, and thus deserve to be called “univer-
sal.” The key object in our theory is the fluctuation-
averaged N × N Berry matrix U¯B . This matrix is
non-unitary but always admits a polar decomposition,
U¯B = V R, with a unitary matrix V and a positive semi-
definite Hermitian matrix R. In generic non-Abelian sys-
tems, we have the commutator [V,R] 6= 0, and the typical
non-Abelian features discussed in detail below will char-
acterize NAGD contributions. On the other hand, we
will also study “poor man’s non-Abelian” systems below.
Such systems have anN -fold degenerate subspace but the
above commutator vanishes, [V,R] = 0. Therefore, such
systems do not allow to probe the rich physics associated
with NAGD in “truly non-Abelian” systems.
Since the averaged Berry matrix U¯B is hard to detect
directly, a large part of this work will be devoted to the
formulation of specific interference protocols that should
enable the development of NAGD detection experiments.
As a concrete application of the general formalism, we
study noisy Majorana braiding protocols. In such se-
tups, braiding is executed by running time-dependent
protocols for the tunnel matrix elements ∆j(t) between
different Majorana pairs. These tunnel matrix elements
play the role of the control parameter vector λ(t), and
by allowing for fluctuations in these quantities, one can
gain access to the physics of NAGD. We believe that
this setup is probably the most elementary example for
probing NAGD. Its simplicity allows us to obtain fully
analytical predictions for different interference protocols.
In addition, Majorana braiding is presently also of con-
siderable experimental interest [23, 24], and we hope that
this interest will also be beneficial to the development of
experimental tests for NAGD.
The structure of this article is as follows. In Sec. II,
we provide a general discussion of the adiabatic quan-
tum dynamics of degenerate open systems. In particu-
lar, we derive a compact expression for U¯B , see Eq. (2.43),
which involves both the Berry connection and the Berry
curvature. We also discuss general features of NAGD ex-
pected from the polar decomposition of U¯B . In Sec. III,
we briefly discuss a generalization of the Stokes theorem
for non-Abelian systems and some implications thereof.
In particular, we show that in topologically protected sys-
tems, the vanishing of the Berry curvature and the ab-
sence of NAGD are two sides of the same coin. In Sec. IV,
we then present general interference protocols aimed at
NAGD detection. These protocols are applied to a con-
crete example defined by noisy Majorana braiding setups
in Sec. V. Finally, we conclude with an outlook in Sec. VI.
Some technical details have been delegated to the Ap-
pendix. Throughout we consider the zero-temperature
limit and put ~ = 1.
II. NON-ABELIAN GEOMETRIC DEPHASING
In this section, we present a general analysis of the
non-Abelian adiabatic dynamics of open quantum sys-
tems. We derive and study the averaged time evolu-
tion operator which follows by taking a Gaussian average
over the bath-induced fluctuations around a determinis-
tic loop path in control parameter space. In Sec. II A,
we first summarize known results for closed non-Abelian
systems, see Refs. [1, 2], thereby also introducing our
notation. We prepare the ground for treating open non-
Abelian systems in Sec. II B, where we study what hap-
pens for a weakly perturbed parameter trajectory. The
Gaussian average over fluctuating trajectories is then per-
formed in Sec. II C. We show in Sec. IID that the re-
sulting averaged Berry matrix, U¯B , is gauge covariant.
Finally, in Sec. II E, we perform a matrix polar decom-
position of U¯B in order to illustrate the characteristic
physical effects caused by NAGD. We note that U¯B and
its properties will directly determine the outcome of the
NAGD detection protocols introduced in Secs. IV and V.
A. Non-Abelian Adiabatic Dynamics
We start by considering a closed quantum system de-
scribed by a Hamiltonian H(λ) that depends on d classi-
cal parameters, λµ. We combine these parameters to the
vector λ = (λ1, . . . , λd). For the non-Abelian case stud-
ied in this work, one requires that an N -fold degenerate
Hilbert subspace (N ≥ 2) exists for all λ configurations
3of interest [1, 2]. We can express the Hamiltonian as
H(λ) = U(λ)D(λ)U†(λ), (2.1)
where U(λ) is a parameter-dependent unitary and D(λ)
is a diagonal matrix. It contains several subspaces
(“blocks”), each having an Nj-fold degeneracy and a
parameter-dependent energy Ej(λ),
D(λ) =
∑
j=1,2,...
Ej(λ)Pj , (2.2)
with the projector Pj to the respective Hilbert subspace.
The degenerate blocks need not be of the same size but
all Nj are assumed parameter-independent. We define
N1 = N , thus identifying the N -fold degenerate level
with block j = 1. Note that Nj 6=1 = 1 is allowed.
For a time-dependent parameter protocol λ(t), we
then have a time-dependent Hamiltonian, H(t) =
H(λ(t)) = U(t)D(t)U†(t). States evolve according to
the Schrödinger equation,
i∂t|ψ(t)〉 = H(t)|ψ(t)〉, (2.3)
where it is convenient to switch to the instantaneous
eigenbasis,
|ψ˜(t)〉 = U†(t)|ψ(t)〉. (2.4)
Using ∂t(U†U) = 0, Eq. (2.3) yields
i∂t|ψ˜(t)〉 = H˜(t)|ψ˜(t)〉, H˜(t) = D(t)− iU†(t)∂tU(t).
(2.5)
Throughout this work, we consider closed trajectories of
total duration T such that λ(0) = λ(T ).
For sufficiently slow λ(t) variation, and taking the ini-
tial state from block 1, P1|ψ˜(0)〉 = |ψ˜(0)〉, the quantum
adiabatic theorem implies that the state will remain in
block 1 at all times, P1|ψ˜(t)〉 = |ψ˜(t)〉. The adiabatic
theorem holds when the inter-block transitions induced
by U†(t)∂tU(t) can be neglected. The matrix elements
of U†(t)∂tU(t) are typically of size O(1/T ). Defining the
minimal gap between block 1 and all the other blocks,
E = minλ,j 6=1 |Ej − E1| , (2.6)
one can write the adiabatic theorem validity condition
as ET  1. Note that the intra-block components of
U†(t)∂tU(t) may lift the in-block degeneracy by terms
of order O(1/T ) and, therefore, should be taken into ac-
count.
In the adiabatic limit, we thus obtain the final state
at t = T as |ψ˜(T )〉 = U|ψ˜(0)〉, with the unitary time
evolution operator
U = e−i
´ T
0
dtE1(λ(t))T e−
´ T
0
dtλ˙µ(t)Aµ(λ(t)). (2.7)
Summation over repeated indices is used throughout,
T denotes time ordering, and with ∂µ = ∂λµ the non-
Abelian Berry connection Aµ is given by [8]
Aµ(λ) = P1αµ(λ)P1 = −A†µ, αµ = U†∂µU. (2.8)
Writing U = e−i
´ T
0
dtE1UB , we arrive at the N ×N uni-
tary Berry matrix [1, 2]
UB = P exp
(
−
˛
dλµAµ
)
, (2.9)
where P denotes path ordering. The path-ordered Wil-
son loop formulation of UB underlines the geometric na-
ture of the Berry matrix. The detailed time dependence
of the protocol does not matter as long as the conditions
behind the adiabatic theorem are met.
The Berry connection (2.8) is defined only up to gauge
transformations, which correspond to changing the ba-
sis in the degenerate block. Writing U = WΩ with
parameter- (and hence time-)dependent unitaries W and
Ω, we demand that the commutator [Ω(λ), Pj ] = 0 for
all λ and j. In that case, W (λ) is a valid replace-
ment for U(λ) in Eq. (2.1) since Ω does not mix dif-
ferent blocks: H(λ) = WΩDΩ†W † = WDW †. At the
same time, Eq. (2.8) gives αµ = Ω†
(
W †∂µW + ∂µ
)
Ω,
and hence the Berry connection transforms as
Aµ → Ω†AµΩ + P1Ω†∂µΩP1. (2.10)
States transform according to |ψ˜(t)〉 → Ω†(t)|ψ˜(t)〉,
and by discretization of the time-ordered exponential in
Eq. (2.7), one verifies that the Berry matrix is gauge co-
variant, cf. Sec. IID below,
UB → Ω†(λ(T )) UB Ω(λ(0)). (2.11)
Below we also encounter the Berry curvature (or field
strength) tensor [8],
Fµν(λ) = ∂µAν − ∂νAµ + [Aµ, Aν ] = −F †µν , (2.12)
which is gauge covariant,
Fµν(λ)→ Ω†(λ)Fµν(λ)Ω(λ). (2.13)
In this context, it is instructive to highlight the role of the
projectors Pj . When replacing Aµ → αµ, see Eq. (2.8),
in order to define a tensor Φµν as in Eq. (2.12), one finds
easily that Φµν vanishes identically,
Φµν = ∂µαν − ∂ναµ + [αµ, αν ] (2.14)
= ∂[µU
†∂ν]U +
[
U†∂µU,U†∂νU
]
= 0.
Here we use the notation ∂[µU†∂ν]U = ∂µU†∂νU − (µ↔
ν) and the relation
∂µU
† = −(U†∂µU)U†. (2.15)
In contrast, because the projector P1 appears in the def-
inition of the Berry connection in Eq. (2.8), the Berry
curvature is given by
Fµν = P1∂[µU
†∂ν]UP1 +
[
P1U
†∂µUP1, P1U†∂νUP1
]
= −
∑
j 6=1
P1α[µPjαν]P1, (2.16)
which in general does not vanish.
4B. Perturbed parameter trajectory
In preparation for the averaging over bath-induced
fluctuations in open systems, let us now consider a pa-
rameter trajectory λ(t)+δλ(t) which contains a slow and
weak perturbation δλ(t) around the base path λ(t). We
assume that the fluctuation trajectory δλ(t) also meets
the assumptions behind the quantum adiabatic theorem.
For simplicity, we also impose δλ(t = 0, T ) = 0 even
though this condition could be relaxed [25]. The noise
trajectory δλ(t) may be caused by classical control pa-
rameter fluctuations or by the coupling of the system to
a quantum bath, see Sec. II C.
To make progress, we expand the Hamiltonian H˜(t),
cf. Eq. (2.5), for the perturbed trajectory in powers of δλ
up to second order,
H˜(t) = D(λ(t)) + H˜1(t) + H˜2(t) +O(δλ3). (2.17)
By using Eqs. (2.1) and (2.15) together with U†∂µ∂νU =
∂µαν+αµαν and (∂µ∂νU†)U = −∂µαν+αναµ, we obtain
in a first step
∂µH(λ) = U (∂µD + [αµ, D])U
†, (2.18)
∂µ∂νH(λ) = U
(
∂µ∂νD + [∂µαν , D]
+
[
α{µ, ∂ν}D
]
+ [αµ, [αν , D]]
)
U†,
where α{µ∂ν}D = αµ∂νD + (µ ↔ ν). We thus arrive at
the first-order contribution
H˜1 = −iλ˙µαµ + δλµ (∂µD + [αµ, D]) . (2.19)
With the anticommutator {·, ·} the second-order term is
given by
H˜2 = δλ
µδλν
(
1
2
∂µ∂νD +
1
2
{αµαν , D} (2.20)
− αµDαν + [αµ, ∂νD] + 1
2
[∂µαν , D]
)
.
Separating Eqs. (2.19) and (2.20) into block-diagonal and
off-diagonal terms, it is now straightforward to perform
a Schrieffer-Wolff transformation which projects the full
Hamiltonian to the N -fold degenerate subspace. The ef-
fective low-energy Hamiltonian acting only within block
j = 1 follows as
H˜11eff = P1E1(t)− iλ˙µAµ +
∑
j 6=1
P1αµPjανP1
(
λ˙µλ˙ν
Ej − E1 + i
(
λ˙νδλµ − λ˙µδλν
))
+O
([
δλ2 + λ˙2
]3/2)
. (2.21)
Here the time dependence of the first term ∼ E1(t) is
inherited from λ(t)+δλ(t). Equation (2.21) reveals a re-
markable cancellation of all contributions not containing
λ˙µ, apart from the first term ∼ E1(t).
At this point we note that λ˙µ = O(ω), where the
adiabatic theorem requires ω = 2pi/T to be small com-
pared to the minimal energy difference E between the
N -fold degenerate level and all other states. (The pre-
cise condition for adiabatic evolution also has to account
for the matrix elements between adiabatic states, see,
e.g., Refs. [26, 27].) The energy scale E is here defined by
Eq. (2.6). In the adiabatic limit, we have ET  1 and
thus can neglect the subleading term ∼ λ˙µλ˙ν = O (T−2)
in Eq. (2.21). Furthermore, by using Eq. (2.16), the last
term in Eq. (2.21) can be rewritten in terms of the field
strength tensor,
i(λ˙νδλµ − λ˙µδλν)
∑
j 6=1
P1αµPjανP1 = (2.22)
= −iλ˙µδλν
∑
j 6=1
P1α[µPjαν]P1 = iλ˙
µδλνFµν .
With these simplifications, Eq. (2.21) takes the form
H˜11eff = P1E1(t)− iλ˙µAµ + iλ˙µδλνFµν , (2.23)
where O(T−2, δλ2/T, δλ3) terms have been dropped.
In summary, the adiabatic time evolution operator fol-
lows as
U = e−i
´ T
0
dtE1(λ(t)+δλ(t)) UB , (2.24)
where the Berry matrix for the perturbed trajectory is
given by
UB = P exp
˛
dλµ (−Aµ + δλνFµν). (2.25)
Here Aµ and Fµν are evaluated for the reference path
with δλ = 0. Equation (2.25) looks natural in the
Abelian case, where the Berry phase can be written as an
area integral over the Berry curvature. Since the area is
extended via δλν in Eq. (2.25), we get a correction term.
We show in Sec. IIIA that Eq. (2.25) also looks natu-
ral in the non-Abelian case when invoking a non-Abelian
variant of the Stokes theorem.
5C. Noise-averaged Berry matrix
In this subsection, we discuss how to average the time
evolution operator U in Eq. (2.24) over different realiza-
tions of the fluctuating trajectories δλ(t). The result,
U → U¯ , appears in all experimental protocols aimed at
NAGD detection, see Secs. IV and V. In addition, af-
ter discussing the gauge covariance of U¯ in Sec. IID, we
show in Sec. II E that a matrix polar decomposition of U¯
affords a good intuitive understanding of geometric de-
phasing in non-Abelian systems.
1. Control parameter fluctuations
We assume that the fluctuations of the control param-
eters are distributed according to the measure
∼
ˆ
Dδλ e− 12
´ T
0
dtdt′[σ˜−1]µν(t−t′)δλµ(t)δλν(t′), (2.26)
implying Gaussian statistics with vanishing mean,
〈δλµ(t)〉env = 0, and the two-point time correlation func-
tion
〈δλµ(t)δλν(t′)〉env = σ˜µν(t− t′) = σµνδτc(t− t′). (2.27)
The last step in Eq. (2.27) introduces the real positive
d× d noise amplitude matrix with σµν = σνµ. The time
dependence of the correlator in Eq. (2.27) is modeled
by a δ-function broadened by the noise autocorrelation
time τc. For example, in experiments designed for detect-
ing Abelian geometric dephasing, see Ref. [6], tunable
artificial classical noise with δτc(t) = e−|t|/τc/(2τc) was
used. We denote the typical size of the σµν matrix ele-
ments (e.g., the largest eigenvalue) by σ. The typical size
of fluctuations δλµ(t) is therefore of order O
(√
σ/τc
)
.
Without loss of generality, all λµ parameters, and there-
fore also the σµν coefficients, are assumed to have units
of energy.
When the system is coupled to a quantum bath, δλ(t)
represents operators acting on the bath Hilbert space. By
treating typical system-bath couplings within the stan-
dard Born-Markov approximation [22], one arrives at
Gaussian fluctuations described by the measure (2.26),
where σµν depends on details such as the bath temper-
ature or the system-bath coupling strength. In some
cases, the system-bath coupling Hamiltonian may also
include terms not present in the d-dimensional parame-
ter set λ. One can then enlarge the parameter space to
include a deterministic part with additional components
λµ(t) = 0, at the same time allowing for Gaussian fluc-
tuations δλµ(t) 6= 0. Our approach therefore covers the
general case. However, we assume that the system-bath
coupling is not able to lift the N -fold degeneracy of the
level of interest.
To illustrate the above discussion, let us consider the
Hamiltonian Htot = Hs(λ)+Hint +Hb, where the system
Hamiltonian,
Hs(λ) =
∑
µ
λµ(t)Oµ, (2.28)
is expressed in terms of system operators Oµ, and Hb
is the bath Hamiltonian. The system-bath interaction is
encoded by
Hint = gXˆO1, (2.29)
with a bath operator Xˆ and a coupling constant g. We
now assume that the bath state and theHb-generated dy-
namics imply 〈Xˆ(t)〉b = 0 and 〈Xˆ(t)Xˆ(t′)〉b = x2δτc(t−
t′), with some amplitude x. For the system density ma-
trix, ρs = trbρtot, the standard Born-Markov approxima-
tion then leads to a Lindbladian master equation,
∂tρs = −i [Hs, ρs]− g
2x2
2
(
O21ρs + ρsO
2
1 − 2O1ρsO1
)
.
(2.30)
Alternatively, the time evolution of the system can be
described by a stochastic Schrödinger equation,
i∂t|ψs〉 =
(
Hs + δλ
1O1
) |ψs〉, (2.31)
where δλ1 is a stochastic variable with zero aver-
age and the correlation function
〈
δλ1(t)δλ1(t′)
〉
env
=
g2〈Xˆ(t)Xˆ(t′)〉b = σ11δτc(t − t′), with σ11 = g2x2. Ex-
panding the evolution of |ψs〉〈ψs| to second order in δλ1,
and subsequently averaging over the fluctuations, we find
that ρs = 〈|ψs〉〈ψs|〉env obeys Eq. (2.30). The stochastic
Hamiltonian evolution in Eq. (2.31) thus represents an
unraveling of the master equation (2.30).
These insights enable us to treat classical control pa-
rameter fluctuations and fluctuations due to the interac-
tion of the system with a bath on the same footing [28].
Nonetheless, a subtle distinction between both cases re-
mains. For classical fluctuations of the control parame-
ters, each individual run is fully coherent, and dephasing
effects arise only upon averaging over fluctuations. When
the system is coupled to a bath, system-bath entangle-
ment implies a dephasing of the system dynamics even in
a single experimental run. In the latter case, averaging
over δλ(t) is merely a mathematical trick to describe the
system-bath entanglement. However, since in practice
one obtains the environmental averages discussed below
by repeating the experiment many times (for the same
reference trajectory), this subtle distinction is of no im-
portance in what follows.
2. Parameter regime of interest
In order to define the parameter regime covered by our
theory below, we introduce three dimensionless parame-
ters,
T = ET, tc = Eτc, s = σ/E , (2.32)
6with the energy scale E in Eq. (2.6). Below we shall
require validity of the inequality chain
T tc  1 s. (2.33)
The first inequality implies that noise is local on the
time scale T , while the second inequality reinstates
that we assume the adiabatic limit for each realization
of a fluctuating trajectory. We note that for tc . 1,
non-adiabatic processes may become important where,
in particular, noise fluctuations introduce corrections to
adiabatic eigenstates via block-off-diagonal terms in the
Hamiltonian. Such processes may affect both dynamic
and geometric dephasing. However, we leave studies
of non-adiabatic corrections to future work and here
focus on the limit tc  1. Finally, the inequality s  tc
implements the weak system-bath coupling assumption
behind the Born approximation [22]. While this leaves
room for the intermediate regime 1 . s  tc, for
simplicity, we here assume s 1.
3. Averaged Berry matrix
We now average the time evolution operator U for a
perturbed trajectory, see Eqs. (2.24) and (2.25), over
the Gaussian fluctuations δλ(t). Expanding the energy
E1(λ+δλ) = E1(λ)+δλ
µ∂µE1(λ) to lowest order in δλ,
we obtain
U¯ = e−i
´ T
0
dtE1
〈
T e−
´ T
0
dt[λ˙µAµ+δλµ(i∂µE1+λ˙νFµν)]
〉
env
.
(2.34)
Next we make use of the standard representation for
time-ordered exponentials,
T exp
(ˆ T
0
dt O(t)
)
=
∞∑
n=0
1
n!
T
(ˆ T
0
dt O(t)
)n
.
(2.35)
With the auxiliary functions
f(t) = −λ˙µAµ, gµ(t) = −i∂µE1 − λ˙νFµν , (2.36)
we can express the time-ordered exponential as
T e
´ T
0
dt[f(t)+δλµgµ(t)] =
∞∑
n=0
1
n!
n∑
k=0
CknT
(ˆ T
0
dt f(t)
)k(ˆ T
0
dt δλµgµ(t)
)n−k
(2.37)
=
∞∑
k=0
∞∑
l=0
1
k!l!
T
(ˆ T
0
dt f(t)
)k(ˆ T
0
dt δλµgµ(t)
)l
,
where Ckn = n!/ [k!(n− k)!] is the binomial coefficient. Note that the time ordering prescription ensures the correct
order of operators. The fluctuation average in Eq. (2.34) thus follows as
〈
T e−
´ T
0
dt[λ˙µAµ+δλµ(i∂µE1+λ˙νFµν)]
〉
env
=
∞∑
k=0
1
k!
T
(ˆ T
0
dt f(t)
)k ∞∑
l=0
1
l!
〈
T
(ˆ T
0
dt δλµgµ(t)
)l〉
env
 . (2.38)
Using the Gaussian fluctuation measure in Eq. (2.26), we then obtain
∞∑
l=0
1
l!
〈
T
(ˆ T
0
dt δλµgµ(t)
)l〉
env
=
∞∑
l=0
(l − 1)!!
l!
δl,even
〈
T
(ˆ T
0
dt
ˆ T
0
dt′ σ˜µν(t− t′)gµ(t)gν(t)
)l/2〉
env
=
∞∑
m=0
1
2mm!
〈
T
(ˆ T
0
dt
ˆ T
0
dt′ σ˜µν(t− t′)gµ(t)gν(t′)
)m〉
env
, (2.39)
where (l − 1)!! = (l − 1)(l − 3) · · · 1 denotes the semifactorial. Using σ˜µν(t) = σµνδ(t), where the effect of finite noise
correlation times τc will be discussed in a moment, we findˆ T
0
dt
ˆ T
0
dt′ σ˜µν(t− t′)gµ(t)gν(t′) = σµν
ˆ T
0
dt
[
−∂µE1∂νE1 + 2iλ˙ρFµρ∂νE1 + λ˙ρλ˙ηFµρFνη
]
, (2.40)
and thus 〈
T e−
´ T
0
dt[λ˙µAµ+δλµ(i∂µE1+λ˙νFµν)]
〉
env
= T e
´ T
0
dt[−λ˙µAµ− 12σµν∂µE1∂νE1+iσµν λ˙ρFµρ∂νE1], (2.41)
7where the term ∼ λ˙ρλ˙η = O (T−2) has been dropped since it vanishes in the adiabatic limit.
A finite noise correlation time τc, and thus the fi-
nite range of σ˜µν(t − t′), will introduce corrections to
Eq. (2.41). First, corrections may arise from gν(t′) 6=
gν(t) in Eq. (2.40). Taylor expanding gν(t′) around t and
using σ˜µν(t− t′) = σ˜µν(t′ − t), we find that Eq. (2.40) is
accurate up to O (tc2/T) with the expansion parameters
in Eq. (2.32). Second, additional corrections may come
from the fact that the gµ(t) are matrices which do not
commute at different times. For finite values of τc, this
causes issues when going from Eq. (2.40) to Eq. (2.41)
since the time ordering in Eq. (2.39) mixes the order of
Fµν belonging to different integrals. We find that these
corrections scale as O (tc/T). Therefore, all corrections
to Eq. (2.41) coming from the finite noise correlation time
τc will vanish in the adiabatic limit.
We thereby obtain the averaged evolution operator as
U¯ = e−i
´ T
0
dtE1e−
1
2σ
µν
´ T
0
dt ∂µE1∂νE1 U¯B , (2.42)
where the averaged Berry matrix is expressed as a path-
ordered exponential,
U¯B = P exp
˛
dλµ (−Aµ + iσνρFνµ∂ρE1) , (2.43)
which evidently is a purely geometric contribution. The
term ∼ E1 in Eq. (2.42) contains the dynamic phase of
the deterministic base path. The second term has a triv-
ial matrix structure in the N -dimensional Hilbert space
of the degenerate block and encodes the conventional dy-
namic dephasing rate Γdyn. Writing this term as e−ΓdynT ,
we have
Γdyn =
σµν
2T
ˆ T
0
dt ∂µE1∂νE1. (2.44)
The rate Γdyn ∼ σ does not change when the orienta-
tion sense of the protocol is reversed, i.e., when replacing
λ(t)→ λ′(t) ≡ λ(T − t).
The averaged Berry matrix, U¯B in Eq. (2.43), contains
the non-Abelian Berry phase of the reference path (the
term ∼ Aµ) as well as the NAGD contribution ∼ Fνµ.
This term obeys (iσνρFνµ∂ρE1)
†
= iσνρFνµ∂ρE1, imply-
ing that U¯B is not unitary and thus contains dephasing
contributions. We analyze its effect in more detail in
Sec. II E. As in the Abelian case [4], geometric dephas-
ing requires the simultaneous presence of dynamic phase
fluctuations, ∼ ∂ρE1, and geometric phase fluctuations,
∼ Fνµ.
In contrast to the dynamic dephasing in Eq. (2.44), the
NAGD term is sensitive to the orientation sense of the
protocol. In fact, we infer from Eq. (2.43) that a reversal
of the orientation sense simply amounts to the replace-
ment U¯B → U¯−1B . Indeed, consider the discretization of
the time-ordered exponential,
U¯B = T e
´ T
0
dtλ˙µ[−Aµ+iσνρFνµ∂ρE1] ≡ T e
´ T
0
dtλ˙µOµ(t)
= lim
δt→0
T/δt∏
k=0
eδtλ˙
µ(tk)Oµ(λ(tk)), (2.45)
where tk = kδt with a short-time discretization parame-
ter δt. The time ordering over k is implied in the product.
For the reversed protocol, λ(t) → λ′(t) ≡ λ(T − t), we
thus have the averaged Berry matrix (with δt → 0)
U¯ ′B =
T/δt∏
k=0
eδtλ˙
′µ(tk)Oµ(λ′(tk))
=
T/δt∏
k=0
e−δtλ˙
µ(T−tk)Oµ(λ(T−tk)) (2.46)
=
0∏
k=T/δt
e−δtλ˙
µ(tk)Oµ(λ(tk)) = U¯−1B .
We note that Eq. (2.43) was derived by expanding the
Hamiltonian (2.23) up to linear order in δλ(t). Taking
further orders of δλ(t) into account will result in cor-
rections to Eqs. (2.42) and (2.43). In fact, both the
dynamic and the geometric terms acquire extra contri-
butions which are suppressed by powers of s and/or tc−1
compared to the terms kept above. Nevertheless, the re-
lation U¯ ′B = U¯−1B in Eq. (2.46) holds to any order of the
expansion as it only relies on the path ordering and on
the geometric term being proportional to λ˙µ.
D. Gauge covariance
Next we show that Eqs. (2.25) and (2.43) are gauge
covariant, i.e., that the averaged Berry matrix does not
depend on the particular basis used for describing the
system. Consider first the transformation of the unper-
turbed Berry matrix (2.9). Under a gauge transforma-
tion Ω(λ), UB transforms according to Eq. (2.11) so that
U(λ(T ))UBU†(λ(0)) is gauge invariant.
Consider now the time-discretized version of U¯B in
Eq. (2.45). With δt → 0, we have
U¯B =
T/δt∏
k=0
eδtλ˙
µOµ(λ(tk)) =
T/δt∏
k=0
(
1 + δtλ˙
µOµ(λ(tk))
)
.
(2.47)
Using the gauge transformation rules for Aµ, Eq. (2.10),
and for Fµν , Eq. (2.13), we obtain
Oµ(λ(tk))→ Ω†(λ(tk))Oµ(λ(tk)) Ω(λ(tk))
+ P1Ω
†(λ(tk)) ∂µΩ(λ(tk)), (2.48)
8which implies that(
1 + δtλ˙
µOµ(λ(tk))
)
P1 → Ω†(λ(tk + δt))×
×
(
1 + δtλ˙
µOµ(λ(tk))
)
Ω(λ(tk))P1 +O(δ2t ). (2.49)
Hence we conclude from Eq. (2.47) that U¯B is gauge co-
variant,
U¯B → Ω†(λ(T )) U¯B Ω(λ(0)), (2.50)
where it is implied that U¯B should only be applied to
states within block 1. A similar consideration proves the
gauge covariance of Eq. (2.25).
E. Polar decomposition and NAGD
We next discuss the physics of NAGD by considering
the singular value decomposition (SVD) and the matrix
polar decomposition [30] of the averaged Berry matrix
U¯B in Eq. (2.43). We further explain the role of the
Berry curvature (Fµν) term in Eq. (2.43) and perform
the polar decomposition of U¯B to leading order in the
noise amplitudes σµν .
1. General discussion
We start with the SVD representation of the averaged
Berry matrix, U¯B = uΛv†, with the unitaries u and v and
the diagonal matrix Λ = diag(Λ1, . . . ,ΛN ). The real-
valued parameters
Λk = e
−Γk , k = 1, . . . , N, (2.51)
encode the real-valued geometric dephasing “eigenrates”
Γk for the N -fold degenerate subspace of the open sys-
tem. One may view this result as follows. There are
two orthonormal bases, u and v, encoded by the columns
of the respective unitaries. The action of U¯B takes a
basis vector from v and converts it to the respective vec-
tor in the u basis, while changing its norm (which here
represents coherence) by a factor of Λk. Note that one
has to be careful with this interpretation since only den-
sity matrices (and not pure states) should be averaged
over fluctuations, cf. Sec. IVF. However, as we show in
Sec. IV, many experimentally observable quantities of in-
terest for NAGD detection can be expressed through the
matrix U¯B which acts on the initial state. Importantly,
we will see below that in contrast to dynamic dephasing,
where one always has ΓdynT > 0, physical settings with
negative geometric dephasing rates, Γk < 0, are easily re-
alizable. Thus, the action of Λ may suppress or enhance
state weights. Of course, the coherence represented by
the norm cannot exceed unity which is ensured by the
factor e−ΓdynT in Eq. (2.42). In particular, ΓdynT  |Γk|
holds for long time duration T of the adiabatic evolution
protocol.
It is also useful to perform the polar decomposition [30]
U¯B = V R, where the unitary matrix V and the Hermi-
tian positive-semidefinite matrix R are uniquely defined.
Comparing with the SVD representation, we see that the
matrices V and R are given by
U¯B = V R, V = uv†, R = vΛv† = R†. (2.52)
Thus the average Berry matrix acts as the composition
of a Hermitian matrix R — which encodes geometric de-
phasing in the particular “dephasing eigenbasis” defined
by v — followed by a unitary rotation, V = uv†.
When reversing the orientation sense of the protocol,
the averaged Berry matrix is replaced by its inverse,
U¯B → U¯−1B , see Sec. II C. The polar decomposition is
now given by
U¯−1B = R−1V † = V˜ R˜, V˜ = V †, R˜ = uΛ−1u†,
(2.53)
where the unitary rotation is simply given by V˜ = V †.
The Hermitian matrix R˜ encodes NAGD for the reversed
protocol and contains the diagonal matrix Λ−1. One
can therefore change the sign of all Γk simultaneously
by changing the orientation sense of the base loop path.
However, Λ−1 now acts in a different basis, namely the
one corresponding to the unitary u, as compared to the
original protocol, see Eq. (2.52).
As discussed in Sec. I, it is useful to distinguish “poor
man’s” from “truly” non-Abelian systems. The poor
man’s case refers to degenerate systems where Berry ma-
trices UB for different trajectory realizations are mutually
commuting, and hence [V,R] = 0. We discuss such sys-
tems in Secs. IVA and VD. By contrast, for a truly non-
Abelian system, one has [V,R] 6= 0. This distinction has
important consequences for the physical manifestations
of NAGD. We first note that the unitary Berry matrix
UB for a given trajectory λ(t) can always be diagonalized
in an orthonormal basis, with the eigenvalues being phase
factors. A different trajectory λ′(t) will correspond to a
different Berry matrix U ′B . For the poor man’s case, we
have [UB ,U ′B ] = 0 for arbitrary λ and λ′. This implies
that there is a common basis diagonalizing the Berry ma-
trices for all fluctuating trajectory realizations, and the
environmental average thus only affects the eigenvalues
but not the eigenbasis. With a unitary matrix w encod-
ing this fixed eigenbasis, we arrive at the averaged Berry
matrix U¯pmB = wΦΛw† for a poor man’s non-Abelian sys-
tem, where the diagonal matrices Φ and Λ contain the
average geometric phases and the geometric dephasing
eigenrates, respectively. The polar decomposition (2.52)
is then given by V = wΦw† and R = wΛw†, and we in-
deed have [V,R] = 0. For truly non-Abelian systems, on
the other hand, the eigenbasis of UB also fluctuates. One
then generically finds [V,R] 6= 0. This distinction has
experimentally observable consequences, see Secs. IVD
and VE.
92. Role of Berry connection and curvature
With the infinitesimal time step δt, let us consider
the contribution exp
[
δtλ˙
µ(tk) (−Aµ + iσνρFνµ∂ρE1)
]
in
Eq. (2.45). Up to corrections of O(δ2t ), this term can be
written as the product VkRk with
Vk = exp
(
−δtλ˙µ(tk)Aµ(λ(tk))
)
(2.54)
and
Rk = exp
(
δtλ˙
µ(tk)iσ
νρFνµ(λ(tk))∂ρE1(λ(tk))
)
.
(2.55)
The properties A†µ = −Aµ and F †µν = −Fµν imply that
Vk is unitary and Rk is Hermitian positive-definite, thus
implementing the polar decomposition (2.52) for the in-
finitesimal contribution. We observe that geometric de-
phasing involves only the Berry curvature, see Eq. (2.55),
while the unitary part is solely due to the Berry connec-
tion, see Eq. (2.54). This statement also applies to the
full averaged Berry matrix for Abelian and poor man’s
non-Abelian systems, where a common eigenbasis exists.
However, it is generally not valid for truly non-Abelian
systems as we show next.
Using Eq. (2.45), the averaged Berry matrix has the
discretized form
U¯B =
T/δt∏
k=0
VkRk = UB
T/δt∏
k=0
R′k = UB × (2.56)
× T exp
(
iσρν
ˆ T
0
dt λ˙µ(t)V†(t)Fνµ(t)V(t)∂ρE1(t)
)
,
where we define R′k = V†(tk)RkV(tk) with
V(t) =
t/δt∏
k=0
Vk = T exp
(
−
ˆ t
0
dt′ λ˙µ(t′)Aµ(t′)
)
. (2.57)
Note that V(T ) = UB is the unperturbed Berry matrix.
We first observe that the operators R′k involve not only
the Berry curvature but also the Berry connection unless
[Fµν(t), Aρ(t
′)] = 0 for all times t and t′. Second, even
though each R′k operator is Hermitian, their product in
Eq. (2.56) is generally non-Hermitian since different R′k
may not commute. We conclude that, in general, the
Berry connection also contributes to NAGD, and simi-
larly the Berry curvature contributes to the unitary part.
3. Weak system-bath coupling
We now show that for very weak system-bath coupling
amplitude σ, the polar decomposition of U¯B can be per-
formed analytically. To that end, we expand Eq. (2.56)
in powers of s = σ/E , see Eq. (2.32),
U¯B = UB
(
1 + iσρν
ˆ T
0
dt λ˙µ(t)× (2.58)
× V†(t)Fνµ(t)V(t)∂ρE1(t) +O(s2)
)
.
To leading order in s, this implements the polar decom-
position, U¯B = V R, with
V = UB +O(s2), (2.59)
and the Hermitian operator
R = 1+iσρν
ˆ T
0
dt λ˙µ(t)V†(t)Fνµ(t)V(t)∂ρE1(t)+O(s2).
(2.60)
The fact that V does not receive corrections ∼ σ plays a
crucial role in one of our protocols for NAGD detection
in Sec. IV.
III. TOPOLOGICAL PROTECTION VS
GEOMETRIC DEPHASING
We next discuss a non-Abelian generalization of the
Stokes theorem, see Sec. IIIA, and summarize its rela-
tion to the results of Sec. II. In Sec. III B, we then discuss
the connection between NAGD and the topologically pro-
tected braiding of anyonic quasiparticles.
A. Non-Abelian Stokes theorem
In the Abelian case, the Stokes theorem expresses the
Berry phase as a surface integral over the Berry curva-
ture,
˛
∂S
dt λ˙µ(t)A(abel)µ (λ(t)) = (3.1)
=
¨
S
dsdt ∂sλ
µ(s, t)∂tλ
ν(s, t)F (abel)µν (λ(s, t)),
where F (abel)µν follows from Eq. (2.12) with Aµ → A(abel)µ ,
λ(t) parametrizes the closed path ∂S in parameter space,
and ∂S is the boundary of a simply connected surface S
which in turn is parametrized by λ(s, t). In the non-
Abelian case, the Stokes theorem, and hence Eq. (3.1),
does not apply anymore since we are dealing with path-
ordered exponentials. Nonetheless, considerable progress
has been made towards generalizing Eq. (3.1) to the non-
Abelian case. Since the corresponding works are perhaps
not widely known, we briefly summarize them below. In
particular, a global “non-Abelian Stokes theorem” can be
formulated as [31–41]
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P exp
(
−
˛
∂S
dλµAµ
)
= Tt exp
(
−
ˆ t2
t1
dt
ˆ s2
s1
ds ∂sλ
µ(s, t)∂tλ
ν(s, t)V†(s, t)Fµν (λ(s, t))V(s, t)
)
, (3.2)
V(s, t) = Tσ exp
(
−
ˆ s
s1
dσ ∂σλ
µ(σ, t)Aµ (λ(σ, t))
)
Tτ exp
(
−
ˆ t
t1
dτ ∂τλ
µ(s1, τ)Aµ (λ(s1, τ))
)
,
where {(t, s)|t1 ≤ t ≤ t2, s1 ≤ s ≤ s2} parametrizes a
simply connected surface S with boundary ∂S and the
operator Tt denotes time ordering with respect to only t
(but not s). While Eq. (3.2) certainly looks complicated
enough, we emphasize that it is a nontrivial simplifica-
tion that time ordering is needed for a single parameter
only. To our knowledge, the first proof of Eq. (3.2) has
been given in the context of general relativity in 1928
[31]. For later derivations, see Refs. [32–41]. The essen-
tial idea of the proof is to split the surface area S into
infinitesimal plaquettes, where the original contour inte-
gral over ∂S is represented as an integral that starts at
the initial point of the contour, goes to a plaquette, encir-
cles it, returns to the initial point, then moves on to the
next plaquette, encircles it, returns to the initial point,
and so on. The equivalence of the two contours can be
traced back to a cancellation between the “return” path
from one plaquette and the “forward” path to the next
plaquette [33]. Encircling a plaquette then gives an ex-
ponential of Fµν(λ(s, t)), while the contribution of the
forward (return) path is expressed by V(s, t) (V†(s, t)).
These operators essentially parallel transport Fµν to the
initial point of the contour. We also note that our Berry
matrix expression for a perturbed path in Eq. (2.25) ap-
pears natural in view of the non-Abelian Stokes theorem.
The result in Eq. (3.2) has several interesting impli-
cations. First, in the Abelian case, the Berry curvature
fully determines the Berry phase, cf. Eq. (3.1). However,
in the non-Abelian case, different Berry connections Aµ
and A′µ may yield the same Berry curvature, Fµν = F ′µν ,
yet give different Berry matrices due to the contribution
of V(s, t). For an explicit example, see Ref. [2]. Sec-
ond, notwithstanding this point, Eq. (3.2) shows that
if the Berry curvature vanishes throughout some simply
connected region in parameter space, Fµν(λ) = 0, the
non-Abelian Berry phase will vanish for any loop path
within that region. This in turn implies that the Berry
connection is a pure gauge in that region, i.e., some Ω(λ)
exists such that Aµ = Ω†∂µΩ.
B. Topological protection vs NAGD
Topologically ordered phases of matter [16] represent
an active topic of research in condensed matter physics.
They support anyonic excitations which could be used
for quantum information processing purposes [11]. Non-
Abelian anyons give rise to a degenerate subspace. In
particular, consider an adiabatic evolution where one
moves an anyon along a real-space trajectory encircling
other anyons and returning back to the original posi-
FIG. 1. Different mechanisms of topological protection. (a):
The Berry curvature (orange) is localized at isolated points
in parameter space. Fluctuations of the parameter trajec-
tory (green) do not change the Berry matrix as long as the
trajectory stays in the region of vanishing Berry curvature.
This scenario is typical for the topological protection of anyon
braiding. (b): Same as before but the Berry curvature re-
mains finite in the relevant parameter space. The fluctuating
trajectory (blue) feels the Berry curvature and thus the Berry
matrix is sensitive to fluctuations. Hence there is no topolog-
ical protection in this case. (c): Also for this example —
corresponding to Majorana braiding setups with control pa-
rameters ∆j/E , see Sec. V — the Berry curvature does not
vanish. However, for system-specific reasons, it may happen
that physically realizable fluctuations cannot deform certain
trajectories (green). This results in another topological pro-
tection mechanism. However, more general trajectories do
exhibit fluctuations (blue), and the corresponding Berry ma-
trices are then unprotected. As explained in the main text,
topologically protected systems do not exhibit NAGD.
tion. This process results in a non-trivial unitary trans-
formation in the degenerate subspace. One finds non-
Abelian statistics due to the non-Abelian Berry con-
nection obtained by treating the anyon real-space coor-
dinates as the parameters λ(t) [11]. Importantly, the
resulting Berry matrix does not depend on details of
the trajectory as long as the anyon stays away from all
other anyons, see Fig. 1 for a schematic illustration. In
fact, one may view this feature as the defining property
of the topological protection of braiding. Considering
small perturbations of the trajectory λ(t), we next ob-
serve from Eq. (2.25) that the Berry matrix will not de-
pend on such perturbations if the Berry curvature van-
ishes, Fµν(λ) = 0, for all λ configurations where the
anyon remains far away from other anyons. The non-
Abelian Stokes theorem (3.2) shows that this condition
is both necessary and sufficient. One sees, therefore, that
systems exhibiting topological protection will not show
NAGD since Fµν = 0, cf. Eq. (2.43).
It is interesting to note that there is also another kind
of topological protection. In the standard three-star Ma-
jorana setup [23, 42–47] that supports localized Majorana
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bound states, a unitary braiding operation in the degen-
erate subspace can be performed by manipulating the
tunneling amplitudes ∆j(t) between different Majorana
states according to a specific protocol, see Sec. VD for
details. (Here the parameters ∆j/E with E in Eq. (5.2)
correspond to the control parameters λ.) This opera-
tion generates the same unitary braiding transformation
as the one obtained by exchanging (in real space) two
Majorana-hosting vortices in a p-wave superconductor
[11], and it is also insensitive to fluctuations δλµ(t) —
albeit for a different reason than above. In fact, as dis-
cussed in detail in Sec. V, the Berry curvature generally
does not vanish in topologically protected Majorana se-
tups of the type shown in Fig. 3 below. However, physi-
cally realizable fluctuations are not able to change the ge-
ometric shape of the parameter trajectory, see Fig. 1(c).
Alternatively, one can say that the realizable fluctuations
are such that no contribution to the unitary braiding
transformation arises, i.e., δλνFµν = 0 in Eq. (2.25).
Therefore, also this mechanism of topological protection
is incompatible with NAGD. In Sec. V, by considering
an extended five-star Majorana setup, we show how this
type of topological protection emerges in our formalism.
In addition, we design protocols that break the protection
at will, and thus can provide clear NAGD signatures.
IV. DETECTION OF NON-ABELIAN
GEOMETRIC DEPHASING
We now introduce protocols that could allow exper-
imentalists to observe NAGD. In Sec. IVA, we briefly
discuss how the matrix elements of the averaged Berry
matrix U¯B in Eq. (2.43) may be inferred by averaging the
interference signal obtained from a Mach-Zehnder inter-
ferometer, see also Ref. [7]. Since for most non-Abelian
systems of present interest, e.g., for the Majorana se-
tups in Sec. V, such schemes are very difficult or even
impossible to realize, we continue in Sec. IVB with the
simplest type of one-block interference protocol where in-
terference between different components of the final state
is probed. Unfortunately, this protocol does not provide
access to U¯B . However, we show in Sec. IVC that a
more general two-block interference protocol can be used
for NAGD detection. A particularly convenient spin-echo
type variant of this protocol is presented in Sec. IVD. In
Sec. IVE, we comment on the absence of relations be-
tween the Berry connections for different blocks, and in
Sec. IVF we close this section with a discussion of how to
average the density matrix of the system for the general
multi-block case.
A. Interference between initial and final state
The conceptually simplest setup for probing the av-
eraged Berry matrix U¯B employs a Mach-Zehnder inter-
ferometer where the system is split into a superposition
FIG. 2. An interferometric setup for observing NAGD. For
details, see main text.
state, cf. Fig. 2. Starting from the initial state |ψin〉, the
state evolves in one arm of the interferometer in the pres-
ence of the fluctuating control parameters such that the
final state |ψf〉 = UB |ψin〉 is generated for a given trajec-
tory realization. The setup is prepared such that these
perturbations are absent in the other arm, where the fi-
nal state is simply |ψin〉 up to a trivial phase factor. The
Mach-Zehnder interference signal thus effectively probes
the interference between |ψf〉 and |ψin〉. By averaging the
result over fluctuations, i.e., by repeating the experiment
many times, one gains access to the averaged Berry ma-
trix U¯B . In order to extract the full matrix structure, one
has to repeat this experiment for different initial states.
To illustrate this idea, let us consider a particle with an
internal degree of freedom, say, a spin of size S ≥ 1 such
that there is at least one degenerate subspace while the
system can have a non-trivial Hamiltonian. The particle
is initially prepared in the state |ψ(0)〉 = |ψin〉 = U0|ψ˜0〉
within block 1, i.e., P1|ψ˜0〉 = |ψ˜0〉, where we define
U0 = U(λ(0)) = U(λ(T )). (4.1)
The state |ψin〉 should be identically prepared for ev-
ery trajectory realization such that one can perform the
average over noise fluctuations (we recall that δλ(0) =
δλ(T ) = 0) starting from precisely the same initial state.
In one arm of the interferometer, the spin dynamics
evolves according to the Hamiltonian H(λ(t) + δλ(t)),
arriving at the final state |ψf〉 = |ψ(T )〉 = U0 U U†0 |ψin〉,
with U in Eq. (2.24). In the other arm, no perturba-
tions are present, H = 0, and the state does not change.
The probabilities for the particle to appear at the respec-
tive detector exit of the Mach-Zehnder interferometer are
given by
P1,2 =
1
2
(
1± Re〈ψ˜0|U|ψ˜0〉
)
. (4.2)
Averaging over the fluctuations δλ, i.e., over many ex-
perimental runs, one obtains the averaged probabilities
P¯1,2 =
1
2
(
1± Re〈ψ˜0|U¯ |ψ˜0〉
)
, (4.3)
with U¯ in Eqs. (2.42) and (2.43). Repeating the experi-
ment for different initial states, one can recover the full
12
matrix structure of U¯ , and thus of the averaged Berry
matrix U¯B .
As natural candidate for such an experiment, let us
consider a nucleus with half-integer spin S = l − 12 ≥ 32
subject to nuclear quadrupole resonance. The effective
Hamiltonian is given by [2]
H = (S ·B)2 = B2e−iϕSze−iθSyS2zeiθSyeiϕSz , (4.4)
with a “magnetic” field B =
B(sin θ cosϕ, sin θ sinϕ, cos θ). The system has l two-fold
degenerate blocks spanned by the eigenstates of S · B
with eigenvalues ±mB for half-integer m = 12 , . . . , S.
Defining the control parameters λµ as θ and ϕ, the
Berry connection and curvature components in a block
with m > 1/2 are given by [2]
A
(m>1/2)
θ = 0, A
(m>1/2)
ϕ = −imσ(m)z cos θ,
F
(m>1/2)
θϕ = imσ
(m)
z sin θ, (4.5)
while for m = 1/2, one finds
A
(m=1/2)
θ = −
i
2
lσ(m)y ,
A(m=1/2)ϕ = −
i
2
(
σ(m)z cos θ − lσ(m)x sin θ
)
,
F
(m=1/2)
θϕ = −
i
2
(l2 − 1)σ(m)z sin θ. (4.6)
Here the σ(m)j are Pauli matrices acting in the respective
degenerate subspace. Note that for m > 1/2, the Berry
connection and curvature are expressed via σ(m)z only,
and thus are always diagonal in the eigenbasis of σ(m)z .
Blocks with m > 1/2 therefore realize the poor man’s
non-Abelian case. By contrast, for m = 1/2, different
components of the Berry connection and curvature do not
commute, and we encounter a truly non-Abelian system.
In either case, fluctuations of B will produce NAGD, see
Eqs. (2.52), (2.53), and (2.43). We note that the Berry
connection has been probed by nuclear quadrupole reso-
nance experiments for S = 3/2 nuclei [48, 49]. However,
macroscopic samples such as those used in Refs. [48, 49]
are not suitable for the interference experiment outlined
above.
B. One-block interference protocol
The interferometer discussed in Sec. IVA may be diffi-
cult to implement in practice for many systems of present
interest. In particular, setups with superconducting
qubits involving Abelian [5, 6] or non-Abelian [50] Berry
phases, and condensed-matter systems characterized by
a non-Abelian Berry connection [14, 15, 51], do not allow
one to prepare spatial superposition states. We thus turn
to alternative protocols for NAGD detection.
In fact, one could measure interference signals between
different components of the final state, and subsequently
average the result over the fluctuating paths. In practice,
this strategy amounts to measuring suitable Hermitian
operators, M˜ (1), which are for now assumed to act only
within the N -fold degenerate block 1,
M˜ (1) = U0P1U
†
0M
(1)U0P1U
†
0 , (4.7)
with U0 in Eq. (4.1). After performing the average over
fluctuations, we obtain the final-state expectation value〈
〈ψ(T )|M˜ (1)|ψ(T )〉
〉
env
= 〈ψ(0)| M¯ (1) |ψ(0)〉 , (4.8)
where the averaged operator M¯ (1) is given by
M¯ (1) =
〈
U0 U†U†0M (1)U0 UU†0
〉
env
. (4.9)
The evolution operator U for a fluctuating path has been
specified in Eq. (2.24). Importantly, after averaging over
the bath-induced fluctuations, the expectation value of
M˜ (1) in the final state is expressed via Eq. (4.8) as
an expectation value of the averaged operator M¯ (1) in
Eq. (4.9) with respect to the known initial state. Here
M¯ (1) does not depend on the initial state. Performing ex-
periments with different initial states and for different op-
erators M˜ (1), one can acquire information about the aver-
aged products of arbitrary matrix elements,
〈U∗ijUkl〉env.
These averages differ from products of matrix elements of
U¯ = 〈U〉env in Eq. (2.42). Nevertheless, in the adiabatic
limit, by following a similar approach as in Sec. II C, one
can calculate M¯ (1).
To that end, let us first define a general time evolution
operator,
U(t, T ) = e−i
´ T
t
dτE1(λ(τ)+δλ(τ))T e
´ T
t
dτλ˙µ(−Aµ+δλνFµν).
(4.10)
Evidently we have U = U(0, T ), see Eq. (2.24). Similarly,
we define the averaged time-dependent operator
M¯(t, T ) =
〈
U0 U†(t, T )U†0M (1)U0 U(t, T )U†0
〉
env
,
(4.11)
where we have M¯ (1) = M¯(0, T ), see Eq. (4.9). We now
observe that all dynamic contributions∼ E1(λ(t)+δλ(t))
cancel out in Eq. (4.11),
M¯(t, T ) =
〈
U0T¯ e−
´ T
t
dτλ˙µ(−Aµ+δλνFµν)U†0M
(1)
× U0T e
´ T
t
dτλ˙µ(−Aµ+δλνFµν)U†0
〉
env
, (4.12)
where the operator T¯ denotes anti-time ordering. Since
NAGD is caused by the interplay of dynamic and geo-
metric phase fluctuations, we can already anticipate the
absence of NAGD under such a single-block interference
protocol. This expectation is confirmed by an explicit
calculation as we show next.
To proceed, we first write
− dM¯(t, T )
dt
=
[
M¯(t− δt, T )− M¯(t, T )
]
/δt, (4.13)
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FIG. 3. The essence of two-block interference. The adiabatic
evolution changes the system state |ψ〉 by the action of the
Berry matrix UB which acts differently in the two blocks (red,
blue). The measured operator M can have block-diagonal
and block-off-diagonal components. The block-diagonal com-
ponents (red, blue) are not sensitive to energy fluctuations
and thus to NAGD. The block-off-diagonal component (green)
probes the interference between the two blocks and is sensitive
to NAGD.
with the infinitesimal time step δt → 0. We then have
M¯(t− δt, T ) =
〈
e−δtλ˙
µ[−Aµ+δλν(t)Fµν ]M¯(t, T )
× eδtλ˙µ[−Aµ+δλν(t)Fµν ]
〉
env
(4.14)
= M¯(t, T ) + δtλ˙
µ(t)
[
Aµ, M¯(t, T )
]
+
δt
2
σµν λ˙ρλ˙χ
×
({
FρµFχν , M¯(t, T )
}− 2FρµM¯(t, T )Fχν)+O (δ3/2t ) .
Therefore we arrive at
−dM¯(t, T )
dt
= λ˙µ(t)
[
Aµ, M¯(t, T )
]
+
1
2
σµν λ˙ρλ˙χ
×
({
FρµFχν , M¯(t, T )
}− 2FρµM¯(t, T )Fχν), (4.15)
where the last term has the form of a Lindbladian.
However, this term can be neglected because it scales
∼ λ˙2 = O(T−2). We conclude that, in the adiabatic
limit, M¯(t, T ) and thus also M¯ (1) in Eq. (4.9) will not
depend on the σµν noise amplitudes at all. Indeed,
Eq. (4.15) implies that
M¯ (1) = U0T¯ e
´ T
0
dtλ˙µAµU†0M
(1)U0T e−
´ T
0
dtλ˙µAµU†0
= U0 U†BU†0M (1)U0 UBU†0 . (4.16)
This single-block interference scheme is therefore insen-
sitive to fluctuations in the adiabatic limit. Of course,
this also implies that one cannot detect NAGD in this
way. Note that this result disagrees with the results of
Refs. [52–54] in which noise is found to affect single-
block observables. The origin of this discrepancy is
twofold. Unlike us, Ref. [52] investigated non-adiabatic
noise, while Refs. [53, 54] investigated the effect of noise
that lifts the degeneracy in the block.
C. Two-block interference protocol
The simplest possibility for an interference protocol of
the type considered in Sec. IVB but with sensitivity to
fluctuations is to consider an initial state that also has
weight in another subspace, j = 2. This block is N2-fold
degenerate and has the energy E2(λ), where N2 = 1 is
possible. Note that the protocol proposed here can be im-
plemented in nuclear quadrupole resonance experiments
similar to those of Refs. [48, 49]. We now show that a
two-block interferometric scheme indeed provides direct
access to NAGD, see Fig. 3 for an illustration.
Choosing an initial state subject to the condition (P1+
P2)|ψ˜(0)〉 = |ψ˜(0)〉, one executes the noisy parameter
loop protocol as described in Sec. IVB. At the final time,
t = T , one measures the expectation value of an arbitrary
Hermitian operator, M˜ , acting only on blocks 1 and 2,
M˜ =
∑
i,j=1,2
M˜ (ij), [M˜ (ij)]† = M˜ (ji),
M˜ (ij) = U0PiU
†
0M
(ij)U0PjU
†
0 . (4.17)
For a given trajectory realization, we thereby obtain the
expectation value 〈ψ(T )|M˜ |ψ(T )〉. By subsequently av-
eraging over the control parameter fluctuations, we arrive
at a similar expression as in Eq. (4.8),
M¯ =
〈
〈ψ(T )|M˜ |ψ(T )〉
〉
env
= 〈ψ(0)|M¯ |ψ(0)〉. (4.18)
Below we find that the off-diagonal component, M˜ (21) =
[M˜ (12)]† in Eq. (4.17), is responsible for noise-sensitive
contributions in the adiabatic limit. Hence this type of
protocol can be used for detecting NAGD. On the other
hand, for the same reasons as discussed for the single-
block interferometry scheme in Sec. IVB, all diagonal
entries, M˜ (jj), produce only expectation values that are
insensitive to fluctuations in the adiabatic limit. For
simplicity, we henceforth assume M˜ (jj) = 0. Writing
M¯ = M¯ (12) + M¯ (21), due to the Hermiticity condition
in Eq. (4.17), it suffices to compute the time-dependent
averaged function
M¯ (21)(t, T ) =
〈
U0U (2)†(t, T )U†0M (21)U0U (1)(t, T )U†0
〉
env
(4.19)
with M¯ (21) = M¯ (21)(0, T ) and U0 in Eq. (4.1). The adia-
batic time evolution operator, U (j)(t, T ), which has been
given in Eq. (4.10) for block 1, follows for block j as
U (j)(t, T ) = e−i
´ T
t
dτEj(λ(τ)+δλ(τ)) × (4.20)
×T exp
ˆ T
t
dτλ˙µ
(
−A(j)µ + δλνF (j)µν
)
.
We denote the evolution operator for the full perturbed
loop trajectory as U (j) = U (j)(0, T ). The Berry connec-
tion A(j)µ in block j = 1, 2 is here defined precisely as in
Eq. (2.8) but with the replacement P1 → Pj . Likewise,
the corresponding field strength tensor F (j)µν follows from
Eq. (2.12) with the replacement Aµ → A(j)µ . In contrast
to what we found in Sec. IVB, the dynamic contributions
∼ E1,2 do not cancel out anymore as we show next.
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The evolution equation for M¯ (21)(t, T ) in Eq. (4.19)
can be derived along the same lines as in Sec. IVB. Defin-
ing the energy difference
E˜1(λ) = −E˜2(λ) = E1 − E2, (4.21)
we find
−dM¯
(21)(t, T )
dt
=
(
iE˜2(λ(t))− 1
2
σµν∂µE˜2∂νE˜2
)
M¯ (21)(t, T ) + λ˙µ(t)
(
A(2)µ M¯
(21)(t, T )− M¯ (21)(t, T )A(1)µ
)
+ iσµν λ˙ρ∂µE˜2
(
F (2)νρ M¯
(21)(t, T )− M¯ (21)(t, T )F (1)νρ
)
+O (T−2) . (4.22)
In the adiabatic limit, we then obtain M¯ (21) as
M¯ (21) = U0U¯ (2)† U†0M (21)U0 U¯ (1)U†0 , (4.23)
with the averaged evolution operators
U¯ (j) = e−i
´ T
0
dt(Ej− i2σµν∂µEj∂νE˜j) U¯ (j)B , (4.24)
U¯ (j)B = P exp
˛
dλµ
(
−A(j)µ + iσνρF (j)νµ ∂ρE˜j
)
.
The averaged Berry matrices, U¯ (j)B , are defined almost
identically as in Eq. (2.43) but with the Berry connec-
tion and curvature for the respective block and by re-
placing E1 with Ej or E˜j . In such two-block interfero-
metric measurements, the averaged evolution operators
U¯ (j) appearing in M¯ (21), see Eq. (4.23), know about
the presence of the other sector via the energy differ-
ence E1 − E2. Measuring the expectation value M¯ in
Eq. (4.18) for various operators M˜ and different initial
states |ψ(0)〉, one can therefore map out the matrices U¯ (j)B
and thus probe NAGD. An exception to this conclusion
concerns the Abelian component det
(
U¯ (j)B
)
, where only
det
(
U¯ (2)†B U¯ (1)B
)
is accessible within the above scheme.
One may wonder how many different operators M one
has to repeatedly measure in order to reconstruct the
averaged Berry matrix using the above protocol. Given
the degeneracies N1 and N2 of the two blocks, the oper-
ator M (21) has N1N2 independent entries. Taking into
account that putting a real number into one of the en-
tries and zero into all others, one gets access to the
real part of
〈
ψ˜0
∣∣∣U (2)†B ∣∣j(2)〉 〈k(1)∣∣U (1)B ∣∣∣ψ˜0〉, while in-
serting a purely imaginary number, the imaginary part
of the same matrix element can be accessed. There-
fore, in order to reconstruct the above matrix for all
{k(1), j(2)}, one needs to measure 2N1N2 different opera-
tors M . A similar consideration shows that accessing all〈
m(2)
∣∣U (2)†B ∣∣j(2)〉 〈k(1)∣∣U (1)B ∣∣n(1)〉 matrix elements re-
quires one to measure the results obtained for 2N1N2
different initial states |ψ˜0〉 for each M operator. How-
ever, mapping U (1)B and U
(2)
B does not require measuring
all products of these matrix elements. In fact, it is suf-
ficient to measure the product for all k(1) and n(1) for
some fixed m(2) and j(2) in order to infer U (1)B up to a
common prefactor. This requires measuring 2N1 differ-
ent operators M and 2N1 different states |ψ˜0〉. We thus
conclude that one has to (repeatedly) perform 4N2j dif-
ferent measurements in order to map out U (j)B .
D. Spin echo protocols
The expression for M¯ (21) in Eq. (4.23) contains a deter-
ministic dynamic phase factor ei
´ T
0
dt(E2−E1). In view of
the condition |E2 − E1|T  1, see Eq. (2.33), it is highly
desirable to exclude such phase factors in order to sim-
plify the analysis of experimental data. This can be done
using a spin echo protocol inspired by nuclear magnetic
resonance techniques, which becomes particularly simple
for N2 = N1 = N . Moreover, we assume that one can
implement a “flip operator” Σx which exchanges blocks 1
and 2 in a one-to-one correspondence and generalizes the
Pauli operator σx (for N = 1) to the case N ≥ 2. For
N = 2, the matrix representation of Σx within blocks 1
and 2 (all other matrix elements vanish) is given by
Σx =
 0 0 1 00 0 0 11 0 0 0
0 1 0 0
 . (4.25)
We consider a spin echo protocol of total duration 2T ,
where the base trajectory λ(t) describes a loop path for
0 ≤ t ≤ T . At t = T both subspaces are swapped by
applying Σx. We then traverse the same loop again,
λ(t) = λ(t− T ) for T ≤ t ≤ 2T , where we demand that
the fluctuations δλ(t) for t < T and t > T are uncor-
related. At time t = 2T , both blocks are swapped once
more by another application of the operator Σx. Finally,
one measures the expectation value of an operator M˜ as
in Sec. IVC.
For a specific fluctuating trajectory, the final state,
|ψf〉 = |ψ(t = 2T )〉, is given by
|ψf〉 = U0Σx
(
U (1) Σx U (2)P2 +U (2) Σx U (1) P1
)
U†0 |ψ(0)〉,
(4.26)
15
with U (j) in Eq. (4.20). Defining the averaged expecta-
tion value as
M¯se =
〈
〈ψf |M˜ |ψf〉
〉
env
= 〈ψ(0)|M¯se|ψ(0)〉 (4.27)
and repeating the calculation of Sec. IVC, we obtain the
averaged operator
M¯ (21)se = U0U¯ (2)†ΣxU¯ (1)†ΣxU†0M (21)U0ΣxU¯ (2)ΣxU¯ (1)U†0 = e−2ΓdynT U0U¯ (2)†B ΣxU¯ (1)†B ΣxU†0M (21)U0ΣxU¯ (2)B ΣxU¯ (1)B U†0 ,
(4.28)
where all contributions from deterministic dynamic
phase factors indeed cancel out. We note that this can-
cellation can also be achieved by using a time-reversed
protocol for T ≤ t ≤ 2T , i.e., λ(t) = λ(2T − t). In this
case, we find
M¯ (21)se = e
−2ΓdynT × (4.29)
×U¯ (2)†B Σx
(
U¯ (1)†B
)−1
ΣxM
(21)Σx
(
U¯ (2)B
)−1
ΣxU¯ (1)B ,
since the averaged Berry matrix is replaced by its inverse
when the trajectory is traversed in the opposite direction,
cf. Sec. II C. In either case, dynamic dephasing is encoded
by the non-universal dimensionless parameter
2ΓdynT =
1
2
ˆ 2T
0
dt σµν∂µE˜1∂νE˜1
=
ˆ T
0
dt σµν∂µE˜1∂νE˜1 ∼ σT. (4.30)
It stands to reason that by repeating the experiment for
different initial states and for different operators M˜ , such
a spin-echo protocol allows one to map out ΣxU¯ (2)B ΣxU¯ (1)B .
This is, however, a somewhat tedious procedure. Fortu-
nately, as we demonstrate next, in some cases one can
study NAGD without a meticulous determination of the
averaged Berry matrix.
Suppose that for the base trajectory, the Berry matri-
ces of the two blocks satisfy the relation
ΣxU (2)B ΣxU (1)B = 1. (4.31)
We then consider the polar decomposition U¯ (j)B =
V (j)R(j) in the weak-noise limit. The results of Sec. II E 3
together with Eq. (4.31) imply that
V (2) = ΣxV
(1)†Σx +O(s2), (4.32)
while the NAGD part is given by
R(j) = 1 + sr(j) +O(s2), (4.33)
where r(j) can be read off from Eq. (2.60). Up to O(s2)
terms, we thereby find
ΣxU¯ (2)B ΣxU¯ (1)B = 1 + s
(
ΣxV
(2)r(2)V (2)†Σx + r(1)
)
.
(4.34)
Changing the orientation sense of the trajectory in the
same spin echo protocol, λ′(t) = λ(T − t) for 0 ≤ t ≤ T
and λ′(t) = λ(2T − t) for T ≤ t ≤ 2T , we have to replace
U¯ (j)B →
(U¯ (j)B )−1. Instead of Eq. (4.34), we now obtain
Σx
(U¯ (2)B )−1Σx(U¯ (1)B )−1
= 1− s
(
Σxr
(2)Σx + V
(1)r(1)V (1)†
)
. (4.35)
In the Abelian and poor man’s non-Abelian cases, V (j)
and r(j) commute with each other, implying that the
unitaries V (j) effectively disappear from Eqs. (4.34) and
(4.35). Hence the contributions ∼ s in these two equa-
tions differ by a sign change. The terms ∼ s in M¯ (21)se ,
cf. Eq. (4.28), and in M¯se, cf. Eq. (4.27), thus have oppo-
site sign for opposite trajectory orientation. This feature
represents a clear hallmark of Abelian and poor man’s
non-Abelian systems. However, in the truly non-Abelian
case, V (j) and r(j) do not necessarily commute, and hence
contributions ∼ s to M¯se may change arbitrarily (or even
may not change at all) when the orientation sense of the
protocol is reversed. Detecting this feature amounts to
having a smoking gun signature for non-Abelian (as op-
posed to Abelian) geometric dephasing. We give a spe-
cific example in Sec. VE below.
E. Berry matrices of different subblocks
The condition (4.31) for Berry matrices in different
blocks may seem natural for systems with only two
blocks. Indeed, it is well known that for the Abelian case
realized in a spin-1/2 system [3], the states with opposite
spin projections acquire opposite Berry phases. We show
below that in general, such a relation does not hold for
non-Abelian Berry phases. As a consequence, protocols
respecting Eq. (4.31) have to be carefully designed.
Consider a two-block system with block degeneracies
N1 = N2 = N . The unitary matrix U(λ) describing
the degenerate spaces at different parameter values, see
Eq. (2.1), belongs to the group U(2N). Since a common
overall phase in U(λ) does not change the Hamiltonian,
one can redefine U(λ)→ U(λ)/ [detU(λ)]1/2N , and thus
choose U(λ) ∈ SU(2N). Hence αµ = U†∂µU in Eq. (2.8)
is a traceless anti-Hermitian matrix representing an ele-
ment of the Lie algebra su(2N). The Berry connection in
block j is obtained by the projection A(j)µ = PjαµPj . As
a consequence, A(j)µ is an element of the Lie algebra u(N).
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Note that the algebra is not restricted to su(N) since it
does not have to be traceless. However, the tracelessness
of αµ implies that we have
trA(1)µ = −trA(2)µ . (4.36)
For a two-block Abelian (N = 1) system, the Berry
phases picked up in different blocks therefore have op-
posite sign but equal absolute value. However, for
generic non-Abelian systems, Eq. (4.36) is not sufficient
to uniquely relate A(1)µ and A
(2)
µ . Since there are no other
restrictions on αµ even when taking the gauge freedom
into account, we conclude that for generic non-Abelian
systems, no specific relation between A(1)µ and A
(2)
µ exists.
Moreover, even if it were to exist, it would not imply a
relation between U (1)B and U (2)B since the connection com-
ponents A(j)µ (λ) for different λ do not commute.
An explicit example for Berry matrices U (1)B and U (2)B
that are not connected by a simple relation can be con-
structed for a spin S = 3/2 system experiencing nuclear
quadrupole resonance, cf. Eqs. (4.4) to (4.6). Defining
block 1 from the states with spin projection ±3/2, we
see that this block represents a poor man’s non-Abelian
system since for any parameter trajectory, U (1)B is diag-
onal in the basis of | ± 3/2〉 states. However, block 2
is spanned by the states | ± 1/2〉 and represents a truly
non-Abelian system. Indeed, for any state in this block,
there is a trajectory such that U (2)B does not leave the
state invariant.
Another example follows from the Majorana five-star
geometry in Sec. V, where the Berry curvature F (s)µν of
the two blocks (denoted by s = ±1 below) is given by
Eq. (5.12). Here one finds that the F (s)µν components in-
volving one index µ, ν = θ4 are ∼ s while the three other
curvature components are independent of s. We have
checked that it is not possible to make all six components
independent of s (or all ∼ s) by gauge transformations,
see Eq. (2.13). In fact, all three Pauli matrices appear in
the s-independent components and in those ∼ s, and a
gauge transformation flipping the sign of any Pauli ma-
trix affects both groups. Since F (s)µν can be viewed as the
leading non-trivial contribution to the Berry matrix U (s)B
over an infinitesimal contour in the (λµ, λν) plane [55],
we have another example for two-block Berry matrices
not connected by a simple relation.
F. Averaged density matrices
The observables of interest in systems supporting non-
Abelian Berry phases may also involve more than one
or two blocks as studied so far, see Secs. IVB to IVD.
We next briefly discuss the averaged density matrix of
a general system subject to NAGD. One can calculate
the expectation values of arbitrary observables as follows.
The initial system state |ψ(0)〉 corresponds to the density
matrix ρ(0) = |ψ(0)〉〈ψ(0)|. The density matrix at time
t is then given by
ρ(t) =
∑
j,k
U0U (j)(t)PjU†0ρ(0)U0PkU (k)†(t)U†0 , (4.37)
with U0 in Eq. (4.1) and
U (j)(t) = e−i
´ t
0
dτEj(λ(τ)+δλ(τ)) (4.38)
× T exp
ˆ t
0
dτλ˙µ
(
−A(j)µ + δλνF (j)µν
)
.
The average ρ¯(t) = 〈ρ(t)〉env can be computed along the
lines of the calculation of M¯ (21)(t, T ) in Sec. IVC, i.e.,
one evaluates dρ¯/dt, performs the fluctuation average, ne-
glects terms O(T−2), and solves the resulting differential
equation. We thereby find
ρ¯(t) =
∑
j,k
U0U¯ (j;k)(t)PjU†0ρ(0)U0PkU¯ (k;j)†(t)U†0 ,
(4.39)
with the averaged evolution operators
U¯ (j;k)(t) = e−i
´ t
0
dt(Ej− i2σµν∂µEj∂ν [Ej−Ek]) × (4.40)
×P exp
ˆ t
0
dtλ˙µ
(
−A(j)µ + iσνρF (j)νµ ∂ρ [Ej − Ek]
)
.
The final result for ρ¯(T ) immediately follows from
Eq. (4.39). In agreement with the results of Sec. IVB,
we observe that both dynamic and geometric dephasing
terms vanish in a one-block (j = k) system.
V. APPLICATION: MODIFIED MAJORANA
BRAIDING PROTOCOLS
In this section, we consider a concrete application to
illustrate how one may experimentally detect NAGD fea-
tures using a specific spin echo protocol, cf. Sec. IVD.
From a theoretical point of view, the arguably simplest
system that would allow one to observe NAGD signa-
tures in an unambiguous manner is defined by the star-
like Majorana bound state (MBS) structures illustrated
in Fig. 4. In particular, for this application we can easily
identify observables that satisfy the conditions specified
in Secs. IVC and IVD. Related setups have been theo-
retically studied in the context of non-Abelian braiding
[23, 42–47]. We emphasize that here we study modi-
fied Majorana braiding setups with the aim of detecting
NAGD, and not for characterizing errors in Majorana
qubit operations. The latter errors concern only one de-
generate block and, as follows from the considerations in
Sec. IVB, are due to non-adiabatic corrections [45].
We introduce the Hamiltonian used for modeling this
setup in Sec. VA. Next, techniques for reading out
and/or manipulating the system are described. Al-
beit these proposals can be found in the literature
[23, 24, 42, 43, 56–62], for the convenience of the reader,
Sec. VB provides a brief summary of these techniques.
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FIG. 4. Star-like Majorana setups and protocols for NAGD
detection. (a): Five-star Majorana setup with tunnel cou-
plings ∆j=1,...,5 between Majorana operators γ0 and γj , see
Eq. (5.1). (b): Three-star setup with ∆3 = ∆5 = 0 (dashed
black lines indicate ∆j 6= 0). This is a poor man’s non-
Abelian setup — while the Hamiltonian has a degeneracy, all
components of the Berry connection (and of the Berry cur-
vature) commute with each other. (c): Five-star Majorana
setup used for the NAGD detection protocol with ∆5 = 0.
This represents a truly non-Abelian setup. (d): Topologi-
cally protected Majorana braiding protocol in the three-star
setup, cf. Ref. [23, 42, 43]. Solid black lines indicate the non-
zero couplings, ∆j(t) 6= 0, during the respective time interval.
The shown sequence leads to an exchange of γ1 and γ2. In
the first step, one starts with ∆4 > 0 and all other ∆j = 0.
The blue arrow indicates that ∆4(t) is slowly reduced to zero
while ∆1(t) is simultaneously ramped up, and similarly for
the other steps. (e): Elementary steps for the NAGD detec-
tion protocol in the poor man’s non-Abelian case using the
three-star setup in panel (b). The grey solid line indicates an
additional constant coupling ∆′4 6= 0 which breaks topolog-
ical protection and implies NAGD. For a full description of
this protocol, see Sec. VD. (f): Same as in panel (e) but for
the truly non-Abelian case, where ∆′3 6= 0 denotes a constant
additional coupling (grey) present during the respective time
intervals. For details, see Sec. VE.
We then discuss in Sec. VC how fluctuating parameter
trajectories can be generated in this system.
Protocols for NAGD detection in the poor man’s non-
Abelian case, cf. Sec. II E, are addressed in Sec. VD.
By poor man’s non-Abelian we mean cases where the
matrices V and R in the polar decomposition (2.52) al-
ways commute. We note that the conventional three-star
Majorana setup in Fig. 4(b) yields commuting V and R
matrices independently of the protocol employed. The
protected braiding protocol is shown in Fig. 4(d), see
Refs. [23, 42–47]. To break topological protection and
obtain NAGD contributions, see Sec. III B, we allow for
a non-zero coupling ∆′4 6= 0 as shown for the protocol
in Fig. 4(e). This protocol allows one to detect NAGD
for the poor man’s non-Abelian case, as we discuss in
Sec. VD.
To obtain NAGD features in a truly non-Abelian sys-
tem with [V,R] 6= 0, we study a five-star Majorana setup,
cf. Fig. 4(c), using the protocol shown in Fig. 4(f). In that
case, an additional coupling ∆′3 6= 0 is switched on during
the indicated time intervals and serves to break topolog-
ical protection. We show in detail how to implement the
corresponding NAGD detection protocol in Sec. VE. Im-
portantly, the relative simplicity of this problem admits
an analytical solution for the adiabatic quantum dynam-
ics in both the poor man’s and the truly non-Abelian
case. This allows us to devise protocols for observing
simple signatures of NAGD.
A. Model
1. Five-star Majorana setup
The setup in Fig. 3(a) is modeled by the Hamiltonian
HM (t) = iγ0
5∑
j=1
∆j(t)γj , (5.1)
where the Majorana operators γk = γ
†
k satisfy the anti-
commutator algebra {γk, γl} = 2δkl [23]. The d = 5 real-
valued tunnel couplings, ∆j(t), correspond to our general
control parameters λ(t). Note that Eq. (5.1) represents
an effective low-energy theory, where all relevant energy
scales are assumed to be well below the proximity gap of
the topological superconductor hosting the MBSs. (At
higher energies, one also has to include effects caused
by above-gap quasi-particle excitations.) The standard
three-star setup follows from Eq. (5.1) by simply putting
some tunnel couplings to zero, see Fig. 4(b).
Next we observe that H2M (t) =
∑5
j=1 ∆
2
j and that the
combination
∑5
j=1 ∆j(t)γj defines an effective Majorana
fermion (up to a real-valued overall prefactor). Therefore
HM has exactly two eigenenergies,
E± = ±E/2, E = 2
(∑
j
∆2j
)1/2
. (5.2)
The energies E− and E+ correspond to the energies E1
and E2 in Sec. IV, respectively, and E represents the en-
ergy scale appearing in the expansion parameters listed
in Eq. (2.32).
Importantly, the total fermion number parity is con-
served by the Hamiltonian (5.1). We thus can focus on
a Hilbert space sector with fixed total parity. For con-
creteness, we choose even total parity from now on, but
the results for the odd parity sector follow accordingly.
The Hilbert space is then four-dimensional, and each of
the levels E± = ±E/2 is two-fold degenerate (N = 2) for
arbitrary choice of the tunnel couplings {∆j}. Below we
use the four basis states{
|012034005〉, |112034105〉, |012134105〉, |112134005〉
}
(5.3)
to span the even-parity sector of the Hilbert space,
where njk = 0, 1 contains the Majorana parity eigen-
value iγjγk = 2njk − 1 = ±1. In what follows, it is
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convenient to parametrize the tunnel couplings in terms
of hyper-spherical coordinates,
∆5 =
E
2
cos θ1,
∆3 =
E
2
sin θ1 cos θ2,
∆4 =
E
2
sin θ1 sin θ2 cos θ3, (5.4)
∆1 =
E
2
sin θ1 sin θ2 sin θ3 cos θ4,
∆2 =
E
2
sin θ1 sin θ2 sin θ3 sin θ4,
with the angles θi=1,2,3 ∈ [0, pi] and θ4 ∈ [0, 2pi]. Writing
θ0 = E/2, the parameters θµ with µ = 0, . . . , 4 can be
identified with the control parameters λµ (instead of the
tunnel couplings ∆j).
2. Eigenstates
Using Eq. (5.4), we can express HM in Eq. (5.1) as
HM = U4U3U2U1
(
iE
2
γ0γ5
)
U†1U
†
2U
†
3U
†
4 , (5.5)
with the parameter-dependent unitary matrices
U1 = e
−θ1γ5γ3/2, U2 = e−θ2γ3γ4/2,
U3 = e
−θ3γ4γ1/2, U4 = e−θ4γ1γ2/2. (5.6)
Note that U4U3U2U1 corresponds to U(λ) in Eq. (2.1).
Denoting the two eigenstates for energy Es=± = sE/2 by
|a, s〉 (with a = 1, 2), Eq. (5.5) directly gives
|a, s〉 = U4U3U2U1|a, s〉0, (5.7)
where |a, s〉0 is the corresponding eigenstate of
(iE/2)γ0γ5. In the basis (5.3), we have
|1,−〉0 =
 100
0
 , |2,−〉0 =
 000
1
 ,
|1,+〉0 =
 010
0
 , |2,+〉0 =
 001
0
 . (5.8)
Clearly, all four states in Eq. (5.7) are orthonormal.
3. Berry connection
Next we compute the Berry connection, A(s)µ , for the
respective block s = ±. Instead of the tunnel couplings,
we use the parameters in Eq. (5.4), i.e., the four angles
θi=1,...,4 and θ0 = E/2. According to Eq. (2.8), the 2× 2
matrix A(s)θµ has the elements
(
A
(s)
θµ
)
aa′
= 〈a, s|∂θµ |a′, s〉.
Given the above expressions, it is straightforward to com-
pute the Berry connection. We find
A
(s)
θ0
= A
(s)
θ1
= 0, A
(s)
θ2
= − i
2
cos θ1 σ
(s)
z , (5.9)
A
(s)
θ3
= − i
2
(
cos θ2 σ
(s)
x − sin θ2 cos θ1 σ(s)y
)
,
A
(s)
θ4
=
is
2
(
cos θ3 σ
(s)
z + sin θ3 cos θ2 σ
(s)
y +
+ sin θ3 sin θ2 cos θ1 σ
(s)
x
)
,
where we define Pauli matrices acting in the subspace
with fixed s = ± in Eq. (5.3). For instance, σ(s)x has the
matrix elements
0〈a, s′|σ(s)x |a′, s′〉0 = δss′
(
0 1
1 0
)
aa′
, (5.10)
and similarly for σ(s)y,z.
We note that the Berry connection components A(s)θµ
can become singular when some of the parameters reach
θµ = 0 or pi. For example, for θ1 = 0, the values of θ2, θ3,
and θ4 are undefined since they do not affect the tunnel
couplings ∆j in Eq. (5.4). Nonetheless, A
(s)
θ4
will depend
on the values of θ2 and θ3. This singularity is caused by
the fact that the Uj in Eq. (5.6) depend on all the angles.
The ambiguity corresponds to choosing different bases in
the degenerate blocks when θµ = 0, i.e., to performing a
gauge transformation. In general, one has to define sev-
eral charts (coordinate systems) covering the parameter
space, calculate A(s)µ in each of them, split the evolu-
tion trajectory into pieces that do not approach singular
points in the appropriate charts, calculate the respective
pieces of the Berry matrix, and glue them together using
appropriate gauge transformations. In our case, however,
we can resolve this issue in a simpler manner. In fact,
the protocols below will only start and end at singular
points but never cross them. The adiabatic evolution of
|ψ(t)〉 in Eq. (2.3) yields
|ψ(T )〉 = U(λ(T ))UU†(λ(0))|ψ(0)〉 (5.11)
with U in Eq. (2.7). Hence one simply has to replace U0 in
Sec. IV by either U(λ(T )) or U(λ(0)) in the appropriate
places. We can thereby account for the fact that the
bases at the start and at the end of the loop trajectory
are different.
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FIG. 5. Schematic setup for a possible implementation of
the Majorana five-star device. Six long Majorana nanowires
(green) are connected to a common floating superconductor
and thus form a superconducting island with charging energy
EC . The outer MBSs described by the γ′j operators are spec-
tator modes, i.e., their presence does not affect our protocols.
By arranging six Majorana nanowires (j = 0, . . . , 5) as shown,
the five Majorana operators γj=1,...,5 are tunnel-coupled only
to the central Majorana operator γ0. One can thereby realize
the setup in Fig. 4(a).
4. Berry curvature
The components of the Berry curvature tensor F (s)µν ,
see Eq. (2.12), then follow as
F
(s)
θ1θ2
=
i
2
sin θ1 σ
(s)
z , F
(s)
θ1θ3
= − i
2
sin θ1 sin θ2 σ
(s)
y ,
F
(s)
θ1θ4
=
is
2
sin θ1 sin θ2 sin θ3 σ
(s)
x ,
F
(s)
θ2θ3
=
i
2
sin2 θ1 sin θ2 σ
(s)
x , (5.12)
F
(s)
θ2θ4
= −is cos θ1 cos θ2 sin θ3 σ(s)x
− is
2
(1 + cos2 θ1) sin θ2 sin θ3 σ
(s)
y ,
F
(s)
θ3θ4
= −is cos θ1 sin θ2 cos θ3 σ(s)x
− is
2
(1 + cos2 θ1) sin
2 θ2 sin θ3 σ
(s)
z .
All other matrix elements follow by antisymmetry, F (s)νµ =
−F (s)µν , or vanish identically.
B. Readout and manipulation of Majorana parities
Now the inner Majoranas form a 5-star as such, and
the tunnel couplings can be directly controlled by gates.
The price is that now we have 6 outer Majoranas that
are inert and do not affect our protocols (we will have
to explain this in a sentence). The difference between
the two options is that one includes the six wires and the
common proximitizing superconductor (the green ring) in
the picture, while the other one only includes six wires,
and the common proximitizing superconductor should be
stated in words only.
In the NAGD detection protocols discussed below for
the Majorana setups in Fig. 4, it is necessary to have ex-
perimental access to the local Majorana parities pˆj,k =
iγjγk with eigenvalues pj,k = ±1. In this subsection, in
order to keep the paper self-contained, we shall summa-
rize some of the recent proposals [56–62] on (i) how to
perform a projective readout of Majorana parities, (ii)
how to apply the “flip operator” pˆj,k to the system state
(note that pˆj,k anticommutes with pˆj,n 6=k and pˆm6=j,k,
and thus flips those parities), and (iii) how to initialize
the system in a specific superposition state |ψ(0)〉.
For simplicity, we here assume that the five-star setup
in Fig. 4 is realized by using a single floating super-
conducting island with the large charging energy EC
(such that the tunnel couplings ∆j  EC) [61]. One
possible implementation realizing the five-star device is
sketched in Fig. 5. We also assume that the system
is operated under Coulomb valley conditions, i.e., the
total charge on the island is quantized. While simi-
lar techniques can be used for the grounded case with
EC → 0, see Refs. [57, 58], working with a large charg-
ing energy has several key advantages. On one hand, it
protects the system against accidental electron tunneling
processes involving the measurement and/or manipula-
tion devices. On the other hand, it also provides a par-
tial protection against quasi-particle poisoning processes,
see Refs. [60, 62] for details. In effect, the Hamiltonian
HM in Eq. (5.1) then provides an accurate description of
the low-energy physics taking place within the quantized
ground-state charge sector. In particular, the couplings
∆j(t) in Eq. (5.1) describe the tunneling amplitudes con-
necting γ0 and γj . In practice, they can be varied by
changing the voltage on a finger-gate electrode near those
two MBSs [24]. By depleting the corresponding region,
one can completely switch off the respective coupling,
∆j → 0.
Let us first describe how one can projectively measure
the Majorana parity eigenvalue pj,k = ±1 for a given
system state. This task can be achieved by interfer-
ometric readout techniques [56, 59–62]. Consider, for
instance, two normal-conducting leads that are tunnel-
coupled with amplitudes tj and tk to the respective Ma-
jorana operators γj and γk. For large EC , transport be-
tween those two leads is only possible through cotunnel-
ing processes. The transmission amplitude is then given
by itcotγjγk with tcot ≈ tjt∗k/EC . To enable an inter-
ferometric readout of iγjγk, one needs a phase-coherent
reference arm of tunnel amplitude t0 which provides a
direct tunneling path between both leads not involving
thev Majorana island. The total transmission probabil-
ity, |t0 + tcotpj,k|2, is then sensitive to the eigenvalue
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pj,k, where we exploit that the measurement is projec-
tive [59, 61]. Since the total transmission probability
directly determines the linear conductance between both
leads, measuring the latter will also provide an interfer-
ometric readout of the Majorana parity. This idea can
also be implemented with quantum dots instead of leads,
see Refs. [61, 62].
Similarly, one can apply the operator pˆj,k to a given
state |ψ〉 by forcing a single electron to tunnel between
both leads (in the absence of the reference arm). Since
it is difficult to control the leads in that manner, a more
practical variant is to instead employ a pair of single-
level quantum dots and to vary their energy levels such
that an electron is transferred across the island with high
probability. While this is always possible by using a suf-
ficiently slow (adiabatic) change of the dot energy levels,
one could also perform this operation in a non-adiabatic
way by confirming the outcome, i.e., by measuring the
dot occupations after the electron pumping protocol. In
any case, once we know that a single electron has been
transferred, the above arguments imply that the opera-
tor pˆj,k has been applied to the system state. For further
details, see Refs. [60–62].
Finally, one can prepare a specific initial state |ψ(0)〉
of the system by the readout of suitable Majorana parity
operators. For instance, suppose we want to prepare the
state
|ψ(0)〉 = (|012003045〉+ |112103045〉) /
√
2. (5.13)
This state can be obtained from |012003045〉 by measur-
ing pˆ0,2 with outcome p0,2 = −1, cf. Ref. [61]. In order to
prepare the product state |012003045〉, it suffices to mea-
sure the local parity eigenvalues p1,2 = p0,3 = p4,5 = +1
by using the above readout techniques.
C. Coupling to the environment
The independently fluctuating parameters for our Ma-
jorana setup are the tunnel couplings, ∆j(t) → ∆j(t) +
δ∆j(t), where the Gaussian fluctuations δ∆j(t) have
zero mean, 〈δ∆j(t)〉env = 0. We assume for simplicity
that fluctuations of different tunnel couplings are un-
correlated. To rationalize this assumption, let us give
an example for how such fluctuations could be gener-
ated in practice. We consider the effects of charge fluc-
tuations in the gate electrode regulating the respective
coupling. The electrostatic potential thereby fluctuates
around some average value, where the magnitude of the
fluctuations can be controlled by the circuit parameters
defining the electromagnetic environment of the setup
[63]. Since charge fluctuations on different gates are in-
dependent, we see that the fluctuations δ∆j connecting
different Majorana pairs are indeed uncorrelated. Mo-
roever, since the tunnel couplings ∆j are exponentially
sensitive to changes in the electrostatic potential, or to
changes in the distance between the two MBSs coupled by
∆j , fluctuations generally act in a multiplicative way for
this type of system, i.e., δ∆j(t) ∼ ∆j(t), see Refs. [44, 45]
for a detailed discussion of this point. Equation (2.27)
thus yields the noise correlation function
〈δ∆j(t)δ∆k(t′)〉env = σ∆j (t) δjk δτc(t− t′), (5.14)
where the multiplicative fluctuation law δ∆j ∼ ∆j im-
plies that the noise amplitude parameters σ∆j can be writ-
ten as
σ∆j (t) = κj∆
2
j (t). (5.15)
We demand that the constants κj satisfy κjE  1 such
that the conditions (2.33) are met. Let us emphasize
that whenever some tunnel coupling ∆j is switched off,
∆j(t) = 0, the corresponding fluctuations δ∆j are fully
quenched by virtue of Eq. (5.15). The absence of fluctu-
ations for ∆j = 0 is behind the topological protection of
the Majorana braiding protocol shown in Fig. 4(d), see
Refs. [44, 45] as well as Secs. III B and VD.
However, as we have seen in Sec. VA, the Berry con-
nection and curvature are more conveniently computed
in terms of the θµ variables in Eq. (5.4). We thus ex-
press the δθµ fluctuations in terms of the δ∆j . Using
δ∆j =
∑
µ(∂θµ∆j) δθµ, calculating the derivatives, and
inverting the relation, we find δθµ =
∑
j Tµ,jδ∆j . The
explicit form of the transformation matrix T is specified
in the Appendix, see Eq. (A2). We thereby arrive at the
equivalent noise correlation function
〈δθµ(t)δθν(t′)〉env = σµν(t) δτc(t− t′), (5.16)
where the noise amplitude matrix for the θµ parameters
is with Eq. (5.15) given by
σµν(t) =
∑
j
κj∆
2
j (t)Tµ,j(t)Tν,j(t). (5.17)
D. Poor man’s non-Abelian case
The poor man’s non-Abelian case arises in a degenerate
system where always [V,R] = 0 in the polar decomposi-
tion (2.52). This case can be realized for the three-star
setup in Fig. 4(b), as we show in this subsection.
1. Topologically protected braiding protocol
We start with the standard Majorana braiding pro-
tocol [23, 44–47] shown in Fig. 4(d). As discussed in
Sec. III B, one does not expect NAGD in this case since
there are no fluctuations of the geometric phase. In-
deed, at any given time no more than two ∆j(t) 6= 0.
In view of Eq. (5.15), only those two couplings can fluc-
tuate and, as a consequence, fluctuations can only move
one back and forth along the trajectory. The geometric
shape of the path in parameter space therefore remains
unchanged. Since NAGD is caused by cross-correlations
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of energy fluctuations and geometric phase fluctuations,
this braiding protocol is protected against geometric de-
phasing.
In order to explicitly verify the absence of geometric
phase fluctuations within our formalism in Sec. VA, let
us write out the braiding protocol in Fig. 4(d) in terms
of the θµ parameters. (1) The protocol starts from a
configuration with only ∆4 6= 0 such that θ1 = θ2 = pi/2
but θ3 = θ4 = 0, see Eq. (5.4). (2) One then changes
θ3(t) adiabatically from θ3 = 0 to θ3 = pi/2. At the end
of this step, we have only ∆1 6= 0. The relevant Berry
connection vanishes during this step since θ1 = θ2 = pi/2,
and hence A(±)θ3 = 0 from Eq. (5.9). The corresponding
NAGD contribution (2.43) also vanishes because of θ4 =
0,
θ˙3σ
θ0νF
(s)
νθ3
= θ˙3
isE
4
σ(s)z sin
3 θ3 × (5.18)
× sin θ4 cos θ4
(
κ2 sin
2 θ4 − κ1 cos2 θ4
)
= 0,
where the needed Berry curvature components follow
from Eq. (5.12). (3) Next one varies θ4 from 0 to
pi/2. Again, the relevant connection component vanishes,
A
(s)
θ4
= 0, since θ1 = θ2 = θ3 = pi/2. The NAGD contri-
bution then vanishes because of θ3 = pi/2,
σθ0νF
(s)
νθ4
= − isE
4
σ(s)z sin
2 θ3 cos θ3 (5.19)
× (κ1 sin2 θ3 cos4 θ4 + κ2 sin2 θ3 sin4 θ4 − κ4 cos2 θ3) = 0.
(4) Finally, one changes θ3(t) from pi/2 to 0 to arrive
back at only ∆4 6= 0. Again, as during the second step,
Aθ3 = σ
θ0νF
(s)
νθ3
= 0, now due to θ4 = pi/2. We conclude
that no phase or dephasing terms are accumulated along
the braiding trajectory, and U = 1.
One may ask how braiding then arises. To answer this
question, we have to account for a basis change between
the start and end points of the protocol. Using Eq. (5.11),
while the states |ψ˜(t)〉 in the local λ-dependent basis are
transformed by U = 1 when the braiding protocol is exe-
cuted, one finds that the physical states |ψ(t)〉 are trans-
formed by U(λ(T ))UU†(λ(0)) = e−piγ1γ2/4. We thereby
recover the correct braiding operator, cf. Ref. [23].
2. NAGD in the poor man’s non-Abelian setup
For an arbitrary parameter trajectory in the three-star
setup with ∆3 = ∆5 = 0, see Fig. 4(b), NAGD contribu-
tions will arise once all three remaining couplings (∆1,
∆2, and ∆4) are simultaneously switched on during a
part of the protocol. For example, consider the specific
NAGD detection protocol in Fig. 4(e). Here we include a
tunnel coupling ∆′4 6= 0 during intermediate steps when,
at the same time, also fluctuating tunnel couplings ∆1(t)
and ∆2(t) are present.
Let us first show that a setup with ∆3 = ∆5 = 0
represents the poor man’s non-Abelian case. Using the
parametrization in Eq. (5.4), we observe that arbitrary
values of θ0, θ3, and θ4 are possible but we have θ1 = θ2 =
pi/2. The relevant components of the Berry connection
in Eq. (5.9) are then given by
A
(s)
θ3
= 0, A
(s)
θ4
=
is
2
cos θ3 σ
(s)
z , (5.20)
and the NAGD contributions follow from
σθ0νF
(s)
νθ3
=
isE
4
σ(s)z sin
3 θ3 sin θ4 cos θ4 × (5.21)
× [κ2 sin2 θ4 − κ1 cos2 θ4] ,
σθ0νF
(s)
νθ4
= − isE
4
σ(s)z sin
2 θ3 cos θ3 ×
× [sin2 θ3 (κ1 cos4 θ4 + κ2 sin4 θ4)− κ4 cos2 θ3] .
Importantly, all terms in Eq. (5.21) involve only the σ(s)z
Pauli matrix acting in the s = ± degenerate subspace.
Therefore, the two states in that space are not mixed,
and there is a protocol-independent basis diagonalizing
both V and R in Eq. (2.52) simultaneously. Hence we
have [V,R] = 0, i.e., the three-star setup defines a poor
man’s non-Abelian system. By contrast, for the truly
non-Abelian case studied in Sec. VE, the NAGD terms
corresponding to Eq. (5.21) will involve all three Pauli
matrices. As a consequence, there one has [V,R] 6= 0 and
the full non-Abelian matrix structure of NAGD becomes
crucial.
Let us then analyze the specific NAGD detection pro-
tocol illustrated in Fig. 4(e). In the first part of the pro-
tocol, one adiabatically increases θ3 from 0 to α (while
keeping θ4 = 0), where the angle α encodes ∆′4 6= 0,
cosα = 2∆′4/E . (5.22)
Clearly, the corresponding NAGD term (5.21) vanishes
during this part. Next, one changes θ4 from 0 to pi/2,
where Eq. (5.21) yields a finite contribution for α < pi/2.
In the final step, we vary θ3 from α to zero, where no
NAGD contributions are generated.
From the above expressions, we then obtain the av-
eraged evolution operators, U¯ (s), cf. Eq. (4.24), in an-
alytical form. The dynamic dephasing rate follows as
Γdyn = T
−1 ´ T
0
dt σθ0θ0 , cf. Eq. (2.44). This rate will de-
pend on the precise time dependence of the {θµ} pro-
tocol. The analytical result for Γdyn can be explic-
itly computed from Eq. (5.17) but is of no immediate
interest here. The averaged Berry matrices follow as
U¯ (s)B = e−
ipis
4 cosασ
(s)
z eζσ
(s)
z , with the dimensionless con-
stant
ζ =
pi
4
E sin2 α cosα
[
3
8
(κ1 + κ2) sin
2 α− κ4 cos2 α
]
.
(5.23)
Using explicit expressions for how the iγjγk operators act
on the basis states |a, s〉 in Eq. (5.7), and including the
unitaries at the initial and the final time, see Eq. (5.11),
we obtain
U(λ(T )) U¯ (s) U†(λ(0)) = e−is E2 T−ΓdynT × (5.24)
× e−ϕαγ1γ2e−ζγ0γ1γ2γ4 ,
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where the angle
ϕα =
pi
4
(1− cosα) (5.25)
captures the correction to the ideal braiding phase pi/4
due to ∆′4 6= 0, see Eq. (5.22), i.e., due to the devi-
ation of the protocol in Fig. 4(e) from the protected
braiding protocol in Fig. 4(d). We note that Eq. (5.24)
is also valid for the odd total fermion parity sector.
In particular, a relative Berry phase 2ϕα is accumu-
lated between states with different local fermion parity
iγ1γ2 = ±1. The last exponential in Eq. (5.24) describes
the NAGD-induced suppression or enhancement depend-
ing on (iγ0γ4)(iγ1γ2) = ±1.
Finally, we note that when the protocol is executed
in the opposite direction, according to the arguments in
Sec. II C, the second line in Eq. (5.24) has to be replaced
with its inverse. This implies that one simply has to
replace ϕα → −ϕα and ζ → −ζ.
3. Spin echo protocols
We now apply the spin echo protocol described in
Sec. IVD to the Majorana setup. The protocol starts
by preparing the system in an initial state |ψ(0)〉. One
then performs the evolution described in Sec. VD2, ap-
plies a flip operator Σx, runs the evolution protocol in
Sec. VD2 once again, applies Σx, and finally measures
a block-off-diagonal operator M˜ . We employ the Majo-
rana parity operators pˆ0,j = iγ0γj (with j = 1, 2, 3, 5)
both to realize the M˜ operators and to implement the
flip operator Σx. We observe that all pˆ0,j operators an-
ticommute with the final Hamiltonian, H(T ) = E pˆ0,4/2,
see Eq. (5.1). This means that they indeed have the
block off-diagonal structure required in Secs. IVC and
IVD. We find the averaged final-state expectation values
of pˆ0,j in the form
p¯0,j = e
−2ΓdynT 〈ψ(0)|U¯η†B ΣxU¯η†B Σxpˆ0,jΣxU¯ηBΣxU¯ηB |ψ(0)〉,
(5.26)
where η = ±1 is the orientation sense of the protocol in
Sec. VD2 and
U¯ηB = e
−ηϕαγ1γ2e−ηζγ0γ1γ2γ4 . (5.27)
Choosing Σx = pˆ0,2, we then obtain
ΣxU¯
η
BΣxU¯
η
B = e
−2ηζγ0γ1γ2γ4 . (5.28)
With the initial state
|ψ(0)〉 = (|112104035〉+ |012004035〉) /
√
2, (5.29)
we thus find from Eq. (5.26) the result
p¯0,j = −δj,2e4ηζ−2ΓdynT . (5.30)
Remarkably, Eq. (5.30) only depends on the (dynamic
and geometric) dephasing contributions but makes no
reference to phase terms. We note that the correspond-
ing expectation values in the initial state are given by
〈ψ(0)|pˆ0,j |ψ(0)〉 = −δj,2. The suppression of the expecta-
tion value has two contributions: the dynamic (e−2ΓdynT )
and the geometric (e4ηζ) dephasing factors. The latter,
remarkably, can increase or decrease p¯0,2 as compared to
−δj,2e−2ΓdynT depending on the protocol orientation η.
Since pˆ0,2 flips |112104035〉 ↔ |012004035〉, its expectation
value is exactly the interference term. This is an exam-
ple of what we refer to as suppression or amplification of
coherence by geometric dephasing.
Choosing instead the flip operator Σx = pˆ0,5, one has
ΣxU¯
η
BΣxU¯
η
B = e
−2ηϕαγ1γ2 . (5.31)
With the same initial state as above, we now obtain
p¯0,1 = ηe
−2ΓdynT sin(4ϕα),
p¯0,2 = −e−2ΓdynT cos(4ϕα),
p¯0,3 = p¯0,4 = 0. (5.32)
Note that neither geometric dephasing nor dynamic
phase terms appear in Eq. (5.32). Finally, it is also possi-
ble to exclusively probe dynamic dephasing by choosing
Σx = pˆ0,5 and
|ψ(0)〉 = (|012004035〉+ |012104135〉) /
√
2. (5.33)
In that case, we find p¯0,j = −δj,2e−2ΓdynT . We conclude
that the poor man’s non-Abelian Majorana setup pro-
vides a unique opportunity to separate the effects of dy-
namic dephasing, geometric dephasing, and of the geo-
metric phase.
E. Truly non-Abelian case
We finally turn to the truly non-Abelian case, where
NAGD contributions involve several Pauli matrices σ(s)x,y,z
and the full matrix structure of NAGD becomes observ-
able. To realize this case, we consider the five-star setup
in Fig. 4(c) with ∆5 = 0 and hence θ1 = pi/2, see
Eq. (5.4). A specific protocol for NAGD detection in the
truly non-Abelian case is shown in Fig. 4(f). This pro-
tocol also involves a (non-fluctuating) coupling, ∆′3 6= 0,
during parts of the protocol. Similar to the coupling
∆′4 6= 0 in Sec. VD, such a coupling is needed to break
topological protection.
1. NAGD in the truly non-Abelian setup
The protocol in Fig. 4(f) starts from a configuration
where only ∆3 6= 0. In that case, Eq. (5.4) gives the ini-
tial values θ2 = θ3 = θ4 = 0 while θ1 = pi/2 throughout.
One then adiabatically increases θ2 from zero to θ2 = α,
where we define the angle α in analogy to Eq. (5.22) but
with ∆′4 → ∆′3 6= 0. For α < pi/2, topological protec-
tion is broken and one has a chance to observe NAGD.
23
At the end of this step, one has the non-zero tunnel cou-
plings ∆4(t) and ∆′3. We find that all Berry curvature
components relevant for generating NAGD terms dur-
ing this step are identically zero. Next, one changes θ3
from zero to pi/2, thereby switching off (on) ∆4 (∆1).
During this part of the protocol, the Berry connection
A
(s)
θ3
= − i2 cosασ(s)x and the NAGD contribution
σθ0νF
(s)
νθ3
=
iE
4
σ(s)x sin
2 α cosα × (5.34)
× [sin2 α (κ1 sin4 θ3 + κ4 cos4 θ3)− κ3 cos2 α]
are generated. In the next step, one switches off (on)
∆1 (∆2) by changing θ4 from zero to pi/2. During this
part of the protocol, we find A(s)θ4 =
is
2 cosασ
(s)
y and the
NAGD contribution
σθ0νF
(s)
νθ4
= − isE
4
σ(s)y sin
2 α cosα (5.35)
× [sin2 α (κ1 cos4 θ4 + κ2 sin4 θ4)− κ3 cos2 α] .
We now switch off ∆2 and simultaneously turn on ∆4
by changing θ3 from pi/2 to zero. The corresponding
NAGD contribution is again given by Eq. (5.34) while
A
(s)
θ3
= − i2 cosασ(s)x . Finally, one changes θ2 from α to
zero, where no Berry connection or NAGD contributions
are generated. The loop protocol is thereby completed.
We first observe that different Pauli matrices σ(s)x,y ap-
pear in the NAGD terms (5.34) and (5.35), reflecting the
truly non-Abelian character of the problem. However,
during each time segment only one of these Pauli matri-
ces appears, and the calculation of path-ordered expo-
nentials therefore remains tractable. Using the dynamic
dephasing rate Γdyn as defined in Sec. VD2, the averaged
evolution operators in Eq. (4.24) are given by
U¯ (s) = e−i sE2 T−ΓdynT eϑ(s)1,4σ(s)x e−sϑ(s)1,2σ(s)y e−ϑ(s)2,4σ(s)x ,
ϑ
(s)
j,k = −sζj,k +
ipi
4
cosα. (5.36)
where we define a generalized version of the NAGD pa-
rameter ζ in Eq. (5.23) for the truly non-Abelian case in
terms of the quantities
ζj,k =
pi
4
E sin2 α cosα
[
3
8
(κj + κk) sin
2 α− κ3 cos2 α
]
.
(5.37)
Multiplying out the exponentials of Pauli matrices in
Eq. (5.36), one finds that U¯ (s) has the form
U¯ (s)B = A(s)0 1 +A(s)x σ(s)x +A(s)y σ(s)y +A(s)z σ(s)z , (5.38)
where the analytical form of the coefficients A(s)0,x,y,z is
easily obtained but of no immediate interest here. We
emphasize that this is the most general form of a 2 × 2
matrix U¯ (s)B .
2. Toward spin echo protocols
The flip operator Σx should act on the states in
Eq. (5.7) according to Σx|a, s〉 = |a,−s〉, see Eq. (4.25).
This property also implies that Σxσ
(s)
j Σx = σ
(−s)
j (with
j = x, y, z). In particular, for all κj = 0, we observe
from Eq. (5.36) that ΣxU¯ (−s)ΣxU¯ (s) = 1, i.e., we re-
cover Eq. (4.31). As discussed in Sec. IVD, this prop-
erty allows for a particularly simple approach to the de-
tection of truly non-Abelian geometric dephasing. How-
ever, due to the ambiguity of the basis choice, we actually
have to consider U(λ(T ))U¯ (s)U†(λ(0)) instead of U¯ (s),
see Sec. VA3. In order to make use of the above identity,
one needs to cancel the contributions of Uf ≡ U(λ(T ))
and Ui ≡ U†(λ(0)) which is possible by a slight modifi-
cation of the protocol of Sec. VE1.
To that end, we consider the evolution as shown in
Fig. 4(f) but performed in the opposite direction and
with ∆′3 = 0. The corresponding evolution operator is
given by UiU
†
f . Therefore, performing the two sequences
back-to-back yields the evolution operator
UiU
†
fUf U¯ (s)U†i = UiU¯ (s)U†i , (5.39)
in direct correspondence with the operator U0U¯ (j)B U†0 in
Sec. IV. This modification allows us to implement a
spin echo protocol for NAGD detection as outlined in
Sec. IVD.
3. Spin echo protocol
For simplicity, we now assume that only ∆4(t) fluctu-
ates, i.e., we put κ1 = κ2 = κ3 = 0. We then start from
the initial state
|ψ(0)〉 = (|012045003〉+ |112045103〉) /
√
2. (5.40)
Note that this state represents a superposition of states
with different energies ±E/2 when all ∆j = 0 apart from
∆3 6= 0. One then executes the imperfect braiding proto-
col as detailed in Sec. VE1, followed by the same proto-
col but with ∆′3 = 0 executed in the opposite direction.
The latter part thus corresponds to a protected braid-
ing protocol. At this point, t = 2T , one applies the flip
operator
Σx = pˆ0,2 = iγ0γ2, (5.41)
which exchanges both degenerate spaces s = ±. One
then runs the above protocol again, i.e., one first exe-
cutes the imperfect braiding protocol, followed by a per-
fect braiding protocol in the opposite direction. Subse-
quently, one applies the flip operator (5.41) once more.
Finally, one measures (one of) the local Majorana pari-
ties pˆ0,j = iγ0γj . Performing the Gaussian average over
the noise fluctuations, with the orientation sense η = ±1
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of the entire protocol, we obtain
p¯0,1 = e
−4ΓdynT ×O(ζ¯2), p¯0,3 = 0,
p¯0,2 = −e−4ΓdynT
[
1− 2ηζ¯ sin(4β) +O(ζ¯2)] , (5.42)
p¯0,4 = −8ζ¯e−4ΓdynT sin2 β +O(ζ¯2),
with β = (pi/4) cosα and the dimensionless NAGD pa-
rameter
ζ¯ =
3pi
16
κ4E sin4 α cosα. (5.43)
The dynamic dephasing rate scales as Γdyn ∼ κ4E2 but
will again depend on details of the time-dependent pro-
tocol. We note that the doubling of the exponent in
e−4ΓdynT as compared to Sec. VD arises due to doubled
time duration of the protocol.
The experimental confirmation of the results in
Eq. (5.42) would provide unambiguous smoking gun evi-
dence for NAGD. In particular, measuring p¯0,4 will imme-
diately confirm that there is a non-trivial NAGD matrix
structure where the unitary (V ) and the Hermitian (R)
parts of the averaged Berry matrix do not commute. In
fact, the sign change under η → −η observed in Eq. (5.42)
for the contribution ∼ ζ¯ to p¯0,2 is precisely as expected
for the poor man’s non-Abelian — and for the Abelian
— case, see Sec. VD. Crucially, the absence of such a
sign change in the expectation value p¯0,4 is only possi-
ble due to the truly non-Abelian nature of NAGD in this
setup, cf. Sec. IVD. Moreover, it is also worth noting
that p¯0,4 = 0 in the absence of noise.
VI. CONCLUSIONS
In this work, see also Ref. [7], we have presented a the-
ory of adiabatic quantum transport in degenerate sys-
tems coupled to a bath. The presence of a system-
bath coupling implies that the control parameters, λ(t),
driving the adiabatic dynamics will acquire a fluctuating
component, λ(t)→ λ(t)+δλ(t). These fluctuations obey
Gaussian statistics, where we assume a sufficiently long
noise correlation time to justify the quantum adiabatic
theorem also for fluctuating trajectories. For short noise
correlation times, non-adiabatic corrections may become
important [64], and we believe that this issue is an inter-
esting topic for future research.
Our analysis shows that general systems of this class
will exhibit non-Abelian geometric dephasing when the
system is steered from an initial state to a final state
along a fluctuating closed loop trajectory. In contrast
to dynamic dephasing, NAGD is universal in the sense
that it yields geometric (independent of the precise time
dependence of the protocol) contributions that admit a
model-independent expression. NAGD arises due to the
cross-correlations of dynamic phase fluctuations and geo-
metric phase fluctuations, and it is sensitive to the orien-
tation sense of the protocol. Here geometric phase fluc-
tuations are encoded by the Berry curvature tensor Fµν .
Interestingly, in topologically protected systems, one has
Fµν = 0 away from singular points, and generic protocols
employed, say, for braiding anyonic quasiparticles, will
then be free from NAGD. As soon as topological protec-
tion is broken, however, one will have F 6= 0, resulting in
NAGD.
A key object in our approach is the averaged time evo-
lution operator U¯ , which can be factored into a term
containing dynamic phase and dephasing contributions,
and a gauge covariant averaged Berry phase matrix, U¯B .
This non-unitary matrix is purely geometric and contains
both the non-Abelian Berry phase — a loop integral over
the Berry connection — as well as the NAGD contribu-
tion. By performing a matrix polar decomposition of U¯B ,
one can obtain an intuitive understanding of the effects
of NAGD. Most importantly, objects like U¯B also appear
in the NAGD detection protocols proposed in Sec. IV,
which specifically target the non-Abelian matrix struc-
ture of NAGD. The latter is responsible for key differ-
ences to the previously studied case of Abelian geometric
dephasing [4].
As an application, we have discussed noisy Majorana
braiding protocols. On one hand, systems that may host
Majorana bound states are presently in the focus of in-
tense experimental efforts [24]. On the other hand, we
think that, on a conceptual level, this setup provides
the simplest test case for NAGD. (We stress that our
intention is not to propose a new way of braiding Majo-
rana states nor to analyze the effect of fluctuations onto
braiding-based quantum gates but to detect NAGD in
a related setup.) The simplicity of the model in Sec. V
allowed us to obtain fully analytical results despite of
the intricate path-ordered exponentials appearing in the
theory. For most other applications, it will be necessary
to perform a numerical analysis of suitably discretized
path-ordered exponentials.
Finally, in view of the wide range of applications where
the non-Abelian Berry connection or curvature is of deci-
sive importance, see, e.g., Refs. [1, 2, 10–21], the concepts
laid out in our work should be beneficial for an under-
standing of what happens when the respective systems
are weakly coupled to an environment. To mention just
one application where NAGD contributions may poten-
tially show up, consider the phenomenon of weak anti-
localization in a metal [55]. When a conduction elec-
tron is backscattered along an impurity sequence forming
either a clockwise or a counter-clockwise loop, the cor-
responding quantum amplitudes will interfere construc-
tively. In the presence of a magnetic Aharonov-Bohm
field, the two amplitudes are no longer in phase and the
amount of backscattering gets reduced. In more involved
settings where Abelian and/or non-Abelian Berry phases
influence the dynamics of the system [17] and the latter
is coupled to an environment, geometric dephasing con-
tributions could be present. We believe that there are
many interesting applications of our theory, and we are
confident that experimental checks will soon be available.
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Appendix A: Transformation matrix
We here quote the explicit form of the transformation
matrix T in Sec. VC, which connects the parameter fluc-
tuations δθµ to those of the tunnel couplings, δ∆j . Using
the notation θ0 = E and writing the linear matrix relation
as 
δθ0
δθ1
δθ2
δθ3
δθ4
 = T

δ∆5
δ∆3
δ∆4
δ∆1
δ∆2
 , (A1)
we obtain the explicit form
T =
2
E

E
2 cos θ1
E
2 sin θ1 cos θ2
E
2 sin θ1 sin θ2 cos θ3
E
2 sin θ1 sin θ2 sin θ3 cos θ4
E
2 sin θ1 sin θ2 sin θ3 sin θ4− sin θ1 cos θ1 cos θ2 cos θ1 sin θ2 cos θ3 cos θ1 sin θ2 sin θ3 cos θ4 cos θ1 sin θ2 sin θ3 sin θ4
0 − sin θ2sin θ1 cos θ2 cos θ3sin θ1 cos θ2 sin θ3 cos θ4sin θ1 cos θ2 sin θ3 sin θ4sin θ1
0 0 − sin θ3sin θ1 sin θ2 cos θ3 cos θ4sin θ1 sin θ2 cos θ3 sin θ4sin θ1 sin θ2
0 0 0 − sin θ4sin θ1 sin θ2 sin θ3 cos θ4sin θ1 sin θ2 sin θ3
 . (A2)
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