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Abstract
In this work the development and refinement of methods that allow for a more efficient use
of quantum dynamics calculations with the dynamic Fourier method (DFM) and the extension
of the DFMs applicability to solvated systems are presented. The systems studied with these
methods are primarily molecular reactions. The contents of this thesis can be divided in three
parts. In the first, approaches to automate the necessary and difficult construction of reactive
coordinates are developed. The reactive coordinates constructed are linear combinations of the
Cartesian coordinates of the atoms in two cases and nonlinear combinations in one case. Of the
two linear approaches, one uses points along the minimum energy path of the reaction to span a
reactive subspace and the other uses classical trajectories that are run along the reaction path to
extract essential motions. The nonlinear approach uses an autoencoder that learns an efficient
low-dimensional description of the reactive space by using large amounts of trajectory data. All
three methods are presented in detail and applied to example systems. The advantages of each
method and the immense potential of the nonlinear approach are discussed.
In the second part, the inclusion of dynamic solvent effects on the reactive solute is studied.
This is important, because dynamic interactions can significantly alter the outcome of reactions.
Three methods were developed in the course of this work. The first one treats the solvent im-
plicitly as a continuum that causes frictional forces acting on the solute. This is computationally
convenient but, as it cannot describe certain interactions – such as collisions – it is not suited
for all systems. The second and third method treat the solvent particles explicitly, using frozen
and classically propagated environments, respectively. Here, the third approach extends the sec-
ond to a much larger field of application by means of a quantum-classical TDSCF. The three
methods are applied to the practically important problems of the photogeneration of diphenyl-
methyl cations as reactive intermediates and the photorelaxation of uracil as a way to prevent
photodamage in RNA.
The third part is comprised of two minor improvements. The first deals with errors that can
be introduced due to an incorrect treatment of an approximation within the Wilson G-matrix
formalism, a formalism that offers a simple way to perform coordinate transformations. This
not only applies to some implementations of the DFM method, but to all methods that use the
G-matrix formalism with nonlinear coordinates. The second studies the use of undersampling in
the DFM method to reduce the number of grid points and thus computational time. Its potential
savings are demonstrated using a model system.
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Introduction
Models and theoretical methods that explain experimental observations and make predictions
are a fundamental part of all natural sciences. In theoretical chemistry the focus lies on the
description and prediction of properties of chemical compounds on the one hand and of chemical
reactions on the other hand. Of these two similarly important topics, the latter is key to un-
derstanding the chemical processes around us and is an important tool to devise new synthesis
routes and strategies. This produces an enormous momentum towards the development of ever
more powerful methods to simulate reactive processes. While there are some instances where
completely new methods are developed [1, 2], usually most progress is made by improving the
existing ones and extending them to new applications [3, 4].
Some of the recent extensions and improvements made to one of the methods for the quantum
dynamical description of molecular processes are the topic of this thesis. The method in question
is the dynamic Fourier method (DFM) [5–7], a type of pseudo-spectral method [8,9]. The DFM
produces very accurate results [6], is widely applicable and is conveniently implemented regardless
of the system. It uses a discretized representation of the wavefunction by employing a spatial
grid as basis. The action of the kinetic energy operator on the wavefunction, which is required
to propagate the system in time, is evaluated using the fast Fourier transform [10, 11]. Since
the potential energy operator can simply be multiplied with the wavefunction in this basis, this
results in the computation scaling O(n log n) with the number of basis functions or grid points
n.
However, since the number of grid points scales exponentially with the number of degrees of
freedom or dimensions and since it requires a relatively large number of grid points per degree of
freedom, it is limited to a relatively small number of degrees of freedom. The number of degrees
of freedom is in practice limited to less than 10 in contrast to the most high-dimensional, but
less general and strongly approximated methods. A prominent example of this is the multilayer
MCTDH [4,12] that is limited to the low thousands for the most benign systems [13]. It is based
on the MCTDH [2], which can treat up to a few dozen degrees of freedom, but requires the
studied system’s Hamiltonian to be expandable in a very specific form and typically works well
for systems with low correlation between the different degrees of freedom [12]. In its multilayer
variant, this dependency on low correlation is furthered and engrained in a tree structure, making
it computationally very powerful but also far less general. Alternatively, for the DFM the degrees
of freedom of realistic systems are reduced to the most essential ones. Even though there are many
systems that can be well described with a few dimensions due to the low intrinsic dimensionality
of their reactive behaviour [14, 15], increasing the number of degrees of freedom that can be
treated is still important to extend the scope of the DFM. A way to do this can be to reduce the
number of grid points needed per dimension [16–18]. Additionally, for the systems that can be
treated with few dimensions, it is of major importance to efficiently identify these dimensions,
which will in this work also be referred to as reactive coordinates.
In this thesis, the chapters 1 and 2 each contain one of the two main developments of this work,
namely the identification of reactive coordinates and the inclusion of dynamic solvent effects,
and chapter 3 contains two additional minor improvements to the accuracy and efficiency of
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the calculations. Specific examples of the aforementioned improvements constitute the majority
of the contents of this thesis. Chapter 1 deals with the dimensionality reduction necessary for
virtually every application of the DFM. Usually, a high amount of chemical intuition is involved
and the strategies vary with the system studied [15, 19, 20]. This often results in tedious work,
when the reactive dynamics of a system are complex, include collective motions of many atoms or
simply are unusual. Hence, progress in the automation of this task is very valuable. Concerning
dimensionality reduction, one can distinguish linear from nonlinear approaches, which lead to
linear and nonlinear reactive coordinates, respectively. While the former ones are simpler and
computationally less demanding, the latter ones can construct far more general and more efficient
reactive coordinates [21–23]. For the present work, two linear and one nonlinear dimensionality
reduction method have been developed and will be presented. The two linear methods use points
along the minimum energy path of the reaction studied and classical molecular dynamics (MD)
trajectories run along the reaction path. Out of the wide variety of machine learning algorithms
that exist for nonlinear dimensionality reduction [24], an autoencoder [25] learning from large
amounts of MD trajectory data was chosen.
Chapter 2 is dedicated to extending the scope of the DFM to include the dynamic effects
of solvent environments. The fact that a majority of important reactions take place in solution
emphasizes the relevance of the correct description of the solvent influence. For many reactions,
this can be modeled well using static effects and the corresponding methods are fairly complete
[26]. However, the inclusion of dynamic effects relies stronger on the use of approximations on
the one hand, usually limiting the description of the solvent to classical mechanics due to the
large number of degrees of freedom involved. On the other hand, the solvent’s influence on
the dynamics of the solute is less obvious, because the dynamic picture of a system is more
complicated to obtain. Nevertheless, it has been shown that the dynamic influence can be very
consequential [27–29]. In this thesis, three developed methods are presented. One treats the
solvent implicitly by employing its viscosity to construct a Stokes’ force acting on the solute.
The other two treat the solvent particles explicitly with increasing accuracy. The interaction
potential between the solute and the solvent is evaluated for each pair of particles.
In contrast to the first two chapters, the contents of the third and last chapter are less
ubiquitous within the DFM, but the developments come with significant benefits where they
apply. The first topic is a re-evaluation of an approximation in the Wilson G-matrix formalism
[30–32]. This formalism is very useful for the DFM and other methods because it enables the
construction of the Hamiltonian in arbitrary coordinates. As a result, one may consider to use
the G-matrix formalism by default to allow for more automation. It is thus of interest to maintain
its quality. The approximation discussed seems to be an example of techniques, that need to be
re-examined time and time again in order to avoid the introduction of errors, as has been the
case here. An illustration of the possible errors and ways to avoid them are given in the first
part of chapter 3.
A method that may prove valuable is introduced in the second part of chapter 3. It uses un-
dersampling to reduce the number of grid points necessary for systems with localized wavepackets
in momentum space. The associated reduction in computation time may ultimately lead to the
ability to treat the systems in question using a higher number of reactive coordinates and thus
pushes the computational limits of the DFM.
It should be understood that the entirety of this thesis focuses on the time-dependent quantum
mechanics, from hereon referred to as quantum dynamics (QD), of reactive chemical systems
using the DFM. While parts can be directly transferred to other fields, this was always the
context in which these were researched. All equations, unless explicitly stated otherwise, are
given in atomic units.
Chapter 1
Automating reactive coordinate
construction
The DFM [5] produces very accurate results [6] that come at some computational cost. This
cost is the reason the dimensionality has to be reduced considerably for most systems. As a
consequence, finding the subspace and reactive coordinates that describe the studied reactions
most efficiently becomes one of the central challenges for this kind of QD calculations [14, 15].
This is reflected in the considerable effort invested in this task. A few examples of the developed
approaches are the use of spherical and hyperspherical coordinates [14, 33, 34], selected normal
modes [35–37], Jacobi or Jacobi-like coordinates [15, 19, 38, 39], dissociative coordinates and
umbrella modes [40–43] and other hand-build combinations describing the reactive subspace
[15, 20, 44–46]. The last two often use coordinates related to the intrinsic reaction coordinate
(IRC), the minimum energy path of a reaction.
All these efforts illustrate the importance of every bit of progress in automating the construc-
tion of reactive coordinates. While the aforementioned methods rely significantly on chemical
intuition, there are alternative approaches, which can be applied here that rather fall in the range
of mathematical optimizations and machine learning. For example, one such application is the
reaction plane approach [47, 48], where a reactive linear subspace is spanned by critical points
of a reaction such as reactant and product minima and transition states. This has also been
extended to include more degrees of freedom in a harmonic approximation [49].
In this chapter, three newly developed methods are presented that automate coordinate
construction. The first two are examples of the aforementioned linear dimensionality reduction
schemes and are described in section 1.1. The IRC-based approach (IBA) spans a number of
subspaces, using points along the IRC, and compares them to find the most suited one. The
trajectory-based approach (TBA) uses MD trajectories that are run along the reaction path and
applies a principal component analysis (PCA) to the resulting trajectory data points to find
the coordinates that describe the trajectories the most. Since both work on linear subspaces,
the corresponding coordinates can be found by constructing any orthonormal basis that spans
this subspace. The IBA and TBA are applied to the proton transfer in (Z)-hydroxyacryloyl
chloride and to the methylization reaction of cyclohexanone using trimethylaluminum. The third
approach uses an autoencoder [25], a type of neural network, to achieve a nonlinear dimensionality
reduction. In the resulting subspace a set of nonlinear coordinates is found using a projection
from a linear subspace. It is presented in section 1.2. As an example system, the same proton
transfer in (Z)-hydroxyacryloyl chloride is used as for the other two methods.
This third method is an example of the large field of machine learning. Advancements in this
field and increasing computational power made it accessible for applications to chemical systems.
For example, extensive work has been done in the calculation of the potential energy surface
(PES) of molecular systems [50–53], the prediction of the binding interactions of proteins [54–56],
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the prediction of a number of properties of chemical compounds [57–60] and the automated
grouping, classification and naming of chemicals [61–64].
There is also the option to apply machine learning to search for nonlinear reactive sub-
spaces [21–23] and while they do not seem to have been applied to the construction of reactive
coordinates used in grid based QD prior to this work, a number of powerful algorithms have
been developed for related purposes. The most closely related methods stem from the low-
dimensional reconstruction of geometries obtained by classical MD calculations of medium to
large sized molecules [23, 65–68]. The required nonlinear dimensionality reduction algorithms
exist in a large variety and many of them have been applied to molecular structures. A few
examples of the algorithms are Isomap [69], locally linear embedding [70], diffusion maps [71],
self-organizing maps [72] and the aforementioned autoencoders [25], whose application to the
DFM will be the focus of section 1.2.
1.1 Two linear dimensionality reduction schemes 5
1.1 Two linear dimensionality reduction schemes
Linear dimensionality reduction has a long history in the molecular context. The main reason
for this is the need to analyze the dynamics of large molecules. Especially for the dynamics
of biomolecules, where thousands of degrees of freedom could be involved in reactions, it is
practically impossible to naively determine the essential motions one wishes to study without
reducing the dimensionality. This is reflected by a large amount of associated literature [21, 23,
73–85]. In addition, dimensionality reduction can also be used to increase the efficiency of MD
calculations [23,86–91].
In this chapter, a method is presented, which uses PCA, one of the most widely applied meth-
ods in this field [21–23,87] for the purpose of dimensionality reduction. The PCA is a mathemat-
ical tool that allows the extraction of a set of orthogonal degrees of freedom of a system ordered
Figure 1.1: Results of a PCA. u and
v are the principal components of the
green data points.
according to the variance of a given set of data points
in that system. The degrees of freedom found are
the same as would be found by manually identifying
the degree of freedom in the system with the biggest
variance in the data points and then identifying the
next one that is orthogonal to the first one and so
on. A two-dimensional illustration is shown in fig.
1.1. u and v represent the first and second principal
component of the Cartesian coordinates x and y of
the green data points, respectively. The PCA has
been applied to refine free energy calculations [87,92,
93], to analyze the dynamics of proteins [94–97] and
to many more topics [98–101].
The article “Two New Methods To Generate In-
ternal Coordinates for Molecular Wave Packet Dy-
namics in Reduced Dimensions” published in The
Journal Chemical Theory and Computation presents two approaches using points along the IRC
and MD trajectory data to span a subspace suited for QD, using the examples of the proton
transfer in (Z)-hydroxyacryloyl chloride and the methylization of cyclohexanone using trimethy-
laluminum [102]. The key points of the article are:
• To create an N -dimensional subspace, the IBA uses N+1 geometries (points) orM geometries
and K predefined degrees of freedom (vectors) with M +K = N + 1. For the N + 1 (or M)
geometries, critical points of the studied reactions are used first. Then, for the remaining
geometries, the IRC is segmented and combinations of the resulting points along the IRC are
used. The resulting subspaces are compared by their ability to reproduce the IRC and the
energy profile of the IRC and the best subspace is obtained, accordingly.
• The TBA uses MD trajectories that are run from a point of high energy, e.g. a transition state,
approximately along the reaction path. While fulfilling the Eckart conditions [31, 103, 104]
to remove translation and rotation, the trajectory data points are used to construct a data
matrix X, with each row being build from the Cartesian coordinates of a single geometry and
each column being shifted to ensure a column mean of 0. Applying the PCA to this matrix,
i.e. calculating the eigenvectors of XT ·X, the principal components containing the degrees
of freedom with the most variance are obtained and used together with the critical points of
the studied reaction to construct the subspace.
• A similarity measure is developed to compare the resulting subspaces produced by the two
approaches. It is defined in way that removes most of the influence of the system size and
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thus allows a comparison of the similarity between the two approaches for systems of different
size.
• Both approaches are applied to two example systems and for both systems a three-dimensional
subspace is constructed. The first is the proton transfer in (Z)-hydroxyacryloyl chloride.
Two degrees of freedom are predetermined by three critical points and after applying both
methods to construct a third, the IRC is accurately reconstructed. The second system is
the methylization of cyclohexanone using trimethylaluminum. Two degrees of freedom are
predetermined by two critical points and a predefined coordinate. Due to the much bigger
system size, the reconstruction of the IRC using a subspace of same size is worse. However,
since for this system each degree of freedom is more important, both approaches yield more
similar results, as they should.
Altogether, it is shown that the results indicate that both approaches work satisfactory. It is
also concluded that in contrast to the proton transfer reaction, three linear degrees of freedom
are not enough to give an accurate description of the methylization system. Additionally, the
different application scenarios of the two approaches are discussed.
In the following, the article “Two New Methods To Generate Internal Coordinates for Molec-
ular Wave Packet Dynamics in Reduced Dimensions” published in The Journal Chemical Theory
and Computation is reprinted with permission from J. Chem. Theory Comput. 12, 5698-5708
(2016); copyright 2016 American Chemical Society.
Two New Methods To Generate Internal Coordinates for Molecular
Wave Packet Dynamics in Reduced Dimensions
Julius P. P. Zauleck, Sebastian Thallmair, Matthias Loipersberger, and Regina de Vivie-Riedle*
Department Chemie, Ludwig-Maximilians-Universitaẗ München, D-81377 München, Germany
ABSTRACT: The curse of dimensionality still remains as the central challenge of molecular
quantum dynamical calculations. Either compromises on the accuracy of the potential
landscape have to be made or methods must be used that reduce the dimensionality of the
conﬁguration space of molecular systems to a low dimensional one. For dynamic approaches
such as grid-based wave packet dynamics that are conﬁned to a small number of degrees of
freedom this dimensionality reduction can become a major part of the overall problem. A
common strategy to reduce the conﬁguration space is by selection of a set of internal
coordinates using chemical intuition. We devised two methods that increase the degree of
automation of the dimensionality reduction as well as replace chemical intuition by more quantiﬁable criteria. Both methods
reduce the dimensionality linearly and use the intrinsic reaction coordinate as guidance. The ﬁrst one solely relies on the intrinsic
reaction coordinate (IRC), whereas the second one uses semiclassical trajectories to identify the important degrees of freedom.
■ INTRODUCTION
In molecular quantum dynamical calculations the dimension-
ality issue is generally the decisive factor on which
approximations have to be used for a practical implementation
and in turn which degree of accuracy can be achieved. This is
due to the exponential scaling of the calculation time and
storage with the number of included dimensions. One way then
is to avoid parts of the quantum mechanics of the dynamics by
using approximations. Examples for this are Tully’s surface
hopping,1 which takes part of the statistical behavior of
quantum mechanics into account and has done very well over
the decades, and focusing on eﬃcient representations and
calculations of the potential energy surface (PES) to then use
semiclassical approaches to describe the dynamics.2 However,
these approaches are not an option when quantum eﬀects that
are important to describe a system cannot be reproduced. A
popular approach that works well with up to a few dozen
degrees of freedom while remaining quantum mechanical in
nature is the multiconﬁguration time-dependent Hartree
(MCTDH) method.3,4 It has been successfully applied to the
calculation of absorption spectra of large molecules5,6 and
photophysical processes7 and can with extensions like the
multilayer MCTDH be applied to even bigger systems.8 This
approach is highly eﬃcient when the potential and kinetic part
of the Hamiltonian can be expressed as a small sum of products
of operators that act on a single degree of freedom of the
system. If this is not intrinsically the case for the PES of a
system, it can be ﬁtted accordingly with the POTFIT method.9
The dynamics of chemical reactions however often leave the
regions of the PES where this is eﬃcient. Since reactive
scenarios will be our main focus here we chose to explore grid-
based approaches that also allow us to assess the relevance of
the degrees of freedom for the reactions we are describing. It is
based on a pseudospectral representation making use of the fast
Fourier transform.10 As a result the number of degrees of
freedom often has to be signiﬁcantly reduced, which leaves us
with the choice of an aﬃne conﬁguration subspace to describe
our reaction. This will be the topic of this paper.
One common way to reduce the number of degrees of
freedom is the transformation from Cartesian coordinates to a
set of internal coordinates describing bond distances, bond
angles, and dihedral angles.11−14 Ultrafast chemical reactions
can often be approximated by a small number of internal
coordinates providing an eﬃcient description is found,
exemplary shown by the reactive coordinates derived for the
dissociation of diphenylmethyl systems by Thallmair et al.15 On
the other hand there exist many reactions with complex
deformation of the molecular structure. A possible scenario is
the relaxation of a conjugated π system due to a change in the
bond order of a reactive coordinate. It is clear that most of
these relaxations cannot be described by a single internal
coordinate of the set formulated above, even though it may
possibly be described with very few degrees or even a single
degree of freedom. The key idea we followed was to replace the
manual search for the most eﬃcient set of coordinates by easily
implemented algorithms.
Our approaches can be classiﬁed as linear dimensionality
reduction, since they detect aﬃne subspaces of the complete
molecular conﬁguration space. Their advantages are the relative
ease to construct and evaluate linear subspaces. Additionally,
the kinetic energy operator can be constructed diagonally with
respect to the conﬁgurational degrees of freedom reducing the
calculation time of the quantum dynamical propagation. The
drawback is of course that in general fewer curvilinear
coordinates are needed than linear ones for the same quality
of results.
For the dimensionality reduction we devised two approaches.
One uses points of the intrinsic reaction coordinate (IRC)16,17
to span the reduced subspaces and will in the following be
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called the IRC-based approach (IBA). The other one uses a
swarm of semiclassical trajectories starting from the transition
state (TS) and extracts the most important dimensions in
addition to those connecting the critical points of the reaction
and will therefore be called trajectory-based approach (TBA).
The IBA basically guarantees to reproduce much of the IRC
since the construction of its subspace is based on it. This makes
it very reliable as long as the IRC describes the reaction
reasonably well. The drawback is that with increasing
dimensions of the subspaces many of them have to be
constructed and tested. The method is intrinsically coupled to
linear dimensionality reduction since it always uses N points to
construct subspaces of N − 1 dimensions. Since the use of
curvilinear coordinates is in many cases more eﬃcient it is
desirable to extend algorithms to nonlinearity. This is one of
the two major advantages of the TBA. Here semiclassical
trajectories are started from higher lying critical points toward
the lower lying ones. These readily produce large data sets
which can directly be used by dimensionality reduction
algorithms. In our case this is done by principal component
analysis (PCA) but could also be done by a nonlinear
dimensionality reduction algorithm. The second advantage is
the independence of calculation time on the number of
dimensions extracted, which makes the TBA very eﬃcient for
higher dimensional models. However, due to accumulating
momentum this method can have diﬃculties to reproduce the
IRC well in some cases. It might also suggest subspaces which
are suboptimal due to the lack of quantum eﬀects such as
barrier tunneling in the trajectories. In the following section
both methods will be explained in detail. Thereafter the
application of both methods to two examples and their
evaluation is presented.
■ THEORY
The IRC is used as an evaluation tool for both methods,
because it represents a minimum energy path between reactant
and product, which would be the path followed by the system
from the TS if the accumulation of momentum could be
neglected. Even though the momentum induced in chemical
reactions will lead to deviation from it, the IRC is a good
starting point from which to derive the reactive coordinates.
Furthermore, for a reaction steered by IR-light the IRC seems
to be a reasonable path of choice.18 This leads to our
assumption that suitable subspaces have to reproduce the IRC
reasonably well. The idea of the reaction path Hamiltonian also
supports this assumption since it highlights the impact of the
IRC on the reaction dynamics of a system.19
Because of the importance of the IRC of the subspace
which will from hereon be called IRCsubas quality criterion
for the subspaces it should be pointed out that it is not to be
confused with the projection of the IRC onto the subspace.
This diﬀerence is shown in Figure 1, which illustrates for an
exemplary potential the projection of a three-dimensional IRC
onto the two-dimensional subspace as well as the IRC of the
subspace. It also shows three critical pointsthe points where
the IRC intersects the plane, shown as red circlesdeﬁning the
subspace. It should be noted that the example is a simpliﬁed
case and our molecular examples require a much higher
dimensionality reduction. For visualization Figure 1 also
overdraws the diﬀerence between the two curves since usually
the IRC lies closer to the subspace and therefore its projection
often is close to the IRCsub. Still, there tend to be signiﬁcant
deviations motivating our decision to calculate the IRCsub. Since
we are focusing on aﬃne subspaces the minimal dimensionality
of the problem will in general be equal to the number of critical
points minus one.
In this minimal case this approach is closely related to the
reaction plane approach by Yagi et al.20,21 This has been
extended to cases that require more degrees of freedom in an
approach similar to ones by Matanovic ́ et al.22 They also
construct linear subspaces to reproduce the IRC of a reaction,
in their case the double proton transfer reaction in the formic
acid dimer. However, there are a few key diﬀerences. The ﬁrst
one is their goal to construct subspaces which leave the kinetic
energy operator diagonal with respect to the degrees of
freedom. This on the one hand limits the solution space but on
the other hand opens the way for diﬀerent quantum dynamics
approaches. Since we restricted ourselves to grid-based wave
packet dynamics using algorithms that can deal with nonlinear
kinetic energy operators, we can in general reduce the
dimensionality of the subspace farther. Another key diﬀerence
is the evaluation of the possible subspaces. Matanovic ́ et al. do
this by projecting the IRC onto the subspace and calculating
the deviation from the full dimensional one, while we calculate
the deviation between the IRCsub and the full dimensional one
as illustrated in Figure 1. Using the IRCsub requires additional
calculations, but it also shifts the focus from a subspace just
being close to the IRC to reconstructing it well. That being
said, our approaches could also be run with the same projection
of the IRC as done by Matanovic ́ et al. in order to be
accelerated. There also remains a bit of a question toward the
generalization of the evaluation of the subspaces done by
Matanovic ́ et al. which relies on iterative kinematic rotations
until self-consistency is reached. This process can lead to
relative optima that are not guaranteed to be global ones. This
can also happen for our IRC based approach (IBA), but as the
feature of a good subspace here is its ability to reconstruct the
IRC well, it seems likely that an approach using points along
the IRC to construct an initial subspace has a good chance to
ﬁnd a local optimum that is close to the global one.
Additionally, Matanovic ́ et al. choose a set of initial coordinates,
which then is symmetrized. As a result we consider our
approaches to be more automated.
IRC-Based Approach. The procedure of the IRC-based
approach (IBA) is schematically shown in Figure 3. It begins by
identifying the degrees of freedom that are necessary to connect
the critical points of the reaction and have to be included in the
Figure 1. Two-dimensional aﬃne subspace of a three-dimensional
potential. The slice is the plane of the three-dimensional potential
deﬁned by the three intersection points. The potential energy is
indicated by color ranging from blue (low) to red (high). The blue
curve illustrates the full dimensional IRC and the green curve its
projection onto the plane. The black curve illustrates an IRC inside the
plane. Three critical point are highlighted by red circles.
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8 1. Automating reactive coordinate construction
model. One of the critical points is chosen as a reference and
origin of the subspace. A typical set of critical points could be
the reactant state, the TS and the product state, which would
lead to the construction of a two-dimensional subspace. Next
the IRC is calculated in full dimensions. Usually, this is done by
following the gradient in both directions (toward reactant and
product) from the TS. The tangent vectors of the IRC in
conﬁguration space are given by
′
′
=
| |′=
s
s
s
s
x g x
g x
d ( )
d
[ ( )]
[ ( )]s s (1)
Here s is the intrinsic reaction coordinate, x(s) is a position
vector pointing to the IRC path at s and g[x(s)] and |g[x(s)]|
are the gradient vector and its norm respectively at s. All vectors
corresponding to the full conﬁguration space have the
dimension of 3Nat since every atom is contributing three
degrees of freedom. The ﬁrst three entries correspond to the
ﬁrst atom, the second three entries to the second atom, and so
on. There are a number of algorithms to calculate the IRC. We
use the Gonzales−Schlegel method.23
The next step is to deﬁne the number of dimensions needed
in addition to those predetermined by the critical points. For
each additional dimension an extra point of the IRC has to be
chosen leading to a segmentation of the IRC-based on the
number of subspaces that are feasible to evaluate. A suggested
strategy is to begin with a coarse segmentation and optimize
the best subspaces by ﬁner segmentation in the vicinity of
points yielding good subspaces. In general the number of
possible subspaces Nss with NIRC points on the IRC and D
dimensions is given by
= !
− !
N
N
N D( )ss
IRC
IRC (2)
Although this number can be signiﬁcantly reduced by avoiding
points near the critical points as well as points being close
together in the case of more than one additional dimension, it is
clear that the number of subspaces to evaluate grows rapidly
with dimensionality. Once a set of points deﬁning a subspace is
determined, the basis vectors of this subspace, corresponding to
the internal coordinates for the reaction, can be created. There
are several possibilities to construct the basis vectors. We chose
to create the vectors ai pointing from the reference point to all
the other points of the subspace; for example, a1 could be
constructed by creating the vector pointing from the TS to the
reactant in the 3Nat dimensional conﬁguration space. Figure 2
illustrates one way to construct the vectors ai.
As a third step we minimize the translational and rotational
degrees of freedom in the subspace by satisfying the Eckart
conditions, which are given by
∑ =
=
M d 0
b
N
b b
1
at
(3)
for translation and
∑ × =
=
M d R( ) 0
b
N
b b b
1
at
(4)
for rotation.24 Here b runs over the number of atoms and the
vectors db and Rb are three-dimensional vectors corresponding
to the individual atoms, Mb is the atom mass and × corresponds
to the cross product of two vectors. Rb is the vector of atom b
of a reference structure. A possible choice for our examples is
the structure of the TS. db is a displacement vector of atom b
and therefore related to the vectors ai containing all atoms. A
vector aĩ satisfying the Eckart conditions would fulﬁll eq 3 if the
ﬁrst three entries comprise d1, the second triple d2, etc. The
same is the case for eq 4 with the vectors Rb being structured
like vectors db.
Removing the translational degrees of freedom is straightfor-
ward. Given a set of displacement vectors db′ a transformation
to db is required that satisﬁes eq 3. This is done by
= ′ −
∑ ′
∑
=
=
M
M
d d
d
b b
c
N
c c
c
N
c
1
1
at
at
(5)
The rotation of a molecule cannot in general be fully eliminated
from a displacement vector but there exist diﬀerent algorithms
to minimize it.25 We use an approach by Dymarsky et al. that
calculates the pseudorotation matrix for a structure so that it
satisﬁes eq 4.26 Once the vectors aĩ are constructed they are
orthonormalized yielding the basis vectors bi.
At this point all the subspaces to be tested can be created and
evaluated. For this we need the IRCsub. To construct it, we
calculate the gradients and the Hessian of the PES in full
dimensions. These are then projected onto the subspace, where
the same algorithms as in the full dimensional problem follow
the IRCsub. For the projection a connection between the basis
vectors bi and the transformation matrix A between the
Cartesian coordinates xi and the internal coordinates bi must be
formulated. This is required, because we can use A to project
quantities onto the subspace. The diﬀerence between the
vectors bi with elements (bi)j and b with elements bi should be
emphasized. They are named similarly because they are closely
related. However, the former is the vector of the ith internal
coordinate in Cartesian coordinates and the latter is a vector in
the internal coordinate space. Let us deﬁne the transformation
between Cartesian and internal coordinates (x and b
respectively) as
= = −b Ax x A band 1 (6)
Now, the standard basis vectors for b ((1,0,0,...), (0,1,0,...) etc.)
correspond to the internal coordinates. As a result, when b
becomes the ith standard basis vector x = bi, since it represents
Figure 2. A possible way to construct the subspaces. The additional
point (AP) is picked by moving along the IRChere shown with its
potential energyand using the corresponding geometry. Then the
vectors ai are constructed by creating the vectors pointing from the TS
to the other two points, reactant state (RS) and AP, in conﬁguration
space, symbolically shown by the black arrows.
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the displacement of the ith internal coordinate in Cartesian
coordinates. In other words, bi is the representation of an
internal coordinate vector b in Cartesian coordinates. Addi-
tionally, eq 6 tells us that in this case x is equal to the ith
column of the matrix A−1. As a result the ith column of the
matrix A−1 has the same entries as the vector bi. Since the bi are
orthonormalized A−1 = AT. From this we obtain the following
derivatives as
∂
∂
= = ∂
∂
= =
b
x
x
b
A b A b( ) and ( )j
i
ji j i
k
j
jk j k
(7)
With this and the multidimensional chain rule we can transform
the elements of the gradient ∂
∂
E
xi
and the Hessian ∂
∂ ∂
E
x xi j
2
from the x
frame to the b frame and back again while taking into account
only the coordinates we want to project onto. The projected
gradient ∂
∂
E
xi
of the PES is thus given by
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and the projected Hessian ∂
∂ ∂
E
x xi j
2
is given by
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The indices running over n belong to the n coordinates of the
subspace. From this point on, the usual algorithms to calculate
the IRCsub can be employed as neither Hessian nor gradient
leaves the subspace.
After the IRCsubs are calculated they can be compared to the
complete IRC in order to ﬁnd the subspace that reproduces the
IRC best. We propose two quantities to measure the quality of
the IRCsubs. The ﬁrst one is a distance measure. For each IRCsub
point the closest point of the IRC is determined (again
satisfying the Eckart conditions). Thus, a distance function
Δr(IRCsubi ) of the subspace reaction coordinate for the ith
subspace is obtained. The ﬁrst quantity ΔAi is then deﬁned by
∫Δ = ΔA r(IRC ) dIRCi i isub sub (10)
For the second quantity the energy diﬀerence of the same
closest points is calculated. As the result an energy diﬀerence
function ΔE(IRCsubi ) of the subspace reaction coordinate is
obtained. The second quantity ΔBi is then deﬁned by
∫Δ = ΔB E(IRC ) dIRCi i isub sub (11)
Those two can be used to calculate a combined quality criterion
Qi:
= Δ
∑ Δ
+ Δ
∑ Δ= =
Q
N A
A
N B
B
i
i
j
N j
i
j
N j
1 1 (12)
Qi is an average over both quantities and is also in a sense
normalized over all subspaces so distance and energy
diﬀerences are weighted equally. It can directly be used to
compare the subspaces where the smallest Qi indicates the best
subspace i. It should be noted that these criteria are constructed
for a relative comparison between the subspaces in order to
identify the best one. Theyespecially ΔBican also be used
to get an idea of the absolute quality of the subspace with
respect to the IRC. However, we suggest the use of the average
distance or diﬀerence by dividing by the total length of the
respective IRCsub.
Trajectory-Based Approach. The procedure of the
trajectory-based approach (TBA) is schematically shown in
Figure 3. It requires at least one semiclassical trajectory
approximately following the part of the reaction to be
calculated. In a simple case this could be the part between
TS and product which could be described by a trajectory
starting from a point slighty displaced from the TS toward the
product. Since the data set composed of the trajectory points
has the most inﬂuence on the result, swarms of trajectories are
recommended as data sets, because irregularities will have a
smaller weight this way. The basic idea is then to use a PCA to
extract the degrees of freedom with the biggest variance. PCA is
already being applied to trajectories. This is generally done to
extract the so-called essential dynamics of larger systems, in
particular proteins. Two typical goals are then dimensionality
reduction for interpretation and reduction of calculational cost
of trajectory calculations.27−29 An overview is given by Stein et
al.30 To our knowledge, the application of the PCA to
trajectories for the construction of PESs for quantum dynamical
calculations is new.
The ﬁrst step after creating the data set is to satisfy the Eckart
conditions (eq 3 and 4) for all points of the trajectories that are
in this data set with respect to the reference point. Then a data
matrix Y is created whose row vectors are the coordinate
vectors of the data points. As a result, the element Yi,j is the
value of the jth coordinate of the ith data point. From this the
matrix Ỹ can be created by shifting the values of the column
vectors to set their arithmetic means to zero. Before extracting
the degrees of freedom with the biggest variance, the subspace
Figure 3. Basic process structures of the IBA and the TBA.
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containing the critical points has to be removed. To do so, the
orthonormal basis vectors of the subspace that contains the
critical points are assembled as rows in a matrix V. Accordingly
Vi,j is the value of the jth coordinate for the ith basis vector. The
ﬁnal data matrix x can then be constructed by
= ̃ − ̃ ·X Y Y V V( )T (13)
At this point the PCA can be invoked. This means that the
eigenvectors and -values of the matrix xT·x are calculated where
the eigenvector corresponding to the largest eigenvalue is the
degree of freedom with the biggest variance, the eigenvector
corresponding to the second largest eigenvalue is the degree of
freedom with the second largest variance, and so on. These
eigenvectors and the row vectors of the matrix V can directly be
used as the basis vectors bi of the ﬁnal subspace. It is this last
step at which the number of additional dimensions has to be
chosen, and it is obvious that the scaling of the calculation of
basis vectors with the number of additional dimensions is not
relevant compared to quantum dynamical calculations in those
subspaces.
This approach also delivers a way to test how well the
trajectories can reproduce the critical points on their own. To
do this, the PCA is used on the matrix Ỹ instead of x. Then the
distance of the critical pointsexcept for the reference point
to the subspace can be calculated. This simple test will later be
very useful, because it tells us how closely the trajectories follow
the IRC. The evaluation tools introduced together with the IBA
are also applicable here, ultimately leading to the combined
quality criterion Qi (compare eq 12).
Similarity of the Results of Both Approaches. Addi-
tionally, the similarity of the results of the IBA and the TBA is
of interest. This is mainly due to its importance for the
evaluation of the quality of the produced subspaces. Since the
two approaches are very diﬀerent with respect to the
information and the algorithms they use, it is expected that
their results are not biased much to each other. This in return
gives information about both approaches if the results are
similar anyway. There are a few approaches to deﬁne a measure
for similarity, and we suggest to use the canonical angles αi
between the subspaces. The canonical angles can be
constructed by ﬁnding the pair of basis vectorseach from
one of the subspacesthat have the smallest angle α1 between
each other. Then the second pair of basis vectors that fulﬁlls the
same condition has to be constructed with the requirement that
each basis vector is orthogonal to the respective ﬁrst. This is
repeated until all the canonical angles are determined, their
number equaling the number of dimensions of the subspaces.
Our goal is now to construct a parameter that is a measure of
the similarity of the subspaces. Since the canonical angles
themselves depend on the dimensionality of the system, we
derive the variance σ by use of a distribution that recreates the
subspaces as expected outcome. To overcome the enormous
impact of the dimensionality on the probabilities, we decided to
use a distribution that can easily be separated in a part
dependent on the dimensionality and a part independent of it
that incorporates σ. The independent part of the distribution of
the two approaches can then either be compared directly for
diﬀerent systems using σ or the systems can be compared in a
corresponding lower dimensional situation. However, in order
to do that, an assumption has to be made on what makes the
results of both approaches similar. Since the direct tool of
comparison is the canonical angles, we chose to use some
pseudoforce keeping the basis vectors together and the angles
small. The most natural choice seemed a harmonic potential,
resulting in a normal distribution along the angle between both
vectors for a single relative degree of freedom. The
dimensionality dependent part then enters in the form of
degeneracy factors. The unnormalized probability density can
be given by
α α= α σ− −f N( ; ) sin( ) ei i N 2 /(2 )i i
2 2
(14)
Here N is the number of degrees of freedom of the system and
sin(αi)
N−2 is the dimension dependent degeneracy factor. It
gives the relative number of possible conﬁgurations with an
angle αi between two unit vectors in N dimensional space. As
an example one can consider the three-dimensional case as
shown in Figure 4. While ﬁxing one vector the other can move
along a circle with radius sin(αi) for a ﬁxed αi. Since the
number of possible conﬁgurations is proportional to the
circumference of this circle which in turn is proportional to the
radius, sin(αi) can be used as an unnormalized degeneracy
factor.
The standard deviation σi of αi is unknown but can be
approximated to allow a comparison between diﬀerent systems.
Since two approaches are compared, there are two vectors for
each degree of freedom. This can be approximated by the actual
vector being located between the two vectors from both
approaches. These vectors lie at the expected value of half of
the canonical angle
α⎡⎣ ⎤⎦E 2i apart from the actual vector. As a
result, the standard deviation σi can be calculated, as
α⎡⎣ ⎤⎦E 2i is
given by
∫
∫
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Notice that we use half of the canonical angle αi for the
distribution f. Since the expected canonical angle is an injective
function of the standard deviation, the standard deviation for a
certain expected angle can be determined by iteratively reﬁning
its grid until a convergence criterion for the expected angle has
been met. Assuming that all canonical angles are created
independently a standard deviation for each one can be
calculated. The average of the standard deviations can then
either be compared directly for diﬀerent systems or a lower
dimensional canonical angle can be constructed to give a more
intuitive criterion for comparison. We will use a corresponding
Figure 4. Illustration of the degeneracy factor of eq 14 in three
dimensions. The number of possible orientations of two vectors with
an angle αi in three dimensions is proportional to the mapped
circumference on the sphere.
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two-dimensional canonical angle αi
2D for comparison since the
degeneracy factor in two dimensions can be ignored.
■ EXAMPLES
We tested both approaches on two examples. The ﬁrst one is
the proton transfer reaction between the two oxygen atoms in
(Z)-hydroxyacryloyl chloride. Since this molecule has only nine
atoms and the reaction can be approximated well by two
dimensions31 this is a benign problem for dimensionality
reduction. The second example is the methylization of
cyclohexanone using trimethylaluminum.32 It has its origin in
the more practical question whether this reaction can be
triggered by IR-light and involves 30 atoms moving in all three
spatial dimensions. This makes it obviously a much more
challenging system. Both examples are ground-state reactions
that are typically slower and therefore involve more motion
compared to fast photochemical reactions. As a result they will
generally require more degrees of freedom. For both systems
our goal was to construct three-dimensional aﬃne subspaces.
Proton Transfer. In the proton transfer reaction31,33,34 we
included the reactant state deﬁned as the formyl conﬁguration,
the TS as reference point, and the product state with the
chlorocarbonyl conﬁguration in the subspace. This leaves one
additional dimension to be determined. All quantum chemical
calculations for this example were done with the program
package Gaussian 09 at the DFT (M06-2X,cc-pVTZ) level of
theory.35 The IRC as well as the structures of the critical points
are shown in Figure 5. For the IBA the IRC was segmented
using 245 points between the reactant and the TS. We searched
for the best subspace describing this region to focus on the
activation of a reaction thus picking the additional point in this
section. The distance between the IRC points was set to about
0.0028 Å and every 10th point starting with the sixth and
ending with the 196th point after the TS was used to deﬁne a
subspace to be tested.
The resulting 20 IRCsubs were then calculated between the
TS and the reactant state. Extending the procedure to the
second part of the IRCsub would be straightforward. The
distance Δr(IRCsubi ) and energy diﬀerence functions ΔE(IR-
Csub
i ) of the IRCsubs with respect to the full IRC were calculated
as well as the quality criterion Qi introduced in eqs 10−12.
However, since the problem can be modeled very well with a
three-dimensional subspace which in turn reproduces a very
good IRC, our calculation produced some IRCsub points with
an energy slightly below the energy of the closest full
dimensional IRC point due to discretization errors. To avoid
problems, we therefore shifted all the ΔBi until the lowest was
equal to zero. The best subspace due to Qi was the one of the
166th IRC point after the TS. The values of the quality criteria
for the subspaces of all IRC points are given in Table 1.
For the TBA, 50 semiclassical trajectories were calculated. To
start the trajectories the geometry of the molecule was
displaced in steps of 0.002 Å from the TS along the mode
with imaginary frequency toward the reactant state, launching a
trajectory from each geometry. No initial momentum was
given. The trajectories were calculated with time steps of 0.5 fs
using the program package NEWTON-X 1.4.36 During the
overall propagation time of 100 fs all trajectories passed by the
reactant state. The PCA was then applied to obtain the
corresponding subspace.
ΔE(IRCsubi ) and Δr(IRCsubi ) for the IRCsub derived from the
two approaches are shown in Figure 6. The results for the
subspace derived from the 166th IRC point and from the TBA
are colored green and red, respectively. For comparison, also
the functions for the 66th IRC point is shown in blue. The
values of the quality criteria of eqs 10−12 for the TBA are also
shown in Table 1.
There are two important observations to be made from these
functions. First, the values of the distance function Δr(IRCsubi )
of the trajectory-based subspace are a bit bigger than for the
best subspaces of the IBA. This is to be expected since the IBA
Figure 5. PES along the IRC for the proton transfer in (Z)-
hydroxyacryloyl chloride. The reactant is shown on the left side in the
formyl conﬁguration. The part between the reactant and the TS,
shown here as the maximum of the curve along with the structure in
the middle, was recreated in the subspaces. The cross marks the 166th
IRC point which turned out to produce the best subspace in the IBA.
Table 1. Comparison of the Diﬀerent Subspaces for the
Proton Transfer in (Z)-Hydroxyacryloyl Chloride According
to the Quality Criteria ΔAi, ΔBi, and Qi Given in eqs 10−12a
IRC point ΔAi [10−4 Å2] ΔBi [10−5 ÅEh] Qi
6 9.758 6.04 4.822
16 8.387 9.31 5.319
26 7.743 9.51 5.173
36 6.364 7.95 4.289
46 3.783 6.79 3.137
56 2.164 3.05 1.558
66 1.951 2.15 1.233
76 1.850 1.99 1.154
86 1.726 1.88 1.084
96 1.635 1.70 1.004
106 1.556 1.62 0.956
116 1.506 1.27 0.840
126 1.471 1.31 0.842
136 1.466 1.52 0.900
146 1.482 1.70 0.954
156 1.522 0.63 0.665
166 1.605 0.00 0.510
176 1.750 1.00 0.840
186 2.005 2.83 1.444
196 2.963 6.65 2.837
TBA 3.393 4.77 2.438
aListed are the results of the IBA using the IRC points 6 through 196
in steps of 10 as well as the results of the TBA. The values of the ΔBi
have been shifted so the smallest is equal to zero.
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uses an additional point of the IRC forcing its subspace closer
to it. The other observation is that the energy diﬀerence
functions ΔE(IRCsubi ) seem to be dominated by noise. This is
indicated by ﬂuctuation above and below the line of 0 Eh.
Otherwise there are no big diﬀerences between the
ΔE(IRCsubi ), because the three dimensions can describe the
proton transfer very well resulting in IRCsubs that are
energetically very close to the full dimensional IRC. The
main reason for an energy diﬀerence between an IRC point and
an IRCsub point stems in this case from the discretization of
both IRCs. Diﬀerences in discretization can lead to noise
around an energy diﬀerence of zero. This noise can be reduced
by ﬁner discretization of the IRCs.
We also calculated the distance of the product and reactant
state from the subspace obtained with the TBA by applying the
PCA to Ỹ. This is interesting because the data matrix Ỹ still
contains all degrees of freedom except the ones corresponding
to the Eckart conditions. As a result the distances can be viewed
as a measure of how well the trajectories reproduce the critical
points. The distance between reactant state and subspace is
0.040 Å, and the distance between product state and subspace
is 0.074 Å. These distances give useful information if
considered in relation to other distances of the system. For
example, the distance between the reactant and the TS is 0.66
Å, and the distance between the product and the TS is 0.17 Å.
Since the approaches both focused on reconstructing the IRC
part toward the reactant, the product is not reconstructed very
well because the distance between the product state and the
subspace is about 44% of the distance between product state
and TS. The other part of the IRC is much better reproduced,
and the distance of the reactant state to the subspace is about
6% of the distance between the reactant state and the TS. Since
0% would correspond to the subspace containing the respective
point, this is a good result and shows that in this case, the three-
dimensional subspace obtained by the PCA includes the
reaction pathway well. In general, the more curvature along
diﬀerent coordinates the trajectories contain, the worse linear
approximations become, and the bigger the distance of the
reactant state from the subspace should be, even if the
trajectories all cross this point. These scenarios that may result
in subspaces poorly describing the IRC are the major
limitations of the TBA.
Additionally, the similarity of the subspaces generated by the
two approaches can now be examined. The standard deviation
given in eq 15 can be calculated and used as a similarity
measure. Since the two approaches have two identical
coordinates (compare Figure 7) the only relevant canonical
angle is the angle between the remaining third coordinate pair.
The angle α3 between these two coordinates is approximately
17.7°. In 13 available internal degrees of freedom (nine atoms,
planar molecule, two translational and one rotational degree of
freedom and two ﬁxed degrees of freedom due to critical
points) this corresponds to a standard deviation σ of 2.62° and
an two-dimensional angle αi
2D of 2.09° according to eq 15. The
similarity of the third coordinate implied by these values is
illustrated in Figure 7c and Figure 7d along with the ﬁrst (a)
and second (b) coordinate. The ﬁrst two coordinates show the
movement of the proton in the molecular plane as well as a
variation of the oxygen−oxygen distance. The third coordinate
from both approaches also includes part of the in-plane motion
of the proton but also noteworthy contributions of the
seemingly less relevant atoms for the reaction, illustrating the
possible unintuitive nature of the best coordinates to describe a
reaction.
Methylization. The methylization reaction is a much more
challenging task. Many diverse motions contribute to the IRC.
When reduced to three dimensions a decision on the
importance of the degrees of freedom will be necessary.
Therefore, an interesting point is whether both approaches will
come to the same solution. We started by calculating the IRC
from the TS of the reaction toward the reactant state. The last
IRC point is chosen a little less than 0.0256 eV above from the
energy of the reactant state. It will in the following be referred
to as reactant. This was done because the PES in the vicinity of
the reactant is very ﬂat and causes the IRC to become overly
Figure 6. Energy diﬀerence functions ΔE(IRCsubi ) (a) and distance
functions Δr(IRCsubi ) (b) for the proton transfer in (Z)-hydrox-
yacryloyl chloride. In contrast to the IRC plots, the TS is here to the
left. The blue graph belongs to the subspace of the 66th IRC point, the
green one to the 166th point, and the red one to the subspace
determined by the TBA.
Figure 7. Basis vectors of the subspaces of the proton transfer in (Z)-
hydroxyacryloyl chloride: (a and b) ﬁrst and second coordinate which
are identical for all subspaces since they are deﬁned by the critical
points; (c) third coordinate of the best subspace of the IBA; (d) third
coordinate of the subspace of the TBA.
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lengthy and diﬃcult to be calculated. Without signiﬁcant loss of
information the IRC was cut oﬀ at the ﬁrst point where the
energy level is reachable with 1 kBT from the actual reactant
state at room temperature. Both pointsthe reactant state and
the TSwere included in the subspace with the TS as
reference point. As the subspace should be generated for an IR
driven reaction32 the infrared active carbonyl mode of the
reactant state was included as a second coordinate. It can be
normalized and included as a basis vector given that neither
translational nor rotational degrees of freedom are included.
This again left one additional dimension to be determined.
All quantum chemical calculations for this example were
done with the program package Gaussian 09 at the DFT (M06-
2X, 6-31G(d)) level of theory.35 For the IBA the IRC was
calculated with 107 points between the TS and the reactant.
Again we search for the best subspace between TS and reactant.
The distance between the IRC points was set to about 0.052 Å
and every fourth point starting with the 35th point after the TS
up to the 67th point was used to deﬁne a subspace to be tested.
The IRC is shown in Figure 8 with the structures of the
reactant, TS, and product. The IRCsubs have then been
calculated between the TS and the reactant state. As expected
these calculations proved more diﬃcult due to the higher
dimensionality of the system. Most subspaces develop a second,
artiﬁcial TS which can be understood as the area least well
described in the subspace. This artiﬁcial TS is located between
the additional point for subspace construction and the reactant
and gets energetically lower the further the point is moved
toward the reactant. For our algorithms to calculate the
complete IRCsubs we had to locate this artiﬁcial TS and start
another IRCsub calculation in both directions. As a ﬁnal step all
three IRCsub paths were connected by linear interpolation. The
distance Δr(IRCsubi ) and energy diﬀerence functions ΔE(IR-
Csub
i ) of the IRCsubs with respect to the full IRC were calculated
as well as the quality criterion Qi. The best subspace was the
one of the 55th IRC point after the TS with an average
deviation of about 0.086 eV from the full dimensional IRC. The
values of the quality criteria for the subspaces of all IRC points
are given in Table 2.
As in the ﬁrst example 50 semiclassical trajectories were
calculated for the TBA. Therefore, the geometry of the
molecule was again displaced in steps of 0.002 Å from the
TS along the mode with imaginary frequency toward the
reactant state, again launching a trajectory from each point. The
trajectories were calculated with time steps of 0.5 fs and over a
time of 300 fs using the program package NEWTON-X 1.4.36
Since most of the trajectories reach a deep local potential
minimum quickly, parts of the trajectories were cut oﬀ. This
was done by eliminating all points after a second local
minimum was reached. Then the PCA was applied and the
subspace retrieved. The values of the quality criteria of eqs
10−12 for the TBA is also shown in Table 2.
ΔE(IRCsubi ) and Δr(IRCsubi ) for selected IRCsubs are shown
in Figure 9. The functions from the TBA are shown in blue, the
ones of the 43rd IRC point in green, of the 55th in red, and of
the 63rd in cyan. As expected the deviations are much larger
compared to those in the ﬁrst example. Now, the energy
diﬀerence function ΔE(IRCsubi ) does not ﬂuctuate around zero
Figure 8. PES along the IRC for the methylization. The reactant is
shown on the left side with all three methyl groups bound to the
aluminum. The part between the reactant and the TS, shown here as
the maximum of the curve along with the structure in the middle, was
recreated in the subspaces in order to be optimized. To the right the
product is shown with one of the methyl groups now attached to the
carbon ring. Once the maximum of the barrier is reached, most of the
molecules will likely be moved to the product by their momentum.
The crosses mark the 63rd, 55th, and 43rd IRC point from used in the
IBA from left to right.
Table 2. Comparison of the Diﬀerent Subspaces for the
Methylization Reaction According to the Quality Criteria
ΔAi, ΔBi, and Qi given in eqs 10−12a
IRC point ΔAi [Å2] ΔBi [10−2 ÅEh] Qi
35 1.276 2.97 2.073
39 0.963 2.35 1.610
43 0.779 2.18 1.407
47 0.696 2.00 1.280
51 0.677 2.06 1.288
55 0.678 1.90 1.228
59 0.718 1.85 1.237
63 0.812 1.93 1.335
67 0.896 1.97 1.411
TBA 6.238 6.71 7.130
aListed are the results of the IBA using the IRC points 35 through 67
in steps of 4 as well as the results of the IBA.
Figure 9. Energy diﬀerence functions ΔE(IRCsubi ) (a) and distance
functions Δr(IRCsubi ) (b) for the methylization reaction example. In
contrast to the IRC plots, the TS is here to the left. The blue graph
belongs to the TBA, the green one to the subspace of the 43rd IRC
point, the red one to the one of the 55th point, and the cyan one to
the one of the 63rd point.
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but shows two maxima in both approaches. In the case of the
IBA, the functions of the earlier IRC points (e.g., 43) have their
highest maximum for later parts of the IRC around 4 to 4.5 Å,
whereas the later IRC points (e.g., 55,63) have higher maxima
for smaller IRC values around 1 to 1.5 Å. This can be explained
by the position of the additional point selected along the IRC
used to span the subspace. This point will often lie very close to
the IRCsub, and there the IRC will be reproduced relatively well.
As another result, of the two parts of the IRCsub between the
TS, the additional point and the reactant, the longer one will
generally be a worse reproduction of the full IRC; hence, there
the distance and energy diﬀerence will be bigger. Δr(IRCsubi ) of
the trajectory-based subspace again takes on much bigger values
due to the same reason as in the ﬁrst example. It also seems
likely that the TBA subspace has a ﬂat potential with respect to
at least one of the degrees of freedom orthogonal to the IRCsub
in the region of the maxima of Δr(IRCsubi ). This is because a
large deviation in the IRC path can then lead to a small
deviation in ΔE(IRCsubi ) as is seen in Figure 9. Additionally, this
means that a relatively big deviation in the IRC path could have
only a small impact on dynamics in that subspace.
We again calculated the distance of the reactant state from
the subspace obtained by applying the PCA to the data matrix
Ỹ. The distance between the reactant and the subspace is 3.86
Å compared to the distance of 4.68 Å between the reactant
state and the TS, thus making up 82%, with again, 0% being the
optimum for the reactant that is included in the subspace. This
is an expected result since the trajectories do not completely
follow the minimum energy path. This also directly reﬂects the
increase in complexity of the reaction. The IRC is longer and
more curved which results in trajectories becoming discon-
nected from it. However, the 82% still shows a dependence
between the trajectories and the coordinate from the TS toward
the reactant state in contrast to the description of the carbonyl
mode, of which 99.4% are not included in the subspace.
The similarity of the subspaces generated by the two
approaches can also be examined. Again, the two approaches
have two identical coordinates and the only relevant canonical
angle is the angle between the remaining third coordinate pair.
The angle α3 between these two coordinates is approximately
37.0°. In 82 available internal degrees of freedom (30 atoms, 3
translational, and 3 rotational degrees of freedom and 2 ﬁxed
degrees of freedom due to critical points and carbonyl mode)
this corresponds to a standard deviation σ of 2.10° and an angle
αi
2D of 1.67° according to eq 15. The similarity of those
coordinates is illustrated in Figure 10a and Figure 10b. It is
apparent that both coordinates have very similar displacements
for almost all atoms, the biggest diﬀerences being generated by
the uppermost methyl group as well as the groups of both α-
carbons (the carbon atoms next to the carbon with the
functional group) of the ring. In comparison with the ﬁrst
example (σ of 2.62° and αi
2D of 2.09) the generated coordinates
are more similar. This can be understood by the fact that the
methylization reaction requires more degrees of freedom to be
approximated which leaves less room for deviations. In other
words, if one has an algorithm that tries to improve the
description of a system by determining additional degrees of
freedom and all available degrees of freedom oﬀer little
improvement, the result will be more susceptible to the
inﬂuence of the imperfections of the algorithm. In contrast, if
there are degrees of freedom that oﬀer a signiﬁcantly bigger
improvement than others, a functioning algorithm will be more
likely to discover them. Since we already have a relatively good
description with the two-dimensional subspace we predeﬁned
for the ﬁrst example, there simply is not much room for
improvement in contrast to the methylization reaction.
Additionally, in contrast to the ﬁrst system, the results here
suggest that additional degrees of freedom would improve the
quality of the subspace with respect to the deviations of the
IRC.
■ SUMMARY AND DISCUSSION
We presented two approaches for semiautomated linear
dimensionality reduction of the conﬁguration space of reactive
chemical systems. After choosing a number of critical points
that one wishes to be included in the simulation, both methods
create the lowest dimensional aﬃne subspace containing those
points. The IRC-based approach (IBA) then uses additional
points of the IRC to construct a number of subspaces which are
evaluated. The subspaces are tested on their ability to
reproduce the IRC by means of two criteria. The ﬁrst one is
based on the spatial distance between the IRC of the full
dimensional and the reduced space. The second one uses the
diﬀerence in potential energy between those two. In an ideal
scenario the subspace would contain the complete IRC and
both diﬀerences would be zero. Both measures can than be
combined and the subspace that is best suited can be
determined. Second, the trajectory based approach (TBA)
uses principal component analysis on semiclassical trajectories
to ﬁnd the additional dimensions that describe the reaction
best. The trajectories are started from the transition state of a
reaction and are run until they pass by reactant and/or product
state. The data points created can then be used to extract the
degrees of freedom with the largest variance, hence being the
most relevant for the trajectories and therefore being similarly
relevant for the reaction itself.
Figure 10. Basis vectors of the third coordinate of the subspaces for
the methylization reaction example: (a) the coordinate of the TBA;
(b) the coordinate of the best subspace of the IBA.
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Both approaches were tested on two example systems for
which the part of the IRC between the reactant and the
transition state was considered. The ﬁrst one is the proton
transfer reaction between the two oxygen atoms in (Z)-
hydroxyacryloyl chloride reduced to three degrees of freedom.
Both methods produced subspaces whose subspace IRCs were
very similar to the full dimensional IRC. In fact, both
approaches yielded almost the same subspaces, supporting
the results for this example. The other example is the
methylization of cyclohexanone using trimethylaluminum.
This system was reduced to three degrees of freedom as well.
One of these degrees of freedom was reserved for an IR active
carbonyl mode for optical steering at a later point. This
example showcases the two approaches in a scenario for which
the chosen number of linear degrees of freedom is barely
enough to describe the system. As a result, the IRC of the best
subspace produced by the IBA deviates signiﬁcantly more from
the complete IRC than in the ﬁrst example. The TBA, which is
intrinsically less connected to the IRC, reproduces a subspace
IRC which deviates further. This however illustrates the
stability of the two approaches, which still yield very similar
subspaces for this example. In combination with the similar
results for the ﬁrst example, this is also a statement about the
range of applicability of our approaches, since both examples
are extremes with respect to the numbers of degrees of freedom
that are required for a certain level of accuracy. Considering
that both approaches are relatively free of biases and use very
diﬀerent inputs the quality of the identiﬁed third degree of
freedom with regards to the studied reaction is evident.
Altogether both methods seem to have slightly diﬀerent
ﬁelds of application. The IBA will be most eﬃcient if it is likely
that the reaction can be described by a small number of
coordinates with small curvature, which are diﬃcult to be
constructed intuitively. The relaxation of a conjugated π system
during the course of a reaction is a good example, since it can
often be described by a small number of linear combinations of
Cartesian atomic coordinates. The TBA is useful if the
dimensionality chosen for a description is relatively high,
because the number of dimensions extracted does not inﬂuence
the computational eﬀort. It might also be suited to construct
more complex subspaces, if the approach can be extended to
nonlinear dimensionality reduction as the data points created
by semiclassical trajectories can often be generated in large
amounts.
Additionally, the trajectory calculations can be altered in
order to focus on diﬀerent aspects of the system. To begin with,
there are a few things that can be ﬁne-tuned in order to
optimize the results. One is the running time of the trajectories.
We chose to use simple stopping criteria such as a set
propagation time or a cutoﬀ after the overall motion became
erratic. One could also use criteria that for the last data point of
the trajectory use a clearer deﬁned compromise of proximity to
the optimal goal that the trajectory could reach and propagation
time. Another parameter to be optimized is the initial
distribution of starting points for the trajectories. Further
improvement could be a deceleration to reduce the
accumulation of momentum. This in turn would result in
subspaces more similar to the IBA. One could also consider
replacing the semiclassical trajectories with something that
already includes many the eﬀects that the full dimensional
quantum dynamical description would, such as the G-MCTDH
approach.37 This could be done with very few basis functions,
while still including quantum eﬀects such as tunneling. Overall,
the TBA seems to oﬀer more room for growth and exploration.
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1.2 Nonlinear dimensionality reduction using an autoencoder
While linear dimensionality reduction schemes are simple and computationally inexpensive, the
constructed linear subspaces are clearly inferior compared to their nonlinear counterparts [21–23].
This becomes clear in the example of reactions, where angular coordinates play an important
role. Angular coordinates are nonlinear and in the case of a single angle, two linear coordinates
are required to allow an exact reconstruction of all points along the angle. This requirement of a
higher number of linear coordinates to achieve the same precision as nonlinear ones is pervasive
throughout reactive molecular systems and the advantage of nonlinear dimensionality reduction
has long been noted [23,67,85,105,106].
However, optimizing nonlinear subspaces is significantly more difficult, as the topography and
possibly the topology enters as an additional optimization criterion. Generally, machine learning
algorithms use a large number of full-dimensional data points to find these subspaces. There
are several strategies to accomplish this, for example via methods that attempt to conserve the
distances between close points in the full-dimensional space and thereby find a low-dimensional
embedding like the Isomap algorithm [69] and the locally linear embedding [70]. These are
usually most efficient when the data is in fact restricted to a few nonlinear degrees of freedom
that are to be found. For these methods however, it might be difficult to deal with data with a
bigger intrinsic dimensionality, because of the unavoidable reconstruction error associated with
the additional degrees of freedom, which cannot be reconstructed and which enter as a type of
noise [107,108].
For the purposes of this section, the full-dimensional data points are created by MD calcu-
lations. Other than for a few exceptions, the active degrees of freedom of molecules in these
calculations are not significantly restricted to a small number [23]. This makes noise resistant
dimensionality reduction schemes more suited. One approach, which has been studied for its
Figure 1.2: Schematic representation of a small autoen-
coder. Given samples with the coordinates xi, the au-
toencoder creates a reconstruction of those coordinates
as x′i by finding a low-dimensional representation in the
coordinates u and v.
noise resistance, are autoencoders
and will be used in the follow-
ing [23,25,109]. This type of neu-
ral network employs a bottleneck
structure in order to find a low-
dimensional representation of the
full-dimensional data as is out-
lined in fig. 1.2. Here, the ex-
ample of the reconstruction of the
coordinates xi is used. As each of
the five layers of nodes has to con-
tain the approximate information
of each input sample (a combina-
tion of the four coordinates xi),
the autoencoder is forced to find
a two-dimensional representation
of the 4-dimensional data.
The article “Constructing grids for molecular quantum dynamics using an autoencoder”
published in The Journal Chemical Theory and Computation presents the steps necessary to
automate the grid construction for QD using an autoencoder on the example of the proton
transfer in (Z)-hydroxyacryloyl chloride. The key points of the article are:
• The setup and functionality of an autoencoder is explained using the example of molecular
geometries. After a nonlinear subspace is found, a way to use the autoencoder to project
points onto it is derived. This is used to project a grid in a linear subspace created using
the PCA onto the nonlinear subspace discovered by the autoencoder. It is shown, how the
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Wilson G-matrix formalism [30–32] can be used to construct a Hamiltonian for this grid to
enable QD calculations.
• The generation of training data is illustrated. Generally, any kind of MD trajectory data
that uses a similar subspace as would be expected for the QD can be used. A special case
using the IRC as guidance is presented in detail. For this, a strategy is presented to only
allow for MD trajectories to move perpendicular to the IRC. After starting many trajectory
calculations from a number of different points along the IRC with a constant total energy,
the generated trajectory data points can be used to train the autoencoder.
• These steps are applied to the example system of the proton transfer in (Z)-hydroxyacryloyl
chloride. Three different grids are constructed using an autoencoder. Two of them are two-
dimensional using a high and a low grid point density and the last one is three-dimensional.
Dynamic calculations are performed on all three grids leading to similar results. The grids are
shown to perform without notable unphysical behavior. Additionally, the nonlinear subspaces
are compared to linear subspaces constructed using the PCA and it is shown that for the
same accuracy three linear or two nonlinear degrees of freedom have to be used, emphasizing
the quality of the approach.
In the following, the article “Constructing grids for molecular quantum dynamics using an
autoencoder” published in The Journal Chemical Theory and Computation is reprinted with
permission from J. Chem. Theory Comput. 14, 52-62 (2018); copyright 2017 American Chemical
Society. The Supporting Information is reprinted in appendix A.
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ABSTRACT: A challenge for molecular quantum dynamics
(QD) calculations is the curse of dimensionality with respect
to the nuclear degrees of freedom. A common approach that
works especially well for fast reactive processes is to reduce
the dimensionality of the system to a few most relevant
coordinates. Identifying these can become a very diﬃcult task,
because they often are highly unintuitive. We present a
machine learning approach that utilizes an autoencoder that is
trained to ﬁnd a low-dimensional representation of a set of
molecular conﬁgurations. These conﬁgurations are generated
by trajectory calculations performed on the reactive molecular
systems of interest. The resulting low-dimensional representation can be used to generate a potential energy surface grid in the
desired subspace. Using the G-matrix formalism to calculate the kinetic energy operator, QD calculations can be carried out on
this grid. In addition to step-by-step instructions for the grid construction, we present the application to a test system.
■ INTRODUCTION
The search for an eﬃcient basis probably remains as the central
challenge in molecular wavepacket quantum dynamics (QD).
Several diﬀerent approaches have been developed, each with its
most eﬃcient ﬁeld of application. They all, in one way or
another, have to deal with the exponential growth of their basis
and therefore scaling of computation time with the number of
degrees of freedom. The probably most successful approach,
the multiconﬁguration time-dependent Hartree method,1,2
ﬁnds a powerful basis while requiring the potential part of
the Hamiltonian to take on a certain form. This is highly
eﬃcient for many systems but in cases where the wave function
moves far away from potential minima, like in reactive
scenarios, grid-based approaches that are restricted to fewer
degrees of freedom can be more practical. In this case,
choosing the degrees of freedom of a subspace that best
describe the reaction is one of the most important steps to
produce reliable predictions. Though we recently presented
two ways to automate the search for linear subspaces,3 the
identiﬁcation of even more powerful nonlinear subspaces is still
to a large degree driven by intuition. In this work we present an
approach to automate this identiﬁcation based on the data
produced by trajectory calculations, replacing human intuition
by a machine learning algorithm.
The search for nonlinear subspaces is generally much more
diﬃcult than for linear ones. For them a mathematical tool
exists to extract the dimensions of biggest variance of a data
set, namely, the principal component analysis. For a nonlinear
generalization, the shape of the subspace now enters as an
additional optimization task and there is no exact mathematical
solution. Nevertheless, there are a number of approximate
solutions that have gained popularity in recent years and many
of them have been applied to molecular problems.4−11 These
methods can all be summarized with the concept of nonlinear
dimensionality reduction. Due to its demonstrated eﬃciency
for molecular data4 as well as the promising prospect of further
development,12,13 we chose to use an autoencoder, a type of
neural network, for our problem.
Neural networks have been extensively applied to the direct
calculation of potential energy surface (PES)s in the last few
decades and have signﬁcantly improved the system sizes that
can be described.14−27 In our case, we use an autoencoder to
learn a low-dimensional representation of a reaction, in which
we then calculate a PES. For this, an autoencoder takes high-
dimensional input in the form of data points corresponding to
molecular geometries and ﬁnds a low-dimensional embedding
that describes them well. We can then use this embedding to
extract reactive coordinates and to span a grid, on which the
time-dependent Schrödinger equation can be solved. Using
trajectories is one way to generate input data points to train the
autoencoder. Although these will generally miss the quantum
eﬀects we wish to include, they still can give meaningful
information about the parts of molecular conﬁguration space
used to describe the reaction.
Once the grid in the desired subspace is created, the PES can
be calculated for each grid point, completing the potential part
of the Hamiltonian. Constructing the kinetic energy operator is
more complicated, but the G-matrix formalism28 that has
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proven useful for QD in reactive coordinates29−31 can be
applied here, too.
In the following section the construction, training and use of
the autoencoder describing the subspace will be explained in
detail. This includes the construction of a training data set
from a chosen set of trajectories and a step-by-step explanation
how to construct a grid that is ready for QD simulations. For
completeness, we also give a short overview over the G-matrix
formalism. Thereafter an application to the example system of
the proton transfer in (Z)-hydroxyacryloyl chloride is
presented. Our approach will be explained in detail using the
example of a pseudospectral grid representation, making use of
the fast Fourier transform on rectangular grids.32 However, it is
generally applicable for any scenario where a set of nonlinear
coordinates is needed and a data set of trajectory points can be
created that is approximately contained in those coordinates.
■ METHODOLOGY
There are several approaches to ﬁnd a nonlinear subspace in
the context of molecular dynamics. For grid-based QD this is
often referred to as the search for reactive coordinates and we
will refer to the nonlinear subspace in which the QD is
performed as reactive coordinates throughout this work.
Although there exist a few approaches like Z-matrix
coordinates or Jacobi coordinates that are straightforward
and describe some chemical reactions relatively well using very
few coordinates, often linear combinations of them are more
eﬃcient.33−35 Finding those combinations is mostly driven by
experience and intuition and even then, there are many cases
where the reactive coordinates best suited are simply of a more
general kind. This behavior can already be observed in the
intrinsic reaction coordinate (IRC) for a chemical trans-
formation. The IRC rarely consists of a single linear
combination of Z-matrix or Jacobi Coordinates and arguably
are very close to the best one-dimensional subspace to describe
a reaction.
As a result, our goal is to ﬁnd a generalization that can
recreate the aforementioned special cases of reactive
coordinates as well as the IRC, but that is also not limited
to any speciﬁc form. We will present such an approach using an
autoencoder. In the molecular context we usually think of a
reactive coordinate as a change of relative orientations of
atoms. As we search for a generalized nonlinear subspace, these
relations between the atoms become less intuitive, because we
do not bias the algorithms toward our intuitions. Although the
autoencoder will generate a number of “raw” reactive
coordinates that span the subspace, they will usually be overly
nonlinear and thus not very useful for understanding molecular
motions or creating a PES grid. However, we will be left with a
mapping between the subspace and the full-dimensional
conﬁguration space and vice versa. These mappings will then
allow us to project conﬁguration points onto the subspace and
in turn give us the ability to create a PES spanned by more
useful reactive coordinates.
In the next section, we will introduce the setup and
functionality of an autoencoder in some detail to ensure
comprehensibility for readers that are less familiar with the
topic.
Autoencoder. The growth of computer performance and
the development of new algorithms have caused an explosion
in the applicability of machine learning methods. Probably, the
recently most inﬂuential methods come from the ﬁeld of
artiﬁcial neural networks and an important type of neural
networks are autoencoders.
Figure 1 illustrates the setup of an autoencoder on the
example of molecular conﬁgurations, including restricted
Boltzmann machines (RBMs) used for pretraining, which
will be shortly introduced in the following. If each Cartesian
coordinate of the shown molecule is represented by an input
node and the autoencoder architecture bottleneck is made of a
single node, one can use the autoencoder to reproduce
molecular geometries according to their interatomic distances.
Here we refer to the number of layers of the network with their
respective numbers of nodes as the architecture. In our case,
autoencoders consist of an encoder and a decoder, where the
encoder has an input layer of nodes, zero or more hidden
layers (green nodes in Figure 1) and a layer of output nodes
that represent the code (red). The decoder takes this code
layer as input, has the same number of hidden layers with the
same numbers of nodes as the encoder in opposite order and
has an output layer with the same number of nodes as the
input layer of the encoder. With respect to the complete
autoencoder, coming from the input layer, all nodes of a
following layer i starting with i = 1 take the function values zi−1
of the nodes of the previous layer i − 1 as variables xi to
calculate their function values zi:
z Wx b x z( ) withi i i i i i i 1σ= + = − (1)
These in turn becomes the input arguments of the next layer.
In the example of Figure 1, x1 corresponds to the Cartesian
coordinates of the sample geometries and z4 corresponds to
the Cartesian coordinates of the reconstructed geometries.
Given an input vector with P dimensions Wi is a weight matrix
of dimensionality Q × P and bi a bias vector of dimensionality
P, producing an output vector with Q dimensions. σi(u) is an
element-wise activation function of u introducing nonlinearity
between the layers. In our examples σi will always be the
logistic function σi,l(u) = 1/(1 + exp(ul)) except for the
calculation of the output layer of the encoder, i.e., the code
layer, for which it will be the identity function. Here the lth
element of the output vector is calculated from the lth element
of the input vector. The autoencoder can be trained by
providing a suﬃciently large number of input samples and
correcting weights and biases so the input samples are better
reproduced.
Figure 1. Schematic of an autoencoder reproducing molecular
conﬁgurations of hydrochloric acid. Each Cartesian coordinate of
each atom is represented by an input node. The restricted Boltzmann
machines’ (RBMs’) architectures are chosen according to the
autoencoder’s. Their weights (here shown as dashed connections)
can then be used as initial weights for the autoencoder.
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However, for practical autoencoders with many hidden
layers training can be diﬃcult when the initial weights and
biases are not close to a good solution. It has been
demonstrated that ﬁnding such initial weights can be done
by layer-by-layer pretraining using a RBM.36 A RBM consists
of a visible and a hidden layer and learns a probability
distribution over its possible inputs (in the visible layer) by
calculating gradients of its weights and biases to increase the
probabilities of the input samples. These weights and biases
can be initialized with normal distributions and zero values,
respectively. After the set of activations of the hidden layer
corresponding to the set of input samples is trained, they can
be used to train the next RBM. If the architectures of the
RBMs are chosen according to the architecture of the
autoencoder, the weights and biases of the RBMs can be
used as the initial weights and biases of the respective layers of
the encoder and decoder. After this, the complete autoencoder
can be trained by calculating the gradients of the weights and
biases to produce more accurate results using the chain rule,
which is known as back-propagation.37 This is equivalent to
minimizing the mean reconstruction error x z
N k
N k
M
k1
1 1∑ || − ||+
given N training samples, M hidden layers, and subscript 1
representing the input layer. Here, the superscript index k is
not to be mistaken for an exponent. For the example given in
Figure 1, this corresponds to the distance vectors between the
sampled and reconstructed Cartesian coordinates of the atoms.
In this work, we used a version of conjugate gradient to
minimize the reconstruction error with a modiﬁed version of
the code provided by Hinton et al.36 The training steps in
machine learning are usually counted in epochs, where one
epoch refers to a machine training over the whole set of
training data once.
Once successfully trained, the ﬁnal weights and biases are
determined and the autoencoder can approximately reproduce
input data in its output layer. This allows us to choose a
bottleneck architecture where the code layer of the
autoencoder only has very few nodes, equaling the number
of degrees of freedom aimed for. In this case, the autoencoder
learns an approximate reconstruction of the learning data using
the number of variables equal to the number of nodes in the
code layer. We can use this approximate reconstruction to
create an approximate projection of full-dimensional data
points onto the low-dimensional subspace deﬁned by the code
layer and then reﬁne this projection iteratively using the
decoder part of the autoencoder.
To obtain the reﬁned projection, we can start with two
mappings between the full-dimensional space and the subspace
best describing the training data points. These are similar to
the encoder and decoder but behave optimally in a way that
will be described in the following. The ﬁrst mapping y′ = F(y)
takes a full-dimensional vector y as input and returns a vector
y′ with the dimensionality of the subspace as output. The
second, inverse mapping y″ = H(y′) takes such a vector of
subspace dimensionality as input and returns a full-dimensional
vector y″. Let these two mappings with y″ = H(F(y)) have
optimal behavior in the sense that if a full-dimensional vector y
lies within the subspace, then y″ = y and that if y does not lie
within the subspace, the distance ||y″ − y|| is the smallest
possible for the subspace. We can then use the encoder F̃ and
the decoder H̃ as approximations of F and H, respectively.
To use them for a reﬁned projection, we apply the
autoencoder ﬁrst to produce an approximate projection ỹ″ =
H̃(y ̃′) = H̃(F̃(y ̃)). Then, we construct a set of basis vectors aj
by changing the activation of every individual node j of the
coding layer starting from y ̃′:
a H y e H y( ) ( )j jε= ̃ ̃′ + − ̃ ̃′ (2)
Here, ej is the jth standard basis vector and ε determines the
length of the vector. ε should be chosen small to ensure a local
basis with respect to ỹ′ using the decoder. Because the initial
projection is approximate, the distance ||H̃(y ̃′) − y|| has
generally not reached a local minimum regarding variations in
y ̃′. If the corresponding distance vector is projected onto the
basis vectors aj, this minimum can be found iteratively. Using
the nonorthonormal projection matrix A = [a1 a2 ··· aS], with S
being the number of dimensions of the coding subspace, the
ﬁrst step in the subspace is given by
hy y A A y H y A( ) ( ( ))1
T 1 Tε̃′ = ̃′ + − ̃ ̃′− (3)
and the next steps are given by
hy y A A y H y A( ) ( ( ))k k k1
T 1
1
Tε̃′ = ̃′ + − ̃ ̃′−
−
− (4)
The step size h could be set to 1 to progress through the full
projection, but because the procedure is iterative, the subspace
is nonlinear and the projection is approximate, a smaller h is
suggested. A derivation of eqs 3 and 4 can be found in the
Supporting Information.
Training Data Generation. To learn the representation of
a subspace, the autoencoder is trained on equally distributed
data points over the subspace region that will be used for QD
calculations. There are many example systems and therefore
many diﬀerent ways to produce the training data set. One
general way is to use trajectories to simulate the same process
as is going to be simulated using QD and we will exclusively
focus on trajectory-based approaches.
For this to work as intended, two criteria must be met. First,
the lack of the quantum eﬀects should not have such an impact
that the trajectories explore a very diﬀerent subspace. This is
related to a very common problem for grid-based wavepacket
QD. Because the motion of the wavepacket is not known
beforehand, a guess has to be made to create a grid. In general,
trajectories are a good basis for such a guess. It is also possible
to incorporate other information on the path, the wavepacket
will follow, as we will demonstrate with our example system.
Second, the data set should not have very disjoint reaction
pathways spanned by diﬀerent degrees of freedom for the
reactions studied. This might result in regions of the subspace
located between those pathways that would have to be
described without available learning data. However, scenarios
where this happens are generally costly for grid-based QD due
to the increase in required dimensions and the distinct
pathways could in such cases be studied individually.
Additionally, this problem could be circumvented using
appropriate grids that allow for the corresponding splitting of
the wave function. As a result, this generally does not limit the
applicability of our approach.
We chose to present a way to create a subspace for reactive
QD using trajectories started from the IRC. There are two
reasons for this decision. First, this will create an excellent test
scenario for our approach, and second, the IRC is one of the
most easily available sources of information about a system. A
reasonable requirement for the subspace is to capture the
curvature of the IRC and to additionally include degrees of
freedom with a shallow PES, to allow the wavepacket the most
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room to move and diverge. Note that in the case of additional
critical points one wishes to include, additional trajectory
starting points could be included. Staying with the IRC starting
points will also provide an important test how well the
autoencoder will solve this task. In general, the number of
degrees of freedom with a shallow PES is still bigger than the
number of reactive coordinates we wish to extract. Therefore,
all additional degrees of freedom with a shallow PES that are
discarded provide notable noise, because the trajectories will
explore them nearly as much as the degrees of freedom that
can be included. This will provide an inherent test of the noise
resistance of the autoencoder.
To generate data points that enable us to extract the desired
subspace, we cannot simply let trajectories run along the IRC,
because they will follow its descent and not explore the space
orthogonal to it. By incorporating a constraint algorithm like
RATTLE,38 we can restrict the motion along a certain
direction. Now, the data points can be produced by choosing
equispaced points along the IRC and running a number of
trajectories from each point while freezing the motion along
the IRC. Because these constraints are of a fairly general kind,
they can introduce spurious rotations and translations, which
must be avoided by enforcing the Eckart conditions28,39 for the
positions and velocities of the atoms at every time step with
reference to the starting point of the trajectory. For the
trajectories to explore the conﬁguration space eﬃciently, they
can be randomly initialized with momentum orthogonal to the
IRC. Trajectories along degrees of freedom with a shallow PES
will run farther and will be better reconstructed by the
autoencoder. We suggest a ﬁxed kinetic energy about the size
of the activation energy of the reaction. This will help to ensure
the construction of a binding PES orthogonal to the IRC. As
an illustration, Figure 2 shows a projection of trajectory data
points (corresponding to diﬀerent geometries) produced by
the described procedure together with the IRC. For visual-
ization we projected the points on the ﬁrst two principal
components created by a principal component analysis (PCA)
of the trajectory data points.
Because we ideally want an equispaced data set, some points
of the trajectories starting from the same starting point have to
be discarded. This can be done by deﬁning a minimum full-
dimensional Euclidean distance between the data points
generated and removing all data points that are closer than
this distance to any preceding data point. We can use the
number of retained points as a function of the number of
screened data points to check for convergence. After many
trajectory calculations it would be expected that there are only
very few new points that are far enough away from all previous
points. An example of this trend is shown in Figure 3.
All data points from every IRC starting point are then
rescaled so that all components of every input vector lie
between 0 and 1. In principal, this data set would be suﬃcient
to train the autoencoder. However, in addition to the
pretraining using RBMs it is useful and simple to create a
pretraining data set with which to train the RBMs and the
autoencoder ﬁrst. Thereafter we proceed to training the
autoencoder on the actual data set. The pretraining data set
can be generated by performing a PCA on the actual data set.
The number of principal components used equals the number
of degrees of freedom of the desired subspace. For each
principal component the Cartesian coordinate with the biggest
contribution is chosen. These now span a linear Cartesian
subspace of the same dimensionality as the desired subspace
for the QD calculation and a random distribution of samples
with equal variance along all of those Cartesian coordinates is
created. These geometry samples thus only vary within the
selected Cartesian coordinates. Because the variance along all
degrees of freedom is identical and because only a minority of
input nodes are required, this is signiﬁcantly easier to learn. It
is also a good starting point, because an overly curved subspace
can lead to unphysical results in the QD simulations. As we
move to the actual data set during training, additional atomic
Figure 2. IRC (blue) and training data points (green) projected onto
the ﬁrst two principal components. Even though the IRC is curved in
more than three dimensions, the frozen motion of the trajectories
parallel to the IRC at their starting point is clearly visible. Every
separate slice of points represents trajectory points from their central
IRC starting point. The topmost points are in this projection not
separable anymore, because the IRC has larger components
orthogonal to the ﬁrst two principal components.
Figure 3. Convergence behavior of the number of retained data
points for a single starting point. A point qualiﬁed to be retained for
the training data set, when it was not closer than a certain threshold to
any other retained point. Because there is only a limited conﬁguration
space to explore with a ﬁxed amount of energy, the number of
retained points converges.
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coordinates and nonlinearities will be introduced until the
autoencoder converges.
Grid Construction and G-Matrix. Once we have
successfully trained the autoencoder, we have all information
about the subspace, but we still have to construct a practical
grid. There are several possible approaches to do this. A
general strategy is to choose a subspace in which a rectangular
grid is easily constructed and that is similar to the subspace
found by the autoencoder (see below). The points of the
rectangular grid of the simple subspace can then be projected
onto the autoencoder subspace. Because we want to use the G-
matrix formalism for the kinetic energy operator, we have to
identify the reactive coordinates of the projected grid. Here, we
will ﬁrst give a short introduction to the G-matrix formalism
whereas a more extensive presentation can be found in the
literature28,29,40 and thereafter we introduce the grid
construction.
Using the G-matrix G, the kinetic energy operator T̂q in
reactive coordinates q is given by
T
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G can be calculated via its inverse, whose elements (G−1)rs are
given by
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The sums in eq 5 run over the number of reactive coordinates
that are included in the QD calculation Nq and the sum in eq 6
runs over the number of Cartesian coordinates of all atoms Nat.
As the masses of the atoms mi are included in it, the G-matrix
can be considered a position-dependent reciprocal mass that
introduces the necessary coupling between the reactive
coordinates. Equation 5 is valid under the assumption that
the Jacobian determinant of the coordinate transformation is
coordinate independent. As a result, it is good practice to keep
the volume change of the reactive coordinates approximately
constant with respect to the Cartesian coordinates. The
projected grids generally fulﬁll this reasonably well. Besides
that, the reactive coordinates the G-matrix can use are very
general and as long as we can identify any consistent relation
between the change in reactive coordinates and the ordering of
the grid points, we can calculate the kinetic energy operator.
Because we are focusing on rectangular grids, we can simply
assign an reactive coordinate qr for each direction of our grid
and choose arbitrary bounds, e.g., [0, 1].
To construct a rectangular grid to be projected, the PCA can
be used again. The principal components of the trajectory
training data set can be identiﬁed as the directions of a
rectangular grid in a linear subspace. The spacing between the
grid points should be chosen according to the maximum
kinetic energy that has to be represented along all directions on
the grid. Using the G-matrix of the PCA-based grid, the
spacing Δqr along the diﬀerent directions qr should be
q
G
T2r
rr
r
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(7)
Here, Tr is the kinetic energy along the direction of the rth
coordinate that has to be representable. A derivation of eq 7
can be found in the Supporting Information. In practice, the
activation energy gives a good idea of the maximum kinetic
energy along the reaction coordinate and some value like half
or less of the minimum required spacing is chosen. The
number of grid points in each direction is then decided by the
critical points that have to be included and by the extension of
the PES necessary to prevent the wave function from reaching
the edges of the grid.
Once the PCA-based rectangular grid is determined, the
points can be projected onto the subspace using the
autoencoder H̃(F̃(y)) and eqs 3 and 4. Because every grid
point corresponds to a molecular conﬁguration, the PES can be
calculated using quantum chemistry methods and G can be
calculated via ﬁnite diﬀerences using adjacent grid points and
eq 6. The starting wavepacket can be created as in any other
grid-based calculation depending mostly on the studied
reaction.
■ EXAMPLE SYSTEM: (Z)-HYDROXYACRYLOYL
CHLORIDE
We tested our method on the proton transfer reaction in (Z)-
hydroxyacryloyl chloride. This is an asymmetric variant of the
proton transfer in malondialdehyde,41 where one of the
terminal carbon atoms’ hydrogen is substituted with chlorine
(Figure 4). The protonation of the oxygen on the far side of
the chlorine is much more stable. We decided to study the
reconstruction of the IRC of this system. Because, for that, this
system requires about two to three degrees of freedom to be
appropriately described,3 we created a two-dimensional and a
three-dimensional grid on which QD calculations were
performed. The number of nodes per layer of the autoencoder
used were 18−25−15−7−2 and 18−25−15−7−3. There are
18 input nodes because the model system is planar and nearly
stays so during the reaction and has 9 atoms, resulting in 18
degrees of freedom. The data set was created by calculating the
IRC with the program package Gaussian0942 at the DFT
(M06-2X,6-31G(d)) level of theory and picking 10 equispaced
points. From each point 100 trajectories were started with
2000 time steps of 0.5 fs using the program package
NEWTON-X 1.4.,43 where the gradients were calculated at
HF/6-31G(d) level. This was suﬃcient for the trajectories
because they only have to explore the conﬁguration space.
Each trajectory was initialized with a randomly directed
momentum corresponding to a kinetic energy of 0.345 eV,
which is approximately equal to the activation energy of the
reaction. All motion parallel to the IRC was removed using
Figure 4. Distances between projected IRCs and the full-dimensional
one. The blue and green curves represent projections on 2- and 3-
dimensional nonlinear subspaces, respectively. These were created by
training the autoencoder on the trajectory data sets. The red and cyan
curves represent projections on 2- and 3-dimensional linear subspaces,
respectively. These were created using the ﬁrst two or three principal
components of the same data set used for the autoencoders. (Z)-
Hydroxyacryloyl chloride is shown in the upper right.
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RATTLE. These two million data points resulted in 38 564
training samples after enforcing a minimum distance of 0.087
Å. The two-dimensional and three-dimensional pretraining
data sets consisted of 2166 and 9291 training samples,
respectively. For each of the three training data sets, a set
consisting of 2000 independent test samples was used.
The RBMs and autoencoders were trained using data in
batches of 2000 samples from the three training sets and the
number of epochs of training were 50 for the RBMs, 2000 for
the autoencoder learning the pretraining data set, and 1000 for
the autoencoder learning the actual data set. After the 2000
epochs on the pretraining data set, the two-dimensional and
three-dimensional autoencoders reproduced the data points
with an average error of 0.1056 and 0.1319 Å, respectively. The
reconstruction of the actual data points after 1000 epochs led
to an error of 0.1590 and 0.1511 Å, respectively. However,
projecting the data points using eqs 3 and 4 lead to more
precise reconstructions as can be seen by the deviation of the
projected IRCs from the full-dimensional one shown in Figure
4.
Because we used trajectory data points to construct these
two autoencoder subspaces, it would not be expected that any
low-dimensional projection would reconstruct the IRC exactly.
However, we would expect that, as long as an increase in
dimensionality is very beneﬁcial for the description, the
distance of projected IRCs would decrease signiﬁcantly. We
see this decrease between the projections onto 2-dimensional
(red) and 3-dimensional (cyan) linear subspaces in Figure 4.
The distances of the nonlinear projections (blue and green) do
not diﬀer signiﬁcantly from the projection onto the 3-
dimensional linear subspace. A likely explanation is that two
nonlinear or three linear coordinates capture most relevant
motions. After this, the description only slowly improves with
increasing dimensionality. The most important result is the
decrease of distance between the two-dimensional linear
subspace (red) and the two-dimensional nonlinear subspace
(blue). This clearly shows that our method ﬁnds a much better
subspace for the reconstruction of the IRC. Given the lack of
signiﬁcant further decrease with increase of dimensionality, this
nonlinear two-dimensional subspace might even capture all of
the signiﬁcant motions of the reaction.
Using the autoencoders and eq 7 PES grids of sizes 48 × 17
and 48 × 17 × 24 were constructed as well as a grid of size 100
× 100 for comparison and visualization at the DFT (M06-
2X,6-31G(d)) level of theory. A projection of the 2-
dimensional nonlinear subspace PES onto the space spanned
by the ﬁrst three principal components is shown in Figure 5.
One can see the curvature of the subspace as well as the double
minimum structure with the transition state lying inbetween.
For this test scenario, a Gaussian wavepacket starting near the
transition state was propagated in 500 time steps with a step
size of about 0.24 fs using the Chebychev propagation
scheme.44 During this time, the wavepacket reached the
minimum and was reﬂected, as can be seen for the two-
dimensional case in Figure 6. The cycle period inside the lower
potential well of about 70 fs is approximately half of the cycle
period for the full proton transfer of about 120 fs45 as would be
expected. Overall, the propagation in the 2- and 3-dimensional
cases did not diﬀer from the ones on more traditional grids in
terms of stability or conservation of total energy or norm. The
wavepacket ran along the reaction path and showed no
unphysical behavior and the time scales of the nuclear motion
are consistent with the time scales of the keto−enol switching
in malondialdehyde.46
■ SUMMARY AND DISCUSSION
We presented a method for automated nonlinear dimension-
ality reduction for reactive molecular systems. It uses an
autoencoder trained on trajectory data points to create a low-
dimensional representation of reactive coordinates. With this
approach, trajectories that describe the space of the studied
reaction suﬃciently well oﬀer a good basis for QD calculations.
The autoencoder is able to ﬁnd a low-dimensional subspace
that is close to the conﬁguration space used by the trajectories.
We presented all the steps necessary to create the data sets
needed, to train the autoencoder and to use it to construct a
QD grid by projecting points onto the low-dimensional
Figure 5. Projection of the two-dimensional potential energy surface
generated by our method onto the ﬁrst three principal components of
the training data set. The PCA coordinates are given in relative units.
Because all three PCA coordinates contribute signiﬁcantly to the data
set and the IRC, the surface is strongly curved. The depth of the PES
is given by color and is not related to the spatial dimensions. It shows
the double minimum potential structure typical for derivatives of
malondialdehyde. This projection is analogous to an angle coordinate
projected onto its x and y components, resulting in a circle, on which
a color-coded potential could be represented.
Figure 6. Wavepacket propagation in two reactive coordinates. The
PES is shown on a rectangular grid of nonlinear reactive coordinates,
constructed using an autoencoder. The wavepacket propagation is
shown in snapshots at 0 fs (solid white), 17 fs (dashed white), 31 fs
(dashed black), and 68 fs (solid black). The wavepacket travels
through the deeper potential minimum and is being reﬂected.
Journal of Chemical Theory and Computation Article
DOI: 10.1021/acs.jctc.7b01045
J. Chem. Theory Comput. 2018, 14, 55−62
60
1.2 Nonlinear dimensionality reduction using an autoencoder 25
subspace. To use this grid, we gave a short overview of the G-
matrix formalism that is useful to construct a kinetic energy
operator for this general type of coordinates.
These steps were then applied to our example system (Z)-
hydroxyacryloyl chloride. The high quality of the resulting
autoencoder subspaces was demonstrated by their proximity to
the IRC. The QD calculations on the resulting grids performed
well, without any noticeable unphysical behavior or signiﬁcant
conservation errors in total energy or norm.
There are a few straightforward next steps that could be very
beneﬁcial. The ﬁrst is the application of this method to other
systems. There is a huge range of applicable scenarios, but one
ﬁeld that seems especially promising is the laser steering of
reactions or optimal control theory as it strongly relies on
quantum eﬀects. Classical molecular dynamics can be used to
ﬁnd individual laser pulses that steer reactions for very speciﬁc
starting conditions and paths, but the pulses diﬀer a lot from
each other. However, it is likely that the conﬁguration space
used by the individual trajectories is a good predictor for high-
quality reactive coordinates used in QD calculations. Thus, this
might be an important step to automate the search for
eﬃciently steering laser pulses in complex molecular systems.
Another step is the improvement of the grid creation
strategy. Although we are conﬁdent that the discovered
subspaces are generally of high quality, the projection of a
grid in a linear subspace onto the nonlinear subspace might
result in very unevenly spaced grid points for highly curved
degrees of freedom. However, this problem seems very
solvable by developing iterative grid construction algorithms.
There are also a number of possible steps to reﬁne the method.
For example, it might sometimes be relevant that critical points
in the reactive systems are included exactly in the subspace.
This might be solved by diﬀerent kinds of local or global shifts
of the created subspace grid in the full conﬁguration space.
Overall, we see our method as very consequential for grid-
based approaches. It allows the use of the best aﬀordable
trajectory method for a system to identify a very representative
subspace in which higher level QD calculations can be
performed. Assuming that the number of degrees of freedom
involved in a reaction does not grow linearly with the total
number of degrees of freedom but has an upper limit, this also
oﬀers a way to beat the usual exponential scaling of QD
descriptions. In the best case, an implementation could be
found that scales roughly linearly with the size of the system,
given the existing linear scaling quantum chemistry algorithms
and regularization methods for autoencoders. Additionally, the
application prospects and the room for simple extensions are
very promising.
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Chapter 2
Inclusion of dynamic solvent effects
Liquid solvation is one of the most important processes of applied chemistry and biochemistry.
Most reactions require multiple reactants and high collision rates of those reactants are crucial
for high reaction rates. In solids, these are difficult to obtain due to immobility. It is also difficult
in gases, due to the low particle density at the temperatures and pressures most chemicals can
be transferred to a stable gas phase. Liquids offer mobility and high density and are therefore
one of the most common substrates in which chemical reactions are carried out. This is even
more the case for biological processes, in particular with respect to water and its importance to
known life [110,111].
It is therefore not surprising that with increasing computational abilities, the theoretical study
of reactive systems is pushed further and further towards more accurate descriptions of their
solvent environments. While there has been tremendous progress in classical and semiclassical
MD e.g. with the improvements made to general and specialized force fields [112–116] or with the
increasing precision of water models [117–120] describing the probably most important solvent,
the inclusion of solvent effects in QD calculations still lacks general models that can be applied
to large systems. Instead, there exist various approaches which are suited for specific systems
and different effects.
One strategy is to treat the solvent as a continuum. This has the advantage that all of
the computationally demanding explicit interactions between the particles can be replaced by
implicit effects due to macroscopic quantities such as the viscosity. For QD applications, this
was first implemented in the field of heavy ion physics in the 1970s [121–123] and has since been
developed further by coupling Bohmian quantum trajectories to an implicit solvent according to
the Schro¨dinger-Langevin equation [124,125].
The alternative is the explicit description of the solvent. Including the solvent on a quantum
mechanical level quickly results in unfeasible computational requirements. However, if the level
of precision is low enough, it is still possible. An example for this is the linearized semiclassical
initial value representation [126–128], where the quantum behavior for all involved particles can
be increased until convergence for the studied observable is reached. This does not always happen
within a reasonable time or lead to the required precision of the results [129]. One possible cause
are systems where the solute has to be treated with high accuracy, because quantum effects
determine the outcome of its dynamics. Here, more asymmetric approaches are useful.
If the QD of the solute is treated with high precision, it is impossible to treat the solvent on
equal footing in practice. For many systems, this is not problematic, because the focus lies on
the correct description of the solute. As a result, there are several methods to couple the QD
of the solute to the classical MD of the solvent. The most straightforward implementation of
this is the quantum-classical time-dependent self-consistent field (TDSCF) [130,131], also known
as Ehrenfest dynamics [132, 133]. The Ehrenfest method is formally derived from the quantum-
quantum TDSCF method [134] by approximating the subsystem of heavier particles as classical.
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It has in this fashion been applied to the dissociation of the clusters of rare gases and halogen
compounds [135–137], but has also been applied to systems with similar masses such as the
relaxation of the cyanide ion in water [138–140].
A related way to include a solvent environment classically is derived from the Liouville-von
Neumann equation [141–143] that describes the time evolution of the density matrix. This is once
again formally, but not exclusively, done for an environment of heavier particles than the solute
and results in the quantum-classical Liouville-von Neumann equation [144–147]. From thereon,
the solvent is treated as a classical bath and can be approximated in a number of ways [148–151]
that can ultimately lead to simulations of solvated systems of realistic sizes [146].
For this thesis, three methods to include solvent effects into the QD of a system were de-
veloped. The first one, the dynamic continuum ansatz, treats the solvent as a continuum and
incorporates information about the cavity of the solute in its calculations. It is presented in
section 2.1. The second method, the QD/MD approach, treats the environment explicitly and
uses snapshots of solvent arrangements for the study of ultrafast processes in the solute. It is
presented in section 2.2. The third method, the coupled QD/MD (cQDMD) approach, extends
the quantum-classical TDSCF method and aims at constructing a fairly general approach to the
lower-level treatment of the solvent. It is presented in section 2.3.
As an example system the first two methods use the photoinduced bond cleavage of diphenyl-
methyltriphenylphosphonium ion (Ph2CH−PPh+3 ) [152]. The resulting diphenylmethyl cation
(Ph2CH
+) can then be used as a reactive intermediates in following reactions. Since this is a
common way to produce carbocations and since the influence of the solvent can be decisive for
these systems, their correct description is of practical interest. For the cQDMD approach the
photodissociation of ICN and the relaxation of uracil after photoexcitation are used as model
systems.
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2.1 Implicit description of solvents using the dynamic contin-
uum ansatz
The outcome of reactions in many systems depends on whether they take place in solution or in
gas phase [27, 28, 153–155]. As an example, the photoactivated bond cleavage of Ph2CH−PPh+3
can potentially take place via homolysis or heterolysis as is shown in fig. 2.1. If the system is
theoretically studied in gas phase by propagating a wavepacket corresponding to a possible initial
condition after photoexcitation, homolysis is observed [156]. This conflicts with experimental
observations in organic solvents such as acetonitrile and dichloromethane where heterolysis takes
place [157].
Figure 2.1: Illustration of the two most likely dissociation pathways in Ph2CH−PPh+3 . After
photoexcitation, homolysis and heterolysis could take place.
These observations cannot be described with static stabilizations by the solvent, as would
be the case for products with different electrostatic charges. Here, in both cases one of the
products is positively charged and the other is neutral. In fact, it appears that dynamic effects,
i.e. deceleration due to the viscosity of the solvent, play a decisive role for this reaction. This
makes Ph2CH−PPh+3 suited for the dynamic continuum ansatz.
The article “Quantum Dynamics of a Photochemical Bond Cleavage Influenced by the Solvent
Environment: A Dynamic Continuum Approach” published in The Journal of Physical Chemistry
Letters introduces the dynamic continuum ansatz using the example of the photodissociation of
Ph2CH−PPh+3 [29]. The key points of the article are:
• The dynamic effects of the solvent are included by introducing an additional potential term
Vˆdec(Ψ) in the solute Hamiltonian Hˆ(Ψ) that depends on the wavefunction Ψ:
Hˆ(Ψ) = Hˆ0 + Vˆdec(Ψ) . (2.1)
Here Hˆ0 is the Hamiltonian that is used for the gas phase. Vˆdec(Ψ) is constructed by calculat-
ing a frictional force Fdec according to Stokes using the expectation value of the dissociation
velocity, the viscosity of the solvent [158], the mass distribution of the fragments after disso-
ciation and information about the deformation of the solvent cavity during the dissociation.
The decelerating potential Vˆdec(Ψ) is then obtained by integrating Fdec.
• The dynamic continuum ansatz is applied to the photodissociation of Ph2CH−PPh+3 in ace-
tonitrile and compared to calculations of the gas phase dynamics. To cover the reaction
space, two coordinates are needed, a distance coordinate r along the dissociating bond and
an angle φ describing a concerted motion associated with the relaxation of the molecule along
the dissociation. This system has a conical intersection (CoIn), which needs to be reached
to assure the relaxation to the electronic ground state and the associated experimentally
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observed heterolytic bond cleavage. It is shown that the unhindered accumulation of mo-
mentum along the dissociation coordinate causes the wavepacket to miss the CoIn and that
the implicit inclusion of the solvent using its viscosity decelerates the wavepacket enough to
reach the CoIn.
• The necessary time for the generation of Ph2CH+ is calculated by including the non-adiabatic
coupling matrix elements in the simulation. After comparison with experimental observations,
the results are found to be in good agreement.
In the following, the article “Quantum Dynamics of a Photochemical Bond Cleavage Influ-
enced by the Solvent Environment: A Dynamic Continuum Approach” published in The Journal
of Physical Chemistry Letters is reprinted with permission from J. Phys. Chem. Lett. 5, 3480-
3485 (2014); copyright 2014 American Chemical Society.
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‡Lehrstuhl für BioMolekulare Optik, Ludwig-Maximilians-Universitaẗ München, D-80538 München, Germany
*S Supporting Information
ABSTRACT: In every day chemistry, solvents are used to
inﬂuence the outcome of chemical synthesis. Electrostatic
eﬀects stabilize polar conﬁgurations during the reaction and in
addition dynamic solvent eﬀects can emerge. How the
dynamic eﬀects intervene on the ultrafast time scale is in the
focus of this theoretical study. We selected the photoinduced
bond cleavage of Ph2CH−PPh3+ for which the electrostatic
interactions are negligible. Elaborate ultrafast pump−probe
studies already exist and serve as a reference. We compared
quantum dynamical simulations with and without environment
and noticed the necessity to model the inﬂuence of the solvent cage on the reactive motions of the solute. The frictional force
induced by the dynamic viscosity of the solvent is implemented in the quantum mechanical formalism with a newly developed
approach called the dynamic continuum ansatz. Only when the environment is included are the experimentally observed
products reproduced on the subpicosecond time scale.
SECTION: Liquids; Chemical and Dynamical Processes in Solution
Solvents play an important role in chemistry.1 Their polarityand viscosity can change the reaction outcome and rate.
The electrostatic contributions become eﬀective when reactants
and products possess diﬀerent dipole moments.2−4 Here, also
the reorientation of the solvent has to be considered if it
happens on a similar time scale as the reaction.5−7 Independent
of the presence of electrostatic interactions, dynamic solvent
eﬀects may arise that directly interfere with the intramolecular
motion. Possible scenarios are photoinduced bond cleavage or
formation where ultrafast large amplitude motions occur. The
corresponding changes in the molecular structure cause
modiﬁcations in the shape and volume of the solute’s cavity.
The surrounding molecules have to be displaced to enable the
molecular deformation. This caging eﬀect becomes important,
especially, when bulky molecular fragments are involved. For
theoretical studies the challenge is to include this eﬀect in the
simulations.
Successful realizations were demonstrated for the photo-
dissociation of ICN studied with classical molecular dynamics
methods. Benjamin and Wilson used parametrized potentials to
simulate the excited state dynamics and showed that the
dissociating fragments are decelerated by the surrounding Xe
ﬂuid compared to the gas phase.8 Similar observations were also
reported for other solvents.9−11 Additionally, the slowdown of
the rotationally hot CN• radicals subsequent to photo-
dissociation can be observed. Comparison of classical molecular
dynamics simulations with transient pump−probe anisotropy
measurements shows that the rotation of the CN• radicals is
decelerated until a larger cavity is formed.8,12,13 In their
enlarged cage, CN• radicals rotate nearly freely for several
picoseconds even in room temperature liquids.14
We present an ansatz that incorporates the frictional force
from the surrounding solvent cage in the quantum mechanical
formalism directly based on the time-dependent Schrödinger
equation. It opens a straightforward way to keep the wave
packet character to describe the electronic excitation by a laser
pulse for coherent control studies15 in solution and for
nonadiabatic processes like population transfer through a
conical intersection (CoIn). First quantum mechanical
investigations on moving particles that are subject to viscous
force were done in the 1970s in heavy ion physics.16−20
Diﬀerent approaches using expectation values of the
momentum and position16,17 as well as the phase of the wave
function20 were employed. The eﬀect of rare gas matrices on
vibrating diatomics were studied by femtosecond spectroscopy
and quantum dynamics simulations.21
Our interest lies in photoinduced molecular bond cleavage in
organic molecules that generates short-lived reactive inter-
mediates. For these reactions we will demonstrate that already
on the short femtosecond time scale the dynamic solvent eﬀect
becomes important. Phosphonium salts like Ph2CH−PPh3+ X−
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containing diphenylmethyltriphenylphosphonium (Ph2CH−
PPh3
+) ions are commonly used for the photogeneration of
diphenylmethyl cations (Ph2CH
+) as intermediates in polar and
moderately polar solvents like acetonitrile or dichloro-
methane22 (see Scheme 1). Experimental investigations using
ultrafast broadband transient absorption spectroscopy demon-
strated that, with nonoxidizable counterions X− (e.g., BF4
− or
SbF6
−), diphenylmethyl cations are formed almost exclu-
sively.23 Quantum chemical studies revealed that, after a local
π−π* excitation on the leaving group PPh3 and the crossing of
a small barrier in the ﬁrst excited state S1, the C1−P bond
cleavage can take place.24 In the dissociation limit, the S1 state
describes the homolytic bond cleavage leading to the formation
of a radical pair Ph2CH
• and PPh3
•+ (Scheme 1, right channel),
whereas in the ground state S0 the desired Ph2CH
+ cations (and
PPh3) are built after heterolytic bond cleavage (Scheme 1, left
channel). An energetically reachable CoIn was identiﬁed, which
connects both product channels.24 Additional to the primary
dissociation coordinate, the C1−P distance, an angular
coordinate is necessary to reach the CoIn (see Figure 1).
Thus, the static quantum chemical results suggest that a wave
packet evolving along the dissociation coordinate has to reach
the CoIn where the excited state population could be eﬃciently
transferred to the ground state to generate the experimentally
observed diphenylmethyl cations.23
In order to clarify the reaction mechanism and the role of the
CoIn, we ﬁrst performed quantum dynamical calculations (for
details, see Supporting Information (SI)) on the two-dimen-
sional potential energy surface (PES) of the S1 state, spanned
by the two coordinates identiﬁed as essential to describe the
reaction (see Figure 1). Figure 2 shows the time evolution of
the wave packet at selected times after a large part of the wave
packet has crossed the barrier in the Franck−Condon (FC)
region. The other fraction of the wave packet stays in the local
S1-minimum behind the barrier. The black and white isolines
illustrate snapshots at 170 and 290 fs after starting the
propagation in the FC region. Evidently the wave packet misses
the CoIn, although it lies close to the global minimum of the S1
- PES. As the gradient in the r direction is larger than the one in
the ϕ direction the vibrational wave packet is mainly
accelerated in the r direction. The dissociation occurs in the
S1 state and radical pairs are formed after a homolytic bond
cleavage. This is clearly in contrast to the experimentally
observed heterolytic process.23 As both dissociation channels
have one positively charged fragment, electrostatic solvent
eﬀects change neither the energetics of the reaction nor the
energetic order of the dissociation channels.24 Only due to its
dynamic impact the solvent is expected to play a decisive role.
We developed a dynamic continuum ansatz that treats the
solvent environment in a continuum-like fashion and can be
applied when no charges are generated during the reaction. Its
decelerating eﬀect is described in the quantum mechanical
formalism by means of an additional potential term V̂dec (Ψ) in
the Hamiltonian. V̂dec (Ψ) is constructed from a non-
conservative force, which depends on the wave function Ψ.
Thus, the Hamiltonian is expressed as the sum of the operators
for the kinetic energy of the nuclei (T̂nuc), the potential energy
(V̂el), and the decelerating potential (V̂dec (Ψ)):
Scheme 1. Reaction Scheme for the Photochemical Bond
Cleavage in Diphenylmethyltriphenylphosphonium Ions
Ph2CH−PPh3+a
aThe dissociation character of the ground state is heterolytic leading to
the photoproducts Ph2CH
+ and PPh3; the ﬁrst and second excited
state have homolytic character generating Ph2CH
• and PPh3
•+.
Figure 1. Optimized geometry of Ph2CH−PPh3+. For the calculation
of the potential energy surface used in the quantum dynamical
simulations, the ONIOM method is employed (see SI). The thicker
part of Ph2CH−PPh3+ shows the high-level system PhCH2−PH2Ph+
of the ONIOM calculations; the thinner drawn phenyl rings are only
contained in the low-level system Ph2CH−PPh3+ and are replaced by
hydrogen atoms in the high-level system. The coordinates considered
in our quantum dynamical calculations are the C1−P distance r and
the angle ϕ between the atoms P, C1 and the dummy atom X, which is
introduced to optimally deﬁne the angle ϕ.
Figure 2. Potential energy surface of the ﬁrst excited state S1 of
Ph2CH−PPh3+ together with dissociating wave packets. Two snap-
shots are taken at 170 fs (black isolines) and 290 fs (white isolines)
after starting the propagation in the FC region. The wave packet
clearly misses the CoIn at a C1−P distance r of 2.9 Å and a P−C1−X
angle ϕ of 75°.
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̂ Ψ = ̂ + ̂ Ψ
= ̂ + ̂ + ̂ Ψ
H H V
T V V
( ) ( )
( )
0 dec
nuc el dec (1)
The sum of T̂nuc and V̂el is the molecular Hamiltonian Ĥ0. The
negative gradient of V̂dec (Ψ) reﬂects the decelerating frictional
force
⎯→⎯
Fdec originating from the surrounding solvent molecules.
The time evolution of the wave function Ψ of the system is
described by the following nonlinear time-dependent Schrö-
dinger equation:
ℏ ∂
∂
Ψ = ̂ + ̂ Ψ Ψi
t
H V( ( ))0 dec (2)
In the chosen example Ph2CH−PPh3+ the bond cleavage
process is decelerated. From an atomistic viewpoint, the
velocity at which both fragments move apart from each other
decreases. The decelerating frictional force
⎯→⎯
Fdec is not constant
along the C1−P distance r. It is negligible as long as the solute’s
cavity is not deformed but becomes gradually important with
the increase of the cavity. The information how the cavity
changes can be obtained by calculating its surface area along the
reaction coordinate with the GEPOL algorithm25,26 as
implemented in Gaussian09.27 Figure 3a shows the cavity
surface area (black dots) as a function of r. Around the FC
point it stays almost constant. However, with growing r it
increases until a constant value is reached when both fragments
are separated. The change of the cavity surface can be ﬁtted
with a sigmoid function fsig(r) (red solid line in Figure 3a). The
step of fsig(r) indicates the onset of the dynamic solvent eﬀect.
Its position is determined by rs; its slope by as (see eq 3). When
the sigmoid function reaches its plateau, the maximum force
⎯→
F0(t) at time t is experienced by the system (for the detailed
deﬁnition of
⎯→
F0(t) see eq 4). The product of
⎯→
F0(t) and fsig(r)
yields the decelerating force
⎯→⎯
Fdec(r,t) which depends on the
position along the coordinate r and on the time t:
⎯→⎯ = ⎯→
= ⎯→
+ − −
F r t F t f r
F t
a r r
( , ) ( ) ( )
( )
1
1 exp( ( ))
dec 0 sig
0
s s (3)
Accordingly,
⎯→⎯
Fdec(r, t) is zero for r ≪ rs, and the wave packet
evolves solely under the inﬂuence of the molecular potential.
Around rs, the force
⎯→⎯
Fdec(r,t) increases until it reaches its
maximum value
⎯→
F0(t) and the wave packet is decelerated.
⎯→
F0(t)
is proportional to the expectation value of the velocity ⟨υ⎯→r(t)⟩
of the wave packet along r at which the fragments move apart
from each other. A simple model for the frictional force
⎯→
F0(t) in
a viscous medium is given by Stokes’ law
γ υ
πη υ
⎯→ = − ⟨⎯→ ⟩
= − ⟨⎯→ ⟩
F t t
R t
( ) ( )
6 ( ) ,
r
r
0
eff (4)
with the experimentally determined dynamic viscosity of the
solvent η28 and the eﬀective radius Reff. The latter takes into
account that the momentum along the dissociation coordinate r
is equally partitioned between the fragments and that they have
diﬀerent radii Ri and masses mi:
= +
+
R
R m R m
m meff
1 2 2 1
1 2 (5)
In this sense, Reff combines the forces acting on both particles,
which have to be calculated individually according to
conservation of momentum and Stokes’ law.
The radii Ri for the fragments are obtained from quantum
chemistry by mapping their cavity volume to the volume of a
sphere whose radius then corresponds to Ri. Integration of
−
⎯→⎯
Fdec(r, t) over r yields the decelerating potential Vdec(r,t). In a
one-dimensional case, the vector
⎯→⎯
Fdec(r, t) becomes scalar:
⎯→⎯
Fdec(r,t) → Fdec(r,t). As F0(t) is independent of r, it can be
moved outside the integral:
Figure 3. (a) Cavity surface area of the solute Ph2CH−PPh3+ in
acetonitrile (black dots) depending on the C1−P distance calculated
for a polarized continuum model. The solid red line shows the ﬁtted
sigmoid function fsig. The structural formula illustrates that the cavity
surface area increases along the dissociation coordinate until it reaches
a constant value when both fragments have separated cavities. (b)
Discrimination between a locally trapped (left) and a dissociating part
of a wave packet (right) in a molecular potential Vel (solid black line)
with the help of the sigmoid shape function fsig (dashed red line). The
solid red line illustrates the decelerating force Fdec(r,t); the solid green
line illustrates the decelerating potential Vdec(r,t) as a function of the
C1−P distance, shown for a speciﬁc time t during the propagation.
The energy axis relates solely to the molecular potential V̂el.
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Therefore, Vdec(r,t) has the shape of the antiderivative of the
sigmoid function with the slope −F0(t) as shown in Figure 3,
panel b (green solid line).
The dissociation dynamics can be divided in three central
steps, which are reﬂected in the sigmoid function. When the
wave packet is in the FC region, the dynamics are not
inﬂuenced by the solvent. Later when the wave packet is split at
the barrier along the dissociation coordinate as depicted in
panel b of Figure 3, only the part of the wave packet that moves
toward larger bond length and passes the step of fsig(r) is
decelerated by the solvent cage. Thus, only the velocity of the
outer part of the wave packet contributes to F0(t). This case is
ensured by shaping the wave packet with the sigmoid function
fsig(r) before calculating the velocity ⟨υr,out(t)⟩ of the outer part:
υ
μ
ϕ ϕ
ϕ ϕ
⟨ ⟩ =
⟨ Ψ | ̂ | Ψ ⟩
⟨ Ψ | Ψ ⟩
t
f r r t p f r r t
f r r t f r r t
( )
1 ( ) ( , , ) ( ) ( , , )
( ) ( , , ) ( ) ( , , )r r
r
,out
sig sig
sig sig
(7)
with the reduced mass μr. According to the sigmoid function
fsig(r) the decelerating force Fdec(r, t) then converges to the
maximum force F0(t) for large values of r. As the wave packet is
slowed down F0(t) decreases until no friction is experienced by
the system. Accordingly, the decelerating potential Vdec(r, t)
ﬂattens until it vanishes.
The limit of our dynamic continuum ansatz is given by the
representability of the momentum distribution by its respective
expectation value for the considered process. The approach can
straightforwardly be extended to higher dimensions. However,
it should be noted that the decelerating potential Vdec(r1, r2, ...)
has to be the antiderivative of all the force functions
⎯ →⎯⎯⎯
F idec, (r1,r2...), with i being an enumerator for the number of
forces included in the model. This is fulﬁlled automatically as
long as the force functions along diﬀerent coordinates only
depend on that respective coordinate, i.e.,
⎯ →⎯⎯⎯
F idec, (r1, r2...) =
Fdec,i(rj) ⃗ej, with ⃗ej being the unit vector in the rj direction. Once
the forces become interdependent, this is not generally the case,
and there might not exist a single potential that accounts for all
the desired forces.
The dynamic continuum ansatz is suited for our example of
the photochemical bond cleavage of Ph2CH−PPh3+. The
quantum dynamical calculations without environment (see
Figure 2) have shown that the dominant direction of motion is
the r direction because its gradient is larger than the one along
ϕ. As shown in eq 4, the maximum force
⎯→
F0(t) along a
coordinate is proportional to the corresponding expectation
value of the velocity. Thus, the decelerating force in ϕ direction
is of minor importance, and we conﬁne the dynamic eﬀects of
the solvent to the r direction.
Figure 4. Nonadiabatic coupling matrix elements ⟨Ψ0|(∂)/(∂r)|Ψ1⟩ (top, left) and ⟨Ψ0|(∂)/(∂ϕ)|Ψ1⟩ (top, right) for the investigated CoIn in the
high-level system PhCH2−PH2Ph+. Potential energy surface of the ﬁrst excited state S1of Ph2CH−PPh3+ together with dissociating wave packets
propagated with the dynamic continuum ansatz (bottom, left). Three snapshots are taken at 170 fs (black isolines), 290 fs (white isolines) and 390 fs
(gray isolines) after starting the propagation in the FC region. In contrast to Figure 2, the wave packet is decelerated and reaches the CoIn with the
ground state. Product population of the ground state that was transferred through the CoIn and evolves toward longer bond length, leading to the
formation of Ph2CH
+ cations (bottom, right). The inlay shows the geometry of Ph2CH−PPh3+ at the CoIn.
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Figure 4 (bottom, left) shows the PES of the S1 state
together with three exemplary snapshots of the dissociating
wave packet under the inﬂuence of the environment. The
snapshots are taken at 170 fs (black isolines), 290 fs (white
isolines) and 390 fs (gray isolines) after starting the
propagation in the FC region. Compared to the dynamics
without solvent (see Figure 2) slight diﬀerences are already
observable for the wave packet at 170 fs (black). The dynamic
solvent eﬀect becomes more pronounced as the propagation
evolves. At 290 fs the wave packet has slowed down
signiﬁcantly along the r direction and starts moving under the
inﬂuence of the gradient toward the CoIn, which is close to the
global S1 minimum. Simultaneously, a broadening of the wave
packet is observed, as a minor part keeps a small momentum
toward the dissociation S1 channel, while the major part
approaches the CoIn. The CoIn is reached for the ﬁrst time at
390 fs.
In order to observe the population transfer through the
CoIn, we calculated the nonadiabatic coupling around the CoIn
optimized in the high-level system PhCH2−PH2Ph+ at the
CASSCF(10,10) level of theory.24 Figure 4 (top row) shows
the nonadiabatic coupling matrix elements ⟨Ψ0|(∂/∂r)|Ψ1⟩
(left) and ⟨Ψ0|(∂/∂ϕ)|Ψ1⟩ (right). ⟨Ψ0|(∂/∂r)|Ψ1⟩ is about 3
times larger than ⟨Ψ0|(∂/∂ϕ)|Ψ1⟩. Both matrix elements enter
into our adiabatic implementation of the quantum dynamics on
coupled PES.29 After coupling through the CoIn, we observe a
branching of the wave packet toward the ground state
minimum or toward the dissociation channel correlated to
the Ph2CH
+ formation. The increase in the Ph2CH
+ population
is depicted in Figure 4, bottom right. We observe a population
rise until about 500 fs, which compares well with the fast initial
rise of the Ph2CH
+ transient absorption signal on the
subpicosecond time scale.23 Geminate recombination as well
as diﬀusional separation occur on a longer time scale and could
be treated with an augmented Smoluchowski-type diﬀusion
method.3
In summary, we have shown that the dynamic eﬀects of the
solvent play a decisive role during the photochemical bond
cleavage process in diphenylmethyltriphenylphosphonium ions
(Ph2CH−PPh3+). We presented an ansatz that treats these
eﬀects in a continuum-like fashion within the quantum
mechanical formalism. The ansatz does not require ﬁtting of
parameters and solely relies on quantum mechanically and
dynamically evaluated quantities as well as on the exper-
imentally determined dynamic viscosity of the solvent. The
solvent cage decelerates the dissociating wave packet and gives
it the opportunity to follow the small gradient toward the CoIn
where the branching between diphenylmethyl radicals
(Ph2CH
•) radicals and Ph2CH
+ cations takes place. Only
with the solvent environment included is the passage through
the CoIn possible and the experimentally observed Ph2CH
+
cations are formed.
The presented dynamic continuum ansatz is general for any
bond cleavage process as the coordinate describing the
separation of two fragments is the most essential for this
important type of chemical reaction. Its range of application can
be extended further to the most general situation of wave
packet splitting along multiple reaction pathways. Specially
designed shape functions can ensure that the diverse solvent
eﬀects experienced along the individual reaction channels are
correctly reﬂected in the simulations. Typical examples are
small organic cyclic molecules, like cyclohexadiene, furane and
the DNA bases, where the excited state population can relax via
photophysical or photochemical channels exhibiting diﬀerent
velocities and structural changes. As long as the expectation
value of the momentum of the considered parts of the wave
packet is meaningful for the molecular process, the presented
dynamic continuum ansatz is applicable.
■ COMPUTATIONAL METHODS
The potential energy surface of Ph2CH−PPh3+ was calculated
with the “our own n-layered integrated molecular orbital and
molecular mechanics (ONIOM)” method. The thicker drawn
part of Ph2CH−PPh3+ in Figure 2 indicates the high-level
system calculated at the CASSCF(10,10) level of theory with
the program package Molpro;30 the thinner phenyl rings are
only contained in the low-level system. It is calculated at the
DFT (M06-2X) level of theory using Gaussian09.27 Through-
out all calculations, the basis set 6-31G(d) was employed. The
major relaxation processes along the dissociation coordinate r
are included in the PES. That is the change of the sp3 to sp2
hybridization at the C1 atom of the methyl group and the
rotation of the phenyl rings and bond length changes, which
come along with the lowering of the hybridization. The
nonadiabatic couplings were calculated analytically at the
CASSCF(10,10) level of theory for the optimized CoIn in
the high-level system PhCH2−PH2Ph+, and the projected
nonadiabatic coupling matrix elements were shifted to the point
of minimal energy diﬀerence between S1 and S0 on the
ONIOM potential at r = 2.9 Å and ϕ = 75°. An energetic
comparison of the critical points at the MS-CASPT2 level of
theory can be found in the SI. The energetic shifts are too small
to change the observed reaction channels and the derived
mechanism.
For the quantum dynamical simulations, a homemade
program was employed that solves the time-dependent
Schrödinger equation on a spatial grid using the Chebychev
propagation scheme31 and the G-matrix method for the kinetic
operator T̂32−34 (for details see SI). The vibrational ground
state wave function υ = 0 for the electronic ground state S0 was
placed on the S1 PES. It was shifted slightly to shorter C1−P
distance to ensure that the main part of the wave packet crosses
the barrier next to the FC region. This is necessary because the
minimal barrier24 is not included in the two-dimensional
coordinate space. To include it a third coordinate would be
needed, which would increase the simulation time drastically.
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Description of Molecular Surfaces. III. A New Algorithm for the
Computation of a Solvent-Excluding Surface. J. Comput. Chem. 1994,
15, 1127−1138.
(27) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci,
B.; Petersson, G. A. et al. Gaussian 09, revision A.02; Gaussian, Inc.:
Wallingford, CT, 2009.
(28) Kuchling, H. Taschenbuch der Physik, 20th ed.; Carl Hanser
Verlag: München, Germany, 2010.
(29) Hofmann, A.; de Vivie-Riedle, R. Adiabatic Approach for
Ultrafast Quantum Dynamics Mediated by Simultaneously Active
Conical Intersections. Chem. Phys. Lett. 2001, 346, 299−304.
(30) Werner, H.-J.; Knowles, P. J.; Knizia, G.; Manby, F. R.; Schütz,
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2.2 Explicit treatment of ultrafast processes using frozen solvent
arrangements
For some systems an implicit description of the solvent is not enough to capture essential influ-
ences of an inhomogeneous environment [159–162]. An example for this are collisions. While
the viscosity can describe deceleration, the statistic nature of the possible solvent arrangements
is not captured. This can be overcome by an explicit treatment of the solvent. One way to do
this in the study of ultrafast processes, is by using frozen solvent arrangements to represent the
reaction environment. The solvent arrangements can be generated by propagating the solute by
means of classical MD. Since each individual solvent arrangement can induce a certain outcome,
several simulations with different initial conditions of the solvent have to be performed. Once
enough arrangements are used, the averaged result of the reaction converges and an expected
outcome is obtained.
The article “Quantum Dynamics in an Explicit Solvent Environment: A Photochemical Bond
Cleavage Treated with a Combined QD/MD Approach” published in The Journal of Chemical
Theory and Computation illustrates this new QD/MD approach, again using the example of the
photodissociation of Ph2CH−PPh+3 [163]. The key points of the article are:
• The solvent potential Vˆsolv is included in the solute Hamiltonian Hˆ:
Hˆ = Tˆnuc + Vˆmol + Vˆsolv . (2.2)
Here Tˆnuc is the kinetic energy operator of the solute nuclei and Vˆmol the corresponding po-
tential energy surface. Vˆsolv is calculated by constructing a library of the potential interaction
energy Esf between each of the Nfrag solute fragments and a single solvent molecule in differ-
ent orientations. For each of the Nsolv solvent molecules of each snapshot, Esf is then looked
up and added to the total interaction energy. Vˆsolv is given by
Vˆsolv =
Nsolv∑
i=1
Nfrag∑
j=1
Esf
(
qij1 , q
ij
2 , q
ij
3 , . . . , q
ij
6
)
. (2.3)
The 6 coordinates qijk cover all possible orientations two objects in three-dimensional space
can have relative to each other. After evaluating their individual importance to the solvent
potential by means of a statistical analysis of MD data, the number of coordinates qijk is
reduced to achieve a feasible computation time.
• The QD/MD approach is applied to the photodissociation of Ph2CH−PPh+3 , which is shown
to have two limiting cases. In one, the solvent is in an arrangement that does not block dis-
sociative momentum, resulting in homolytic bond cleavage. In the other, the solvent blocks
dissociative momentum and Ph2CH−PPh+3 reaches the CoIn, resulting in the experimentally
observed heterolytic bond cleavage. Using 50 different solvent arrangements gives a con-
verged average of 83 % of the Ph2CH−PPh+3 reaching the CoIn and the other 17 % leading
to homolytic bond cleavage.
In the following, the article “Quantum Dynamics in an Explicit Solvent Environment: A
Photochemical Bond Cleavage Treated with a Combined QD/MD Approach” published in The
Journal of Chemical Theory and Computation is reprinted with permission from J. Chem. Theory
Comput. 11, 1987-1995 (2015); copyright 2015 American Chemical Society. For the explicit
solvent calculations here and throughout this thesis the program package Gromacs [164] was
used. The Supporting Information is reprinted in appendix B.
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ABSTRACT: In quantum chemistry methods to describe
environmental eﬀects on diﬀerent levels of complexity are
available in the common program packages. Electrostatic
eﬀects of a solvent for example can be included in an implicit
or explicit way. For chemical reactions with large structural
changes additional mechanical eﬀects come into play. Their
treatment within a quantum dynamical context is a major
challenge, especially when excited states are involved. Recently,
we introduced a method that realizes an implicit description.
Here, we present an approach combining quantum dynamics
and molecular dynamics. It explicitly incorporates the solvent environment, whereby the electrostatic as well as the dynamic
eﬀects are captured. This new method is demonstrated for the ultrafast photoinduced bond cleavage of
diphenylmethylphosphonium ions (Ph2CH−PPh3+), a common precursor to generate reactive carbocations in solution.
1. INTRODUCTION
Solvents are an important aspect of every day chemistry.1 While
they are often only the reaction medium and do not participate
directly in product formation, their electrostatic inﬂuence can
stabilize or destabilize certain reaction pathways depending on
the charge distribution along them.2,3 In addition, dynamic
eﬀects of the solvent environment can emerge.4,5 The solvent
molecules directly interact with the molecular motion of the
solute. In the case of ultrafast reactions like photochemical
bond cleavage, where strong changes of the molecular structure
occur, dynamic solvent eﬀects are particularly important. The
solute’s fragments, moving apart, push into the solvent cage,
and their initial motion is hindered. This can deviate their
motion along a path less blocked by solvent molecules, and
routes toward smaller energy gradients can come into play. In
this way, the dynamics of the molecular system are substantially
aﬀected by the forces induced by the solvent cage and hence by
its mechanical inﬂuence.
From a theoreticians point of view, the challenge is to treat
the dynamic solvent eﬀects during quantum dynamics (QD)
simulations of photoinduced processes. A solution to treat this
caging eﬀect within the quantum mechanical framework in a
continuum-like fashion was found recently.5 The approach uses
Stokes’ law and the dynamic viscosity of the solvent to include
the frictional force exerted on the molecular motion into the
QD simulations. It was shown that the deceleration due to the
environment is crucial for describing product formation during
the bond cleavage of Ph2CH−PPh3+. Another possibility for
investigating the dynamic eﬀect of the solvent environment is
to perform molecular dynamics (MD) simulations of the
reactant in a box of solvent molecules. For photoinduced bond
cleavage in ICN, parametrized potentials are available to
simulate the excited state dynamics and to compare the gas
phase with the behavior in diﬀerent ﬂuids, e.g., Xe,6 Ar,7,8 or
H2O.
9 Moskun et al. derived a microscopic picture of the
rotational deceleration of CN• radicals after photochemical
bond cleavage in liquid Ar by comparing classical MD
simulations and transient pump−probe anisotropy measure-
ments.10
Here, we present a new method that includes an explicit,
atomistically modeled solvent environment in QD simulations
on quantum chemical potential surfaces. The method is
demonstrated for QD on a regular grid, which oﬀers high
ﬂexibility in its applications. We use the photoinduced bond
cleavage of Ph2CH−PPh3+ as an example. The selected solvent,
acetonitrile (MeCN), does not react with the solute or its
photoproducts. MD simulations are used to evaluate the
solvent environment and to deduce the minimum number of
coordinates required to describe the interaction between
solvent and solute by means of a statistical analysis. The
resulting solute solvent interaction energy is then calculated for
each point of the ab initio potentials based on a quantum
chemically precalculated database. Quantum dynamics are
performed for many solvent arrangements, and their average
leads to the overall picture of the bond cleavage.
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This article is structured as follows: The description of our
new QD/MD approach and the statistical rating of the
coordinates for the solute solvent interaction are given in
Section 2. This is followed by a brief summary of the
computational details of the calculations (Section 3). The
application of the QD/MD method to the photochemical bond
cleavage of Ph2CH−PPh3+ and the discussion of the results are
presented in Section 4.
2. INCLUDING THE EXPLICIT ENVIRONMENT INTO
QUANTUM DYNAMICS
2.1. Calculation of the Solvent Potential. Our new QD/
MD approach combines QD with an atomistic modeling of the
solvent environment. The surrounding of the reactant enters
the QD via an additional potential term V̂solv in the
Hamiltonian, comparable to the dynamic continuum ansatz.5
V̂solv contains the interaction energy between the reactant and
its ambient solvent molecules. Thus, the Hamiltonian Ĥ
encompasses the operators for the kinetic energy of the nuclei
(T̂nuc), the molecular potential energy (V̂mol), and the solvent
potential (V̂solv)
̂ = ̂ + ̂ + ̂
= ̂ + ̂
H T V V
T V
nuc mol solv
nuc tot (1)
The sum of V̂mol and V̂solv is the total potential V̂tot. The time
evolution of the wave function Ψ of the system is described by
the time-dependent Schrödinger equation
ℏ ∂
∂
Ψ = ̂ + ̂ + ̂ Ψi
t
T V V( )nuc mol solv (2)
The solvent potential V̂solv is the sum of all individual
interaction energies Esf between the Nsolv solvent molecules and
the reactant described by the wave function Ψ. Consistent with
a standard force ﬁeld, V̂solv is described by two-body
interactions. The reactant is partitioned into Nfrag fragments,
which, approximately, do not change their shape during the
process. They are chosen to reﬂect the chemistry of the system,
which means separation or reordering of the fragments model
the major structural changes during the reaction. Each fragment
contributes to V̂solv
∑ ∑̂ =
= =
V E q q q q( , , , ..., )
i
N
j
N
ij ij ij ij
solv
1 1
sf 1 2 3 6
solv frag
(3)
Esf depends on the relative orientation of the considered pair of
solvent molecule i and fragment j and is a function of six
degrees of freedom qn
ij with n ∈ {1, 2, ..., 6}, i.e., one distance
and ﬁve angular coordinates (Figure 1). This is the number
necessary to describe the relative orientation of two three-
dimensional objects in a three-dimensional space. Each object
requires three noncollinear rotational axes (RA1, RA2, RA3 and
RB1, RB2, RB3) which can be chosen arbitrarily. If one axis of
each object is collinear with the connecting vector between
both centers of mass, which is the case for RA2 and RB2 in
Figure 1, then one redundant degree of freedom can be
removed. In addition, the distance between the centers of mass
is necessary. Thus, altogether, six degrees of freedom fully
describe the relative orientation of the solvent molecule i and
the fragment j and constitute the orientation space.
The potential landscape for the arrangement of the solvent
environment around a solute is very ﬂat and has a large number
of energetically accessible regions around local minima at room
temperature. This makes it nearly impossible to optimize a
representative number of conﬁgurations around a medium-
sized molecule. A convenient way to cover the thermodynami-
cally accessible conﬁguration space is to perform MD
simulations of the reactant in a box of solvent molecules.
From these, a suﬃciently large number of snapshots along the
trajectories represents the surrounding solvent. The MD
simulations should be carried out for the reactant in its
electronic ground state. This is also reasonable for the initial
setting of the excited state dynamics, especially if ultrashort
laser pulses are used for excitation. On this time scale, the
nuclei of the solvent molecules cannot react to the electronic
changes of the solute.11,12 For each snapshot of the MD
trajectories, the solvent potential Vsolv has to be calculated,
which is then used for a QD simulation. In addition, the QD
simulations require the potential energy surfaces Vmol of the
reactant, which are set up on a grid of selected coordinates. The
Hamiltonian in eq 1 allows the setup in full dimensions; in our
working example, we will follow the reaction in specially
designed reactive coordinates ξi. For each grid point, the
interaction energy Esf between reactant and solvent molecules is
evaluated in the six-dimensional orientation space by reading
the current structure of the reactant and placing it at the
respective position in the solvent box for the given snapshot
(Figure 2). To include not only the steric, i.e., mechanical, but
also electrostatic eﬀects of the solvent, Esf is calculated quantum
chemically. The sum of all Esf yields the solvent potential Vsolv
for this grid point (eq 3). This procedure is repeated for the
whole grid, leading to a Vsolv mapped to the coordinate space of
the potential energy surface Vmol. The sum of both yields the
total potential Vtot for the reaction in solution. To permit the
quantum chemical calculation of Esf, we precalculate the
interaction between the reactant and one solvent molecule
for all possible relative orientations on a regular space grid in
the six-dimensional orientation space. The energy for any
arbitrary orientation is then obtained by interpolation.
The QD calculations are carried out on all thus-constructed
Vtot individually. The average of all QD simulations reﬂects the
impact of the solvent surrounding on the investigated process.
It is calculated by summation of the absolute squares of the
propagated wave functions Ψi using the diﬀerent solvent
potentials of the Nsnap snapshots
∑|Ψ | = |Ψ|
=N
1
i
N
iav
2
snap 1
2
snap
(4)
An important issue to consider is the ratio of the time scales
for the motion of the reactant and the motion of the solvent
Figure 1. Illustration of the coordinates necessary to describe the
relative orientation of two three-dimensional objects in three-
dimensional space. One of the two rotational axis, RA2 and RB2, can
be left out if they are collinear with the connecting vector of both
objects. Altogether, six degrees of freedom describe the relative
orientation of both objects.
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molecules. In general, three diﬀerent scenarios are possible:
Either the molecular reaction is much faster than the motion of
the solvent molecules or vice versa or the dynamics of both
systems happens on a comparable time scale. In the ﬁrst two
cases, one can take advantage of the separation of time scales.
In case one, the position of the solvent molecules at the
beginning of the molecular reaction is decisive for the whole
process and, as a ﬁrst approximation, the solvent motion is
negligible. This is the case for ultrafast photoinduced processes
on the hundreds of femtoseconds time scale, like photo-
chemical bond cleavage5,13−15 or photoisomerization.16,17 In
the second case, one can average over the solvent dynamics.
Thus, only one solvent potential Vsolv is experienced by the
reactant. In the third case, when both dynamics are comparably
fast, no separation of time scales is possible and both systems
have to be propagated in parallel. An example for this case are
vibrationally mediated processes involving ladder climbing18,19
or bimolecular processes in the ground state.20
2.2. Evaluating the Coordinates Relevant for the
Relative Orientation of Solvent and Fragment. The MD
simulations can be used not only to take the snapshots needed
for a statistical solvent description but also to facilitate rating
the ﬁve rotational axes with regard to their importance for the
interaction energy Esf. The decisive criterion for their rating is
the standard deviation σqn of the probability distribution of Esf
for each coordinate qn. The larger σqn, the more important is the
coordinate qn. Note that the standard deviation depends on the
temperature T, as each MD simulation sketches a Boltzmann
distribution. Thus, the obtained rating is valid only for the given
temperature T.
The standard deviation σqn for a chosen coordinate qn can be
calculated starting from the empirical distribution function
Fm(qn) for a random sample of m elements
21
∑= ≤
=
F q
m
q q( )
1
1{ }m n
i
m
ni n
1 (5)
with qni being the coordinate values from the random sample.
Fm(qn) is the fraction of the m elements of the sample that fulﬁll
the condition qni ≤ qn. For the case of an inﬁnite sample size,
the derivative of Fm(qn) is the probability distribution P(qn)
= ∂
∂
P q
q
F q( ) ( )n
n
m n
(6)
With the integral ∫ q0
q0+ΔqP(qn) dqn, the probability for qn to take
a value within the interval [q0; q0 + Δq] can be evaluated. The
probability distribution P(qn) is Boltzmann distributed, as it is
extracted from an MD simulation at a particular temperature T
= −
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟P q Z
E q
k T
( )
1
exp
( )
n
q
nsf
Bn (7)
with 1/Zqn being the normalization factor and Zqn the canonical
partition function. The usual degeneracy factor is not present in
eq 7 because, ﬁrst, it is already included due to the explicit
dependence of Esf on the coordinate qn, which compensates for
orientations with the same Esf value. Second, all coordinate-
dependent degeneracies can be removed beforehand by
ensuring that each orientation is uniquely deﬁned in the
orientation space. To obtain Esf(qn), we take the logarithm of
eq 7. As for the coordinate rating, we are interested only in the
relative variation of Esf(qn) along qn and not in the absolute
values, the expression can be simpliﬁed by shifting Esf(qn) by
ln(Zqn) kBT
′ = +
= −
E q E q Z k T
P q k T
( ) ( ) ln( )
ln( ( ))
n n q
n
sf sf B
B
n
(8)
Equation 8 provides an elegant way to obtain the potential
landscape for the interaction energy Esf′ (qn) from the MD
simulation without explicit calculation. The accessibility of the
diﬀerent energy states depends on the temperature. Thus, the
next step is the transformation of Esf′ (qn) into the probability
distribution P(Esf′ ). The probability that a speciﬁc energy state is
occupied is given by the Boltzmann distribution, where the
density of states n(Esf′ ) takes the place of the degeneracy factor
′ = − ′ ′
′
⎛
⎝⎜
⎞
⎠⎟P E Z
E
k T
n E( )
1
exp ( )
E
sf
sf
B
sf
sf (9)
with ZEsf′ being the canonical partition function. The density of
states is the sum of the reciprocal absolute gradients of Esf′ (qn)
at all values of qn for which Esf′ (qn) =Esf′ multiplied by N(qn)
∑′ = ∂ ′∂′ = ′
−
n E
E q
q
N q( )
( )
( )
E q E
n
n
nsf
( )
sf
1
nsf sf (10)
N(qn) is a coordinate-dependent degeneracy factor. For the
spherical coordinates, as used here to describe the relative
Figure 2. Flowchart visualizing the procedure to calculate the solvent potential Vsolv based on the reactive coordinates ξi of the ab initio molecular
potential Vmol. For all combinations of ξ1 and ξ2, a solute molecule is placed into the cavity in the solvent box, the relative orientation between the
solvent molecules and the fragments is evaluated, and Esf is interpolated via the quantum chemical database. Finally, all Esf are summed for each (ξ1,
ξ2) to yield Vsolv, which is then added to Vmol. The resulting Vtot is used for the QD simulations.
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orientation between the fragments and the solvent, the factor
takes into account the diﬀerent accessible surface areas of a
sphere depending on the polar angle.
Figure 3a shows an exemplary probability distribution P(qn)
along an angular coordinate qn. Following eq 8, we extract the
underlying Esf′ (qn) (Figure 3b). As expected, the maxima in
P(qn) correspond to minima in Esf′ (qn). The probability
distribution P(Esf′ ) is calculated from eq 9 and depicted in
Figure 3c. It shows the typical structure of a density of states.
The stationary points of Esf′ (qn) lead to the poles of P(Esf′ ) due
to the reciprocal absolute gradient in eq 10. The broader the
energy range of P(Esf′ ), the larger the standard deviation σqn
gets. In Figure 3c, the most relevant range is from 1 × 103 to
2.2 × 103 au. With the expectation value of the energy ′Esf
∫′ = ′ · ′ ′
−∞
∞
E E P E E( ) dsf sf sf sf (11)
ﬁnally, the standard deviation σqn can be calculated as the square
root of the variance Var(Esf′ )
∫σ = ′ = ′ − ′ ′ ′
−∞
∞
E E E P E EVar( ) ( ) ( ) dq sf sf sf
2
sf sfn (12)
3. COMPUTATIONAL DETAILS
For all MD simulations, the program package Gromacs22,23
(version 3.3.2) was used. The solute Ph2CH−PPh3+ was
described by the all-atom version of the OPLS (optimized
potentials for liquid simulations) force ﬁeld.24 The atomic
charges were determined quantum chemically (DFT, M06-2X,
6-31G(d)) with the program package Gaussian09.25 For the
liquid MeCN, force ﬁeld parameters developed by Edwards et
al.26 were used that reproduced the viscosity of MeCN well.27
We used a cubic simulation box with an edge length of 40 Å
containing 709 MeCN molecules. The time evolution was
calculated using a time step of 1 fs. The temperature was kept
constant at 298 K by a Berendsen thermostat. After propagating
the system for 10 ps while monitoring the temperature to
ensure successful equilibration, snapshots were taken every 200
fs.
The interaction energy Esf between a fragment and a MeCN
molecule was evaluated quantum-chemically at the DFT (M06-
2X, 6-31G(d)) level of theory with the program package
Gaussian09.25 The molecular potential V̂mol of Ph2CH−PPh3+
was calculated with the our own n-layered integrated molecular
orbital and molecular mechanics (ONIOM) method.28−30 The
high-level system (thicker drawn part of Ph2CH−PPh3+ in
Figure 4, top) was calculated at the CASSCF(10,10) level of
theory with the program package Molpro;31 the low-level
system additionally contains the thinner phenyl rings and is
calculated at the DFT (M06-2X) level of theory using
Gaussian09.25 Throughout all calculations, the basis set 6-
31G(d) was employed. This approach was already employed
and tested in ref 5. The coordinates for the quantum dynamical
calculations are the C1−P distance r and the angle ϕ between
the atoms P, C1, and the dummy atom X, which is introduced
to ensure that the conical intersection (CoIn) lies in the
coordinate space. Along the dissociation coordinate r, which
describes the distance between the phosphorus atom P and the
carbon atom C1 (Figure 4, top), the potential energy surface
accounts for the major relaxation processes. Those are given by
the lowering of the hybridization from sp3 to sp2 at the C1
atom of the methyl group as well as the rotation of the phenyl
rings and bond length changes.
The quantum dynamical simulations were carried out by a
homemade program that solves the time-dependent Schrö-
dinger equation on a spatial grid using the Chebychev
propagation scheme32 and the G-matrix method for the kinetic
operator T̂33−35 (for details, see the Supporting Information).
At the beginning of the propagation, the vibrational ground
state wave function v = 0 of the electronic ground state S0 was
placed on the S1 state. It was shifted slightly to a shorter C1−P
distance to ensure that the main part of the wave packet crosses
the barrier next to the Franck−Condon (FC) region in the gas
phase. This is necessary because the two-dimensional
coordinate space does not include the minimal barrier.36 To
include it, a third coordinate would be required, which would
lead to an enormous increase in the simulation time.
Figure 3. (a) Probability distribution P(qn) along an angular
coordinate qn. (b) Esf′ (qn) along qn calculated from P(qn) at a
temperature of T = 298 K according to eq 8. As expected, the maxima
in the probability distribution P(qn) correspond to minima in Esf′ (qn).
(c) Probability distribution for the energy P(Esf′ ) resulting from Esf′ (qn)
depicted in (b) at T = 298 K determined according to eq 9.
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4. BOND CLEAVAGE OF PH2CH−PPH3+ IN AN
EXPLICIT SOLVENT ENVIRONMENT
Our interest lies in the photochemistry of medium-sized
organic molecules, in particular in photoinduced dissociative
processes. A well-suited example for the signiﬁcance of the
dynamic solvent eﬀect is the bond cleavage of Ph2CH−PPh3+ in
MeCN4,5 for which we apply our new QD/MD approach. Salts
like Ph2CH−PPh3+X− are common precursors for the
generation of diphenylmethyl cations (Ph2CH
+) as intermedi-
ates in polar and moderately polar solvents (Figure 4).37
Ultrafast broadband transient absorption experiments revealed
that almost exclusively diphenylmethyl cations are formed if the
counterion X− is nonoxidizable (e.g., BF4
− or SbF6
−).38
Quantum chemical investigations showed that after a local
π−π*excitation on the PPh3 moiety the C1−P bond cleavage
can take place by crossing a small barrier in the ﬁrst excited
state S1.
36 In the dissociation limit, the S1 state leads to the
formation of a radical pair Ph2CH
• and PPh3
•+ (homolytic
bond cleavage), whereas in the ground state S0, the desired
Ph2CH
+ cations and PPh3 are generated (heterolytic bond
cleavage). QD simulations clariﬁed that for the bond cleavage
in Ph2CH−PPh3+ ions the dynamic solvent eﬀect is essential.
By including the frictional force of the solvent implicitly, we
were able to explain the experimentally observed initial product
formation on the several hundreds of femtoseconds time
scale.4,5,38 The applied dynamic continuum ansatz combines
Stokes’ law with the dynamic viscosity of the solvent to model
the deceleration by the solvent cage.5 This enables the system
to reach a CoIn, which connects both product channels and
allows the fast generation of Ph2CH
+ cations.5
The presented QD/MD approach goes one step further and
includes an atomistic modeling of the solvent cage. Here, the
MeCN solvent cage is obtained from MD simulations, during
which the methyl group of MeCN is treated as a united atom.26
If the bending is neglected, then MeCN can be treated as linear.
One advantage of this simpliﬁcation is that the number of
coordinates in the orientation space can be reduced to ﬁve if
one of the rotational axes of MeCN is selected to be collinear
with the molecular axis. During the QD calculations, the
positions of the solvent molecules around the solute Ph2CH−
PPh3
+ are frozen, as in scenario one (introduced in Section
2.1). This is legitimized by the fact that the bond cleavage takes
place within 200−300 fs and is faster than the motion of the
solvent molecules in the thermodynamic equilibrium. Thus, the
initially experienced solvent potential Vsolv is crucial for the time
evolution of the wave packet, although the shape of the solvent
cage will change during the reaction process.
The ﬁve coordinates |→|rsf , αs, αf, βs, and βf to describe Esf in
the orientation space are presented in Figure 5. |→|rsf is the
length of the connecting vector between the center of mass of
MeCN and the central atom of the two fragments: the P atom
in the case of PPh3 and the methyl C atom for Ph2CH. The
remaining four coordinates are angles describing the rotation of
the fragment (αf, βf) and of the solvent (αs, βs). In detail, αf
speciﬁes the angle between →rsf and the normal vector ⃗n of the
plane (green triangle) deﬁned by the three C atoms attached to
the P atom. It is deﬁned in the interval [0;π]. βf characterizes
the rotation of the PPh3 fragment around ⃗n . To this, we use the
auxiliary vector ⃗f , which points from the P atom to one C
atom. βf is then deﬁned as the angle (counterclockwise)
between the projections of the vectors →rsf and ⃗f into the
Figure 4. Reaction scheme for the photochemical bond cleavage in
diphenylmethyltriphenylphosphonium ions Ph2CH−PPh3+. The
ground state has heterolytic dissociation character, leading to
Ph2CH
+ and PPh3 as photoproducts; the character of the ﬁrst and
second excited state is homolytic, generating Ph2CH
• and PPh3
•+. The
optimized geometry of Ph2CH−PPh3+ is depicted at the top. The
potential energy surface used in the quantum dynamical simulations is
calculated at the ONIOM level of theory. The high-level system
PhCH2−PH2Ph+ of the ONIOM calculations contains the thicker
drawn part of Ph2CH−PPh3+; in the low-level system Ph2CH−PPh3+,
the thinner drawn phenyl rings are taken into account additionally.
The coordinates for the quantum dynamical calculations are the C1−P
distance r and the angle ϕ between the atoms P, C1, and the dummy
atom X, which is introduced to ensure that the CoIn lies in the
coordinate space.
Figure 5. Deﬁnition of the ﬁve coordinates rsf, αs, αf, βs, and βf
describing the relative orientation of one MeCN and the PPh3 moiety.
For the sake of simplicity, only the C atoms of the phenyl rings that
are bound to the P atom are shown; the remaining atoms are omitted.
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C−C−C plane. The angle βf takes values between [0;2π[. αs is
the angle between →rsf and the vector ⃗s , which points from the
center of mass of MeCN to its methyl group. The angle αs is
deﬁned in the interval [0;π]. βs indicates the rotation of MeCN
around →rsf and is deﬁned in the interval [0;2π[. It is calculated
projecting the vectors ⃗s and ⃗n into a plane perpendicular to→rsf .
The angle between these projected vectors (again in counter-
clockwise direction) is βs. For the second fragment, Ph2CH,
generated in the bond cleavage, the methyl C atom replaces the
P atom and one atom of the C−C−C plane is exchanged by the
H atom. The selected coordinates are orthogonal and guarantee
that each position in the orientation space is uniquely deﬁned
by one coordinate quintuple.
In the next step, the importance of the ﬁve coordinates for
the interaction energy Esf has to be evaluated. The signiﬁcance
of the distance coordinate is obvious; the rating of the four
angular coordinates has to be determined according to the
standard deviations σqn. For this, 2500 snapshots along MD
trajectories were analyzed. The orientations of all MeCN
molecules with a maximum distance of 8.0 Å between the two
nearest atoms of the fragment and the solvent molecule were
calculated. Beyond 8.0 Å, no inﬂuence of the structure of the
solute on the solvent orientation was observed. As Esf depends
on all ﬁve coordinates, orientational eﬀects along one
coordinate can be compensated by another one. This happens
when the preferred value for one coordinate depends
systematically on the value of one or more other coordinates.
To ensure that no compensation of orientations occurs for the
tested coordinate, we divided the interval of the remaining
angular coordinates in half and compared the shape of the
obtained probability distributions P(qn) of both parts with each
other and the initial shape. If they are similar enough, then no
further dividing is necessary; if they are not, then the procedure
is repeated for both halves. When convergence of the shape is
reached in step i, the (i − 1)th partitioning is used to calculate
the m related standard deviations σqn
j for the m resulting
intervals with j ∈ {1, 2, ..., m}. The standard deviation σqn for
the whole domain of deﬁnition is calculated via the average of
the variances (σqn
j )2 weighted by the proportion of elements Nj/
N0 in the interval j according to
∑σ σ=
=
N
N
( )q
j
m
j
q
j
1 0
2
n n
(13)
where Nj is the number of elements in the interval j and N0 =
∑j = 1m Nj (for details, see the Supporting Information). As the
probability distributions are quite noisy, a comparison of the
raw data is diﬃcult. Thus, P(qn) was smoothed by applying a
low-pass Butterworth ﬁlter before being normalized. Addition-
ally, we calculated the integral of the absolute diﬀerence of the
normalized probability distributions to check that the absolute
deviations are not too large. All values were below 12% (for
details, see the Supporting Information).
The values of the standard deviations σqn along the four
angular coordinates calculated following eq 13 are given in
Table 1. Their values are between 7.21 × 10−5 and 2.71 × 10−4
au. In general, the ones for the PPh3 moiety are slightly larger
than the ones for Ph2CH. This could be due to the less
sterically demanding H atom that replaces one phenyl ring,
which leads to a ﬂatter potential around the H atom and thus
reduces the standard deviation in the probability distributions
P(Esf). We carefully checked the inﬂuence of the ﬁltering
process on the values of σqn. They change slightly, but the
observed trends are fairly robust.
For the PPh3 moiety, σβs has the smallest value. The other
values are at least twice as large; the largest one is observed for
σβf. A similar picture is obtained for the Ph2CH moiety. Here
also, σβs has the smallest value. Since for both fragments σβs has
the smallest value, βs is the least important coordinate for the
interaction energy Esf. As the Esf values entering the QD
simulations are evaluated quantum chemically, the reduction of
its degrees of freedom from n = 5 to n = 4 leads to a signiﬁcant
reduction in computational time. Thus, the solvent potential
V̂solv(r,ϕ) is approximated as
∑ ∑
ϕ
ϕ α ϕ α ϕ β ϕ
̂
=
⎯→⎯
= =
⎛
⎝⎜
⎞
⎠⎟
V r
E r r r r r
( , )
( , ) , ( , ), ( , ), ( , )
i
N
j
ij ij ij ij
solv
1 1
2
sf sf s f f
solv
(14)
We calculated Vsolv(r,ϕ) for 50 snapshots of the MD
trajectories with a time interval of 200 fs between the snapshots
and simulated the bond cleavage process quantum dynamically
for each of the obtained Vtot. For reference, we show the
molecular potential Vmol(r,ϕ) of the ﬁrst excited state S1
without any solvent inﬂuence in Figure 6. The FC point is
located at a C1−P distance of r = 1.87 Å and a P−C1−X angle
of ϕ = 125°, the S0/S1 CoIn at r = 2.9 Å and ϕ = 75°,
5 and the
global S1 minimum next to the S0/S1 CoIn.
The left column of Figure 7 depicts two selected MD
snapshots. The solute Ph2CH−PPh3+ is drawn in a space-ﬁlling
representation; the MeCN solvent molecules are shown in a
ball and stick representation. The white ball represents the
Table 1. Standard Deviation σqn of the Interaction Energy
between the Molecular Fragment and MeCN along the Four
Angular Coordinates αs, βs, αf, and βf
fragment σαs (au) σβs (au) σαf (au) σβf (au)
PPh3 1.58 × 10
−4 7.61 × 10−5 1.62 × 10−4 2.71 × 10−4
Ph2CH 1.28 × 10
−4 7.21 × 10−5 1.03 × 10−4 1.34 × 10−4
Figure 6. Molecular potential Vmol of the ﬁrst excited state S1 of
Ph2CH−PPh3+ calculated at the ONIOM (CASSCF(10,10)/M06-2X/
6-31G(d)) level of theory. The potential is shown up to a C1−P
distance of r = 8.0 Å to clarify that Vmol has no barrier along the r
direction.
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methyl group, the gray one the C atom and the blue one the N
atom. The right column of Figure 7 shows the total potential
Vtot of the ﬁrst excited state S1 for the depicted solvent
arrangements together with three snapshots from the wave
packet evolution. The snapshots in Figure 7a are taken at 90 fs
(black isolines), 180 fs (white isolines), and 240 fs (gray
isolines), and in Figure 7b, at 90 fs (black isolines), 160 fs
(white isolines), and 240 fs (gray isolines) after starting the
propagation in the FC region of the S1 state.
First, we focus on the two resulting Vtot, which exhibit
signiﬁcant diﬀerences in their topography. The solvent
potential generates a barrier at large C1−P distances of
approximately r = 3.5 Å, where the dissociating fragments
approach the solvent cage. This leads to the steep rise of the
total potential, which is not present in the purely molecular
potential Vmol (Figure 6). The ﬁrst Vtot (Figure 7a, right) has
one valley pointing toward the CoIn. In contrast, the second
Vtot (Figure 7b, right) oﬀers two reaction channels. One points
toward the CoIn, and the other one leads away from the CoIn.
These examples represent the two limiting cases found in the
50 snapshots taken from the MD trajectories. The ﬁrst case
occurs about two times more often than the second.
The quantum dynamics of the bond cleavage is visualized by
the selected snapshots from the wave packet propagation. In
Figure 7a, the wave packet leaves the FC area about 90 fs after
the propagation has been started (black isolines). Subsequently,
it hits the potential barrier of the solvent cage at about r = 3.7 Å
and ϕ = 100° (white isolines). Then, it evolves toward the
CoIn and oscillates back and forth around the global minimum
of Vtot. The time evolution of the wave packet in the second
solvent arrangement (Figure 7b) diﬀers fundamentally. After 90
fs, a part of the wave packet crosses the barrier in the FC region
and moves toward a larger C1−P distance (black isolines).
Compared to the propagation in Figure 7a, a signiﬁcant fraction
stays in the FC minimum. The part overcoming the barrier
already reveals a splitting toward the two reaction channels. At
160 fs, the branching of the wave packet is completed (white
isolines). The upper fraction moves toward larger ϕ values and
dissociates in the ﬁrst excited state, leading to the formation of
radicals (gray isolines). The lower part hits the potential barrier
at around r = 4.0 Å and ϕ = 90° and is guided toward the CoIn
with the ground state.
The two examples demonstrate the importance of the
individual arrangement of the solvent cage. It has a signiﬁcant
impact on the direction in which the wave packet evolves and
whether a splitting occurs. The second reaction channel opens
when no solvent molecules hinder the motion of the reactant
along that channel. This situation can be captured only by a
microscopic description of the solvent environment, as
provided by our QD/MD ansatz.
For an overall picture of the bond cleavage, we averaged the
wave packet propagations for the 50 diﬀerent environments
according to eq 4. As we found convergence in the population
dynamics, 50 snapshots proved to be a suﬃciently large number
(for details, see the Supporting Information). To analyze the
population distribution, we separated the two-dimensional
Figure 7. Two selected snapshots of Ph2CH−PPh3+ in a box of MeCN taken from the MD simulation (left column). The solute Ph2CH−PPh3+ is
drawn in a space-ﬁlling representation; the MeCN solvent molecules are shown in a ball and stick representation. The white ball represents the
methyl group, the gray one the C atom and the blue one the N atom. The corresponding total potentials Vtot(r,ϕ) are depicted in the right column
together with three snapshots of the propagated wave packets. For (a), they are taken at 90 fs (black isolines), 180 fs (white isolines), and 240 fs
(gray isolines), and for (b), at 90 fs (black isolines), 160 fs (white isolines), and 240 fs (gray isolines) after starting the propagation in the FC region.
In the total potential Vtot shown in (a), the whole wave packet explores the channel toward the global minimum and oscillates around the CoIn. In
contrast, the wave packet in Vtot depicted in (b) splits and explores both oﬀered dissociation pathways.
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potentials in three areas. They correspond to the FC region (r
≤ 2.1 Å and ϕ > 105°; gray rectangle in the inset of Figure 8),
the dissociation channel in the S1 state (r > 2.1 Å and ϕ > 105°;
blue rectangle), and the area around the CoIn (ϕ ≤ 105°; red
rectangle). To start the propagation, the vibrational ground
state wave function v = 0 is transferred to the S1 state.
Accordingly, the population in the FC region is one at t = 0 fs
(black line). Within the ﬁrst 70 fs, 30% of the population leave
the FC region with an initial momentum along the r direction,
observable in the sudden increase of population in the S1
dissociation channel (blue line). At about 100 fs, the averaged
wave packet is deﬂected toward the CoIn. Correspondingly, the
population now increases in this area (red line). This increase
continues moderately while the S1 dissociation channel stays
constant. After 1200 fs, the population is distributed as follows:
40% is still located in the FC region, 10% dissociated in the ﬁrst
excited state, and 50% reached the CoIn, from where the
population can relax to the ground state5,36 to form the
experimentally observed Ph2CH
+ cations. The explicit treat-
ment of the solvent provides a passage toward the CoIn similar
to the results from the dynamic continuum ansatz.5
Furthermore, it captures the individual arrangements of the
solvent cage and, based on this, reveals the formation of
diﬀerent reaction channels.
5. SUMMARY AND CONCLUSIONS
We presented our newly developed QD/MD method to
include the explicit solvent environment in reactive QD
simulations. The method merges MD simulations of the
reactant in a box of solvent molecules with QD calculations of
the reactant’s dynamics. The interaction between the QD
system and the solvent molecules is incorporated in the
Hamiltonian for the QD calculations. The interaction energy Esf
between the reactant and a solvent molecule depends on their
relative orientation, which, in general, can be described by six
degrees of freedom qn with n ∈ {1, 2, ..., 6} in the orientation
space. We showed that MD trajectories also provide the
necessary information to calculate the standard deviation σqn of
the interaction energy Esf(qn) as a decisive criterion for rating
the coordinates qn. With this procedure, the least relevant
degrees of freedom can be eliminated to reduce the
computational cost for the precalculation of the quantum
chemical database.
To demonstrate the impact of the solvent cage treated
explicitly with our new QD/MD approach, we chose the
photoinduced bond cleavage of Ph2CH−PPh3+. It has been
shown that consideration of dynamic solvent eﬀects during the
quantum dynamical simulation of the process is crucial to
explain the experimentally observed heterolytic bond cleavage
generating Ph2CH
+ cations.5,38 We performed MD simulations
of one Ph2CH−PPh3+ in a box of MeCN. The rating of the
coordinates in the orientation space led to four necessary
coordinates: the distance coordinate rsf and three angular
coordinates αs, αf, and βf. With them, we calculated the solvent
potential Vsolv(r,ϕ) for 50 snapshots of the MD simulations and
performed QD simulations for each of the obtained total
potentials Vtot(r,ϕ). The solvent cage hinders the free
dissociation in the S1 state. In the microscopic description,
two diﬀerent dissociation channels emerged. One leads to
dissociation in the S1 state and homolytic bond cleavage, and
the other one leads to a S0/S1 CoIn, where the system can relax
to the ground state, which has heterolytic dissociation
character. The average over all QD simulations gives the
overall picture of the photoinduced bond cleavage. 83% of the
excited state population that leaves the FC region approaches
the CoIn, where the formation of Ph2CH
+ cations can take
place. The remaining 17% pass through the second dissociation
channel of the homolytic bond cleavage. Thus, our new QD/
MD approach provides a passage toward the CoIn similar to
the results from the dynamic continuum ansatz5 and explains
the experimental observations for the initial product
formation.38 Compared to the dynamic continuum ansatz, it
goes one step further and gives a more detailed microscopic
picture of the whole process. It allows for the description of
diﬀerent reaction channels reﬂecting the individual arrange-
ments of the solvent cage. Furthermore, the ﬂexibility of the
solvent cage with temperature and solvent composition can be
modeled.
The presented results demonstrate encouragingly that a
combination of MD and QD simulations is an appropriate tool
to describe photoinduced ultrafast molecular processes in a
complex environment. The next step for future development is
the inclusion of the feedback of the QD system on the motion
of the classically treated solvent molecules. This will further
broaden the application range to reactions where the dynamics
of the reactant and solvent are on a comparable time scale.
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Figure 8. Population dynamics for the QD simulation of the bond
cleavage of Ph2CH−PPh3+ averaged over 50 diﬀerent solvent
arrangements taken from MD trajectories. The population in the FC
region (black line) is located in the gray rectangle in the inset, the
population in the S1 dissociation area (blue line) in the blue rectangle,
and the population around the CoIn (red line) in the red rectangle.
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2.3 Explicit description of solvents using a quantum-classical
TDSCF approach
If processes of more similar timescales for solute and solvent are studied, the use of frozen solvent
arrangements misses important effects. This can be seen in collisions, where the reaction of a
solvent molecule influences the solute’s motion. Coupling the time evolution of the solvent to
the time evolution of the solute offers a general improvement.
For this, a quantum-classical TDSCF [130–133] can be used. Here, the time evolution of
the solute is treated using QD and the evolution of the solvent using classical mechanics. The
interaction between the two subsystems is contained in their respective potential energies on the
other system or the corresponding forces. For grid based QD, an illustration can be seen in
fig. 2.2. Regarding the classical system (fig. 2.2.a), the potential energy or force acting on it
due to the solute is weighted using the probability density |Ψ|2 of the solute at each grid point,
effectively using an expectation value. For the quantum system (fig. 2.2.b), at each point on
its grid the potential energy to every solvent molecule is calculated and is added to the solutes
internal PES.
Figure 2.2: Schematic overview of the interactions between the quantum and classical subsystem.
a) shows the weighted forces acting on the classical particles and b) shows the influences of four
classical particles on the PES of the quantum system. The V ESI and the RI are the interaction
potentials between the Ith solvent particle and the solute and coordinates of the Ith solvent
particle, respectively. r is a reactive coordinate of the solute.
For the dynamics simulations, once again enough different initial solvent arrangements have
to be used to reach convergence in the averaged results. With the use of multiple calculations
comes the possibility to study decoherence. Two different ways to do this are explored, using
the density matrix in the basis of vibrational eigenstates and the Wigner function.
The article “Reactive quantum dynamics coupled to classical solvent dynamics using an
extended quantum-classical TDSCF approach” submitted to The Journal of Physical Chemistry
A illustrates the cQDMD approach, using the examples of the photodissociation of ICN and the
photorelaxation of uracil. The key points of the article are:
• The working equations for the solute QD and the solvent MD according to quantum-classical
TDSCF are given by
i
∂ΨS
∂t
=
(
T S + V SPES +
∑
I
V ESI
)
ΨS (2.4)
and
MIR¨I = −∇I
∑
J
V EIJ −∇I〈ΨS|V ESI |ΨS〉 , (2.5)
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respectively. Here ΨS is the wavefunction of the solute, T S and V SPES are the same as Tˆnuc
and Vˆsolv in section 2.2, namely the kinetic and potential energy operators of the solute
on its PES and V EIJ is the interaction potential between the Ith and Jth solvent particle.
To be able to include translational and rotational degrees of freedom of the solute in the
grid based calculations, which are restricted to low dimensionality, a virtual rigid classical
solute (VRCS) system is introduced as an extension to the TDSCF approach. This efficiently
allows for rotation and translation of the solute using classical mechanics.
• The cQDMD approach is applied to the model system of the photodissociation of ICN in liquid
argon. Using 49 different solvent arrangements leads to converged results. The percentage of
undissociated ICN increases from 3 % in gas phase to 45 % in liquid argon. Conservation of
total energy is achieved to a precision of the order of 10−6 Eh.
• Decoherence caused by the liquid solvent is studied for the same system using slightly dif-
ferent, non-dissociative initial conditions for ICN. The influence is shown by means of the
Wigner function and a decoherence time comparable to similar systems is found.
• The cQDMD approach is also applied to the more complex system of the photorelaxation of
uracil in water, which is important in the study of the prevention of photodamage in RNA.
Using 35 solvent arrangements, the influence of the initial conditions on the relaxation time
is shown. While the average relaxation time remains almost the same, the individual solvent
arrangements can accelerate or decelerate the relaxation notably.
In the following, the article “Reactive quantum dynamics coupled to classical solvent dy-
namics using an extended quantum-classical TDSCF approach” submitted to The Journal of
Physical Chemistry A is reprinted with permission from J. Chem. Theory Comput.; copyright
2017 American Chemical Society. The Supporting Information is reprinted in appendix B.
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Abstract
The inclusion of solvent effects in the theoretical analysis of molecular processes becomes
increasingly important. Currently, it is not feasible to directly include the solvent on the quan-
tum level. We present an approach advancing the time-dependent self-consistent field method
by combining quantum and classical dynamics. The classical dynamics of the solvent is cou-
pled to the wavepacket dynamics of the solute and rotational and translational degrees of free-
dom of the solute are included classically. This allows quantum dynamics simulations that are
decided by environment interactions without explicit separation of time scales. We show the
application to the dissociation of ICN in liquid Ar as a proof of principal system and to the
more applied example of uracil in water.
Introduction
Solvents play an important role in molecular processes. They are the medium in which a ma-
jority of reactions take place and influence the course of reactions directly or indirectly. While
most catalytic effects of the solvent can be qualitatively described very well and then be modeled
accordingly,1 the more subtle influences like viscosity or electrostatic interaction are often more
difficult to include.2,3 However, they sometimes are decisive to the outcome of a reaction.4–9 One
way this can happen is by electrostatic stabilization of certain reaction pathways, thereby favoring
their respective products.5,6 Other possibilities are dynamic solvent effects7,8,10 that can for ex-
ample deflect dissociative motions, because solvent molecules have to be pushed away. This can
favor one of several competing pathways as well. Further complexity is added if quantum effects
such as tunneling and passing through conical intersections (CoIn)11,12 occur. Then, quantum
dynamics (QD) simulations are most suited.
There exist a number of strategies to describe a mixed quantum-classical interaction for dif-
ferent systems. Examples are the polarizable continuum models13–15 that allow to approximate
solvent effects in quantum chemical calculations using an implicit description, the linearized semi-
classical initial value representation,16–19 which describes all particles of a system with increasing
2
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quantum behavior until convergence is reached and the use of the Liouville-von Neumann equa-
tion20–23 for a quantum-classically coupled approach24–26 which introduces the environment as a
classically treated bath and can with approximations be applied to systems with environments of
realistic sizes.26 We are interested in a description suited for general reaction dynamics where the
focus lies on the solute that has to be treated quantum dynamically. In this direction we devel-
oped two methods for modeling solvent effects in QD simulations, either implicitly in a continuum
model by the use of a friction force7 or explicitly by using molecular dynamics (MD) snapshots of
the solvent.8 Both approaches cover many scenarios involving solute-solvent interaction, but not
all. As the former calculates the interaction as Stokes’ friction caused by viscosity, cases where
collisions between solute and solvent atoms deflect the internal momentum of the solute are not
taken into account. Those collisions are included in the latter method, but as it relies on frozen
snapshots, the response of the solvent to the motion of the solute is not included. For some sys-
tems this is sufficient as basic repulsion by the solvent cage can introduce the required deceleration.
In the case of more complex reactions a response of the solvent cage is desirable. For example,
if the shape of the solute changes considerably due to the formation of a new bond, the solvent
environment has to rearrange accordingly. In case of a frozen snapshot, the solute will prevent the
reaction and additional information about the system is necessary for a meaningful interpretation.
If the solvent is allowed to respond, the solvent cage can make space for the expanding solute in
real time. Thus, the natural next step is to explicitly include the solvent dynamics to enable a fully
coupled QD/MD (cQDMD) description.
The method we present here accomplishes this. It treats selected nuclear degrees of freedom of
the solute using quantum mechanical wavepackets while the nuclei of the solvent are represented
classically. In doing so, it propagates a grid based QD solute system on its intrinsic potential energy
surface and simultaneously propagates the solvent classically by extending the time-dependent
self-consistent field (TDSCF) approach to larger, reactive environments and a multidimensional
description of the solute using selected active degrees of freedom. The TDSCF approach was pre-
viously applied to the much smaller or less reactive systems, such as the dissociation of the clusters
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I2Ne,27 I2He,28 XeHI29 and ArHCl30 in gas phase or the vibrational relaxation of a cyanide ion
in water.31,32 Our method is to some extent related to an approach by Yamada et al.,33 which
propagates a solute quantum dynamically in its eigenstate representation and couples it to a semi-
classical solvent using a fewest switches algorithm but is restricted to a single degree of freedom
for the solute. The grid based character of the approach we are presenting allows for more general
applications, including molecular processes like chemical reactions that move far away from equi-
librium structures and for more degrees of freedom for the quantum system. To our knowledge,
we are the first to apply this approach in this general extend to grid based QD with all its advan-
tages. It also allows the inclusion of translational and rotational motion of the solute and offers an
approach towards describing decoherence. In each step, the interaction between solvent and solute
is treated using a quantum-classical TDSCF,34,35 also known as Ehrenfest dynamics.36,37 While
first physical interpretations can be made, the main focus of this work lies on presenting a method
that fulfills our requirements and to present the study of first applications.
In the following section we present the theoretical background of our approach and introduce
an extension of quantum-classical TDSCF allowing for translation and rotation of the solute. We
then present the application to two example systems. One is the dissociation of electronically
excited ICN in liquid argon where the QD can be reduced to a one-dimensional grid along the
carbon-iodine bond. As a second example we discuss the ultrafast relaxation of uracil in liquid
water after photoexcitation during its first few hundred femtoseconds which can be well described
by the dynamics on a two dimensional PES38 before we conclude.
TDSCF formulation to couple a nuclear wavepacket to classical
nuclei
As a first step, the nuclear and electronic degrees of freedom of the solute are separated by means
of the Born-Oppenheimer approximation or a post-Born-Oppenheimer approach. Next, the nuclear
degrees of freedom to be used in the QD are chosen and the corresponding grid based potential
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energy surface (PES) of the solute in the gas phase is calculated. This can be done with any number
of electronic states. The expected initial structure of the solute is then placed in a random orien-
tation of the classically treated solvent environment, followed by an equilibration of the solvent
while keeping the solute frozen using a constraint algorithm. Equilibration of the solvent can be
achieved with a gradient descent algorithm, ensuring the absence of unphysically small distances.
As a result, we obtain a possible initial condition for the full system, once the solvent arrange-
ment reaches a relative minimum. There are several choices for the constraint algorithm, we chose
to use RATTLE39 throughout our work. As a last step, before initiating the cQDMD approach, the
solvent system is brought to the desired temperature using a thermostat.
The initial wavepacket on the solute PES has now to be coupled to the MD of the solvent to
be propagated. This can be accomplished by the use of quantum-classical TDSCF also known as
Ehrenfest dynamics. It starts by treating the total wavefunction Ψ of a system as the product of
the wavefunctions of two subsystems. This results in the quantum-quantum TDSCF method,40
yielding coupled equations to propagate both systems using QD:
ih¯
∂ΨE
∂ t
=
(
TE +VE + 〈ΨS|VES|ΨS〉
)
ΨE (1)
ih¯
∂ΨS
∂ t
=
(
T S +V S + 〈ΨE|VES|ΨE〉
)
ΨS (2)
T and V are kinetic and potential energy operators, respectively, the superscripts E and S indicate
that a quantity belongs to the environment or the solute and ES means it belongs to both. At this
point usually the subsystems are separated based on their mass in a system of light and a system of
heavy particles. The light subsystem then continues to be treated using QD while the heavier one
is approximated using MD.37
We do not distinguish light from heavy subsystems but realize that we are mainly interested in
a highly precise description of the dynamics of the solute whereas the dynamics of the solvent are
of minor interest. The major purpose of the inclusion of the solvent environment is rather to cover
its effect on the solute behavior. Hence, we approximate the solvent as classical particles. While
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this misses quantum effects in the solvent and correlational interaction between the solute and the
solvent, those effects cannot be included explicitly due to the size of such a system. The resulting
working equations36 are given by
MIR¨I =−∇I∑
J
VEIJ−∇I〈ΨS|VESI |ΨS〉 (3)
as the equations of motion for the solvent and by
ih¯
∂ΨS
∂ t
=
(
T S +V SPES +∑
I
VESI
)
ΨS (4)
as the Schrödinger equation for the solute. The form of the potential operator VESI in eq. 3 and
4 results from the wavefunction of the solvent being a Dirac delta function in the classical limit.
The indices I and J refer to the Ith and Jth atom of the solvent respectively, MI is the mass of the
Ith atom and RI its position vector. VEIJ(RI,RJ) is the interaction potential between the particles
of the solvent environment and VESI (RI,r) is the interaction potential between the solvent particles
and the solute which together with ΨS(r) results in a mean field in eq. 3. The mean field is a
function of the degrees of freedom r of the solute. Eq. 4 uses the kinetic energy operator T S(r)
and the PES V SPES(r) of the solute as well as V
ES
I (RI,r). The potentials V
EE
IJ and V
ES
I can for
example be calculated using force fields or to some extent using quantum chemistry.7 Figure 1
illustrates the construction of VESI . Note that for each point of the PES represented on a spatial
grid the corresponding geometry of the solute has to be used to calculate VESI . To calculate the
force acting on a solvent particle, every interaction potential between the solute at grid coordinate
r and the solvent is calculated and weighed according to its population density. For the solute, the
interaction potentials from the solvent particles are summed at every grid point, resulting in the
sum of the interaction potentials ∑IVESI . It is also worth pointing out that the interaction potential
between the solvent and the solute in the QD calculation has the form of a changing external
potential.7,8 Equations 3 and 4 can be solved using the standard propagation tools of QD and MD.
We used the Split-Operator method41 for the QD of ICN, the Chebychev propagation scheme42
6
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for the QD of uracil and the velocity Verlet integrator43 for the MD throughout this work.
r
RI
VI
ES
a) RI
RJ
RK
RL
VJ
ES
VI
ES
VK
ES
VL
ES
r
b)
Figure 1: Schematic representation of the interaction potential VESI construction from two per-
spectives. a) illustrates the solute acting on solvent particle I. Using the example of a Gaussian
wavepacket, every interaction potential between the solute at grid coordinate r and the solvent is
calculated and weighed according to the population density |ΨS|2 shown. b) illustrates four solvent
particles acting on the solute. This interaction is shown for one exemplary grid point, correspond-
ing to a point in the configuration space of the solute. The interaction potentials from the solvent
particles are summed and such a sum has to be calculated for every grid point, resulting in an
energy surface for the interaction potential on the grid.
Thus far, the time evolution of the solute is restricted to the QD of the selected degrees of
freedom. In addition, rotation and translation can easily be included using a classical approach.
The main motivation for this is the difference in the distributions of collisions that are experienced
by the solute with and without these external degrees of freedom. This is especially relevant
for light solutes as they, according to the Maxwell-Boltzmann distribution, have larger velocities.
Ideally, one would like to have the same interaction potential in both directions between the solute
and the solvent system. Thus, since a force, weighted according to the population on a grid point
corresponding to a certain solute geometry, acts on the solvent, the identically weighted counter
force should act on exactly this geometry. While this could be realized by adding the rotational
and translational degrees of freedom to the QD simulation, the computational cost of this gain in
accuracy is unreasonably large. Instead, as an approximation we use a single geometry on which
the counter force is acting, corresponding to the classical treatment of these degrees of freedom.
7
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To achieve this, we include an additional step while discretizing the time. As we progress one time
step according to eqs. 3 and 4, we also propagate a virtual rigid classical solute (VRCS) system
where all internal degrees of freedom are frozen using a constraint algorithm. It replaces the
quantum system for the MD step and is propagated classically using the aforementioned counter
forces. Afterwards, the rotation and translation of the VRCS is transferred to the quantum system
by means of changing the location and orientation of the spatial grid with respect to the solvent
box.
To construct the VRCS, a single solute structure has to be found that approximates the relevant
dynamical properties best. One way is by simply using the geometry corresponding to the position
expectation values of the wavepacket given by rVRCSi = 〈ΨS|rSi |ΨS〉 for the ith internal coordinate
ri. Another way to do this is by enforcing that the VRCS system has the same center of mass and
most similar moment of inertia (I = ∑imix2i along a principal axis) as the respective expectation
values of the quantum system. After testing both, we found that the error in energy conservation
resulting from the former way is an order of magnitude smaller and decided to use this one. Since
finding a structure with a moment of inertia that is most similar to the expectation value of the
moment of inertia introduces additional complications, such as the ambiguity of these structures in
higher-dimensional internal coordinate spaces, the use of the position expectation value is a justi-
fied simplification. Note that the latter approximation might result in a slightly better conservation
of angular momentum. After the propagation of this VRCS system, the space grid of the QD sys-
tem is translated by the same distance and rotated by the same angles within the classical solvent
environment.
These considerations allow us to formulate a propagation step using the same time increment
for all systems. The QD of the solute require the interaction potential VESI and the PES. The
solvent atoms require forces between themselves and between themselves and the solute. Again,
the solvent-solute forces have to be calculated for every geometry corresponding to a grid point
and weighted according to the population on that grid point before being summed up. The VRCS
gets its forces on the individual atoms as population weighted forces over all geometries, summed
8
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over all solvent atoms:
FVRCSi =∑
I
∫
|ΨS(r)|2FiI(r)dr (5)
Both, QD and MD system are then propagated using these interactions and their previous positions,
velocities or wavefunctions depending on the propagation algorithm. For the solvent this finalizes
the step. The QD solute system in addition has to be updated according to the changes in center of
mass and angular orientation in the VRCS system. An illustration of this algorithm can be found
in Figure 1 in the Supporting Information.
A simple test case: ICN in liquid Ar
We implemented this cQDMD approach using a QD program of our own design coupled to Gro-
macs44 performing the calculation of the interaction energies and forces and the MD of the solvent.
The time evolution after electronic excitation of ICN in liquid argon at 84 K and 1 bar was chosen
as example system. This was simulated using the one-dimensional excited spin-orbit state S1 as de-
scribed by Goldfield et al.45 as the internal PES for the solute. It was placed in a periodic box with
side lengths of 21.17 Å, 200 Ar atoms and a van der Waals cutoff of 10 Å. The initial wavepacket
is given by a stationary Gaussian with its center at a distance of 2.12 Å and a standard deviation
of 0.121 Å unless stated otherwise. This corresponds to the vibrational ground state of the S0 state
and can therefore be considered as a first approximation of a laser excitation from the electronic
ground state. The potentials for the solvent-solvent and solvent-solute interaction have been used
as given by Benjamin et al.46 The initial conditions of the QD system are also illustrated in Figure
2 and 3 in the Supporting Information. For each simulation the initial condition of the solvent was
created by equilibrating a random orientation of the argon atoms. The system was propagated with
the Split-Operator method41 using time steps of 0.1 fs.
Given that the energy expectation value of the initial wavepacket lies well above the dissoci-
ation energy (7.3 times as much), dissociation is expected when no environment is present. This
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is also the result of a QD simulation in vacuum shown in the upper panel of Figure 2 (black line)
with an undissociated fraction of only 3 % after 700 fs. We define parts of the wavepacket with
an iodine-carbon distance rIC > 6.5 Å as dissociated and remove them using a negative imaginary
potential, since after this distance the chance of recombination is negligible. What happens in the
solvent environment? The averages of 49 cQDMD simulations with random solvent arrangements
are shown in the upper panel of Figure 2 (red line) together with the results of two exemplary
simulations (green and blue lines). Note that a small number of initial conditions for the solvent
environment is sufficient to reach convergence in the observables of the quantum system, as can
be seen in the lower panel of Figure 2. The reason is that the interaction potential with the solvent
environment is essentially projected on the low-dimensional space of the quantum system and then
further reduced to a single scalar value. The results of the simulations suggest that the dissociation
pathway is still accessible in a liquid argon environment, however, the dissociation is delayed and
a significant part of the wavepacket gets trapped inside the solvent cage. Hence, the percentage of
undissociated ICN raises to 45 % in liquid argon, which is about 15 times higher than in vacuum.
The energy of the two subsystems including rotation and translation of the QD system is shown
in Figure 3. Here we used another set of starting conditions with a lower, non dissociative energy of
the initial wavepacket, a stationary Gaussian with its center at a distance of 2.74 Å and a standard
deviation of 0.079 Å (see Figure 3 in the Supporting Information). It can be seen that the energy
exchange between the QD (red line) and the MD system (blue line) has a very small relative error
(black line). The error in energy conservation is depicted magnified in the subplot of Figure 3. In
the case of the full system without rotational and translational degrees of freedom of the solute
the fluctuations are on the order of 10−8 Eh which can be attributed to numerical errors. This
is to be expected since the TDSCF approach by itself is energy conserving.47 As we include the
translational and rotational degrees of freedom of the solute, the fluctuations increase up to the
order of 10−6 Eh. This is consistent with our expectations of the introduction of small errors due
to the use of the position expectation values used for the propagation of the VRCS.
For the computation time we expect the typical algorithm-dependent scaling behavior for the
10
60 2. Inclusion of dynamic solvent effects
0 200 400 600
0
50
100a)
time (fs)
u
n
d
is
s
o
c
ia
te
d
p
o
p
u
la
ti
o
n
 (
%
)
0 10 20 30 40 50
40
50
60
number of simulations
u
n
d
is
s
o
c
ia
te
d
p
o
p
u
la
ti
o
n
 (
%
)
b)
Figure 2: Percentage of undissociated ICN after time t and convergence behavior of dissociation
percentage. a) shows a reference system without solvent (black solid), two example simulations
with different initial solvent arrangements (green and blue dashed) and the averaged result over 49
simulations using different initial solvent arrangements (red solid). b) shows the percentage of the
undissociated population at 700 fs as a function of the number simulations with different initial
conditions. Convergence is achieved after about 20 simulations.
subsystems.48 In our case, having no Coulomb interactions and using a cutoff, this is O(m) for the
MD with the number of solvent atoms m and O(n logn) for the QD due to the use of the fast Fourier
transform with n being the number of grid points used for the solute. Calculating the interaction
between the subsystems is O(n) as the interaction potential is calculated for every grid point. For
our calculations, we observed linear scaling with the number of grid points used, up to a maximum
of n= 2048. This means that the higher scaling of the QD algorithms has not taken over yet, which
is explained by the large number of potential calculations between the n solute structures and the
11
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Figure 3: Change in energy for the QD (red solid) and the MD (blue solid) system during a sin-
gle simulation for the low energy initial conditions. The errors in energy conservation introduced
together with translational and rotational degrees of freedom (black solid) are negligible in compar-
ison to the exchanged energy. The interaction potential energy is included in the quantum system.
The subplot compares the error in total energy conservation over time without (black dashed) and
with (black solid) translational and rotational degrees of freedom of the QD system.
solvent atoms closer than the cutoff radius.
Another phenomenon that should be observable in this scenario is decoherence. Since we per-
formed simulations starting from an ensemble of different initial conditions, we are able to make
physical predictions e.g. estimate decoherence times. We chose to calculate the decrease of the co-
herence γ =∑i 6= j
∣∣ρi j∣∣. Here ρ = 1N ∑Ni=1ρ i where ρ i is the density matrix in the basis of vibrational
eigenstates of the ith initial condition of the solvent taking into account N = 21 initial conditions.
An exponential decrease with a time constant τ = 380 fs is observed. This is comparable to de-
coherence times in similar systems.49,50 Figure 4 a) shows the evolution of the coherence γ(t)
together with the exponential fit. There might be decoherence on a substantially longer timescale
leading to a better description by a multiexponential fit. However, a monoexponential fit describes
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the decay well on the studied timescale. Another way to observe decoherence is to compare the
density matrix ρ for the low energy initial conditions for the wavepacket. The Wigner function of
a wavepacket propagated in the gas phase and the Wigner function of the sum of the wavepackets
propagated in the environment which are shown in Figure 4 b) and c), respectively. It can be seen
that the interference pattern simplifies in the solvent environment with the loss of phase relation
due to the varying impact of the different environment arrangements. The convergence behavior
for all shown quantities as well as the decrease of purity over time is shown in the Supporting
Information.
A real life example: Uracil in water
To examine the performance of our method in a more complex test case, we decided to study the
excited state dynamics of uracil in an aqueous environment.
The photorelaxation of uracil is key to understanding the photostability of RNA, since it can
provide insight into the main mechanism by which photodamage is prevented. As a range of pump-
probe experiments have shown, it is a complex multi-step process in the gas phase51–53 as well as
in solution.54–56 In general, these studies have identified a biexponential decay from which two
lifetimes can be extracted. The first short one τ1 is around 105 fs in the gas phase53 and 120 fs in
solution for the related 1-Cyclohexyluracil54 while the second one τ2 longer than 1 ps in the gas
phase as well as in solution. Here, we are focusing on the first step, which has been attributed to an
ultrafast decay from the bright S2 state with pipi∗ character to the dark S1 state with npi∗ character
via a CoIn.57,58
Our system consists of a central uracil molecule and 217 water molecules embedded in a peri-
odic box with side lengths of 19 Å. We use the AMBER14SB59,60 force field for the VRCS of uracil
and the interaction potential and TIP3P61 for the MD of water. For the van der Waals and Coulomb
interactions a cutoff of 7 Å was used. Long-range Coulomb interactions were taken into account by
the reaction-field mechanism implemented in Gromacs. The system was equilibrated at 298.15 K
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Figure 4: Decrease of coherence of the system with the low energy initial conditions. a) shows the
coherence traced over 21 randomly chosen starting conditions as a function of time (blue solid)
together with the monoexponential fit (black dotted). b) shows the Wigner function of a simulation
in the gas phase at 0, 116 and 348 fs. c) shows the Wigner function for the sum of all 21 simulations
in the liquid argon environment at the same times. The red areas indicate a positive sign and the
blue areas a negative sign.
and 1 bar while keeping the uracil molecule frozen in its ground state geometry. Then, during a
time evolution of 200 ps frames were extracted every 5 ps as starting points for the cQDMD simu-
lations. Out of the resulting 40 arrangements, 35 were randomly chosen as initial conditions. For
the internal degrees of freedom of uracil we used a two dimensional two state model. Uracil is
represented in a configuration space spanned by the vector connecting the Franck-Condon point
14
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with the small S2 minimum (qFC→S2min) and the vector, connecting the Franck-Condon point with
the S2/S1 CoIn (qFC→CoIn). The optimization of the corresponding structures, the construction of
the gas phase S2 PES and the construction of the non-adiabatic coupling matrix elements in these
coordinates on the MRCI(12,9) level of theory is described elsewhere.38,57,62 A negative imaginary
potential represents the S1 PES and we approximate the non-adiabatic coupling as being solvent
independent. As the starting wavepacket, the lowest vibrational eigenstate of the ground state was
transferred to the S2 state. The dynamics in the gas phase that result from this starting condition are
comparable to an excitation by a simple probe pulse.38 35 cQDMD trajectories were propagated
with a time step of 0.1 fs using the Chebychev propagator.42
In the gas phase, the wavepacket oscillates twice in the S2 minimum before parts of it cross
the barrier between the S2 minimum and the CoIn at around 100 fs leading to relaxation to the S1
state (Figure 5 a). In all 35 simulations in water, a similar behavior is observed, with an example
shown in Figure 5 b. The influence of the water environment clearly shows in the time dependence
of the potential energy surface. These effects lead to slightly different relaxation behaviors in
the individual trajectories, but no deviation from the general scheme. A process that influences
relaxation is the collision of the wavepacket with solvent molecules during its oscillations in the
S2 minimum. We also observe periodic increases or decreases in the height of the barrier due to
the interaction with the water molecules. However, within this theoretical description using the
AMBER14SB force field the influence of these two factors is rather minute and over different
trajectories, they accelerate as well as decelerate the relaxation. Hence, in the mean of all 35
simulations, no significant deviation from the gas phase relaxation is observed (Figure 6). Overall,
this means that the cavity of the uracil molecule does not need to change much to allow for the
motions associated with the relaxation process.
These findings are in line with experiments54 that show only little solvent dependence of τ1 and
only a small difference to the gas phase. They also compare well with previous theoretical studies
by Doltsinis et al. using non-adiabatic ab initio dynamics on TDDFT level63 that focus on the S1
state in solution and show no qualitative difference governing non-radiative decay in the gas phase
15
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a)
b)
0 fs 24.2 fs 96.8 fs
96.8 fs24.2 fs0 fs
Figure 5: Wavepacket propagation on the S2 surface of uracil. The surface is spanned by the
Franck-Condon point, the local S2 minimum and the S2/S1 CoIn. Nonadiabatic coupling takes
place along the CoIn seam indicated by the curved white line. a) shows the propagation in the gas
phase, b) shows an exemplary calculation in water, where the relaxation speed is slightly increased
due to a collision solvent molecules at around 24.2 fs.
and in aqueous solution. On a longer time scale, associated with S1/S0 relaxation, transient UV
absorption spectra have shown characteristics of vibrational cooling in the aqueous environment.56
With the approach presented here, we might be able to investigate these in the future.
Conclusions
We presented an approach that is an extension of our recently presented QD/MD approach8 and
builds on the quantum-classical TDSCF scheme. It captures environmental effects onto reactive
systems by simultaneously propagating a quantum solute system coupled to a classical solvent
system using a TDSCF. As the quantum system is propagated on a spatial grid, this method is
generally applicable to most PES which makes it especially suited for reactive scenarios where
the solvent has an important influence on the outcome. It also allows the inclusion of classical
16
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Figure 6: Decrease of S2 population in the gas phase (black line, shifted by 50 %) and of 35
cQDMD simulations in water (blue lines). The red line marks the average of the simulations in
water.
rotational and translational degrees of freedom of the solute, leading to a more accurate simulation
of collisions. While our approach is fairly general with respect to the solvation scenario, it is
limited in the extreme by cases where significant parts of the wavefunction are widely separated
during the propagation. We presented the dissociation of ICN in liquid argon as an example system
and examined the observable decoherence in our simulations.
There are a few directions for further development. One is the possible decoupling of the time
step size of the two subsystems. In principle, each subsystem could use its own appropriate step
size and usually the step size of the MD system could be increased relative to the QD system. It
might also be worth to explore the use of MCTDH instead of a grid based approach for scenarios
where the MCTDH excels. Additionally, it is straightforward to move to a larger test system that
will allow us to challenge our approach.
17
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Chapter 3
Small improvements to QD
calculation efficiency
In addition to the automation of the coordinate construction and the inclusion of dynamic solvent
effects, there are two minor topics presented here that can improve QD calculations to a lesser
extent.
The first improvement is a study of the effects of an approximation in the Wilson G-matrix
formalism [30–32], mentioned in chapter 1.2 and potential strategies to reduce introduced errors
and is included in section 3.1. The second one covers the potential use of undersampling in QD
calculations in order to reduce the number of grid points needed and hence increase computational
speed. It is presented in section 3.2.
3.1 Examining an approximation in the Wilson G-matrix
formalism
It is unreasonable to expect a perfect understanding of every decision made in the process of
scientific work and in practice this understanding is often replaced by intuition or in more con-
scious cases by consensus [165]. This regularly leads to misjudgments and misuse of methods
and formalisms. While this is an unavoidable byproduct of the scientific method and in most
cases does not indicate individual failure, there still is need to re-evaluate critical steps in our
understanding in order to improve them and the efficiency of practical applications.
In this context, the focus in this section lies on the use of the Wilson G-matrix formalism
[30–32]. It offers a simple way to formulate the kinetic energy operator in arbitrary coordinates,
which is the most difficult part in transforming the coordinates for a QD calculation. Using the
elements Grs of the G-matrix G, the kinetic energy operator Tˆq in reactive coordinates q is
given by
Tˆq ≈ −1
2
Nq∑
r=1
Nq∑
s=1
∂
∂qr
[
Grs
∂
∂qs
]
. (3.1)
Here, Nq is the number of reactive coordinates used. The G-matrix elements are given by
Grs =
3N∑
i=1
1
mi
∂qr
∂xi
∂qs
∂xi
, (3.2)
with mi being the masses and xi being the Cartesian coordinates of the ith atom.
The draft “Revisiting an approximation in the Wilson G-matrix formalism and its impact on
molecular quantum dynamics” focuses on the consequences of the approximation implied in eq.
3.1. The key points of the article are:
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• A coordinate transformation for a model system is introduced that exhibits notable errors as
a result of the approximation studied and its time evolution is presented.
• A thought experiment is used to illuminate the usual conflation of the error resulting from
the discussed approximation and the reduction of dimensionality common in grid based ap-
proaches. This is used to construct a general strategy to avoid all errors introduced due to
the approximation in eq. 3.1. An alternate approach is suggested to allow the use of an exact
formulation of the kinetic energy operator given the reduction to reactive coordinates.
In the following, the draft “Revisiting an approximation in the Wilson G-matrix formalism
and its impact on molecular quantum dynamics” is included.
Revisiting an approximation in the Wilson G-matrix formalism and its impact on
molecular quantum dynamics
Julius P. P. Zauleck
Department Chemie, Ludwig-Maximilians-Universita¨t Mu¨nchen, Butenandtstr. 13,
81377 Mu¨nchen, Germany
Sebastian Thallmair
Groningen Biomolecular Sciences and Biotechnology Institute and The Zernike
Institute for Advanced Material, University of Groningen, Nijenborgh 7,
9747 AG Groningen, Netherlands
Regina de Vivie-Riedle
Department Chemie, Ludwig-Maximilians-Universita¨t Mu¨nchen, Butenandtstr. 13,
81377 Mu¨nchen, Germany
Quantum dynamics simulations of reactive molecular processes are commonly per-
formed in a low-dimensional space spanned by highly optimized reactive coordinates.
Usually, these sets of reactive coordinates consist of non-linear coordinates. The
Wilson G-matrix formalism allows to formulate the Hamiltonian in arbitrary coordi-
nates. In our present work, we revisit an approximation in this formalism, namely
the assumption that the Jacobian determinant is constant. We show that the approx-
imation can introduce an error and illustrate it for a harmonic oscillator. Finally, we
present a strategy to prevent this error.
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The reduction of coordinates is an important aspect in molecular quantum dynamics
(QD)1,2. This naturally comes along with the search for the most important coordinates to
describe the molecular process of interest3–9. Often Z-matrix coordinates or linear combina-
tions of them are chosen because they represent molecular motions in an intuitive way. As
these Z-matrix coordinates include e.g. angles they are non-linear which in turn complicates
the kinetic part of the Hamiltonian.10 A straightforward way to deal with this is the Wilson
G-matrix formalism11–13. It allows to transform the kinetic Hamiltonian from the Cartesian
space to arbitrary coordinates. The G-matrix gives access to the kinetic couplings along the
non-linear coordinates and its diagonal elements can be interpreted as position dependent
inverse reduced mass6.
The G-matrix formalism was first introduced by B. Podolsky11 to reformulate the quan-
tum mechanical Hamiltonian. Later, it became a common tool for the description and
interpretation of vibrational spectra where the Hamiltonian had to be expressed in nor-
mal mode coordinates12,14,15. In its common formulation, the G-matrix formalism comes
along with an approximation assuming that the Jacobian determinant j = det |J| is con-
stant. This approximation is usually justified by arguing that the position dependence of
the G-matrix is more pronounced than that of the Jacobian determinant. To the best of
our knowledge, this approximation and its effect has never been checked for molecular QD.
Thus, we revisit this approximation in our present work. While a transformation into linear
coordinates, e.g. normal modes that are often used for small displacements around equi-
librium structures, assures a constant Jacobian determinant j and introduces no error, this
is not the case for non-linear coordinates. We investigate if a certain setup of the chosen
subspace coordinates can reduce the error due to approximating the Jacobian determinant
as constant or if it might be even possible to avoid this error at all. In doing so, we first
introduce the approximation typically applied within the G-matrix formalism. Then, we
demonstrate for an example of a simple coordinate transformation for a harmonic oscillator
when the approximation leads to an obvious error. Finally, we present a strategy how to
deal with a molecular system for which the dimensionality reduction and the approximation
of a constant Jacobian determinant are applied at the same time. Note that all equations
are written in atomic units.
To describe the time evolution of the nuclear wavefunction Ψ(x, t) of a molecular system,
2
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the time-dependent Schro¨dinger equation of the nuclei has to be solved:
i
∂
∂t
Ψ (x, t) = HˆΨ (x, t) (1)
=
(
Tˆ + Vˆ
)
Ψ (x, t) . (2)
with the Hamiltonian Hˆ being the sum of the kinetic operator Tˆ and the potential operator
Vˆ . For an appropriate description of molecular processes, the Schro¨dinger equation is com-
monly transformed into reactive coordinates q13,16. The multiplicative potential operator
Vˆ can be transformed easily. This is not the case for the kinetic operator Tˆ . The Wilson
G-matrix formalism opens a way to reformulate the kinetic energy operator in a general set
of coordinates. Its exact formulation is given by
Tˆq = −1
2
Nq∑
r=1
Nq∑
s=1
j−
1
2
∂
∂qr
[
jGrs
∂
∂qs
j−
1
2
]
(3)
with the G-matrix elements Grs being
Grs =
3N∑
i=1
1
mi
∂qr
∂xi
∂qs
∂xi
. (4)
Assuming that the Jacobian determinant j is constant, all derivatives acting on j can be
ignored17, resulting in
Tˆq ≈ −1
2
Nq∑
r=1
Nq∑
s=1
∂
∂qr
[
Grs
∂
∂qs
]
. (5)
This approximation is often disregarded and thus not treated carefully enough which
may result in a misunderstanding in grid based approaches for QD. It might lead to sets of
reactive coordinates q which inherit an error that can be easily removed.
Figure 1 illustrates a simple scenario where this approximation causes a notable error.
Here, a Gaussian wavepacket of the mass of a proton with a small initial momentum is
propagated inside a harmonic potential (blue) using the Split-Operator method18. The upper
panel of Figure 1 shows the correct time evolution of the system in a Cartesian coordinate
x (or in other coordinates according to Eq. 3). The lower panel shows the time evolution
on a coordinate y with non-constant Jacobian determinant j with respect to x using the
kinetic energy operator of Eq. 5. To introduce a significant nonlinearity around 0 A˚, the
coordinate transformation is given by x = a erf(by)+y with the error function erf, a = −0.4
3
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and b = 1.5. This leads to a compressed coordinate y with respect to x around 0 A˚. The
propagation is shown at time 0 fs (green), 30 fs (red) and 54 fs (cyan). It can be seen that the
error is introduced as the wavepacket crosses the nonlinearity in y and the resulting error is
most easily visible at 54 fs, where an additional Gaussian shaped wavepacket appears left of
the nonlinearity. As the propagation continues and the wavepacket crosses the nonlinearity
again, the error accumulates.
However, approaching the error generally from a theoretical perspective is difficult be-
cause j is only defined for a coordinate transformation of equal numbers of coordinates.
Since most grid based QD approaches rely on reducing the number of reactive coordinates
q, the approximation of a constant j gets easily conflated with the error introduced by
removing all non-reactive coordinates not relevant for the studied system. There are two
important steps to unravel this combined error related therewith. The first one is to clarify,
under which conditions j is actually constant. The second one is to quantify and reduce the
error which is introduced by the removal of (non-reactive) coordinates but associated with
the first step6,17.
A straightforward way to argue the first step is to take a look at the meaning of the
Jacobian determinant j. It describes the volume change during a coordinate transformation.
If we stay in the space of continuous well-behaved coordinate spaces that we need for our QD
calculations to work well, we can ensure this constancy for all cases where the dimensionality
of a system is reduced. As the change in volume will also be continuous along the different
coordinates and as long as there is a single non-reactive coordinate which we do not include
in our subspace, we can simply define this additional coordinate as ensuring a constant j.
One can think of the additional coordinate as stretching when the volume of the included
reactive coordinates shrink and compressing when their volume grows.
Thus for all practical purposes j can already be considered being constant under the
assumption that the not included non-reactive coordinates take care of this by construction.
However, it is not yet clear, which kind of error is introduced by the removal of those
coordinates. In what follows, we will investigate this error further. Therefore we propose the
following model scenario. If we construct a system whose dimensionality could be reduced
without introducing any error, we can ensure that any error occurring due to a flawed
reduction procedure is not an intrinsic effect of the dimensionality reduction itself. In other
words, any error introduced to the correctly reduced system must also be present in an
4
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FIG. 1. Error introduced by approximating a constant Jacobian determinant j. The time evolution
of a wavepacket inside a harmonic potential (blue) is shown at time 0 fs (green), 30 fs (red) and
54 fs (cyan). The upper panel shows the correct propagation on a Cartesian coordinate x, whereas
the lower panel shows a erroneous propagation according to Eq. 5 on a nonlinear coordinate y. For
visualization consistent with the coordinate x, the propagation on y in the lower panel is illustrated
according to the transformation Ψ(y)j(y)−
1
2 .
5
3.1 Examining an approximation in the Wilson G-matrix
formalism 79
identical system that was created by reducing the dimensionality of the full system in a
non-optimal way. This will allow us to isolate the error introduced by reducing different sets
of coordinates.
The wavefunction Ψ0 of our chosen full-dimensional system can be described by a product
ansatz:
Ψ0 = ΨxΨy . (6)
Here x denotes the part of coordinates that will be kept in the system of reduced dimen-
sionality and y the part that will be removed. The Hamiltonian H can be written as a sum
of two separate Hamiltonians – one for each coordinate subset x and y:
H = Hx +Hy . (7)
That the product ansatz works can be seen by inserting Eqs. 6 and 7 into the Schro¨dinger
equation (Eq. 1) and separating the variables, leading to
1
Ψy
(
i
∂
∂t
Ψy −HyΨy
)
= C = − 1
Ψx
(
i
∂
∂t
Ψx −HxΨx
)
. (8)
Since C has to be a coordinate independent constant it is equivalent to some constant poten-
tial, which is irrelevant to the time evolution of the subsystems. From Eq. 8 we can derive
two separate Schro¨dinger equations, propagating the subsystems x and y independently.
Now, for all observables that only focus on results in the x subspace, we can write
〈Ψ|Ox|Ψ〉 = 〈Ψx|Ox|Ψx〉 〈Ψy|Ψy〉 . (9)
Since in Eq. 9 all observables only depend on the x subsystem, the dimensionality reduction
to only the coordinates x can be performed without introducing any error. As a result, we
can now make the aforementioned comparison.
Case 1: We start from the reduced subsystem x and introduce a coordinate transformation
to an reactive coordinate set s. Since we do not reduce the dimensionality any further, any
error introduced by j not being constant is just the difference between Eq. 3 and Eq. 5.
Case 2: We start from the full system and introduce a coordinate transformation between
x and s. This also results in a coordinate transformation between the full coordinate space
in its original coordinates and the full chosen set of reactive and non-reactive coordinates,
6
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including those that ensure a constant j. Now the dimensionality is reduced by removing
all degrees of freedom not included in s.
In both cases the initial conditions for the propagation are identical and the time evolution
after correctly performing the coordinate transformation will also be. We can therefore
conclude that the easily quantifiable error in case 1 is indeed the error that will occur due
to a non-constant j. This error could be eliminated by ensuring the transformation between
x and s has a constant j.
For molecular cases there are at least two view points. Since j represents the change in
volume due to the coordinate transformation, one way would be to rescale reactive coordi-
nates so that the volume spanned by equispaced grid points remains constant at all positions.
Let us consider an easy example with a bond distance d and an angular coordinate α. If d
and α are equidistantly spaced, the volume segments of the reactive coordinate space grid
will increase linearly with d. In this case rescaling the distance coordinate d to d˜ = d2 will
remove the errors by making j constant. This example is visualized in Figure 2. It can
be seen that in a) the volume elements spanned by the grid points differ in size, whereas
they are all equal in b). In this example, it is obvious that the rescaling does not change
the subspac. Thus, errors due to a non-constant j are removed. A more rigorous treatment
would be by ensuring that the Jacobian determinant j between the reactive coordinates and
its locally tangential Cartesian subspace remains constant. The benefits of this approach
can be seen in cases where the tangential Cartesian subspace changes along the reactive
coordinates. An example for this is a reactive subspace spanned by a bond angle and a
corresponding dihedral angle. There is no single two-dimensional tangential space for this
subspace and for every grid point the volume change under coordinate transformation has
to be considered relative to its locally tangential Cartesian subspace. This volume change
would then again needed to be kept constant using the appropriate rescaling procedures of
the coordinates.
In summary, we showed that the approximation of a constant Jacobian determinant in
the Wilson G-matrix formalism can lead to errors using non-linear coordinates in molecular
QD. However, the actual source of the error is hard to find as the coordinate reduction
is commonly performed in the same step as the investigated approximation of a constant
Jacobian determinant j. We presented a simple and straightforward solution to this prob-
lem: By ensuring a constant Jacobian determinant for the chosen subspace of the reactive
7
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FIG. 2. Two types of coordinates sampling a distance and an angle. a) shows an equidistantly
spaced grid using an angle α and a distance d that does not have a constant j. b) shows an
equidistantly spaced grid using the same angle α and another distance variable d˜ transformed
according to d˜ = d2. In this case j is constant.
coordinates q with respect to its tangential Cartesian subspace the approximation can be
fulfilled and the only remaining error occurs due to the coordinate reduction itself.
In examples of molecular reactions, where a constant Jacobian determinant is not feasible
– e.g. due to limitations on the number of grid points to ∼ 109 – a solution might be to
keep the Jacobian determinant between the non-linear reactive coordinate space and its
locally tangential Cartesian subspace position dependent and to use it to substitute the full
Jacobian determinant. We plan to investigate this hypothesis in more detail in the future.
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3.2 Undersampling as a tool to reduce the grid point density
There are several possible directions to improve the computational efficiency of grid based QD
calculations. Optimizing the dimensionality reduction beforehand has been discussed in chapter
1 and in the last bit of section 3.1 an unevenly spaced grid has been implied that could allow for
more efficient sampling. The associated reduction in number of grid points due to the latter would
in turn reduce the computation cost. In fact, much research has been done on the topic of grids
with adaptive point densities for this reason [17, 166–169]. However, undersampling [170, 171],
which can have a similar effect on the reduction of grid points and which is compatible with the
DFM in contrast to the adaptive grids, has not been touched in the context of QD to the authors
knowledge.
The basic idea in undersampling is to use additional information to avoid the limit on grid
point density as given by the Nyquist-Shannon sampling theorem [172, 173]. Since the point
density of a spatial grid is proportional to the maximum representable range in momentum
space, this works well for localized wavepackets in momentum space, as will be demonstrated in
the following. An illustration is given in fig. 3.1. It shows three wavepackets in momentum space
that cannot be distinguished for a given grid spacing of ∆x. Decreasing the spacing to ∆x/3
allows to distinguish all three wavepackets. In this case however, large parts of the momentum
space are not used. In fact, the small momentum space captures almost all information about
each wavepacket, except for the position of its center. This can be introduced as an external
piece of information and the small momentum space resulting from the original grid spacing of
∆x can be used. It should be noted that the PES that is used by the wavepacket has to be
accurately represented by the grid point density as well. This makes undersampling most suited
for parts of the PES with a small curvature.
Figure 3.1: Illustration of the wavefunction in momentum space for grids with different spacing.
For a grid with a spacing of ∆x, the momentum space reaches from −K to K. Due to the
periodic boundary conditions, the solid and dashed wavefunctions cannot be distinguished in
this case. If the grid spacing is decreased to ∆x/3 and the length of the momentum space thus
tripled, all three cases are distinguishable.
Undersampling is easy to implement within the DFM, since the additional information about
the wavepacket in the momentum space can be included in the application of the kinetic energy
operator to the wavefunction Ψ after applying the Fourier transform. Here, the second derivative
is applied using the Fourier transform F()(k) and the inverse Fourier transform F˜()(x) according
to
∂2
∂x2
Ψ(x) = F˜(−k2F(Ψ(x))(k))(x) , (3.3)
denoting the position by x and the wavenumber by k, which is the same as the momentum
with the use of atomic units. To use undersampling, the wavefunction can be shifted so that its
momentum expectation value lies at k = 0 via
Ψs(k) = Ψ(k − ks) , (3.4)
while keeping track of the shift ks. This allows to restrict the minimum and maximum repre-
sentable momentum. In order to still correctly apply the kinetic energy operator to the shifted
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wavefunction Ψs, eq. 3.3 is updated to
∂2
∂x2
Ψs(x) = F˜
(−(k − ks)2F(Ψs(x))(k))(x) . (3.5)
In the representation on a grid, the necessary operations, namely the testing whether a shift
is needed, calculation of the size of the shift and the application of the shift to k, scale at most
O(n) with the number of grid points while requiring very few additions and multiplications every
few time steps. The fast Fourier transform scales O(n log n) and dominates the computational
cost at the system sizes at which savings become relevant. Thus, if the number of grid points
can be halved using the mentioned additional O(n) computations, the computation time will
approximately also be halved.
The functionality is best illustrated using a small model system. One may consider a compact
wavepacket continuously accelerated on a linear, steep potential. This can be described using a
grid with a point density that can represent the biggest momentum, i.e. the momentum at the
end of the propagation. This point density can be reduced significantly using undersampling.
This is shown in fig. 3.2 together with a propagation using a high point density. A system with
the same mass as the reduced mass of the Ph2CH−PPh+3 system and potential with a constant
gradient of 2 eV/A˚, which is similar to the gradient in Ph2CH−PPh+3 , has been used.
The initial wavepacket is centered at 5 A˚ and allowed to accelerate until it reaches 20 A˚.
The red system uses 2048 grid points without undersampling and the blue system uses 80 grid
points with undersampling. This is done by shifting the wavepacket by ks to the center of the
momentum space, once the expectation value of k reaches 5 A˚−1. Fig. 3.2.b shows how little
momentum space is necessary for a correct description using undersampling. For the first part
(0-147 fs), the red system behaves physically correct, as is expected. Up to this point it can be
understood as a reference for the undersampling system, which performs well. As the wavepacket
of the red system then reaches the limits of its momentum space, its momentum gets effectively
inversed and it turns around, which is also to be expected. However, the blue systems still evolves
in the physically expected way as can be seen at 210 fs in fig. 3.2.a. In this example, the blue
system using undersampling thus performs better than the red system of high grid density, that
is limited by its momentum space. Additionally, the number of grid points is reduced from 2048
to 80 using undersampling.
As has been demonstrated, undersampling can provide enormous savings in computational
cost for some systems. The benefits depend strongly on the compactness of the wavefunction
in momentum space and the structure of the potential. One scenario encountered in practice is
the dissociation of a molecule into relatively heavy fragments due to photoexcitation. Here the
PES can be sufficiently steep and even, accelerating the wavepacket fast enough that dispersion
does not occur significantly. All in all, the application to different realistic systems would be an
important next step to test the use of this approach.
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Figure 3.2: Comparison of propagations with and without the use of undersampling. a) shows
the propagation in position space at the times of 0 fs, 147 fs and 210 fs. Both systems span the
same position space but differ in points density. The red system uses 2048 grid points without,
whereas the blue system uses undersampling to reduce the number of grid points to 80. At 210 fs,
the red system has reached the edge of the momentum space and produced incorrect results. b)
shows the momentum space at 147 fs for both systems. It can be seen that the momentum space
for the system with undersampling (blue) is much smaller. For visibility the red and blue curves
are slightly shifted against each other in y-direction.
Chapter 4
Summary and outlook
For quantum dynamics (QD), the dynamic Fourier method (DFM) with its pseudo-spectral
grid basis is an important tool, because of its accuracy and generality for systems, which can
be described with a reduced number of coordinates. Consequentially, its further development in
terms of efficiency and scope is desirable. In the present work efficiency improvements concerning
the reduction of coordinates, the more accurate treatment of a common approximation in the
G-matrix formalism and the use of undersampling were presented as well as an extension of the
method to include classically treated solvent environments.
The first chapter discussed strategies to automate the dimensionality reduction for reactive
systems that is required in order to apply QD calculations using the DFM to systems of realistic
sizes. Altogether three approaches were presented. The first (IBA) begins by spanning the
subspace containing the critical points of the reaction. Additionally, points along the IRC are
used to further increase the dimensionality of the subspace. The resulting subspaces, one for each
combination of IRC points, are compared according to their ability to reconstruct the IRC and its
energy profile and the best one is chosen for prospective QD calculations. In a similar fashion,
the TBA also starts from the degrees of freedom describing the critical points, but then uses
classical molecular dynamics (MD) trajectories that approximately follow the reaction path to
extract additional degrees of freedom that are most descriptive of the trajectories. The resulting
subspace is also linear and can be compared to the one created by the IBA. Both approaches
were applied to two example systems, the proton transfer in (Z)-hydroxyacryloyl chloride and
the methylization of cyclohexanone using trimethylaluminum. It was demonstrated that both
approaches yield similar results, which indicates, given their independence from each other, that
both approaches discover high-quality subspaces.
Extending the dimensionality reduction to nonlinear subspaces, the third approach uses an
autoencoder to find a low-dimensional embedding of MD trajectory data. It was shown how
this can be used to set up a grid and how a Hamiltonian can be constructed. The approach was
tested on the proton transfer in (Z)-hydroxyacryloyl chloride, where the increased accuracy of the
constructed nonlinear subspace compared to linear ones was demonstrated. All three developed
methods are best suited for slightly different systems. The IBA may be very useful for systems
whose dynamics stay close to the IRC and are mostly described by linear coordinates such as
bond distances. In this case, only the IRC is required and offers a relatively lightweight option to
approach the QD. The TBA seems to be a valuable tool to gain quick access to first QD results,
when MD trajectories are easily attainable. It can be applied using very few trajectories and
the computational overhead associated with the identification of the reactive coordinates can be
neglected.
The nonlinear subspaces created by using an autoencoder have the potential to become the
standard basis for this kind of grid based QD whenever most emphasis lies on the accuracy of the
results. While they require notable computational effort, they allow for the use of any desired
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level of classical or semiclassical trajectories to screen the reactive subspace and use them as
construction guidelines. The resulting nonlinear subspaces require less dimensions than linear
ones and thus push the limitations in system size. An illustration of this is shown in fig. 4.1
for the proton transfer reaction in (Z)-hydroxyacryloyl chloride. Here, three linear coordinates,
i.e. the principal components, are very relevant to the reactive space, but a curved subspace
allows for the essential motions to be covered using two nonlinear coordinates that constitute the
potential energy surface (PES). In the bigger picture, this reduced dimensional approach could
possibly lead to a quadratic or lower scaling of the computation time with the number of atoms of
a molecule. The number of processes studied where this will be useful is immense. One example
that illustrates this especially well is the laser steering of reactions. Here, trajectory calculations
can be done to design laser pulses that enable individual reactant geometries to be guided to
the desired product. However, these pulses vary significantly with different initial geometries.
QD calculations are suited to overcome this, since they intrinsically work with distributions.
As a result, the trajectory calculations might be very useful to identify the reactive space that
describes the reaction one wishes to enable. This reactive space can then be used to calculate
the required laser pulses using accurate QD calculations.
Figure 4.1: Projection of the two-dimensional potential energy surface generated using an autoen-
coder onto the first three principal components of the MD data. Since all three PCA coordinates
contribute significantly to the data set and the IRC the surface is strongly curved. The depth of
the PES is given by color and is not related to the spatial dimensions. It shows the double mini-
mum potential structure typical for derivatives of malondialdehyde. This projection is analogous
to an angle coordinate projected onto its x and y components, resulting in a circle, on which a
color coded potential could be represented. The PCA coordinates are given in relative units.
In the second chapter, the inclusion of dynamic environment effects in the grid based QD of
solvated systems was studied. Three methods with increasing complexity were presented. The
first, the dynamic continuum ansatz, treats the solvent of dissociative systems implicitly. It
uses the experimentally determined viscosity of the solvent, a distance function representing the
deformation of the solvent cavity and the wavefunction to calculate a decelerating potential acting
on the dissociating fragments. The second method, the combined QD/MD approach, uses frozen
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MD snapshots of the solvent to explicitly calculate external potentials for ultrafast processes of
the solute. With the use of enough different solvent arrangements, the overall results converge.
Along with this, a procedure was introduced to calculate the interaction potential between solute
and solvent molecules using a reduced number of relative coordinates. Both approaches have been
applied to simulate the photodissociation of Ph2CH−PPh+3 . In this system the dynamic effects
of the solvent are decisive for the prediction of the formation of the experimentally observed
products. Both methods were shown to be able to predict the experimental results correctly.
The third method, the cQDMD, extends the quantum-classical TDSCF to the simultaneous
propagation of solute and solvent, where the grid based QD of the solute are complemented
with classical degrees of freedom for translation and rotation. Accordingly, the cQDMD can be
understood as a direct improvement of the combined QD/MD approach. Within its limits, the
cQDMD can also be used to study decoherence, as has been demonstrated.
Of the resulting approaches, the dynamic continuum ansatz is the more specialized one.
While it is clearly very computationally efficient, care must be taken that the dynamic solvent
effects can be described reasonably well without explicit effects such as collisions that result
in opposite momentum. If this is the case, as for example in large dissociating fragments, the
dynamic continuum ansatz can prove useful. The cQDMD approach is more costly but also
far more generally applicable. Its major limitations are scenarios where quantum effects of the
solvent become important and systems, where parts of the wave function become widely spatially
separated. Given present computational abilities, both limits are in principal avoidable, but
would require further research.
The third chapter focused on two minor improvements to grid based QD. The first is a
re-evaluation of an approximation commonly made in the Wilson G-matrix formalism. It was
shown how the approximation can introduce errors and how they can be avoided using a low-
dimensional alternative to the Jacobian determinant. Besides the resulting increased accuracy,
the alternative to the Jacobian determinant might also be useful for constructing more efficient
grids by avoiding the studied approximation.
The other improvement was demonstrated for systems whose wavefunctions have a low vari-
ance in momentum, while having big momentum expectation values. It was demonstrated how
undersampling can be used in these cases to reduce the number of grid points needed for propa-
gation. One potential application is the study of dissociative systems with an evenly structured
PES, where this may enable an increase in the dimensionality of the reactive subspace in which
the system is to be studied using similar computation times.
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Approximate Projection onto Nonlinear Subspaces
This projection assumes that the point y to be projected is close enough to the subspace and the
subspace is not pathologically curved. Otherwise the algorithm will only find relative projection
optima. It also assumes that the imperfect projection H˜(F˜()) does not change drastically with small
changes in its argument. In practice, this assumption holds.
We now have a set of non orthonormal basis vectors a j, comprising a nonorthonormal pro-
jection matrix A = [a1 a2 · · · aN ]. These give us a basis of the tangential space of the nonlinear
subspace at the point H˜(y˜′). If we find a projection onto this tangential space, we can project
the distance between the point to be projected y and the current approximation of its projection
H˜(y˜′) onto it. This projection is approximately the distance vector between the approximate pro-
jection and the actual projection. Thus, if we deduct it from H˜(y˜′) and iteratively do this with an
appropriately small step size, we reach the actual projection.
The last thing missing is an expression for a projection using a nonorthonormal basis. To derive
*To whom correspondence should be addressed
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this, we start with the most general representation of a vector x in this basis:
x=∑
i
aiai (1)
Here ai is the coefficient of its ith basis vector. Those coefficients tell us how the vector x looks in
our basis ai and we want to find a vector b= [a1 a2 · · · aN ] composited of these coefficients ai.
To get there we multiply x with an aTj :
aTj x=∑
i
aiaTj ai (2)
If this is considered to be the jth element of a vector, we can write this as
[aT1 x a
T
2 x · · · aTNx]T = xTA= ATAb . (3)
If we isolate b we obtain
b=
(
ATA
)−1 xTA . (4)
Grid Spacing
We begin with the classical expression of the kinetic energy T in terms of the G-matrix G and the
momentum vector p:1
T =
1
2
pTGp (5)
Now, a relationship between the kinetic energy and the momentum along a single coordinate is
needed. In the worst case all of the kinetic energy is contained within a single directional momen-
tum pr,max, which represents the maximum momentum that is classically possible in this direction.
This means that the the momentum vector p has only one non zero entry at index r. If we insert
2
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this in Eq. 5, it becomes
T =
1
2
p2r,maxGrr . (6)
Since the nyquist frequency determines the upper bound for the spacing ∆qr in order to represent
a certain momentum via
∆qr <
pi
pr,max
, (7)
we can now derive the relationship between the spacing and the kinetic energy along a certain
direction as
∆qr < pi
√
Grr
2T
. (8)
In practice the kinetic energy T will almost never be close to completely in coordinates orthogonal
to the IRC. Therefore the kinetic energy Tr along the different directions r also differs, resulting in
∆qr < pi
√
Grr
2Tr
. (9)
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1 Partition of the coordinates to calculate the probability
distributions P (qn)
To analyze the standard deviation σqn of the interaction energy, the probability distributions
P (qn) for the angular coordinates in the orientation space have to be evaluated. To this,
P (qn), calculated according to eq 6 in the manuscript, has to be smoothed. We Fourier
transformed P (qn), applied a low-pass butterworth ﬁlter F (ω) and then performed an inverse
Table S1: Partition of the coordinates and relative deviation D of the normalized resulting
probability distributions for the calculation of the standard deviation σqn of the interaction
energy with respect to the four angular coordinates αs, βs, αf and βf . The values are given
for the two fragments PPh3 and Ph2CH in which Ph2CH−PPh3+ is partitioned.
coordinate qn partition partition partition σqn [au]
D D D
αs(PPh3)
βs
2
αf
2
βf
2
1.58 · 10−4
0.038 0.047 0.049
βs(PPh3)
αs
2
αf
2
βf
2
7.61 · 10−5
0.044 0.032 0.055
αf (PPh3)
αs
2
βs
2
βf
2
1.62 · 10−4
0.058 0.039 0.029
βf (PPh3)
αs
2
βs
2
αf
4
2.71 · 10−4
0.095 0.060 0.097 / 0.116
αs(Ph2CH)
βs
2
αf
2
βf
2
1.28 · 10−4
0.020 0.035 0.012
βs(Ph2CH)
αs
2
αf
2
βf
2
7.21 · 10−5
0.047 0.059 0.057
αf (Ph2CH)
αs
2
βs
2
βf
2
1.03 · 10−4
0.020 0.021 0.034
βf (Ph2CH)
αs
2
βs
2
αf
2
1.34 · 10−4
0.085 0.085 0.107
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Fourier transformation. F (ω) reads
F (ω) =
1
1 +
(
ω
ω0
)n , (1)
with the central frequency ω0 and the order n. We used the values ω0 = 0.1 and n = 100.
To ensure that no compensation of orientations occurs for the tested coordinate we divided
the interval of the other angular coordinates in half and compared the shape of the obtained
probability distributions of both parts with each other and with the initial shape. If they
are similar enough no further dividing is necessary, if not the procedure is repeated for both
halves. In Table S1 the relative deviation D, i.e. the integral of the absolute diﬀerence of
the normalized probability distributions P j(qn) for each interval j, for the ﬁnal partitioning
are given. All D values lie below 12% and are suﬃciently small.
Figure S1 shows the normalized probability distributions P (αs) for the PPh3 fragment.
The intervals of all remaining angular coordinates are divided into halves ((a) βs; (b) αf ; (c)
βf ). The corresponding relative deviations D are given in the second row of Table S1. In
the depicted case the probability distributions are quite similar so no further partitioning of
the coordinates is necessary.
To calculate the standard deviations σqn for the interaction energy along the angular
coordinates, the m standard deviations σjqn for the partitions j ∈ {1, 2, . . . ,m} have to be
averaged according to eq 13 in the main text. Here we brieﬂy want to explain the origin of
the weighting factor Nj
N0
in this equation.
The variance VarA(x) = (σA,x)2 of the elements x ∈ A of a set A is
VarA(x) =
∑
x∈A
(x− xA)2 PA(x), (2)
with the mean value of x in A being xA and the discrete probability distribution PA(x) of
the elements in A. The set A can now be divided into two subsets B and C. Each element
S3
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Figure S1: Normalized probability distributions P (αs) evaluated for the halved interval of
the remaining angular coordinates for the PPh3 fragment. (a) Intervals for βs: [0; 180[ (black)
and [180; 360[ (red). (b) Intervals for αf : [0; 45[ (black) and [45; 90[ (red). (c) Intervals for
βf : [0; 180[ (black) and [180; 360[ (red).
of A is either an element of B or of C. Thus eq 2 can be transformed to
VarA(x) =
∑
x∈B
(x− xA)2 NB
NA
PB(x) +
∑
x∈C
(x− xA)2 NC
NA
PC(x). (3)
Here NA, NB and NC are the number of elements in the set A, B and C, respectively. In
the case, the mean values in the subsets B and C (xB and xC) are the same as xA eq 3 can
S4
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be rewritten:
VarA(x) =
NB
NA
∑
x∈B
(x− xB)2 PB(x) + NC
NA
∑
x∈C
(x− xC)2 PC(x)
=
NB
NA
VarB(x) +
NC
NA
VarC(x).
(4)
In eq 13 in the main text we also use the proportion of elements in the each subset (here
NB
NA
and NC
NA
) as weighting factors for the squares of the standard deviations σjqn like in eq 4
above.
2 Quantum dynamics
The quantum dynamics (QD) were performed on a regular space grid with 1024 points in r
direction and 512 points in φ direction. The size of the spatial grid was r ∈ [1.65Å, 6.00Å]
and φ ∈ [40°, 140°]. The time evolution of the system was calculated by solving the time-
dependent Schrödinger equation numerically with the Chebychev propagation scheme.S1 We
used a time step of 100 au (1.42 fs). The vibrational ground state eigenfunction v = 0 of
the electronic ground state was determined propagating in imaginary time.S2 To express the
kinetic operator Tˆ in the chosen two-dimensional coordinate space, the G-matrix method
was used:S3S5
Tˆ = −1
2
M∑
r=1
M∑
s=1
∂
∂qr
[
Grs
∂
∂qs
]
(5)
with Grs =
3N∑
i=1
1
mi
∂qr
∂xi
∂qs
∂xi
. (6)
Here M is the total number of internal coordinates and N is the number of atoms in the
considered molecule.
S5
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The G-matrix method allows the use of arbitrary orthogonal coordinates for the quantum
dynamical propagations. For details about the G-matrix elements see reference S6 and its
supporting information.
3 Convergence of population dynamics
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Figure S2: Population dynamics for the QD simulation of the bond cleavage of
Ph2CH−PPh3+ averaged over (a) 12, (b) 25 and (c) 50 diﬀerent solvent arrangements taken
from MD trajectories. The black line represents the population in the FC region, the blue
line the population in the S1 dissociation area and the red line the population around the
CoIn. The three areas are depicted in the inlay in Figure 8 in the manuscript. (d) shows the
overlay of the three graphs (dashed: 12 snapshots, dotted: 25, solid: 50).
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A convenient way to cover the thermodynamically accessible conﬁguration space of a
solvent environment around a solute is to perform MD simulations of the system. From
these a suﬃcient large number of snapshots along the trajectories represents the solvent
surrounding. For an overall picture of the bond cleavage of Ph2CH−PPh3+ we averaged
the wave packet propagations in the diﬀerent solvent surroundings according to eq 4 in the
manuscript. Figure S2 shows the convergence in the population dynamics increasing the
number of MD snapshots from Nsnap = 12 (a) over Nsnap = 25 (b) to Nsnap = 50 (c). The
black line represents the population in the FC region, the blue line the population in the
S1 dissociation area and the red line the population around the CoIn. In Figure S2(d) the
three graphs of Figure S2(a)(c) are overlaid (dashed line: 12 snapshots, dotted: 25, solid:
50). This showed 50 to be a suﬃcient large number of MD snapshots.
4 Qualitative comparison of the required computing time
The presented QD/MD approach requires several diﬀerent computational steps to simulate
the inﬂuence of the solvent environment on the QD of the solute. To estimate the eﬀort
behind the diﬀerent computations table S2 lists the required computing time for the dif-
Table S2: Qualitative comparison of computing time for simulation of the photoinduced bond
cleavage of Ph2CH−PPh3+ using the presented QD/MD approach. The computing time is
given for one CPU although some computations were performed parallel. Note that not all
computations were performed on the same machine. The fourth column speciﬁes how often
the computation has been performed for the presented bond cleavage of Ph2CH−PPh3+.
computation of method computing time [s] number
Vmol(r, φ) QC (ONIOM) 3.4 · 106 1
solvent dynamics MD 3.7 · 104 1
P (qn) evaluation of orientations 3.2 · 103 1
Esf(|−→rsf |, αs, αf , βf) QC (DFT) 1.8 · 107 1
Vsolv(r, φ) evaluation of orientations 2.1 · 102 50
solute dynamics QD 4.4 · 104 50
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ferent calculations in the case of the photoinduced bond cleavage of Ph2CH−PPh3+. The
computing time is given for one CPU although some computations were performed parallel.
Note that not all computations were performed on the same machine. The fourth column
speciﬁes how often the corresponding computation has been performed for the investigation
of the bond cleavage of Ph2CH−PPh3+.
For the calculation of Vmol(r, φ) 483 single point calculations on the our own n-layered in-
tegrated molecular orbital and molecular mechanics (ONIOM) level of theory (CASSCF(10,
10)/M06-2X) were performed; for the quantum chemical database of Esf(|−→rsf |, αs, αf , βf) 21780
single points at the DFT level of theory (M06-2X).
5 Optimized geometries
In the following the optimized geometry of the ground state minimum of Ph2CH−PPh3+
(DFT, B3LYP/ 6-31g(d)) and the structure with the minimal energy diﬀerence between S1
and S0 at the ONIOM level of theory, where the S1/S0 CoIn is located, are given in xyz-format
(all coordinates are given in Å):S6
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S0 minimum of Ph2CH−PPh3+
C -0.857563 -0.363243 2.740120 C -3.904048 1.193641 -1.825089
C -0.857563 -0.363243 4.136624 C -4.758800 0.209656 -1.326982
C -0.857563 0.841154 4.841799 C -4.361545 -0.552605 -0.227744
C -0.856673 2.048881 4.142127 C -3.115493 -0.342429 0.364361
C -0.851032 2.049395 2.747461 H -2.013596 2.184599 -1.623796
C -0.853155 0.846224 2.026641 H -4.209166 1.808742 -2.666574
C -0.880912 0.923931 0.505055 H -5.732204 0.049228 -1.780938
P 0.553877 -0.001046 -0.330103 H -5.027687 -1.305911 0.182917
C 0.517185 0.439117 -2.096536 H -2.843546 -0.924442 1.237017
C 0.599261 1.797043 -2.459860 C -0.700253 -2.495806 -0.620834
C 0.592713 2.163352 -3.803077 C -0.775043 -3.880705 -0.482911
C 0.506237 1.182728 -4.795959 C 0.270872 -4.586815 0.116795
C 0.437019 -0.164062 -4.442198 C 1.398748 -3.906729 0.577736
C 0.445454 -0.540090 -3.097451 C 1.485457 -2.520941 0.446454
H -0.846940 -1.312929 2.215166 H -1.519025 -1.963354 -1.091187
H -0.859334 -1.308491 4.671702 H -1.651438 -4.407711 -0.847813
H -0.860511 0.838254 5.927692 H 0.207297 -5.665973 0.220175
H -0.858520 2.992397 4.679905 H 2.216089 -4.452555 1.038998
H -0.851139 2.996680 2.213670 H 2.367591 -2.003812 0.806828
H -0.618846 1.954488 0.234810 C 2.399308 0.648467 1.716078
H 0.686844 2.570247 -1.701169 C 3.650060 1.051488 2.181513
H 0.658404 3.212488 -4.074981 C 4.669060 1.373368 1.283123
H 0.500526 1.470915 -5.842909 C 4.438939 1.285321 -0.090196
H 0.379884 -0.928828 -5.210685 C 3.191926 0.885547 -0.568494
H 0.401473 -1.591562 -2.837609 H 1.627922 0.392578 2.430697
C -2.239750 0.631801 -0.138374 H 3.825451 1.112398 3.251277
C 0.433997 -1.804790 -0.150298 H 5.640696 1.687494 1.652754
C 2.156330 0.570647 0.331175 H 5.229081 1.526783 -0.794606
C -2.658817 1.403261 -1.233867 H 3.031528 0.819900 -1.638206
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S1/S0 CoIn of Ph2CH−PPh3+
C 0.294154 -1.602203 1.912734 C -2.255969 -0.595800 -2.928832
C 0.621997 -1.826153 3.251610 C -3.147218 -1.542878 -2.423208
C 1.007022 -0.763660 4.070578 C -3.003787 -1.987426 -1.108301
C 1.063701 0.527240 3.542836 C -1.971752 -1.498803 -0.306080
C 0.741769 0.750568 2.204326 H -0.550484 0.641117 -2.531738
C 0.351269 -0.307908 1.371052 H -2.368740 -0.225073 -3.943419
C 0.000000 0.000000 0.000000 H -3.955918 -1.919045 -3.042749
P 2.819669 -0.677408 0.024219 H -3.705104 -2.707433 -0.696474
C 2.782977 -0.237245 -1.742214 H -1.901171 -1.834719 0.721734
C 2.865053 1.120681 -2.105538 C 1.565539 -3.172168 -0.266512
C 2.858505 1.486990 -3.448755 C 1.490749 -4.557067 -0.128589
C 2.772029 0.506366 -4.441637 C 2.536664 -5.263177 0.471117
C 2.702811 -0.840424 -4.087876 C 3.664540 -4.583091 0.932058
C 2.711246 -1.216452 -2.743129 C 3.751249 -3.197303 0.800776
H 0.007998 -2.446541 1.294024 H 0.746767 -2.639716 -0.736865
H 0.573669 -2.834330 3.652918 H 0.614354 -5.084073 -0.493491
H 1.258603 -0.940196 5.112078 H 2.473089 -6.342335 0.574497
H 1.360123 1.362210 4.170841 H 4.481881 -5.128917 1.393320
H 0.788979 1.760803 1.804978 H 4.633383 -2.680174 1.161150
H 0.355952 0.978807 -0.344955 C 4.665100 -0.027895 2.070400
H 2.952636 1.893885 -1.346847 C 5.915852 0.375126 2.535835
H 2.924196 2.536126 -3.720659 C 6.934852 0.697006 1.637445
H 2.766318 0.794553 -5.488587 C 6.704731 0.608959 0.264126
H 2.645676 -1.605190 -4.856363 C 5.457718 0.209185 -0.214172
H 2.667265 -2.267924 -2.483287 H 3.893714 -0.283784 2.785019
C -1.058458 -0.559590 -0.808639 H 6.091243 0.436036 3.605599
C 2.699789 -2.481152 0.204024 H 7.906488 1.011132 2.007076
C 4.422122 -0.105715 0.685497 H 7.494873 0.850421 -0.440284
C -1.224458 -0.108012 -2.127500 H 5.297320 0.143538 -1.283884
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Figure 1: Flowchart illustrating the complete dynamic algorithm. First, both subsystems are ini-
tialized. Each subsystem is then propagated. The classical MD system requires the interaction be-
tween the classical particles V f orce and the mean field potential of the quantum system VEhr. The
QD system requires the PES of the solute Vˆmol and the potential created by the solvent molecules
VˆSolv. At any point in time information can be extracted from the QD solute system.
2
109
2 3 4 5 6
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
r (A)
∆
E
 (
E
h
)
Figure 2: Initial conditions corresponding to excitation from the vibrational groundstate in S0.
Shown are the initial wave function (blue), the S1 potential (red), the solvent potential acting on
the solute (green) and the sum of both potentials (black) for a random solvent orientation.
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Figure 3: Initial conditions corresponding to the non dissociative initial wave packet of the solute.
Shown are the initial wave function (blue), the S1 potential (red), the solvent potential acting on
the solute (green) and the sum of both potentials (black) for a random solvent orientation.
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Figure 4: Decrease of coherence of the system with the low energy initial conditions. The purity
over 21 randomly chosen starting conditions as a function of time is shown.
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Figure 5: Convergence of the time constant of the decrease of coherence of the system with the
low energy initial conditions. The shown time constant was calculated for the decoherence measure
introduced in the main article.
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Figure 6: Convergence of the phase space volume covered by the Wigner function fw at 116 fs.
It is calculated via the integral over the absolute values of the difference between the successive
Wigner functions generated by incrementating the number of simulations n.
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Figure 7: Convergence of the phase space volume covered by the Wigner function fw at 348 fs.
It is calculated via the integral over the absolute values of the difference between the successive
Wigner functions generated by incrementating the number of simulations n.
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List of abbreviations
CoIn conical intersection
PES potential energy surface
IBA IRC-based approach
TBA trajectory-based approach
PCA principal component analysis
IRC intrinsic reaction coordinate
QD quantum dynamics
MD molecular dynamics
cQDMD coupled QD/MD
TDSCF time-dependent self-consistent field
VRCS virtual rigid classical solute
DFM dynamic Fourier method
Ph2CH−PPh+3 diphenylmethyltriphenylphosphonium ion
Ph2CH
+ diphenylmethyl cation
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