ATLAS実験における重心系衝突エネルギー8 TeVでの陽子-陽子衝突のデータを用いたトップクォークとボトムクォークに崩壊する荷電ヒッグス粒子の探索 by Nagata Kazuki & 永田 和樹
Search for charged Higgs bosons in the H± →
tb decay channel in pp collisions at √s = 8
TeV with the ATLAS detector
著者 Nagata Kazuki
year 2017
その他のタイトル ATLAS実験における重心系衝突エネルギー8 TeVでの
陽子-陽子衝突のデータを用いたトップクォークと
ボトムクォークに崩壊する荷電ヒッグス粒子の探索
学位授与大学 筑波大学 (University of Tsukuba)
学位授与年度 2016
報告番号 12102甲第7974号
URL http://hdl.handle.net/2241/00147753
Search for charged Higgs bosons
in the H± → tb decay channel
in pp collisions at
√
s = 8 TeV
with the ATLAS detector
Kazuki Nagata
December 2016
Search for charged Higgs bosons
in the H± → tb decay channel
in pp collisions at
√
s = 8 TeV
with the ATLAS detector
Kazuki Nagata
Doctoral Program in Physics
Submitted to the Graduate School of
Pure and Applied Sciences
in Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy in Science
at the University of Tsukuba
Abstract
The discovery of a Higgs boson with a mass of approximately 125 GeV has prompted the
question of whether or not this particle is part of a larger and more complex Higgs sector than
that envisioned in the Standard Model. We search for charged Higgs bosons with a mass heavier
than the top quark in proton-proton collision data at
√
s = 8 TeV corresponding to an integrated
luminosity of 20.3 fb−1 with the ATLAS detector at the CERN Large Hadron Collider. Charged
Higgs bosons are produced with the top quark via the subprocess gb → tH±, and decay into a
pair of the top and bottom quarks, H± → tb. The search region for the charged Higgs mass is
from 200 GeV to 600 GeV. We search for the heavy charged Higgs bosons in the semileptonic
decay channel of the top quark pair, leading to the final state containing multiple jets and one
charged lepton (electron or muon). In this analysis, we implement multivariate techniques using
several kinematic variables to separate signal events from the Standard Model background. We
see the deviation from the expectation on the production cross section, which is expressed by
σ(gb → tH±) multiplied by the branching fraction BR(H± → tb), in the broad charged Higgs
mass region. Though the local smallest p0-values correspond to 2.3-2.4 σ at charged Higgs masses
of 250, 300 and 450 GeV, they are not statistically significant and the observed limit does not have
the peak structure expected from the charged Higgs bosons. We set the upper limit of 6.28 pb at the
charged Higgs mass of 200 GeV and 0.24 pb at the charged Higgs mass of 600 GeV. We exclude
the region of the reference model, which is one of the Minimum Super-symmetric Standard Model
modified by the discovered Higgs boson mass, from 200 to 300 GeV for 0.5 ≤ tanβ ≤ 0.6 and
from 350 to 400 GeV for tanβ ≈ 0.5.
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Chapter 1
Introduction
Symmetry and relativeness are essential principles in modern particle physics. Concept of
symmetry breaking brought reasonable explanations to unexplained phenomena. Now, we try to
explain some unsolved issues such as hierarchy problem and dark matter by introducing a new
symmetry, Supersymmetry (SUSY), and its breaking. However, we have not discovered a new
particle from the symmetry yet. It is important for us to search for a SUSY particle, but I think
how to break symmetry is also important. Prof. Nambu imported the concept of the symmetry
breaking in particle physics from the superconductivity in solid state physics. Prof. Nambu’s
intuition that particle physics has relation with solid state physics is great. Superconductivity has
complex phenomena such as ferromagnetic superconductors and odd frequency superconductors.
In addition to this complexness of the system with symmetry breaking, there is a room to expand
the Standard Model Higgs sector with only one Higgs doublet. It is a motivation of this charged
Higgs bosons search to consider new extended Higgs sectors.
1.1 Gauge Bosons and Fermions
There are variety of things in the world. In spite of this diversity, all things are composed
of leptons and quarks, and all interactions are mediated by gauge bosons in the sight of particle
physics that deals with the very small particle, smaller than atomic scale. Four force fields, elec-
tromagnetic, weak, strong, and gravitational fields, control interactions between particles. The
Standard Model treats three interactions, electromagnetic and weak and strong interactions. Mod-
ern particle physics is based on gauge symmetry related with the force fields [1, 2]. There are
fermions which are half integer spin particles obeying Fermi-Dirac statistics and bosons which are
integer spin particles obeying Bose-Einstein statistics. The bosons can be categorized by their spin
and parity eigenvalues: scalar bosons with spin zero like Higgs boson, and vector bosons with spin
one like gluon. The fermions are composed of quarks and leptons with the different interaction to
the gauge bosons.
Massless photon mediates electromagnetic interaction. Massive W± and Z bosons mediate
weak interaction. Massless gluon mediates strong interaction. Leptons do not couple with gluon,
but quarks couple with gluon. Strong interaction is based on non-Abelian gauge field and this
causes the quark confinement, therefore we cannot extract only one quark from nucleon. Quarks
and leptons are described as isospin doublets in the Standard Model and there are three genera-
tions. The particles of different generations have different masses, and the third generation is the
heaviest. Quarks tend to have heavier masses than leptons in the same generation. Quarks are
classified to six flavours, up and down, charm and strange, top and bottom. Leptons are classified
1
to six particles, electron and electron neutrino, muon and muon neutrino, tau and tau neutrino.
Table 1.1 shows properties of quarks and leptons. Through weak interaction, quarks and leptons
can change their flavours. However, flavor changing neutral current is strongly suppressed.
Table 1.1: Properties of quarks and leptons.
Generation Properties
1st 2nd 3rd Spin Electric charge Interaction
Quark u c t 1/2 +2/3 EM, Weak, Strong
d s b 1/2 −1/3 EM, Weak, Strong
Lepton νe νµ ντ 1/2 0 Weak
e µ τ 1/2 −1 EM, Weak
The gauge interactions have charges which are required from symmetry of the fields. The
charges must conserve before and after the interactions. If a particle does not have a charge, the
gauge boson related with the charge cannot interact with the non-charge particle. The distance of
interactions is different between interactions. Photon can propagate to infinity. Gluon can propa-
gate to color confinement range. W±, Z bosons can propagate to the distance related with their
inverse masses. Table 1.2 shows properties of gauge bosons. The mass of gluon is a theoretical
value.
Table 1.2: Properties of gauge bosons.
Gauge boson Force Spin Electric charge Mass
g (gluon) Strong 1 0 0 [3]
γ (photon) EM 1 0 < 1 × 10−18 eV [3]
W± (weak bosons) Weak 1 ±1 80.385±0.015 GeV [3]
Z (weak boson) Weak 1 0 91.1876±0.0021 GeV [3]
Gauge theory requires that gauge boson is massless. This is a contradiction to the fact that weak
gauge bosons have masses. If it were not for the Higgs mechanism, we would find a problem that
the scattering amplitude between longitudinal W± bosons in s-channel, W+L W
−
L → W+L W−L ,
becomes proportional to s, the center of mass collision energy for the process, and would diverge
at large s. We would also find another problem related to the origin of the fermion mass, where the
mass term of Lagrangian breaks invariance for a chiral transformation. To solve those problems
related to gauge boson and fermion, the Higgs mechanism was introduced.
1.2 Standard Model and Higgs Boson
The Higgs boson plays an important part in the mechanism of giving mass to particles on
SU(2)L × U(1)Y gauge interactions. A simple summary of the Weinberg-Salam theory with the
Higgs mechanism is described as follows. Potential of a complex scalar field has spontaneously
breaking of symmetry, which is proposed by Nambu [4, 5]. All gauge bosons and fermions are
massless before the symmetry breaking. The potential of the scalar field changes at a transition
temperature for the symmetry breaking, and a vacuum state satisfying the symmetry drops into a
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new vacuum state, which does not satisfy the symmetry. The broken potential looks like bottom
of a wine bottle, and the breaking process seems that a state on the top of the convex fall to a
state on the bottom of the concavity around the convex. In this breaking process, the Nambu-
Goldstone boson, which is component of the complex scalar field at the bottom state, is eaten by
massless SU(2)L and U(1)Y gauge bosons corresponding to the weak bosons and the photon. The
SU(2)L and U(1)Y gauge bosons get to have the longitudinal state. Therefore, the gauge bosons
become massive. Using the analogy of a wine bottle, a freedom of rotating around the convex
represents the Nambu-Goldstone boson and fixing the rotating state to the particular point of the
bottom represents eating of the Nambu-Goldstone boson by the massless gauge bosons. This is
the key point of the Higgs mechanism. Equations (1.1) and (1.2) express the process of eating
Nambu-Goldstone boson by using simple U(1) equation,
φ =
√
1
2
(v + η(x) + iξ(x)) (1.1)
≃
√
1
2
(v + η(x)) exp (iξ(x)/v), (1.2)
where φ is a complex scalar field on U(1), v is an expectation value, and x indicates a parameter
of U(1) local gauge transformation. η is the real part of fluctuation around v, and this real field is
called the Higgs field in the Standard Model. ξ in Equation (1.1) indicates fluctuation of the scalar
field along complex axis like Nambu-Goldstone boson. ξ is shown to be the phase variation on
U(1) local gauge transformation in Equation (1.2). This formula deformation also indicates that
φ → φ exp (iξ(x)/v), (1.3)
Aµ → Aµ + 1
e
∂µ
ξ(x)
v
, (1.4)
where Aµ is U(1) gauge field with a charge e. By fixing the particular gauge, which remains the
only real part of the complex scalar field, the filed shown in Equation (1.3) becomes
√
1/2(v +
η(x)), furthermore the U(1) gauge filed loses a degree of freedom related to the gauge transfor-
mation. The fixing leads to the symmetry breaking of the gauge symmetry.
One of the SU(2)L fields and the U(1)Y field are mixed by the Weinberg-Salam angle. This
mixing leads to mixing the right-handed and left-handed components in weak neutral current,
and the vacuum state is unbroken for U(1)em gauge transformations with a charge operator Q ≡
T3 +Y/2. Two of the SU(2)L fields are mixed by making the weak charged currents. Finally, we
get three massive weak bosons, Z and W±, and one massless boson, γ. The Higgs boson is the
fluctuation to a remained component of the complex scalar field around the vacuum expectation.
Masses of fermions are given by Yukawa coupling, the Higgs boson mediates the interaction
between left-handed fermions and right-handed fermions. fermion mass terms in the Standard
Model Lagrangian is characterized by the Yukawa coupling constant, the Higgs field, and the
expectation value. After the vacuum expectation value getting non-zero value, fermion masses
become non-zero, in other wards, the left-handed states and the right-handed states are mixing.
Therefore, the vacuum phase transition leads to breaking of the chiral symmetry of fermions.
The Standard Lagrangian on the Weinberg-Salam model after the symmetry breaking is ex-
pressed by
3
L = −1
4
Wµν ·Wµν − 1
4
Bµν ·Bµν
+ Lγµ(i∂µ − g1
2
τ ·Wµ − g′Y
2
Bµ)L
+ Rγµ(i∂µ − g′Y
2
Bµ)R
+ |(i∂µ − g1
2
τ ·Wµ − g′Y
2
Bµ)φ|2 − V (φ)
− (G1LφR +G2LφcR + hermitian conjugate), (1.5)
with
Wµν = ∂µWν − ∂νWµ − gWµ ×Wν , (1.6)
Bµν = ∂µBν − ∂νBµ, (1.7)
g′/g = tan θW , (1.8)
V (φ) = µ2φ†φ+ λ(φ†φ)2 + · · · , with µ2 < 0 and λ > 0, (1.9)
φ =
(
0
v+h(x)√
2
)
, φc =
(
v+h(x)√
2
0
)
. (1.10)
The first and second terms in Equation (1.5) indicate the W±, Z, and γ kinematic energies and
self-interactions. Wµ is an SU(2)L vector composed of three gauge fields, W aµ with a = 1, 2, 3.
Bµ is a U(1)Y vector boson. Under a local gauge transformation of SU(2)L, which is expressed
by α(x) (αa(x) with a = 1, 2, 3), Wµ transforms as
Wµ → Wµ − 1
g
∂µα(x)−α(x)×Wµ. (1.11)
Under a local gauge transformation of U(1)Y , which is expressed by β(x), Bµ transforms as
Bµ → Bµ − 1
g′
∂µβ(x). (1.12)
α ×Wµ term in Equation (1.11) means that Wµ rotates around an orthogonal axis to a α-Wµ
plane by the non-Abelian gauge transformation α. The third and fourth terms in Equation (1.5)
indicate lepton and quark kinematic energies and their interactions with W±, Z, γ. R is right-
handed quark singlets and right-handed lepton singlets, and L is left-handed quark doublets and
left-handed lepton doublets. τ indicates the Pauli spin matrices. Y is a generator of the U(1)Y
gauge field. g is a coupling constant between the SU(2)L gauge field and the weak isospin cur-
rent, g′ is a coupling constant between the U(1)Y gauge field and the hypercharge current. The
Weinberg-Salam angle, θW , is determined by experiment. Under a local gauge transformation of
the SU(2)L × U(1)Y , the left-handed and right-handed components are transformed as
L → exp(iα(x) ·T + iβ(x)Y)L, (1.13)
R → exp(iβ(x)Y)R. (1.14)
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We can transform the third and fourth terms in Equation (1.5) as
Lγµ(i∂µ − g1
2
τ ·Wµ − g′Y
2
Bµ)L + Rγ
µ(i∂µ − g′Y
2
Bµ)R
= iψγµ∂µψ − g1
2
Lγµτ ·WµL− g′ψγµY
2
Bµψ
= iψγµ∂µψ − gψγµT ·Wµψ − g′ψγµY
2
Bµψ
= iψγµ∂µψ − gJµweak ·Wµ − g′
JµhyperBµ
2
= iψγµ∂µψ − g(Jµ1, weakW1, µ + Jµ2, weakW2, µ)
−
(
g′
JµhyperBµ
2
+ gJµ3, weakW3, µ
)
, (1.15)
with
ψ = L + R, ψ = L + R. (1.16)
T is a generator of the SU(2)L gauge field. The second term in Equation (1.15) becomes
Jµ1, weakW1, µ + J
µ
2, weakW2, µ = Lγ
µ 1
2
(τ1W1, µ + τ2W2, µ)L
= Lγµ
√
1
2
(τ+W
+
µ + τ−W
−
µ )L
=
√
1
2
(Jµ+, weakW
+
µ + J
µ
−, weakW
−
µ ), (1.17)
where
τ+ =
1
2
(τ1 + iτ2), τ− =
1
2
(τ1 − iτ2), (1.18)
W+µ =
√
1
2
(W1, µ − iW2, µ), W−µ =
√
1
2
(W1, µ + iW2, µ), (1.19)
Jµ+, weak = Lγ
µτ+L, J
µ
−, weak = Lγ
µτ−L. (1.20)
Jµ±,weak and W±µ indicate the charged currents and W± bosons in the electroweak interaction,
respectively. The third term in Equation (1.15) becomes
g′JµhyperBµ
2
+ gJµ3, weakW3, µ =
(
g sin θWJ
µ
3, weak +
g′ cos θWJ
µ
hyper
2
)
Aµ
+
(
g cos θWJ
µ
3, weak −
g′ sin θWJ
µ
hyper
2
)
Zµ, (1.21)
where
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Aµ = cos θWBµ + sin θWW3, µ, (1.22)
Zµ = − sin θWBµ + cos θWW3, µ. (1.23)
θW indicates the Weinberg-Salam angle. By substituting Jµem = Jµ3, weak +
Jµ
hyper
2 with Q ≡
T3 + Y/2, the final form of the third term in Equation (1.15) becomes
eJµemAµ +
e
sin θW cos θW
(Jµ3, weak − sin2 θWJµem)Zµ, (1.24)
where
e = g sin θW (1.25)
= g′ cos θW . (1.26)
Aµ and Zµ correspond to the photon and the Z boson, Jµem is the electromagnetic current.
We go back to Equation (1.5):
−1
4
Wµν ·Wµν − 1
4
Bµν ·Bµν
= −1
4
[(∂µWν − ∂νWµ − gWµ ×Wν) · (∂µWν − ∂νWµ − gWµ ×Wν)
+Bµν ·Bµν ]. (1.27)
Then, we consider the component without terms related with the vector product Wµ ×Wν :
(∂µWν − ∂νWµ) · (∂µWν − ∂νWµ) +Bµν ·Bµν
= (∂µWν,1 − ∂νWµ,1)(∂µW ν1 − ∂νWµ1 ) + (∂µWν,2 − ∂νWµ,2)(∂µW ν2 − ∂νWµ2 )
+(∂µWν,3 − ∂νWµ,3)(∂µW ν3 − ∂νWµ3 ) + (∂µBν − ∂νBµ)(∂µBν − ∂νBµ)
= 2(∂µW
+
ν − ∂νW+µ )(∂µW−,ν − ∂νW−,µ)
+(∂µZν − ∂νZµ)(∂µZν − ∂νZµ) + (∂µAν − ∂νAµ)(∂µAν − ∂νAµ)
= 2W+µνW
−,µν + ZµνZµν + FµνFµν , (1.28)
where we use some deformations such as
∂µWν,1∂
µW ν1 + ∂µWν,2∂
µW ν2 = ∂µWν,1∂
µW ν1 + i∂
aW b1∂aW2,b − i∂aW b1∂aW2,b + ∂µWν,2∂µW ν2
= ∂µWν,1∂
µW ν1 + ig
aµgaµ′g
bνgbν′∂µW1,ν∂
µ′W ν
′
2
−i∂aW2,b∂aW b1 + ∂µWν,2∂µW ν2
= ∂µWν,1(∂
µW ν1 + i∂
µW ν2 )− i∂µWν,2(∂µW ν1 + i∂µW ν2 )
= (∂µWν,1 − i∂µWν,2)(∂µW ν1 + i∂µW ν2 )
= 2∂µW
+
ν ∂
µW−,ν (1.29)
and
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∂µWν,3∂
µW ν3 + ∂
µBν∂µBν = sin
2 θW∂µWν,3∂
µW ν3 + cos
2 θW∂
µBν∂µBν
+ cos2 θW∂µWν,3∂
µW ν3 + sin
2 θW∂
µBν∂µBν
= sin2 θW∂µWν,3∂
µW ν3 + cos θW sin θW∂
µBν∂µW3,ν
+ sin θW cos θW∂
µW ν3 ∂µBν + cos
2 θW∂
µBν∂µBν
+ cos2 θW∂µWν,3∂
µW ν3 − cos θW sin θW∂µBν∂µW3,ν
− sin θW cos θW∂µW ν3 ∂µBν + sin2 θW∂µBν∂µBν
= ∂µ(cos θWB
ν + sin θWW
ν
3 )∂µ(cos θWBν + sin θWW3,ν)
+∂µ(− sin θWBν + cos θWW ν3 )∂µ(− sin θWBν + cos θWW3,ν)
= ∂µAν∂µAν + ∂
µZν∂µZν . (1.30)
Equation (1.28) indicates kinetic energies of W±, Z, and γ. The term related with the vector
product, which is removed from the above calculation, indicates the self interactions.
The fifth, sixth and seventh terms in Equation (1.5) indicate W±, Z, γ, and Higgs boson
masses and the Yukawa couplings, respectively. The vacuum expectation value of the Higgs dou-
blet with T = 1/2, T 3 = −1/2, and Y = 1 is written as
〈φ〉 =
√
1
2
(
0
v
)
, (1.31)
where v is the vacuum expectation value, v = 246 GeV. This provides masses of the gauge bosons
by
∣∣∣∣(i∂µ − g12τ ·Wµ − g′Y2 Bµ
)
φ
∣∣∣∣2 = 12
∣∣∣∣(−g12τ ·Wµ − g′ 12Bµ
)(
0
v
)∣∣∣∣2
=
1
8
∣∣∣∣( gWν,3 + g′Bµ g(Wν,1 − iWν,2)g(Wν,1 + iWν,2) −gWν,3 + g′Bµ
)(
0
v
)∣∣∣∣2
=
1
8
v2g2[(Wµ,1)
2 + (Wµ,2)
2] +
1
8
v2(g′Bµ − gWµ,3)(g′Bµ − gWµ,3)
= (
1
2
vg)2W+µ W
µ,− +
1
8
v2(gWµ,3 − g′Bµ)2 + 0(gWµ,3 + g′Bµ)2. (1.32)
In Equation (1.32), vg/2 in the first term indicates W± mass, v
√
g2 + (g′)2/2 in the second term
indicates Z mass, and 0 in the third term indicates photon mass. V (φ) in Equation (1.5) is the
scalar potential with the Higgs field after the symmetry breaking, and φ is the Higgs doublet after
the symmetry breaking. µ2 is the parameter related with the Higgs boson mass, which is expressed
by
√
−2µ2. µ2 has a positive value before the symmetry breaking and has a negative value after
the symmetry breaking. λ is a coupling strength for the self coupling. The charge conjugation
Higgs doublet is expressed by −iτ2φ∗. Therefore, the charge conjugation doublet has Y = −1.
h(x) is the Higgs field. The Higgs boson mass is also expressed by m2h = 2v2λ.
For fermion mass terms related with the up quark and the down quark, the interaction between
the Higgs potential φ and the quarks is expressed by
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[G1LφR +G2LφcR + hermitian conjugate]up-quark, down-quark
=
√
1
2
Gd
(
u, d
)
L
(
0
v + h(x)
)
dR +
√
1
2
Gu
(
u, d
)
L
(
v + h(x)
0
)
uR
+
√
1
2
GddR
(
0, v + h(x)
)( u,
d
)
L
+
√
1
2
GuuR
(
v + h(x), 0
)( u,
d
)
L
=
√
1
2
Gd(dLdR + dRdL)(v + h(x)) +
√
1
2
Gu(uLuR + uRuL)(v + h(x)), (1.33)
where Gd and Gu are coupling constants between down quark and the Higgs field, up quark and
the Higgs field, respectively. In this calculation, L, R, L and R indicate not the flavour eigen state
but the mass eigen state. The coupling constants are also expressed by
Gd = md
√
2
v
, Gu = mu
√
2
v
, (1.34)
where md and mu are masses of the down quark and up quark, respectively.
The existence of the Higgs boson was the last piece for the Standard Model. In 2012 year, the
ATLAS and the CMS collaborations published the discovery of the Higgs boson [6–8].
1.3 Beyond the Standard Model
We discovered the Higgs boson, and the Standard Model became more robust. However,
there are some unsolved issues such as hierarchy problem and dark matter in the Standard Model.
Therefore, we need the Beyond Standard Model (BSM). We can expand the Higgs sector in the
Standard Model because there is no reasons for the minimal Higgs sector. In order to achieve the
expansion of the Higgs sector, we must satisfy requirements from two experimental observation
facts:
• ρ parameter, which represents the relative strength of the weak neutral interaction to the
weak charged interaction, is one.
• There is no Flavour Changing Neutral Current (FCNC) at the tree level.
The ρ parameter is expressed by using the Weinberg-Salam angle θW , a Higgs isospin Ii and a
Higgs hyper charge Yi:
ρ =
M2W
M2Z cos θ
2
W
=
∑N
i=1 v
2
i
[
Ii(Ii + 1)− 14Y 2i
]∑N
i=1
1
2v
2
i Y
2
i
, i = 1, ..., N. (1.35)
Suffix i indicates the number of Higgs scalars whose charge-zero members acquire vacuum expec-
tation values, vi. In the Standard Model, the Higgs isospin is one-half and the Higgs hyper charge
is one. We can add Higgs scalars as far as the calculation result is one. For example, the ρ param-
eter satisfies one if we simply add one Higgs doublet with Ii=1/2 and Yi=1 to the Standard Model
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Higgs sector. This model is Two Higgs Doublet Model (THDM) and charged Higgs bosons appear
in the THDM [9, 10]. Our charged Higgs search is model independent search, but it is convenient
for us to assume the Two Higgs Doublet Model. Hence, we consider charged Higgs bosons in the
Two Higgs Doublet Model and explain the behaviour in Section 1.4. The requirement from no
flavour changing neutral current gives different couplings of quarks, leptons and vector bosons to
the Higgs fields.
1.4 Charged Higgs Bosons in Two Higgs Doublet Model
First, we assume that the Higgs scalar potential in Two Higgs Doublet Model is given by
V (Φ1,Φ2) = m
2
11Φ
†
1Φ1 +m
2
22Φ
†
2Φ2 −m212(Φ†1Φ2 + Φ†2Φ1) +
λ1
2
(Φ†1Φ1)
2 +
λ2
2
(Φ†2Φ2)
2
+λ3Φ
†
1Φ1Φ
†
2Φ2 + λ4Φ
†
1Φ2Φ
†
2Φ1 +
λ5
2
[(Φ†1Φ2)
2 + (Φ†2Φ1)
2].
(1.36)
Two complex scalar SU(2) doublets are expressed by eight parameters.
Φa =
(
φ+a
(va + ρa + iηa)/
√
2)
)
, (a = 1, 2.). (1.37)
After the symmetry breaking, the scalar fields acquire vacuum expectation values as
〈Φ1〉0 =
(
0
v1√
2
)
, 〈Φ2〉0 =
(
0
v2√
2
)
. (1.38)
The vacuum state takes no charge, and the expectation values of the charged scalar fields become
zero. Three Nambu-Goldstone bosons composed of eight parameters are eaten by massless gauge
bosons. Therefore, we get three massive gauge bosons, W± and Z0, and five Higgs scalar bosons;
h0, H0, A0, H±. A charged scalars mass term in the Lagrangian is expressed by
Lφ±mass = [m212 − (λ4 + λ5)v1v2]
(
φ−1 , φ
−
2
)( v2
v1
−1
−1 v1v2
)(
φ+1
φ+2
)
. (1.39)
A pseudo-scalars mass term in the Lagrangian is expressed by
Lηmass = m
2
A
(v21 + v
2
2)
(
η1, η2
)( v22 −v1v2
−v1v2 v21
)(
η1
η2
)
. (1.40)
A neutral scalars mass term in the Lagrangian is expressed by
Lρmass = −
(
ρ1, ρ2
)( m212 v2v1 + λ1v21 −m212 + λ345v1v2
−m212 + λ345v1v2 m212 v1v2 + λ2v22
)(
ρ1
ρ2
)
, (1.41)
where
λ345 = λ3 + λ4 + λ5. (1.42)
There are three important parameters in the THDM.
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• α: A rotation angle between the neutral scalar bosons for diagonalizing the mass-squared
matrix of the scalar bosons.
• tanβ: We define tanβ ≡ v2/v1 and v ≡ (v21 + v22)1/2. The β indicates A rotation angle
for diagonalizing the mass-squared matrix of the charged scalars, and the pseudo-scalars.
• mA: A mass of the pseudo-scalar Higgs boson, A0.
These parameters depend on the Beyond Standard Model and affect the strength of couplings
between the Higgs fields and fermions or gauge bosons. We can describe the relation between the
parameters and additional scalar bosons.
G0 = η01 cosβ + η
0
2 sinβ. (1.43)
A0 = η01 sinβ − η02 cosβ. (1.44)
G± = φ±1 cosβ + φ
±
2 sinβ. (1.45)
H± = φ±1 sinβ − φ±2 cosβ. (1.46)
h0 = ρ01 sinα− ρ02 cosα. (1.47)
H0 = −ρ01 cosα− ρ02 sinα. (1.48)
G0 and G± are Nambu-Goldstone bosons eaten by gauge bosons, Z0 and W±. H± are charged
scalar bosons. A0 is a CP odd neutral scalar boson. h0 and H0 are CP even neutral scalar bosons.
The h0 mass is smaller than the H0 mass. The pairs of the scalar fields, G0 and A0, G± and H±,
h0 and H0, are orthogonal. The Standard Model Higgs boson is expressed by
HSM = ρ01 cosβ + ρ
0
2 sinβ (1.49)
= h sin(α− β)−H cos(α− β). (1.50)
The weak boson masses are the same as the Standard Model, when we define the vacuum expec-
tation value for the THDM by < Φ1,2 >0= v1,2/
√
2.
Here after, we assume Minimum Super-symmetric Standard Model (MSSM) to understand
properties of the charged Higgs bosons by treating a concrete example [11–15]. The reason why
Minimum Super-symmetric Standard Model requires the THDM comes from presence of Super-
partners of the Higgs bosons. The THDM enables a charge-conjugate of a Higgs Super-partner,
where the charge-conjugate has different chirality from the Higgs Super-partner, to be associated
with an additional Higgs field. The THDM also cancels anomaly of a higgsino coupling with
gauge bosons triangularly.
The mass-squared of the scalar bosons have relationships as follows [2].
m2A0 = m
2
12
v21 + v
2
2
v1v2
. (1.51)
m2H± = m
2
A0 +m
2
W± . (1.52)
m2h0 =
1
2
[
m2A0 +m
2
Z0 −
√
(m2
A0
+m2
Z0
)2 − 4m2
A0
m2
Z0
cos2 2β
]
. (1.53)
m2H0 =
1
2
[
m2A0 +m
2
Z0 +
√
(m2
A0
+m2
Z0
)2 − 4m2
A0
m2
Z0
cos2 2β
]
. (1.54)
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And
tan 2α =
m2A0 +m
2
Z0
m2
A0
−m2
Z0
tan 2β, −π
2
≤ α ≤ 0. (1.55)
By considering the relations between the mass equations,
mH± > mW± , (1.56)
mH0 > mZ0 ≥ Min(mA0 ,mZ0) cos 2β ≥ mh0 , (1.57)
m2H0 +m
2
h0 = m
2
A0 +m
2
Z0 . (1.58)
At the tree level, the small neutral Higgs mass is lighter than theZ boson. In fact, we must consider
radiative corrections from the top quarks and SUSY particles when we calculate the Higgs boson
masses accurately.
There are four types of the THDM without the FCNC at the tree level [10, 16]. The types have
different couplings of quarks, leptons and vector bosons to the Higgs fields. We can distinguish
the types in sight of the coupling to the right-handed fermions.
• Type I: One Higgs doublet couples to the vector bosons, while the other Higgs doublet
couples to the fermions.
• Type II: One Higgs doublet couples to the up-type quarks, while the other Higgs doublet
couples to the down-type quarks and the down-type leptons.
• Type III: One Higgs doublet couples to the quarks, while the other Higgs doublet couples
to the down-type leptons.
• Type IV: One Higgs doublet couples to the down-type quarks, while the other Higgs doublet
couples to the up-type quarks and the down-type leptons.
The Yukawa Lagrangian for A0, H±, h0 and H0 is expressed:
LTHDMYukawa = −
∑
f=u,d,l
mf
v
(ξfhffh+ ξ
f
HffH − iξfAfγ5fA)−
√
2Vud
v
u(muξ
u
APL +mdξ
d
APR)dH
+
+
√
2mlξ
l
A
v
νLlRH
+ + hermitian conjugate. (1.59)
ξfh , ξ
f
H , ξ
f
A are parameters of the couplings to the fermions shown in Table 1.3. PR and PL
are projection operators for the left- and right-handed fermions, respectively. Vud indicates the
Kobayashi-Masukawa matrix.
There are different production and decay rates of the discovered-Higgs boson from them of the
Standard Model Higgs boson if the additional Higgs bosons exist [17]. Discovery of the charged
Higgs bosons will lead to proof of existence of the Beyond Standard Model.
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Table 1.3: Yukawa couplings to the fermions in four types of the THDM.
Yukawa coupling scale factor Type I Type II Type III Type IV
ξuh cosα/ sinβ cosα/ sinβ cosα/ sinβ cosα/ sinβ
ξdh cosα/ sinβ − sinα/ cosβ cosα/ sinβ − sinα/ cosβ
ξlh cosα/ sinβ − sinα/ cosβ − sinα/ cosβ cosα/ sinβ
ξuH sinα/ sinβ sinα/ sinβ sinα/ sinβ sinα/ sinβ
ξdH sinα/ sinβ cosα/ cosβ sinα/ sinβ cosα/ cosβ
ξlH sinα/ sinβ cosα/ cosβ cosα/ cosβ sinα/ sinβ
ξuA cotβ cotβ cotβ cotβ
ξdA − cotβ tanβ − cotβ tanβ
ξlA − cotβ tanβ tanβ − cotβ
1.5 Production and Decay of Charged Higgs Bosons
The main production process of the charged Higgs bosons depends on the charged Higgs
boson masses [18, 19]. If the mass is smaller than the top quark, the charged Higgs bosons are
mainly produced from the top quark decay. If the mass is larger than the top quark, the charged
Higgs bosons are produced with the top quark. We search for the charged Higgs bosons with
heavier masses than the top quark mass. We can calculate a cross section of the production with
the top quark by using a combined calculation of schemes, four Flavor Scheme (4FS) and five
Flavor Scheme (5FS). A difference of the schemes comes from an ordering perturbative theory
related with a running coupling constant for QCD, αS(Q2). On the 4FS, we assume that a mass
of the b-quark is the same order as a hard process scale, which is much lager than the QCD
cut-off scale. There is no b-quarks in Parton Distribution Function (PDF) of the proton and the b-
quarks appear in perturbative calculations from interactions between gluons in the charged Higgs
production process. On the 5FS, we assume that a hard scale is much larger than the b-quark mass,
mH± >> 4mb, and the b-quarks are collinearly produced from gluon splittings. This causes
divergence in the 4FS calculation with a logarithm term, log (mH±/mb). If the Parton Distribution
Function of the proton contains the b-quark and the b-quark interacts with the gluon at the lowest
order charged Higgs production process, we can avoid the divergence. The calculation scheme
using the Parton Distribution Function with the bottom quark is called as the 5FS. The gluon
splitting into a pair of b-quarks in the hard process of the charged Higgs production is described
by a fixed-order perturbation theory in the 4FS and by the DGLAP-evolution equation of the PDF
with five quark flavours in the 5FS. Figures 1.1 and 1.2 show the production processes on the 4FS
and the 5FS, respectively.
We can combine the productions from the two schemes by using the Santander matching [23].
In sight of the total inclusive cross section of the charged Higgs bosons production, the calculations
of the 4FS and the 5FS are theoretically identical. The 4FS cross section indicates a result in an
asymptotic limit, mH±/mb → 1. On the other hand, the 5FS cross section indicates a result in
an asymptotic limit, mH±/mb → ∞. The matching makes use of the calculation results in the
asymptotic limits and provides a reasonable description including different types of the higher
order contributions. We perform the matching procedure by
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Figure 1.1: Feynman diagram of the charged
Higgs production process for the 4FS.
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Figure 1.2: Feynman diagram of the charged
Higgs production process for the 5FS.
σmatched =
σ4FS + wσ5FS
1 + w
, (1.60)
where
w = ln
mH±
mb
− 2. (1.61)
σ4FS and σ5FS are cross sections of the 4FS and the 5FS, respectively. w is a weight in the
matching calculation expressed by Equation (1.61). When we assume that the b-quark mass is
approximately 5 GeV, the matching cross section at mH± = 200 GeV is 0.37σ4FS+0.63σ5FS and
the cross section at mH± = 600 GeV is 0.26σ4FS+0.74σ5FS. A theoretical uncertainty for the
matching cross section is a linear combination of the cross section uncertainties of the 4FS and the
5FS with the weight w shown as
∆σmatched± =
∆σ4FS± + w∆σ5FS±
1 + w
. (1.62)
The notation of ± in ∆σ indicates upper and lower uncertainty limits of the combined cross
section, respectively. ∆σ4FS and ∆σ5FS indicate theoretical uncertainties for the 4FS and the
5FS, respectively.
The main decay mode of charged Higgs bosons depends on charged Higgs boson masses, tanβ
and radiative corrections from SUSY particles, mainly stop [24, 25]. Figure 1.3, for tanβ = 10
in the left plot and for tanβ = 50 in the right plot, shows a branching ratio of the charge Higgs
bosons on Minimum Super-symmetric Standard Model (MSSM) mh mod- scenario. The total
decay width of the charged Higgs bosons are calculated by using two codes, FEYNHIGGS [20]
and HDECAY [21]. The total decay width is expressed by
ΓH± = ΓH±→τντ + ΓH±→µνµ + ΓH±→hW + ΓH±→HW + ΓH±→AW
ΓH±→tb + ΓH±→ts + ΓH±→td + ΓH±→cb + ΓH±→cs + ΓH±→cd
ΓH±→ub + ΓH±→us + ΓH±→ud, (1.63)
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where a decay of the charged Higgs bosons to charginos, χ˜±1 and χ˜
±
2 , and neutralinos, χ˜0i (i =
1, ..., 4) is also taken into account. The MSSM mh mod- scenario means that we consider the
discovered Higgs boson with the mass mh of 125 GeV, and a sign of Xt, which is a parameter
related with a mixing term between right-handed and left-handed states on the stop quark, is
minus. In case of the charged Higgs boson masses is smaller than the top quark mass, H± → τν
is the dominant decay mode. In case of the charged Higgs boson masses is larger than the top
quark mass, H± → tb is the dominant decay mode. The peaks around mH± = 230, 350, and
420 GeV in the left plot originate from the decay of the charged Higgs bosons to the charginos
and the neutralinos. Both of charginos and neutralinos are generated by mixing of gauginos and
higginos after the SU(2) × U(1) symmetry breaking. χ˜±1,2 are composed of charged gauginos,
W˜±, and charged higgsinos, H˜±. χ˜01,...,4 are composed of neutral gauginos, W˜ 0 and B˜0, and
neutral higgsinos, H˜0 and h˜0. A mass of the charginos is expressed by
m2
χ˜±1,2
=
M22 + |µ|2 + 2M2W
2
∓
√
(M22 + |µ|2 + 2m2W )2
4
− |M2W sin 2β − µM2|2, (1.64)
where M2 is the SU(2) gaugino mass parameter, µ is the higgino mass parameter and MW is the
W boson mass. M2 and µ depend on scenarios of the MSSM. In case of the neutralinos, four mass
eigen states are obtained by diagonalizing a mass matrix of the neutoralinos with a unitary matrix.
The mass matrix for states of (W˜ 0, B˜0, H˜0u, H˜0d) is expressed by
Y =

M1 0 −MZ cosβ sin θW MZ sinβ sin θW
0 M2 MZ cosβ cos θW −MZ sinβ cos θW
−MZ cosβ sin θW MZ cosβ cos θW 0 −µ
MZ sinβ sin θW −MZ sinβ cos θW −µ 0
 ,(1.65)
where H˜0u is a SUSY partner of the Higgs field coupling to up-type quarks, H˜0d is a SUSY part-
ner of the Higgs field coupling to down-type quarks and MZ is the Z boson mass. By using
expectation values of H˜0u and H˜0d , tanβ is expressed by
tanβ =
v2
v1
=
〈H0u〉
〈H0d〉
. (1.66)
Our charged Higgs analysis focuses on heavy charged Higgs bosons which have the mass,
mH± ≥ 190 GeV, and decay into the top and bottom quarks.
Figure 1.4 shows a theoretical cross section on each value of tanβ by considering the production
cross section combined the 4FS and the 5FS, times the branching ratio of H± → tb as a function
of mH± .
1.6 Cross Section Calculation in Hadron Collider
When we deal with a cross section in pp collision, we consider interactions between partons
in two protons collided. Partons are components of protons, and partons consist of gluons and
valence quarks, which statically constitute a proton as two up quarks and one down quark, and
sea quarks, which are produced by pair productions from gluons in a proton. We assume that a
proton labeled as ProtonA collides with another proton labeled as ProtonB head-on. A parton
14
Figure 1.3: Charged Higgs Branching ratio for tanβ = 10 (left) and tanβ = 50 (right).
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Figure 1.4: Production cross section multiplied by the branching ratio of H± → tb in the combi-
nation of the 4FS and the 5FS.
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of ProtonA, labeled as pa, interacts with a parton of ProtonB , labeled as pb. Both partons
have momentum fractions of protons, xa = (momentum of pa)/(momentum of ProtonA) and xb =
(momentum of pb)/(momentum of ProtonB). We define a parton momentum distribution, f(x),
which describes a probability of an interacting parton having a momentum x, and also define
fa/A(xa) for pa and fb/B(xb) for pb. Each parton has a Parton Distribution Function. If we sum
up all momentum fractions x for all parton momentum distributions f(x), we get one:∑
i
∫
dxa xafia/A(xa) = 1,
∑
i
∫
dxb xbfib/B(xb) = 1. (1.67)
i indicates a suffix for a parton in a proton. xf(x) of valence quarks is distributed around one-third
which reflects that a proton is composed of three quarks, on the other hand, xf(x) of sea quarks
and gluons are distributed around zero.
We can characterize the Parton Distribution Function by using x and Q2. Q2 is defined by
Q2 ≡ −q2, q indicates a value of a momentum transfer between two partons. This parton structure
function is written as f(x,Q2), and evolution of the PDF for Q2 follows the Altarelli-Parisi-
evolution equation. Equation (1.68) is the simple evolution equation.
d
dlogQ2
q(x,Q2) =
αs
2π
∫ 1
x
dy
y
q(y,Q2)Pqq
(
x
y
)
. (1.68)
αs is the QCD coupling constant. q(y,Q2) is a parton distribution function of a parent parton.
q(x,Q2) is a parton distribution function of a child parton. Pqq indicates a probability of a parent
quark with the momentum fraction of y becoming a child quark with the momentum fraction of
x via a gluon emission where y is larger than x. Therefore, the momentum fraction of the parent
quark reduced by x/y.
As a parton distribution function depends on Q2, coupling constants of QED α and QCD αs
also depend on Q2 due to contributions from fermion loops of perturbative corrections. For QED,
the renormalized coupling constant is expressed by
α(Q2) =
α(µ2)
1− α(µ2)3pi log
(
Q2
µ2
) . (1.69)
α(µ2) indicates a coupling constant experimentally measured with a reference momentum scale
µ2. α(Q2) is a coupling constant at a scale Q2. We can get a physical subtraction reference scale
for the electromagnetic interaction by using photons with the Thomson limit, q2 = 0, and the
reference scale for the electroweak interaction by using the Fermi-coupling-constant scheme of
the β decay. For QCD, the renormalized coupling constant is expressed by
αs(Q
2) =
αs(µ
2)
1 + αs(µ
2)
12pi (33− 2nf )log
(
Q2
µ2
) , (1.70)
where nf represents the number of quark flavours. In case that Q2 increases, αs with nf < 17
decreases. αs(Q2) has a cut-off scale, Λ2, in the very low Q2 because αs(Q2) with the same order
of the Λ spoils the perturbative expansion.
αs(Q
2) =
12π
(33− 2nf )log
(
Q2
Λ2
) (1.71)
with
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Λ2 = µ2 exp
[ −12π
(33− 2nf )αs(µ2)
]
. (1.72)
Λ2 is a free parameter decided from experiments. We calculate αs(Q2), which is the strong cou-
pling constant under the scale where we want to study a physics process, by evolving a renormal-
ization group equation from a reference scale µ2 to a scale Q2. The reference scale µR follows a
renormalization group equation as follows [3].
µ2R
dαs
dµ2R
= β(αs) = −(b0α2s + b1α3s + b2α4s + · · · ) (1.73)
where:
• b0 is the 1-loop β function coefficient and is expressed by (33− 2nf )/(12π).
• b1 is the 2-loop β function coefficient and is expressed by (153− 19nf )/(24π2).
• b2 is the 3-loop β function coefficient and is expressed by (2857−(5033/9)nf+(325/27)n2f )/(128π3).
Calculation of the coefficients is performed under the modified minimal subtraction scheme, MS
scheme. We need to set the initial scale for µR where the coupling constant αs(µR) is evaluated
from experiment data. We often choose αs(MZ), which is derived from analyses of the hadronic
τ decay, calculation using the lattice QCD, studies of the Deep Inelastic lepton-nucleon Scattering
(DIS), analyses of hadronic final states of the e+e− annihilation, the hadron collider results and
the electroweak precision fits. The average value of αs(MZ) on the NNLO QCD prediction is
0.1181±0.0011 where the systematic uncertainties from the measurements are included. The
measurements of the strong coupling constant, except the calculation using the lattice QCD, also
provide an energy dependence of αs. Figure 1.5 shows a summary of the measurements of αs
as a function of the energy scale Q. The brackets in the figure indicate a degree of the QCD
perturbation theory used in the extraction of αs. (NLO) is the next-to-leading order, (NNLO) is
the next-to-next-to-leading order, (res. NNLO) is the NNLO matched with resummed the next-
to-leading logs, and (N3LO) is the next-to-NNLO. The black lines indicate theoretical values of
αs evolving from αs(MZ) =0.1181±0.0011. In the figure, we added a result from an analysis
of the radiative Υ decays, which is denoted as “Heavy Quarkonia”. “τ decays” indicates a result
from analyses of the hadronic τ decays. “DIS jets” indicates a result from NLO fits to inclusive
jet cross sections in the neutral current DIS. “e+e− jets & shapes” indicates a result from analyses
of event shapes in the e+e− annihilation measured around the Z mass peak. “e.w. precision fits”
indicates a result from a global fit to the electroweak precision data from Large Electron Positron
(LEP), Tevatron and Large Hadron Collider (LHC). “pp→ jets” indicates a result from studies of
inclusive jet cross sections and of jet angular correlations at the Tevatron. “pp → tt” indicates a
result from tt cross section measurements at the LHC.
From here, let us discuss a concrete example. We consider the Drell-Yan process which is a
production of a massive lepton pair, l+l−, by a quark-antiquark annihilation. We can obtain an
inelastic hadronic cross section, σAB ( ProtonA+ProtonB → l+l− + X ), by adding up all cross
sections for sub processes, σab→l+l− (pA+pB → l+l−). We define that pA and pB are a quark and
an antiquark, not the gluon, and X means fragments of an inelastic collision. We express the cross
section by using the momentum fractions:
σAB =
∫
dxa
∫
dxb fa/A(xa, Q
2)fb/B(xb, Q
2)σab→l+l− . (1.74)
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Figure 1.5: Summary of the measurements of αs as a function of the energy scale Q. The brack-
ets indicate the degree of the QCD perturbation theory used in the extraction of αs (NLO: the
next-to-leading order; NNLO: the next-to-next-to-leading order; res. NNLO: the NNLO matched
with resummed the next-to-leading logs; N3LO: the next-to-NNLO). The black lines indicate αs
evolving from αs(MZ) =0.1181±0.0011.
Therefore, σAB is a sum of interactions between partons in protons. We call this main collision
process between partons with high momentum fractions a hard process. A probability of the hard
interactions is very low, whereas, there are many background events originating from partons
with the low x, which mainly come from fragments of protons. Therefore, an analysis using
pp collisions becomes complex. The main reason of using the proton is stability and the heavy
mass. If we use the electron which lead to clean collision events, we need more a large radius
of the LHC ring to reach the center of mass collision energy of 14 TeV because of the energy
loss due to the synchrotron radiation. For example, if we bring a case of the Drell-Yan process,
qq → γ∗ → e+e−, again, the subprocess cross section is expressed by
σˆ(qq → e+e−) = 4πα
2
3Q2N
e2q , (1.75)
where eq is a charge of the quark, N is the overall colour factor, in this case, N = 3 due to the
colour singlet final state. Q2 is the same as sˆ, which indicates the center of mass collision energy
square in a quark-antiquark system, and an invariant mass of the produced leptons is
√
Q2. We
obtain a differential cross section, dσˆ/dQ2:
dσˆ
dQ2
=
4πα2
9Q2
e2qδ(Q
2 − sˆ). (1.76)
In a center of mass frame of the two hadrons, one is labeled as A and the other is labeled as B,
each parton in the hadrons has the following momentum:
pµA =
√
s
2
(xA, 0, 0, xA), p
µ
B =
√
s
2
(xB, 0, 0, xB), (1.77)
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where the system of the two hadrons has the center of mass collision energy square of s. The
center of mass collision energy square in the partons is expressed by
sˆ = xAxBs. (1.78)
The hadronic cross section in the PDF notation is given by
dσ
dQ2
=
4πα2
9Q2
∫ 1
0
dxAdxBδ(xAxBs−Q2)
[∑
k
e2k(qk(xA, Q
2)qk(xB, Q
2) + [A↔ B])
]
.
(1.79)
When we use a rapidity of the produced lepton pair, y = (1/2)log(xA/xB),
xA =
Q√
s
ey, xB =
Q√
s
e−y. (1.80)
The double-differential cross section is therefore
dσ
dQ2dy
=
4πα2
9sQ2
[∑
k
e2k(qk(xA, Q
2)qk(xB, Q
2) + [A↔ B])
]
. (1.81)
If we assume the factorization scale Q is equal to a mass of the final state M , Figure 1.6 shows
relation between the parton (x, Q2) variables and the kinematic variables M and y [22]. The
region surrounded by blue lines in the figure indicates the reachable region by using the Large
Hadron Collider with
√
s of 14 TeV. The region surrounded by green lines in the figure indicates
the reachable region by utilizing the Hadron-Electron Ring Accelerator (HERA) and a experiment
by using a fixed target.
There are two important factors, µF and µR. µF is a factorization scale which separates a hard
process scale and a soft process scale. Hence, the hard process between partons is described above
the scale. µR is a renormalization scale which appears in the QCD running coupling constant. In
the Drell-Yan process, we assume that µF =µR=M , a mass of a lepton pair. However, the cross
section of the generic hard scattering process is expressed by
σAB =
∫
dxadxbfa/A(xa, µ
2
F )fb/B(xb, µ
2
F )[σˆ0 + αs(µ
2
R)σˆ1 + ...]ab→X , (1.82)
where a and b are suffices of partons in the Proton A and the Proton B, respectively, X indicates
a resonance composed of the parton a and the parton b. A cross section at the leading order for
X+anything is calculated as follows.
• Find the leading order partonic process producing the X .
• Calculate the corresponding σˆ0 for a+b→ X from an invariant amplitude, which represents
a probability of a transition from the initial state to the final state by the hard scattering.
• Connect with a proper combination of the PDF for the initial state partons a and b.
• Decide a specific choice for the scales µF and µR.
• Carry out a numerical integration over the variables xa and xb and any other phase-space
variables related with the final state X .
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Figure 1.6: Relation between the parton (x, Q2) variables and the kinematic variables corre-
sponding to the final state of the mass M produced with the rapidity y at the LHC collider with√
s =14 TeV. The region surrounded by green lines in the figure indicates the reachable region by
utilizing the Hadron-Electron Ring Accelerator (HERA) and a experiment by using a fixed target.
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1.7 Search for Charged Higgs Bosons by the Other Experiments
Searching for the charged Higgs bosons have been performed at the Large Electron Positron
(LEP) [26] and the Tevatron [27–29] before the Large Hadron Collider (LHC) running. We also
have already done some charged Higgs bosons andW ′ analyses, whereW ′ is able to be interpreted
as charged Higgs bosons at the ATLAS and the CMS experiment [30–37]. However, we have
not seen any sign of existence of charged Higgs bosons yet. The following subsections are a
simple summary of charged Higgs analysis results except for our H± → tb analysis at the ATLAS
experiment. A limit of a production cross section is mainly mentioned, but the papers also refer a
limit of tanβ as a function of H± mass, please look at the citations.
1.7.1 LEP Combined Result
They gave combined results of the Apparatus for LEP PHysics (ALPHA); the DEtector with
Lepton, Photon and Hadron Identification (DELPHI); the L3 and Omni-Purpose Apparatus for
LEP (OPAL). The combined data corresponds with e−e+ collision at √s= 183-209 GeV and an
integrated luminosity of 2.6 fb−1. They assume that charged Higgs bosons are produced via a pair
production process, e−e+ → H+H−. The range of charged Higgs boson masses is approximately
40-100 GeV. Under an assumption that charged Higgs bosons are produced in the Type II frame-
work and Br(H+ → τν) is 1, they exclude the region of the charged Higgs boson masses below
m± = 94 GeV. In the Type I framework, they exclude the mass region below m± = 83.5 GeV at
tanβ=10 and mA = 70 GeV. This analysis considers the THDM scheme, therefore the theoretical
mass constraint is looser than the constraint in the MSSM [26].
1.7.2 CDF Experiment Result
They performed a model-independent charged Higgs bosons search by using the data of pp
collision at
√
s = 1.96 TeV and with an integrated luminosity of 2.2 fb−1. Charged Higgs bosons
are produced from the top quark decay in the tt event and decaying into the charm and strange
quarks. The range of charged Higgs boson masses is 60-150 GeV except 70-90 GeV. They set the
lowest observed limit at m± = 130 GeV on Br(t→ H+b)=0.08 with Br(H+ → sc)=1.0 [27].
1.7.3 D0 Experiment Result
There are two analysis results. They searched for charged Higgs bosons produced from the
top quark decay and charged Higgs bosons produced from the quark-antiquark annihilation in the
s channel. In the production process of the top quark decay, the range of charged Higgs boson
masses is from 80 to 155 GeV and they use the data of pp collision at
√
s=1.96 TeV and with an
integrated luminosity of 1 fb−1. Under an assumption of Br(H+ → cs)=1 or Br(H+ → τν)=1,
they set observed upper limits of Br(t→ H+b)=0.21 at m± = 80 GeV and of Br(t→ H+b)=0.19
at m± = 155 GeV on the leptophobic model of the MSSM. They also set observed upper limits
of Br(t → H+b)=0.16 at m± = 80 GeV and of Br(t → H+b)=0.18 at m± = 155 GeV on
the tauonic model of the MSSM [28]. Figure 1.7 shows the excluded region of tanβ and mH±
parameter space in the MSSM for the mh max scenario by considering both decay channels. The
red line indicates the expected limit, and yellow region around it indicates its ±1σ band. They
exclude the region for the mh max scenario with tanβ ≥ 30 at mH± = 90 GeV and tanβ ≥ 100
at mH± = 140 GeV.
In the production process of the quark-antiquark annihilation in the s channel, the range of charged
Higgs boson masses is from 180 to 300 GeV and they use the data of pp collision at
√
s=1.96 TeV
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Figure 1.7: Excluded region of tanβ and mH± parameter space in the MSSM for the mh max
scenario. The limit is derived from the H+ → cs and H+ → τν analyses at the D0 experiment.
and with an integrated luminosity of 0.9 fb−1. The observed upper limits on σ(qq′ → H+) ×
Br(H+ → tb) at tanβ=5 for the THDM Type II are 13.7 pb at mH+=180 GeV and 4.9 pb at
mH+=300 GeV [29].
1.7.4 ATLAS Experiment Result
H± Search
They searched for charged Higgs bosons decaying into τν in the production process from the
top quark decay of the tt system, or the association with the top quark. By using the data of
pp collision at
√
s=7 TeV and with an integrated luminosity of 4.6 fb−1, they set the observed
limits of Br(t → bH+)=0.05 at mH+ =90 GeV and of Br(t → bH+)=0.01 at mH+ =160 GeV
under an assumption that Br(H+ → τ+ν) is 1.0 [31]. They also searched for charged Higgs
bosons in the top quark decay process by considering a difference in lepton flavour composition
between the W± boson decay and the H± boson decay. They set the observed upper limits of
Br(t→ bH+)=0.033 at mH+ =90 GeV and of Br(t→ bH+)=0.183 at mH+ =160 GeV under an
assumption that Br(H+ → τ+ν) is 1.0. A combination between the two charged Higgs analyses in
the top quark decay process by using 7 TeV data set provide the upper limit of Br(t→ bH+)=3.4
% at mH+ =90 GeV and of Br(t → bH+)=1.1 % at mH+ =160 GeV [32]. A charged Higgs
analysis in the τν channel have been done by using the data of pp collision at
√
s =8 TeV and with
an integrated luminosity of 19.5 fb−1. They separated the H± mass region into two; the low mass
region, mH+ = 80-160 GeV, and the high mass region, mH+ =180-1000 GeV. The low mass
region is employed for the analysis of the production from the top quark decay, t → bH+, in tt
system. The high mass region is employed for the analysis of the production in the association with
the top quark, pp→ tH+ +X . We set the observed limit on Br(t→ bH+) × Br(H+ → τ+ν) of
1.3 % at 100 GeV and of 0.23 % at 160 GeV. They set the observed limits on the production cross
section, which is expressed by σ(pp → tH+ + X) × BR(H+ → τ+ν), of 4.5 fb at mH+ =180
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GeV and of 0.76 pb at mH+ =1000 GeV [33]. Figure 1.8, for the low mass region in the left
plot and for the high mass region in the right plot, shows the excluded region of tanβ and mH±
parameter space in the MSSM for the mmod−h scenario. They exclude the region for the m
mod−
h
scenario with mH± ≤ 140 GeV on tanβ > 1 and tanβ > 60 at mH± = 250 GeV.
Figure 1.8: Excluded region of tanβ and mH± parameter space in the MSSM mmod−h scenario
for the low mass region (left) and for the high mass region (right). The limit is derived from the
H+ → τ+ν analysis at the ATLAS experiment.
There is an analysis result of charged Higgs bosons produced from the vector boson fusion and
decaying into W±Z bosons by using pp collision data taken at
√
s = 8 TeV and with an integrated
luminosity of 20.3 fb−1. The THDM prediction allows H± → W±Z decay at the loop level, but
the Higgs Tripret Model prediction [38] allows H± →W±Z decay at the tree level. They set the
observed limit on the production cross section, which is expressed by σV BF × Br(H± →W±Z),
of 1020 fb at mH+ =220 GeV and of 31 pb at mH+ =650 GeV [35].
W ′ Search
They searched for a new massive gauge boson, W ′, which is produced in the s channel and
decays into the top and bottom quarks by using pp collision data at
√
s=8 TeV and with an inte-
grated luminosity of 20.3 fb−1. The W ′ is able to be interpreted as H+ → tb in the s channel.
There are two analysis channels, one is W ′ → tb → qqbb and the other is W ′ → tb → lνbb. In
the qqbb analysis channel, we set the lowest observed limits on the production cross section for the
left handed W ′L, which is expressed by σ(pp→W ′L) × Br(W ′L → tb), of 0.16 pb on mW ′L =1.5-
3.0 TeV. We also set the lowest observed limits on the cross section for the right handed W ′R of
0.1 pb on mW ′R =1.5-3 TeV [37]. In the lepton-plus-jet-final-state channel, we set the observed
limits on the production cross section for the left handed W ′L, which is expressed by σ(pp→W ′L)
× Br(W ′L → tb), of 3.3 pb at mW ′L =0.5 TeV and of 0.53 pb at mW ′L =3.0 TeV. We also set the
observed limits on the cross section for the right handed W ′R of 4.7 pb at mW ′R =0.5 TeV and of
0.40 pb at mW ′R =3.0 TeV [36].
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1.7.5 CMS Experiment Result
They searched for charged Higgs bosons originated from the top quark decay in the tt system
and decaying into τ and ν by using pp collision data at
√
s = 7 TeV and with an integrated
luminosity of 1.99-2.27 fb−1. There were four analysis channels by considering whether the top
quark and the tau lepton decay leptonicaly or hadronicaly. They set the combined observed limit
on Br(t → bH+) with Br(H+ → τ+ν)=1.0 from approximately 4 % to 2 % between mH+ = 80
and 160 GeV [30]. They also searched for charged Higgs bosons originated from the top quark
decay and the directly production in the association with the top quark by using pp collision data
at
√
s = 8 TeV and an integrated luminosity of 19.7 fb−1. There are two analysis channels,
H+ → τν channel and H+ → tb channel. In the τν channel, they set the upper limit on the
production from the top quark decay, Br(t → bH+) × Br(H+ → τν), from 1.20 % to 0.15 %
between mH+ = 80 and 160 GeV. They also set the upper limit for the cross section, which is
expressed by σ(pp → t(b)H+) with Br(H+ → τν)=1.0, from 0.377 pb to 0.025 pb between
mH+ = 180 and 600 GeV. In tb channel, they set the combined upper limit of tb→ (τhadν + b)b
and tb → (m or e ν + b)b and tb → (qq + b)b decay modes on the production cross section,
which is expressed by σ(pp→ t(b)H+) with Br(H+ → tb)=1.0, from 1.99 pb to 0.13 pb between
mH+ = 180 and 600 GeV [34]. Figure 1.9, for the low mass region in the left plot and for the high
mass region in the right plot, shows the excluded region of tanβ and mH± parameter space in the
MSSM for mmod−h scenario. The low mass region utilizes the result in the production from the top
quark decay. The high mass region utilizes the result in the production from pp collision. They
exclude the region for the mmod−h scenario with mH± ≤ 155 GeV on tanβ > 1 and tanβ > 60 at
mH± = 400 GeV.
Figure 1.9: Excluded region of tanβ and mH± parameter space in the MSSM mmod−h scenario
for the low mass region (left) and for the high mass region (right). The limit is derived from the
H+ → tb and H+ → τν analyses at the CMS experiment.
1.8 Outline of this Thesis
We have shown the theoretical and experimental background of a charged Higgs boson search
in this chapter. In next two chapters, we will give an explanation for our experimental apparatus,
Large Hadron Collider (LHC) and A Toroidal LHC ApparatuS (ATLAS) detector. Chapter 4 men-
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tions to how to reconstruct our physics objects and select events for our analysis. We explain which
of Monte Carlo event generators and parton shower generators are employed for our background
estimation and gives you an explanation of analysis optimization techniques, Boosted Decision
Tree (BDT) in Chapter 5. In Chapter 6, we refer to systematic uncertainties in our analysis. We
discuss our result by compering with results from other experiments in Chapter 7. At the end, we
summarize our analysis and give a conclusion in Chapter 8.
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Chapter 2
Large Hadron Collider
2.1 LHC Performance
In the particle physics, we have discovered new particles by using colliders. Large Hadron
Collider (LHC) is one of such colliders [3, 39, 40]. The LHC is a proton-proton collider at the
European Organization for Nuclear Research (CERN). The circumference of the LHC is approx-
imately 27 km. The design value of the center of mass collision energy of the LHC is 14 TeV,
which is the highest collision energy in the world so far. The design luminosity is 1034 cm−2s−1.
The LHC has a high beam current of 0.5 A and a high stored energy of several hundred MJ per
beam. Figure 2.1 is a schematic view of the LHC. Before protons reach the maximum speed, they
are gradually accelerated by four accelerators as follows.
• We produce protons by ionization of Hydrogen, and inject them into the Proton Synchrotron
Booster (PSB) at an energy of 50 MeV by using a linear accelerator.
• We accelerate the protons to 1.4 GeV by using the PSB, and inject them into the Proton
Synchrotron (PS).
• We accelerate the protons to 25 GeV by using the PS, and inject them into the Super Proton
Synchrotron (SPS).
• We accelerate the protons to 450 GeV by using the SPS, and inject them into the LHC.
There are two beam pipes for both directions, a clockwise and an anticlockwise direction.
• Finally, the protons in both beam pipes are accelerated to 7 TeV.
The beam system has enough cooling ability because there is constant energy deposition from the
synchrotron radiation of roughly 7 kW. The beam system also has enough vacuum pressure of
roughly 10−13 atm because we want to avoid collisions with gas molecules in beam pipes. We
control the proton beam by using dipole magnets for keeping the protons in their nearly circular
orbits, quadrupole magnets for focusing the beam, and radio frequency cavities for accelerating
and so on. There are about 9600 magnets in the LHC. The accelerating RF cavities make the bunch
structure of the proton beam. The proton beam on LHC ring has 2808 bunches with each bunch
containing about 1011 protons. There are four collision points of the LHC beams. Detectors of the
ALICE, ATLAS, CMS, and LHCb experiment are built at the points. Near the collision points,
the bunches are squeezed to about 16 µm and approximately 30 head-on collisions occur through
120 m of the common beam pipe at each interaction point. At a full luminosity, the LHC uses a
bunch spacing of 25 ns interval. Table 2.1 shows important parameters of the LHC.
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Table 2.1: Summary of the LHC main parameters.
Circumference 26659 m
Dipole operating temperature 1.9 K
Number of magnets 9593
Number of main dipoles 1232
Number of main quadrupoles 392
Number of RF cavities 8 per beam
Design value of energy for protons 7 TeV
Design value of energy for ions 2.76 TeV/u (Energy per nucleon)
Peak magnetic dipole field 8.33 T
Bunch cross rate 25 ns
Design luminosity 1034 cm−2 s−1
Beam crossing angle 285 µrad
Number of bunches per proton beam 2808
Number of protons per bunch (at start) 1.1×1011
Number of turns per second 11245
Number of collisions per second 600 million
Duration of the LHC Run 1 is from 2010 to 2012, the collision center of mass energy during the
first two years was 7 TeV and during the last one year was 8 TeV. The LHC Run 2 operation is
carrying out now.
We can expect the number of events, Nexp, by calculating a product of a cross section of inter-
est, σexp, and an integrated luminosity, which is a time integral over an instantaneous luminosity
L(t). The equation is expressed by
Nexp = σexp ×
∫
L(t) dt. (2.1)
The production cross section of interest indicates a probability for generating a particle of interest
by a collision. It is calculated from an invariant amplitude for the initial state and the final state.
The instantaneous luminosity indicates the number of colliding protons in beam per unit area and
per unit second.
2.2 Luminosity Measurement
2.2.1 Instantaneous Luminosity Estimation
We evaluate the instantaneous luminosity L at the ATLAS detector by exploiting Equation (2.2):
L =
µvisnbfr
σvis
, (2.2)
where µvis is the observed average number of the inelastic interaction rate per bunch crossing, nb
is the number of bunch pairs colliding per revolution, fr is the revolution frequency of bunches on
the LHC ring. σvis is the observed pp inelastic cross section [41]. We can express µvis and σvis by
µvis = εµ, σvis = εσinel, (2.3)
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Figure 2.1: Schematic view of the LHC accelerator chain.
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where µ is the expected average number of inelastic interactions, σinel is the total inelastic cross
section, and ε is an efficiency of the particular detector and algorithm. µvis is an experimentally
observable quantity and estimated independently by using several detectors and different algo-
rithms. We perform the calibration of the luminosity scale for a particular detector and algorithm
by measuring σvis.
2.2.2 Detectors for the Luminosity Measurement
We utilize the ATLAS detector subsystems for the luminosity measurement, the pixel detector,
the semiconductor tracker, the transition radiation tracker, the Minimum Bias Trigger Scintillator
(MBTS), the Beam Conditions Monitor (BCM), the LUminosity measurement using Cerenkov In-
tegrating Detector (LUCID), the Tile Calorimeter (TileCal), and the Forward Calorimeter (FCal).
With regard to the inner detector and the calorimeters, we give the explanations in chapter 3. Sev-
eral variables such as η and z are also explained in chapter 3. We refer to the MBTS, MBC and
LUCID.
• MBTS: The MBTS consists of sixteen scintillators. It is placed at z = ±365 cm from the
nominal interaction point (IP) and covers the η region, 2.09 < |η| < 3.84. It provides a
trigger on a condition of the minimum collision during the bunch crossing. We employ it
for the initial data-taking at a low instantaneous luminosity.
• BCM: The BCM detector is composed of four small diamond sensors, each sensor has a
cross section of approximately 1 cm2. It is placed at z = ±184 cm from the interaction
point and around the beam pipe. It provides information of the beam condition and a bunch-
by-bunch luminosity signal at |η| = 4.2 with a time resolution of ≃ 0.7 ns. When a beam
has the risk of damaging the inner detectors, BCM issues beam-abort requests. We derive a
signal from the vertical and horizontal pairs of the BCM detectors separately. The vertical
component is labelled as the BCMV. The horizontal component is labelled as the BCMH. In
spite of the similar response between the BCMV and the BCMH, the measurement results
are a little bit different between the BCMV and the BCMH due to a small difference in
acceptances, thresholds, and data paths. We treat the measurement results separately.
• LUCID: The LUCID detector is a Cherenkov detector and composed of sixteen aluminium
tubes filled with the C4F10 gas. It is placed at z = ±17 m from the IP and covers the η
region, 5.6 < |η| < 6.0. It provides information of the beam condition and an instantaneous
luminosity.
The BCM and LUCID have an ability of measuring a precise luminosity on each bunch crossing
due to fast response. The two fast detectors employ the FPGA-based front-end electronics inde-
pendent of the main data acquisition system. On the other hand, the MBTS data and the inner
detector data are collected through the data acquisition system. Therefore, A luminosity estimated
from the detectors contains the effect from a dead time by the Central Trigger Processor. The dead
time is less than 1 % normally.
2.2.3 Luminosity Algorithm
We have two main algorithms to measure a visible interaction rate per bunch crossing, µvis,
by employing the inner detectors, MBTS, BCM, and LUCID, event counting algorithm and hit
counting algorithm. We also employ the calorimeters, the TileCal and FCal, for further luminosity-
sensitive methods which evaluate the total luminosity, summed over all bunches, by checking
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detector currents sensitive to the average particle rates over longer time scales. We refer to the
event counting and hit counting algorithms.
In case of a low visible inelastic interaction rate of µvis << 1, the event counting algorithm
provides useful information for the luminosity measurement. This algorithm measures a rate of
bunch crossings passing a given set of criteria designed to detect presence of at least one inelastic
pp collision. µvis is expressed by µvis ≈ N/NBC where N is the number of bunch crossings
passing the criteria that are observed within a given time interval, and NBC is the total number of
bunch crossings in that same interval. As µvis increases, µvis is no longer linearly related to a raw
event count N because of an effect from the pile-up event. We use the alternative algorithm, hit
counting algorithm, in higher µvis condition like µvis >> 1.
The hit counting algorithm measures the number of hits which indicate the detector readout
channels with signals above some predefined thresholds. When we assume that the number of
hits in pp interaction follows a Bi-nominal distribution and the number of interactions per bunch
crossing follows a Poisson distribution, µvis is expressed by
µvis = −ln
(
1− NHIT
NBCNCH
)
, (2.4)
where NHIT is the total number of hits within a time interval, NBC is the total number of bunch
crossings within a time interval, and NCH is the total number of detector channels. There is a
particle counting algorithm as the special case of the hit counting algorithm. It employs a detector
with very fine segmentation for directly counting individual particles.
2.2.4 Calibration of the Measured Luminosity
We perform the calibration of the σvis by using a dedicated beam-separation scan known as
van der Meer (vdM) scan. This method directly measures parameters of the beams separated by
steps of a known distance to estimate an absolute luminosity. The luminosity derived from the
vdM scan is expressed by
L =
n1n2nbfr
2πΣxΣy
, (2.5)
where n1 and n2 are the number of protons per bunch, Σx and Σy characterize the rms transverse
beam sizes in the horizontal and vertical directions. We determine σvis for the scale by using
µMAXvis , which is the visible interaction rate per bunch crossing observed at the peak of the scan
curve on the overlap region of beams by using the Luminosity algorithm [42].
σvis = µ
MAX
vis
2πΣxΣy
n1n2
. (2.6)
The calibrated σvis is used in Equation (2.2). This description is valid in an ideal condition that
the bunches have Gaussian profiles and independent of positions along the bunch, and the particle
distributions do not change during bunch crossings. Actually, there are a small beam crossing
angle and a long bunch structure, which reduce a value of a luminosity, for example, 15 % reduces
in the LHC.
2.2.5 Integrated Luminosity
We measure the total integrated luminosity as shown in Figure 2.2, which is the cumulative
luminosity versus time for pp collisions at the center of mass collision energy of 8 TeV, by using the
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algorithms and detectors described above. The vdM scan is applied for the calibration. The green
region in the plot indicates the delivered luminosity. The yellow region in the plot indicates the
luminosity recorded by the ATLAS detector, which contains the effect from the DAQ inefficiency.
The blue region indicates the luminosity certified to be good quality data during stable beams.
The delivered luminosity is the data taken from the start of stable beams until the LHC requests
the ATLAS detector to put the detector in a safe standby mode to allow a beam dump or beam
studies. The DAQ inefficiency in a warm start originates from the tracking detector on a ramp of
the high-voltage, the pixel system turning on the preamplifiers and so on. We utilize the data set
with a good data quality of 20.3 fb−1 for our analysis.
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Figure 2.2: Cumulative luminosity versus time for pp collisions at the center of mass collision
energy of 8 TeV during 2012.
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Chapter 3
ATLAS Detector
3.1 Short Summary of the ATLAS Detector
Figure 3.1: Schematic view of the ATLAS detector.
A Toroidal LHC Apparatus (ATLAS) is one of the detectors at the LHC [43]. Figure 3.1 is a
schematic view of the ATLAS detector. Dimensions of the detector are 25 m in height and 44 m
in length. The overall weight of the detector is approximately 7000 tons. The ATLAS detector is
composed of several subdetectors, silicon detector, transition radiation tracker, solenoid magnet,
electromagnetic calorimeter, hadronic calorimeter, toroidal magnet, and muon spectrometer. By
combining information from the components, particles produced in pp collisions are identified.
We can detect the particles with long life time and the particles to not decay, therefore main
particles directly detected are electron, photon, muon, and hadrons like pion. We observe quarks
33
as hadrons after hadronization due to a characteristic of QCD. For particles with short lifetime,
they are observed as a jet which is a cluster of hadrons. Figure 3.2 shows the interactions between
the particles and the ATLAS sub-detectors.
Figure 3.2: Interactions between particles and the sub-detectors.
Photons interact with the electromagnetic calorimeter and there is no tracks from photons in the
tracking chamber because they are neutral. Electrons interact with both electromagnetic calorime-
ter and tracking chamber. They are stopped at the electromagnetic calorimeter. On the other hand,
muons pass through the detectors and reach the muon detector which is placed at the outermost
ATLAS detector. Hadrons mainly interact with the hadronic calorimeter. We can identify heavy
flavour quarks and τ leptons by using the information of the calorimeters and the track chamber.
We cannot directly detect neutrinos. We observe them as missing transverse energy.
We define the coordinate system at the nominal interaction point that the beam direction is
the z-axis and the x-y plane is transverse to the beam direction. The positive x-axis points to
the center of the LHC ring. The positive y-axis points upward. The positive z-axis points to the
counter-clockwise beam direction. The side-A of the detector is defined as that with the positive z
and the side-C is that with the negative z, the side-B indicates the barrel region. We also define the
cylindrical coordinates, the azimuthal angle φ is the rotation angle around the beam axis and the
polar angle θ is the angle from the beam axis. We always use pseudorapidity η = − ln tan(θ/2) as
an angle from the beam axis instead of θ. When a massive particle has enough speed as ~p >> m,
the pseuderapidity is the approximate expression of rapidity y = (1/2) ln [(E + pz)/(E − pz)].
The ATLAS detector satisfies some requirements coming from the condition of high frequency
and intense collisions and theoretical requirements coming from searches for a Higgs boson and
SUSY particles. A summary of the requirements are described as follows.
• The detectors, especially inner detector, have high tolerance to radiation.
• High detector response and trigger system for handling high event rate, 40 MHz.
• High detector granularity for reducing the influence of overlapping events.
• Large acceptance in pseudorapidity with almost full azimuthal angle coverage.
• Good charged-particle momentum resolution and reconstruction efficiency in the inner de-
tector.
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• Good electromagnetic calorimetry for electron and photon identification and measurements.
• Good hadronic calorimetry for jet and missing transverse energy measurements.
• Good muon identification and momentum resolution over a wide range of momenta and the
ability to determine unambiguously the charge of high momentum muon.
• Highly efficient triggering on low transverse-momentum objects with sufficient background
rejection.
Table 3.1 shows the requirements for the detector components described as resolution and cover-
age. ⊕ indicates the sum of squares. Units of the transverse momentum and the energy in the table
are in GeV.
Table 3.1: Requirement for the detector components in the ATLAS detector.
Detector component Required resolution η coverage
Measurement Trigger
Tracking σpT/pT = 0.05%/pT ⊕ 1% ±2.5
EM calorimetry σE/E = 10%/
√
E ⊕ 0.7% ±3.2 ±2.5
Hadronic calorimetry (jets)
Barrel and end-cap σE/E = 50%/
√
E ⊕ 3% ±3.2 ±3.2
Forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9
Muon spectrometer σpT/pT = 10% at pT = 1 TeV ±2.7 ±2.4
3.2 Magnet System
There is strong magnetic field systems composed of the Central Solenoid, Barrel Toroid and
End-cap Toroid to bend tracks of charged particles as shown in Figure 3.3. The Central Solenoid
is a single layer coil with an inner diameter of 2.46 m and an outer diameter of 2.56 m and an
axial length of 5.8 m, its shape looks a large tube. The Central Solenoid provides inner detector
system with an axial field of 2 T. The magnetic field is returned through a steel support structure
of the hadronic tile calorimeter as an outer return yoke. The Barrel Toroid is composed of eight
superconducting coils which are symmetrically installed, the system has an inner diameter of 9.4
m and an outer diameter of 20.1 m and a length of 25.3 m. Barrel Toroid provides the muon
detectors with 1.5 to 5.5 Tm of bending power in the psedorapidity range 0 < |η| < 1.4. The
End-cap Toroid is also composed of eight superconducting coils which look flat and square. the
system has an inner diameter of 1.65 m and an outer diameter of 10.7 m and a length of 5.0 m.
Two End-cap Toroids are installed to the A side and C side, they provide muon detectors with
approximately 1 to 7.5 Tm in the region 1.6 < |η| < 2.7. The transition region in 1.4 < |η| < 1.6
is covered by barrel and end-cap Toroids. Both coils of the solenoid and the troid utilize an Al-
stabilised Nb/Ti/Cu conductor and are placed in a lower temperature than 4.5 K by using a cooling
system with liquid helium.
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Figure 3.3: Schematic view of the magnetic system and the hadronic tile calorimeter system. The
orange color rings indicate the toroid magnets, and the orange color tube located at the most inner
cylinder indicates the solenoid magnet. The other tubes indicate the tile calorimeter layers and the
outer return yoke.
3.3 Cryostat System
The ATLAS detector has cryostat systems at the barrel and the end-cap regions. Each cryostat
is composed of two concentric aluminium vessels, an inner cold vessel and an outer warm vessel.
The barrel cryostat includes the Central Solenoid system and the electromagnetic calorimeter. The
end-cap cryostat includes electromagnetic end-cap calorimeter, hadronic end-cap calorimeter and
forward calorimeter as shown in Figure 3.4. The cryostats have signal feed-throughs and High-
voltage feed-throughs. The signal feed-throughs contain all signal, calibration and spare lines.
A total of 64 feed-throughs serve the 122,800 lines of the barrel electromagnetic calorimeter,
whereas a total of 50 feed throughs serve the 96000 lines of the two end-caps. The High-voltage
feed-throught ports are located close to the highest point at each end of the barrel cryostat and at
the back of each end-cap cryostat. Each part holds approximately 840 HV lines.
3.4 Inner Detector
The inner detector consists of the semiconductor pixel detector, the semiconductor strip tracker,
and the transition radiation tracker. The inner detector system has a length of 5.3 m and a diameter
of 2.5 m. Figure 3.5 shows a schematic view of the inner detector. These detectors measure tracks
of charged particles. We calculate the momentum of a charged particle from a curvature of the
track under the strong magnetic field and estimate a position of a primary vertex. We also employ
the secondary vertex and the impact parameter information for the flavour tagging. In case of the
electron identification, detection of transition-radiation photons with low energy from the electron
in the TRT with the xenon-based gas enhances the identification efficiency.
36
Figure 3.4: End-cap cryostat system including the calorimeters, feed-throughs and front-end
crates. An outer radius of the cryostat vessel is 2.25 m and a length of the cryostat is 3.17 m.
Figure 3.5: Schematic view of the silicon detector.
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3.4.1 Pixel Detector
The pixel sensor is made of the oxygenated n-type wafer with a readout pixel on the n+-
implanted side of the detector. Its thickness and size are 250 µm and 19 × 63 mm2, respectively.
Each sensor has 47232 pixel implants arranged in 144 columns and 328 rows. The size of 41984
implants is 50× 400 µm and the size of the remaining pixel is 50× 600 µm. A total number of the
readout channels on the sensor is 46080. The pixel detectors are placed on concentric cylinders
around the beam axis in a barrel region and are located on the disks perpendicular to the beam
axis in the end-cap regions as each particle track passes through the three layers. There are a total
of 1744 modules deployed into three cylindrical layers in the barrel region and 2×3 disks in the
end-cap regions. The detectors cover the region within |η| < 2.5. The pixel layers are divided
into R-φ and z sections for the barrel region or R-φ and R sections for the end-cap regions. The
intrinsic accuracy is shown in Table 3.2. A total number of readout channels of the pixel detectors
is approximately 80.4 million. The barrel pixel modules have a tilt angle of 20◦, which is the
tangent to the support cylinder surface in the plane perpendicular to the cylinder axis.
Table 3.2: Main parameters of the pixel detector.
Detector Number of layer Position [mm] Intrinsic accuracy
(direction) [µm]
Pixel (barrel) 3 50.5 < R < 122.5, 0 < |z| < 400.5 10 (R-φ), 115 (z)
Pixel (end-cap) 2×3 88.8 < R < 149.6, 495 < |z| < 650 10 (R-φ), 115 (z)
3.4.2 SemiConductor Strip Tracker
The SCT utilizes the single-sided p-in-n technology with AC-coupled readout strips. SCT is
composed of two 6 cm long daisy chained sensors with a strip pitch of 80 µm and a thickness of
285 µm. There are a total of 768 active strips of 12 cm length per SCT module. A total number of
the modules is 4088. The SCT modules are placed on concentric cylinders around the beam axis
in the barrel region and are located on disks perpendicular to the beam axis in the end-cap regions
as each particle track passes through the four strip layers, where the SCT module has a pair layer
of the strip sensors. The detectors cover the region within |η| < 2.5. There are four cylindrical
layers in the barrel region and 2×9 disks in the end-cap regions. In the barrel layer, one strip layer
of the pair layer is parallel to the z axis, the other strip layer of the pair layer is crossed by 40 mrad
to the z axis. This small angle crossing enable for the pair layers to measure the R-φ component.
In the end-cap layer, one strip layer of the pair layer is parallel to the φ axis, the other strip strip
layer of the pair layer is crossed by 40 mrad to the φ axis. The intrinsic accuracy is shown in
Table 3.3. A total number of readout channels of the SCT is approximately 6.3 million. The barrel
SCT modules have a tilt angle of 11◦, which is the tangent to the support cylinder surface in the
plane perpendicular to the cylinder axis. The end-cap SCT disks have the tilt angle in φ by 2.75
mm.
3.4.3 Transition Radiation Tracker
The TRT is composed of multiple layers of straw tubes. The straw detector is made of a
cylindrical cathode of 4 mm diameter and a tungsten wire plated with gold anode of approximately
31 µm and a mixture gas of Xe/CO2/O2. The signal attenuation length is approximately 4 m
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Table 3.3: Main parameters of the SCT.
Detector Number of layer Position [mm] Intrinsic accuracy
(direction) [µm]
SCT (barrel) 4 299 < R < 514, 0 < |z| < 749 17 (R-φ), 580 (z)
SCT (end-cap) 2×9 275 < R < 560, 839 < |z| < 2735 17 (R-φ), 580 (z)
and the signal propagation time is approximately 4 ns/m. It covers the region within |η| < 2.0
and provides information of the R-φ component. The accuracy for the R-φ component is 130
µm per straw. There are 73 layers of straws in the barrel region, 563 < R < 1066 mm and
0 < |z| < 712 mm, and 2 × 160 layers of straws in the end-cap region, 644 < R < 1004
mm and 848 < |z| < 2710 mm. The TRT in the barrel region is 144 cm length and placed on
concentric cylinders around the beam axis. The TRT in the end-cap regions is 37 cm length and
placed radially in wheels. The TRT barrel module is made of a carbon-fibre laminate shell and an
internal array of straws embedded in a matrix of 19 µm-diameter polypropylene fibres serving as
a transition radiation material. The TRT end-cap module is composed of layers with 768 radially
oriented straws of 37 cm length and polypropylene radiator foils of 15 µm thickness. The TRT has
approximately 351,000 read out channels. The number of hits in TRT is typically 36 hit per track
and this many hits can compensate low track accuracy.
3.5 Calorimeter
Figure 3.6: Schematic view of the electromagnetic and the hadronic calorimeters.
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Figure 3.6 shows a schematic view of the electromagnetic and the hadronic calorimeters. The
sampling calorimeters consist of an active medium, an absorber, and readout electrodes and power
supply cables and so on. They cover the full φ region around the beam axis.
3.5.1 Electromagnetic and Hadronic Shower
Particles passing through calorimeters interact with materials electromagnetically or hadroni-
cally. If the particle has enough energy to emit photon or gluon radiation which can create a new
particle pair with high momentum, the new generated particles can produce new particles again by
the emission. Showers form in the detectors as a result of iteration of emissions and pair creations
as shown in Figure 3.7 [44, 45].
Figure 3.7: Schematic view of development of a shower.
Electromagnetic shower is composed of electrons, positrons and photons. The shower grows up
until a particle energy falls below the critical energy. After the shower growing, electrons and
positrons tend to lose their energy by atomic collisions. We describe the shape of an electromag-
netic shower by Radiation LengthX0 and Moliere radiusRM . The radiation Length is the distance
of electron energy decreasing by a factor of 1/e, and the parameter relates with the depth of the
shower. We express the length by
1
X0
≃
[
4Z(Z + 1)
ρNa
A
]
r2eα[ln(183Z
−1/3)− f(Z)], (3.1)
where Z is the atomic number of absorbing material, ρ is the density of absorbing material, Na
is Avogadro’s number, A is a weight of absorbing material, re is classical electron radius, α is
fine structure constant and f(Z) is Coulomb correction. In Equation (3.1), we have included the
contribution from electron-electron bremsstrahlung and ignored the small constant term. Radiation
Length almost depends on material type. When we define the critical energy Ec = E0/2tmax and
Es = mec
2
√
4πα, Moliere radius is expressed by
RM = X0
Es
Ec
. (3.2)
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E0 is the initial energy of photon creating first electron pair, tmax is the shower maximum depth
and me is mass of electron. Moliere radius indicates the radius around the shower axis at the
lateral development of a shower. The shower energy of approximately 90 % is contained in a cone
with the Moliere radius.
A hadronic shower has complicate structure than an electromagnetic shower because it in-
cludes hadronic interactions and produces various particles such as electrons, positrons, neutrons,
protons. We use the nuclear interaction length, λ, for the hadronic shower instead of X0. The
variable is defined by
N = N0e
−x/λ, (3.3)
where N indicates a number of hadrons at a position x in matter and N0 indicates the initial
number of hadrons at x = 0. The interaction length describes an absorption process in matter by
an inelastic collision. We express the length by
λ =
A
Na · ρ · σinel , (3.4)
where σinel is the inelastic part of the hadronic cross section.
The ratio of the mean response to a pion relative to that for an electron is expressed by
〈π
e
〉
=
〈
πEM
eEM
〉
+
〈
πHAD
eEM
〉
=
〈
πEM
RtotEM
〉
+
〈
πHAD
RtotEM
〉
, (3.5)
where we denote the electromagnetic contribution from an electron as eEM, the electromagnetic
contribution from a pion as πEM, the hadronic contribution from a pion as πHAD, the total energy
response of an electron as RtotEM. Then, we denote the detection efficiency for the electromagnetic
sector in a calorimeter as e and that for the hadronic sector as h. Equation (3.5) is expressed by
〈π
e
〉
= 〈fem〉+ 〈fh〉
〈
h
e
〉
= 1−
(
1−
〈
h
e
〉)
〈fh〉, (3.6)
where fem indicates the contribution to the electromagnetic component in an inelastic collision
between a particle and the calorimeter. In case of pion productions, the contribution mainly orig-
inates from a π0 production decaying into photons. fh indicates the contribution to the hadronic
component in an inelastic collision between a particle and the calorimeter. 〈fem〉 and 〈fh〉 is the
average value of the electromagnetic energy fraction and of the hadronic energy fraction, respec-
tively. The sum of them is 〈fh〉+〈fem〉 = 1. There are a detectable component and an undetectable
component on the hadronic shower. The processes of π0 decaying into γγ and the ionisation from
charged hadrons are captured by the calorimeters and the inner tracker, but the processes of pro-
ducing neutrinos and inelastic nuclear collisions contribute undetectable energy. The undetectable
energy in the total hadronic energy is 20-40 % where the fraction depends on the energy of the
incident particle and absorber [3]. Due to this invisible component, the hadronic calorimeter re-
sponse is smaller than the electromagnetic calorimeter response, 〈h/e〉 6= 1 (〈h/e〉 < 1). We call
this characteristic as non-compensating. We decide the detector’s size and material and jet energy
calculation by considering these parameters and characteristic.
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3.5.2 Electromagnetic Calorimeter
The ElectroMagnetic (EM) calorimeter measures the energy of particles such as electrons and
photons by inducing the electromagnetic shower. It is composed of kapton electrodes, LAr active
medium, and lead absorber plates with accordion shape which provides complete φ symmetry.
The ElectroMagnetic calorimeter is separated into the barrel region, |η| < 1.475, and the end-cap
region ,1.375 < |η| < 3.2. The accordion structure is a little bit different between the barrel
region and the end-cap region. The wave of the structure in the barrel region grows along φ
direction and the LAr gap is constant. On the other hand, the wave of the structure in the end-cap
region grows along the z direction and the LAr gap increases with the radius. Figure 3.8 shows
the detail geometry of the ElectroMagnetic calorimeter in the barrel region. The thickness of EM
calorimeter is a radiation lenght of > 22 X0 in the barrel region and > 24 radiation lengths in the
end-cap region. Electromagnetic calorimeters are composed of three layers and presampler with
different granularity, ∆η ×∆φ, which depends on the layers and η. Table 3.4 is the summary of
the granularity and the coverage of EM calorimeter. There are three regions, 0 < η < 2.5 for a
precision measurement and 2.5 < |η| < 3.2 for a high η measurement. The finer granularity of
fronter layer in the low η region reflects the shower structure. The first layer has a sensitivity to a
position of the electromagnetic shower growing. The second layer absorbs the largest fraction of
the energy of the shower. The third layer gathers the tail of the shower.
Figure 3.8: Electromagnetic calorimeter geometry.
The presampler composed of an active LAr layer estimates the energy loss from upstream of
the calorimeter. We inserted the readout electrodes between the absorbers. They are composed
of three conductive layers separated by polyimide sheets. The High Voltage is applied to the
two outer layers and the inner one layer provides a signal by capacitive coupling. The number
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Table 3.4: Granularity and coverage of the electromagnetic calorimeters.
Detector component Barrel End-cap
Granularity |η| coverage Granularity |η| coverage
Presampler 0.025× 0.1 |η| < 1.52 0.025× 0.1 1.5 < |η| < 1.8
1st layer (0.025/8)× 0.1 |η| < 1.4 0.005× 0.1 1.375 < |η| < 1.425
0.025× 0.025 1.4 < |η| < 1.475 0.025× 0.1 1.425 < |η| < 1.5
(0.025/8)× 0.1 1.5 < |η| < 1.8
(0.025/6)× 0.1 1.8 < |η| < 2.0
(0.025/4)× 0.1 2.0 < |η| < 2.4
0.025× 0.1 2.4 < |η| < 2.5
0.1× 0.1 2.5 < |η| < 3.2
2nd layer 0.025× 0.025 |η| < 1.40 0.050× 0.025 1.375 < |η| < 1.425
0.075× 0.025 1.40 < |η| < 1.475 0.025× 0.025 1.425 < |η| < 2.5
0.1× 0.1 2.5 < |η| < 3.2
3rd layer 0.050× 0.025 |η| < 1.35 0.050× 0.025 1.5 < |η| < 2.5
of readout channels in the barrel region is approximately 110000 and in the end-cap region is
approximately 64000.
3.5.3 Hadronic Calorimeter
There are three types of hadronic calorimeters; the tile calorimeter, the LAr hadronic end-
cap calorimeter, and the forward calorimeter (FCal). The tile calorimeter is composed of a steel
absorber and scintillating tiles. The region of the tile calorimeter is separated into the barrel region,
|η| < 1.0, and the extended barrel region, 0.8 < |η| < 1.7. The tile calorimeter is segmented
azimuthally into 64 modules and three layers with an inner diameter of 2.28 m, an outer diameter
of 4.25 m. A length of the barrel region is 5.8 m and a length of the extended barrel region is 2.6
m. More details are tabulated in Table 3.5.
Table 3.5: Main parameters of the hadronic tile calorimeter.
Parameter Barrel Extended barrel
|η| coverage |η| < 1.0 0.8 < |η| < 1.7
Number of layers 3 3
Granularity 0.1× 0.1 0.1× 0.1
Granularity(3rd layer) 0.2× 0.1 0.2× 0.1
Interaction lengths(1st,2nd,3rd layer) 1.5, 4.1, 1.8 λ 1.5, 2.6, 3.3 λ
A total detector thickness at the outer radius is 9.7 λ at η = 0. The assembled module is con-
structed from a steel and a scintillator in the ratio of volume of approximately 4.7 to 1. The scin-
tillator tiles point to the beam line and are placed radially. Wavelength shifting fibers connected
to two separate photomultiplier tubes are placed on two side of the scintillating tiles. Figure 3.9
shows the module of the hadronic tile calorimeter. In the gap region between the barrel and the
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extended barrel, the special scintillator modules compensate the energy loss in the crack region.
A total number of readout channels is approximately 10000.
Figure 3.9: Schematic view of the hadronic tile calorimeter module.
The LAr hadronic end-cap calorimeter (HEC) is composed of copper plate absorbers and LAr
active medium. The calorimeter covers 1.5 < |η| < 3.2 with an inner radius of 0.475 m, 0.372 m
for the overlap region with the forward calorimeter, and an outer radius of 2.03 m. The hadronic
end-cap calorimeter consists of two wheels, one is a front wheel (HEC1) and the other is a rear
wheel (HEC2), in each end-cap cryostat. Each wheel contains two longitudinal sections and the 32
identical wedge-shaped modules. Figure 3.10 shows the HEC module with a readout structure and
the active-pad electronics. The module in the front wheels has 24 copper plates with 25 mm thick
and a front plate with 12.5 mm thick. The module in the rear wheels has 16 copper plates with 50
mm thick and a front plate with 25 mm. Seven stainless-steel tie-rods penetrate the modules and
enhance structural strength of the modules. There are four layers and the granularity in ∆η ×∆φ
is 0.1× 0.1 for 1.5 < |η| < 2.5 and 0.2× 0.2 for 2.5 < |η| < 3.2. Three electrodes divide the 8.5
mm gaps into four separate LAr drift zones of 1.8 mm width each. Figure 3.11 shows a schematic
view of the HEC readout structure. The structure of the electrodes is maintained by a honeycomb
sheet which is fixed by the seven rods. The High Voltage is applied to the two outer electrodes and
the inner one electrode provides signal by capacitive coupling. The number of readout channels is
5632.
The Forward Calorimeter (FCal) is composed of three modules, one is made of a copper ab-
sorber for the electromagnetic shower and two are made of a tungsten absorber for the hadronic
shower, with LAr active medium. The LAr gap is very small due to high particle fluxes. The
electrode structure is a small-diameter rod oriented parallel to the beam direction. The readout
electrode consists of a co-axial absorber material rod and a tube separated by a radiation-hard
plastic fiber which provides the LAr gap. The FCal covers 3.1 < |η| < 4.9 with approximately an
interaction length of 10 λ. Figure 3.12 shows the FCal and peripheral calorimeters in section. The
main parameters of the FCal modules are shown in Table 3.6. The granularity is little complex. In
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Figure 3.10: Schematic view
of the HEC module.
Figure 3.11: Sectional view of the HEC readout structure.
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FCal1, the granularity is 3.0× 2.6 for 3.15 < |η| < 3.2 and four times finer for 3.10 < |η| < 3.15
and 4.30 < |η| < 4.83. In FCal2, the granularity is 3.3 × 4.2 for 3.24 < |η| < 4.50 and four
times finer for 3.20 < |η| < 3.24 and 4.50 < |η| < 4.81. In FCal3, the granularity is 5.4× 4.7 for
3.32 < |η| < 4.60 and four times finer for 3.29 < |η| < 3.32 and 4.60 < |η| < 4.75. The number
of readout channels is 3524.
Figure 3.12: Sectional view of the Forward Calorimeter and the peripheral detectors.
Table 3.6: Main parameters of the FCal modules.
Parameter FCal1 FCal2 FCal3
Mass of a module [kg] 2119 3826 3695
Main absorber material Copper Tungsten Tungsten
LAr gap width [mm] 0.269 0.376 0.508
Radiation length [X0] 27.6 91.3 89.2
Interaction length [λ] 2.66 3.68 3.60
Number of electrodes 12260 10200 8224
Number of readout channels 1008 500 254
3.6 Muon Spectrometer
The muon detector system is composed of four detectors; the Monitored Drift Tubes (MDT),
the Cathode Strip Chambers (CSC), the Resistive Plate Chambers (RPC), and the Thin Gap Cham-
bers (TGC). Figure 3.13 shows a schematic view of the Muon spectrometer.
The MDT and the CSC provide precise tracking information in the region of |η| < 2.7, on the other
hand, The RPC and the TGC provide trigger and second coordinate information in the region of
|η| < 2.4. The large barrel and the end-cap toroid coils provide strong magnetic fields and bend
tracks of muons. The muon detector measure momentum of a muon by the deflection of the track.
There are three cylindrical layers at a radius of 5 m, 7.5 m and 10 m, parallel with the beam axis
in the barrel region. There are disk-shaped layers, which are localed at |z| of 7.4 m, 10.8 m, 14 m,
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Figure 3.13: Schematic view of the Muon spectrometer.
and 21.5 m, perpendicular to the beam axis in the end-cap region. The barrel precision-tracking
chambers are placed inside of the rings of the barrel toroid magnets. They are separated into
eight octants. Each octant has the three layers, and the layer consists of a large sector and a small
sector components. The two sectors have slightly different lateral extensions to make the overlap
φ region. There is a gap at |η| ≃ 0 in the muon detector. We employ the gap remained open for
services to the solenoid magnet, the calorimeters and the inner detector. We cannot measure a high
momentum muon which passes from an interaction point to the gap region directly by using the
barrel muon chamber. There are the acceptance gaps originated from the detector support structure
in the barrel muon chamber. The precision tracking chambers are monitored by a high-precision
optical alignment system.
The MDT is made of a tungsten-rhenium anode wire and a Al cathode tube. The chamber
has three to eight layers of drift tubes and the average resolution of the z direction is 35 µm. The
chambers are operated with the Ar/CO2 gas at an absolute pressure of 3 bar. They cover the
region of |η| < 2.7. The maximum drift time is approximately 700 ns. The number of chambers
and readout channels are 1150 and 354000, respectively.
The CSC are multi-wire proportional chambers composed of cathode strips with copper-clad
laminate and polyurethane sheet which are arranged to the R and the φ directions orthogonally,
anode wires with tungsten-rhenium parallel to R direction, and using the Ar/CO2 gas. We can
determine a position of a muon in the R and the φ direction by the induced-charge distribution.
They cover 2.0 < |η| < 2.7 and the resolution of the R direction is 40 µm and one in the φ
direction is 5 mm. The time resolution is 7 ns. The detectors are utilized in the innermost tracking
layer because they have a higher rate capability and time resolution. The difference between the
resolution of the R and the φ direction comes from the different readout pitch and the readouts
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of the φ component running parallel to the anode wires. The number of chambers and readout
channels are 32 and 31000, respectively.
The RPC is composed of two electrode plates with phenolic-melaminic plastic laminate. Mix-
ture gas of C2H2F4/Iso-C4H10/SF6 is injected the gap of 2 mm between two plates. They cover
|η| < 1.05 and the resolution of the z direction is 10 mm and the φ direction is 10 mm. The time
resolution is 1.5 ns. The RPC modules consist of a large sector and a small sector like the MDT.
The number of chambers and readout channels are 606 and 373000, respectively.
The TGC are multi-wire proportional chambers composed of anode wires, graphite cathodes
placed on G-10 layers and pickup copper strips placed on the other side of G-10 layers, and filled
with the mixture gas of CO2/n-C5H12. Pickup strips are orthogonal to anode wires, there are 1.4
mm gap between the anodes and the cathodes. They cover 1.05 < |η| < 2.7, 1.05 < |η| < 2.4
for triggering. The position resolution of the R direction is 2-6 mm and the φ direction is 3-7 mm.
The time resolution is 4 ns. The TGC1, the TGC2 and the TGC3 are placed on the big wheel with
the End-cap Middle Large (EML) of the MDT chamber. The TGC1 is also placed on the small
wheel with the End-cap Inner Large (EIL) of the MDT chamber. The number of chambers and
readout channels are 3588 and 318000, respectively.
The trigger chambers, the RPC and the TGC, deliver signals with a spread of 15-25 ns. Hence,
they can provide the tag for the bunch crossings. Their tasks except for the momentum measure-
ment are listed as follows.
• Serving bunch-crossing identification to the DAQ system.
• Providing the Region of Interest information, fast and coarse tracking information.
• Carrying out the second coordinate measurement in the non-bending φ-projection after com-
bining the MDT and the trigger chamber hit information in the bending plane.
Figure 3.14 is a schematic view of the muon trigger system. The figure also shows the trajectories
of muons with high pT and low pT. The red lines are the RPC chambers. The pink lines are the
TGC chambers. The RPC2 and the TGC3 provide a pivot plane which is used in the estimation
of straightness of a muon track. The deviation from the straightness is the deviation of the slope
of the track segment between two trigger chambers from the slope of a straight line between the
interaction point and the hit in the pivot plane. In the end-cap region, the high pT trigger utilizes
the slope between the TGC3 and the TGC1, while the low pT trigger utilizes the slope between
the TGC3 and the TGC2. In the barrel region, the high pT trigger utilizes the slope between the
RPC2 and the RPC3, while the low pT trigger utilizes the slope between the RPC2 and the RPC1.
There are different requirements for the muon trigger systems in the barrel region and the end-
cap region. Relationship between muon momentum p and the transverse momentum pT depends
on η. For example, the momentum at |η| = 0 is the same as the transverse momentum, on the
other hand, the momentum at |η| = 2.4 is approximately 5.8 times larger than the transverse
momentum. We need an increased and η-dependent granularity in the end-cap trigger system to
get the same pT resolution as in the barrel. The end-cap trigger system is placed out of the end-
cap toroid magnetic field. Furthermore, the respective distances between the layers in the end-cap
region are closer than that in the barrel region. That fact is also shown in Figure 3.14. The two
facts lead to a finer granularity of the end-cap trigger readout. The magnetic field in the transition
region between the end-cap and the barrel is very complex, and the integrated bending power is
close to zero. The track in the transition region looks nearly straight similar to a muon track with
high momentum. Therefore, we exploit a masking algorithm for the region to avoid high fake
trigger rates.
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Figure 3.14: Schematic view of the muon trigger system.
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3.7 Trigger and Data Acquisition System
3.7.1 Outline of Data Flow
In the LHC, pp collision events are generated at a rate of 40 MHz, but we can record events of
only 5× 10−4 %, 200 Hz, onto a local storage because of technology and resource limitations. To
achieve the selection of good condition events from the tremendous events and a rejection factor
of 104 order, we use a trigger system composed of Level 1 (LVL 1 or L1) trigger and High Level
trigger, Level 2 (LVL 2 or L2) trigger and Event Filter (EF). Figure 3.15 shows a schematic view
of the trigger system and the Data AcQuisition system (DAQ) system.
Figure 3.15: Schematic view of the trigger system and the DAQ system.
The data-flow is described as follows.
• Arranging and digitizing signals from the detectors by using receivers and pre-processors.
• Holding the signals on pipeline memories, while the Level 1 trigger process chain make a
decision on whether or not to continue processing an event.
• If Central Trigger Processor of the Level 1 trigger system send a command, Level 1 trigger
accept, the signals move to derandomizers, ReadOut Drivers (ROD), and ReadOut Buffers
(ROB). The Readout drivers format digitised signals as raw data following general ATLAS
rules.
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• The Level 2 trigger makes a decision based on the Region of Interest (RoI) information from
the Level 1 trigger.
• If the Level 2 trigger accepts the event, the data is reconstructed as fully-built event data and
stored on full-event buffers and processor sub-farms through the Event builder.
• If the Event filter accepts the event, the data is stored on a local storage.
3.7.2 Level 1 Trigger System
Outline of L1 Trigger System
LVL1 trigger system is composed of a calorimeter trigger and a muon trigger and reduces the
event rates to 75 kHz by using the information from the calorimeters and the muon chambers.
Figure 3.16 shows entire the Level 1 trigger blockdiagram. The red line in the figure indicates the
path of timing, trigger and control distribution (TTC) to the detector front-ends. The blue line in
the figure indicates the path of RoI to L2 trigger. The black dash line in the figure indicates the
path to DAQ.
Figure 3.16: Level 1 trigger blockdiagram. The red line in the figure indicates a path of the timing,
trigger and control distribution (TTC) to detector front-ends. The blue line in the figure indicates
a path of the RoI to the L2 trigger. The black dash line in the figure indicates a path to the DAQ.
The L1 roughly finds high transverse-momentum muons, electrons, photons, jets, τ leptons
decaying into hadrons, and large missing transverse energy by using the muon trigger, both of
cluster processor and Jet/Energy sum processor in the calorimeter trigger. The muon trigger checks
patterns of hits caused from muons with high pT in the φ-η phase space. The information used
in the L1 trigger decision is the multiplicity of muons for pT thresholds of the trigger algorithm.
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Muons are not double-counted across the different thresholds. For the calorimeter trigger, the
information used in the L1 trigger decision is the multiplicity of hits for 4 to 16 programmable
transverse energy thresholds per object type. For the electron/photon and τ triggers, we can apply
an isolation requirement which demands that the energetic particle must have a minimum angular
separation from any significant energy deposit in the same trigger. The central trigger processor
(CTP) on the LVL1 trigger system receives the results from the muon and the calorimeter triggers
for every bunch-crossing and send L1 Accept to the DAQ system if a event corresponding the
bunch-crossing of interest is acceptable. The L1 trigger decision is based on the multiplicity of
trigger objects or flags indicating which thresholds were passed. The processing time of the L1
trigger is shorter than 2.5 µs. The CTP distributes timing signals synchronised with the LHC RF
system from local trigger processor links to detector front-ends by using the TTC system. The
rough information about the geometric location of trigger objects are sent to the L2 trigger system
as the Region of Interest (RoI) containing coordinate and energy and type of signatures. The RoI
makes the next trigger system handle passing events faster.
The ROD has detector specific configuration and handles the data for the data acquisition sys-
tem (DAQ) and for the trigger and timing distribution system. The main function of the ROD is
data format and the ROD add the information of error detection and recovery to the event infor-
mation. The ROD employs G-link interfaces for receiving the data from the front-end modules,
S-links for transmitting the data to the DAQ system and receiving the trigger and timing informa-
tion from the TTC system.
Muon Trigger
The muon trigger finds high momentum muons based on signals from the RPC for the barrel
region and the TGC for the end-cap region in every bunch-crossing. In the barrel region, there are
three trigger stations, which are RPC1, RPC2, and RPC3 consisted of one RPC doublet. In the
end-cap region, there are also three trigger stations, which are TGC1, TGC2, and TGC3 consisted
of one TGC tripret and two TGC doublets. We set six pT thresholds, three thresholds for the low
pT trigger approximately from 6 to 9 GeV and the other three thresholds for the high pT trigger
approximately from 9 to 35 GeV. The trigger algorithm checks the hits of the different trigger
stations within the road which tracks the path of a muon from the interaction point through the
detector. Then it applies the coincidence between the stations. The pT thresholds relate with the
width of the road which corresponds to the deviation from the straightness. The smaller road width
requires the higher pT threshold. The trigger signals from the barrel and the end-cap system are
combined into one set of six threshold multiplicities in the muon chamber to the CTP interface.
For the barrel trigger system, the trigger algorithm is described as follows. The algorithm finds
a hit in the pivot plane, the RPC2. It searches for the corresponding hit in the RPC1 within the
road. It estimates the width of the road, then the result is compared with three low pT thresholds.
The comparison is done for the projection to the η and the φ components. The algorithm utilizes
a 3-out-of-4 coincidence of the four layers of the two doublets. For the high pT algorithm, the
result from the low pT trigger and the hit information in the RPC3 are exploited. The algorithm
calculates the width of the road same as the low pT trigger. It requires 1-out-of-2 possible hits
of the RPC3 doublet in addition to the low pT trigger pattern result. Both of low pT and high
pT trigger result are transmitted to the CTP and the ROD. Figure 3.17 is schema of the signal
and the readout chain of the L1 barrel muon trigger. The φ of neighbouring tower provides the
overlap information of the small and the large sector. The splitter board transmits the η and the
φ information to the neighbouring tower. The information of the two adjacent coincidence matrix
boards in the η and the φ projections are combined in the low pT Pad Logic board (Low-pT Pad).
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The information of the two adjacent coincidence matrix boards in the η and the φ projections are
also combined in the high pT Pad Logic board (High-pT Pad).
Figure 3.17: Signal and the readout chain of the L1 barrel muon trigger.
Calorimeter Trigger
The calorimeter trigger performs fast energy calculation based on the information from all
calorimeters with approximately 7000 analogue trigger towers. The analogue signals from the de-
tectors are digitised by the preprocessor in the trigger system. The processor derives the transverse
energy by using a look-up table and sends the result to Jet/Energy-sum Processor (JEP) and Clus-
ter Processor (CP). The JEP finds jet candidates and calculates the sum of transverse energy and
missing transverse energy by using a jet algorithm. The CP finds candidates of electrons, photons
and hadronic τ leptons with ET above a threshold and an isolation criterion by using a sliding
window algorithm. The information from the JEP and the CP is sent to the CTP.
The electron/photon trigger algorithm employs the sliding window algorithm on the electro-
magnetic tower space composed of ∆η ×∆φ = 0.1 × 0.1. Figure 3.18 shows the 4 × 4 sliding
window algorithm on the cluster processor of the calorimeter trigger.
It finds 2 × 2 clusters of the towers where at least one of the four possible two-tower sums of
adjacent towers exceeds a pre-defined threshold. We define an isolation ring composed of 12 elec-
tromagnetic towers around the 2 × 2 central cluster. We also define a 2 × 2 hadronic tower core
sum behind the electromagnetic cluster and a 12-tower hadronic ring around the hadronic core.
The electromagnetic and the hadronic ring and the hadronic core cluster are used for isolation
veto thresholds. For the τ lepton trigger algorithm, we need to compare with another pre-defined
threshold for combinations of the hadronic core and the adjacent tower pairs in the electoromag-
netic core cluster. We set a pre-defined threshold of the τ lepton for each the electromagnetic
and the hadronic isolation ring. The isolation thresholds for both algorithms are given as absolute
values. We run this algorithm making the 4× 4 window on the trigger tower space by steps of 0.1
in each η and φ direction. There is a cluster which can satisfy the requirement from the algorithm
in two or more neighbouring windows. To avoid multiple counting of clusters, we find a local
maximum window with its eight nearest overlapping neighbours. Figure 3.19 is a schematic view
of the ET local maximum test for a cluster. The local maximum window has the largest sum of
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Figure 3.18: 4× 4 sliding window algorithm on the cluster
processor of the calorimeter trigger.
Figure 3.19: Schematic view of the ET
local maximum test for a cluster.
the four central electromagnetic towers and the sum of the four central hadronic towers than them
from its eight nearest overlapping neighbours. To avoid problems in comparing digital sums with
identical values, four of the eight comparisons are done by using “greater than”, while the other
four are done by using “greater than” or “equal to”. The position of the 2 × 2 local maximum
cluster is defined as the RoI of an electron/photon or a τ lepton.
The jet algorithm utilizes jet elements which are the sum of 2× 2 trigger towers in the electro-
magnetic calorimeters added to 2× 2 trigger towers in the hadronic calorimeters. The size of the
trigger tower component is 0.2×0.2, which reflects that the cell sizes in the hadronic calorimeters
range from 0.1 × 0.1 to 0.2 × 0.2. The algorithm calculates ET sums on overlapping windows
composed of 2 × 2, 3 × 3 and 4 × 4 jet elements. Figure 3.20 shows a schematic view of the Jet
trigger algorithm. The shaded area indicates the RoI for a jet. The sums on the windows are com-
pared with pre-defined jet energy thresholds. In order to avoid multiple counting of jet candidates,
the jet algorithm requires that the window has the local maximum value like the electron/photon
trigger algorithm. The location of the 2 × 2 local maximum cluster is defined as the RoI of a jet.
The JEP also calculates the missing transverse momentum.
3.7.3 High Level Trigger System
The LVL2 trigger reduces the event rates to approximately 3.5 kHz and by using all detector
information of full granularity and precision in the RoI. The L2 trigger is composed of RoI builder,
L2 trigger’s supervisor(L2SV), L2 trigger’s processing units(L2PU), and L2 trigger-specific ROS.
The RoI builder builds a single data structure of the RoI from different sources of the L1 trigger and
transmits the data to the L2SV. L2SV manages the process on the L2 trigger, and sends the L2PU
the data or gets the result from the L2PU. The L2PU processes the event data within the RoI and
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Figure 3.20: Schematic view of the Jet trigger algorithm. The shaded area indicates the RoI for a
jet.
sends the result of event selection to the L2SV. The average processing time per L2PU is less than
40 ms. The L2 trigger-specific ROS covers providing a summary of the L2PU analysis. Data-Flow
Manager(DFM) controls the data selected by the L2 trigger and assigns a event reconstruction task
to event-building nodes. At the end, DFM commands to send fully-built event data to the Event
filter. The Event filter processes the data and reduces the event rates to approximately 200 Hz and
the processing time is few sec. The data set on the local storage is written in byte-stream format.
The ATLAS ATHENA reconstruction software makes two main offline output streams, Event
Summary Data (ESD) and Analysis Object Data (AOD), from the byte-stream files. The ESD,
which has the full information about events and their reconstruction, is utilized for tasks such
as early-stage calibrations. The AOD, which has the refined reconstruction information about a
particle identification, is utilized for tasks such as later-stage calibrations and physics analysis.
3.8 Detector Control System
Detector Control System (DCS) manages the ATLAS detector hardware system such as gas
and power supply systems, and monitors a temperature of the detector modules. The DCS system
is roughly separated into a front-end part and a back-end part. The front-end part is composed of
hardware components which control the power supplies and the Embedded Local Monitor Board
(ELMB). The ELMB consists of a multiplexed ADC and 24 digital I/O lines and a serial bus SPI.
The back-end part is composed of three layers, the Local Control Stations (LCS), the Sub-detector
Control Stations (SCS), and the Global Control Stations (GCS). The LCS derives and processes
the data from the front-end of a specific sub-system, and archives the processed data. The SCS
gives a user interface to control the different subsystems, and it allows the stand-alone operation
of a sub-detector. The GCS provides the information of the detector status from the LCS and the
SCS as operator interface for people in the ATLAS control room. They can control the detectors
by submitting high level commands to lower layers, the SCS and the LCS.
3.9 Pile-up Event
When the ATLAS detector records a pp collision event with a hard scattering, the event con-
tains the data from the other events with hard scatterings except the collision of interest [46].
There are two main types of pile-up events, one is in-time pile-up and the other is out-of-time pile-
up. The in-time pile-up indicates that more than one proton-proton collision happen in the same
bunch-crossing due to high beam intensity of the LHC. The out-of-time pile-up indicates that the
detector pick up proton-proton collisions before and after the bunch-crossing of interest due to
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long detector sensitivity time or long electronics integration time of the detector, more than 25 ns.
Except the described above, cavern background and beam halo events and beam gas events affect
pile-up events. The cavern background is caused by a gas composed of neutrons and photons
in the ATLAS detector cavern and affects the muon detectors. The beam halo events is mainly
composed of muons from interactions between the beam collimator and the proton bunch. The
beam gas events originate from collisions between the protons and the residual gas like carbon or
oxygen in the beam pipe.
3.10 Minimum Bias Event and Underlying Event
Minimum bias event originates from Non-Single Diffractive (NSD) inelastic interactions [47].
“diffractive” means that an inelastic collision when no internal quantum numbers are exchanged
between the colliding particles. The NSD events are the sum of Double-Diffractive (DD) events
and Non-Diffractive (ND) events. The DD process is described as p1 + p2 → X1 +X2 where p1,2
are incoming protons andX1(2) is fragments of p1(2). The ND process is described as p1+p2 → X
where X is fragments of both p1 and p2. The interpretation of the minimum bias event is based
on a triggering system in an experiment to detect the NSD events.
Underlying event consists of softer events related with remnant partons, which are not associ-
ated with a hard interaction, in colliding protons and both initial state and final state radiation from
all partons. The hadronic activity from the underlying event mainly influences energy measured in
calorimeters. The underlying event is able to be modelled by multiple parton interactions, which
can produce additional semi-hard 2-to-2 scatterings between the remnant partons.
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Chapter 4
Particle Identification and Event
Selection
Object is a particle which is defined at detector level after passing some criteria for each parti-
cle. The objects in our search are electrons, muons, jets, missing transverse energy.
4.1 Electrons
Electrons are reconstructed from the information of the electromagnetic calorimeter and inner
detector [98]. We exploit single electron triggers, EF e24vhi medium1 and EF e60 medium1.
The v indicates varied threshold, the h indicates the hadronic core isolation which indicates the
limitations on the amount of energy deposited in the hadronic calorimeter, the i indicates a loose
track isolation. EF e24vhi medium1 has pT threshold for 24 GeV and EF e60 medium1 has pT
threshold for 60 GeV. The criteria are listed below.
• |η| < 2.47 except 1.37 < |η| < 1.52.
• ET > 25 GeV, ET = Eclus/ cosh (ηtrack).
• Tight selection requirement.
• |Z0| < 2 mm.
• Isolation cuts for the scalar sum of track pT in ∆R = 0.3 and the scalar sum of transverse
energies of cells in ∆R = 0.2.
We use the electrons reconstructed in the central region, |η| < 2.47, and exclude the region corre-
sponding to the gap between the barrel and end-cap detectors, 1.37 < |η| < 1.52. The transverse
energy is calculated from the electromagnetic cluster energy, Eclus, and the η direction of the elec-
tron, ηtrack. |Z0| is the longitudinal impact parameter of the electron track from the primary vertex.
Tight indicates the criteria related with the identification of reconstructed electrons. We require an
isolation cut because there are the non-interested electrons from heavy flavor hadron decays and
photon conversions and misidentified jets. We employ the isolation algorithm with 90 % efficiency
for the isolated electrons. ∆R is a cone of size, which is calculated by
√
(∆φ)2 + (∆η)2. The
energy is corrected for the energy leakage into the isolation cone related with the sliding window
method and energy deposit from pile-up events. In the following subsections, we roughly explain
the electron performance in the central barrel region |η| < 2.47 [99].
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4.1.1 Electron Trigger
This topic is a little complicated because some of topics like cluster building, electron recon-
struction and electron identification, which are referred in the later sections and subsections, are
associated with the trigger definition. Therefore, we simply summarize the trigger definition [100].
The electron trigger objects are composed of the hardware-based Level-1 trigger and the software-
based High level trigger. The objects at the Level 1 trigger are defined as ElectroMagnetic clusters
formed by the sliding window method with 4× 4 trigger towers. At the high level trigger, the trig-
ger objects are composed of the clusters and tracks based on RoI information from the L1 trigger
system. The Event Filter utilizes the offline reconstruction algorithm. The L1 trigger has different
pT thresholds. The high level trigger performs the identification of electrons which is similar to the
offline electron identification. At the end, there are final triggers which are single electron triggers
and di-electron triggers, both triggers have different pT thresholds and identification criteria. We
use the two single electron triggers, EF e24vhi medium1 and EF e60 medium1.
The trigger efficiency is evaluated by applying the tag-and-probe method to the reconstructed
electron candidates passing the identification criteria. We utilize offline electrons from Z → e−e+
events to produce an unbiased electron sample by identifying one of the two electron as tag. The
tag electron has to match with an on-line electron passing the unprescaled single electron trigger
with the lowest ET threshold and medium quality in the cone ∆R < 0.15. The prescale factor is
exploited to control the trigger rate and composition of the express-stream. The prescale means
that only one in N events passing the trigger is accepted at that trigger level, where N is an integer
definite number called the prescale factor. What the N value is 1 indicates unprescale. At L1
trigger, every Nth event is accepted. At the High Level trigger, one out of every N events is
accepted by using a random number generator. The tag electron requiresET > 25 GeV, |η| < 2.47
(excluding the transition region) and tight identification quality. The probe electron requires the
opposite charge to the tag electron and the invariant mass reconstructed from the tag and probe
electron satisfies 80 < me−e+ < 100 GeV. The trigger efficiency εtrigger is defined as the ratio
of the number of the probe electrons matching with the electrons passing the trigger selections
and the number of the probe electrons. For example, the efficiency of the L1 EM16VH trigger,
which has an hadronic leakage requirement and pT thresholds varying between 16 and 18 GeV for
regions of η, for the offline electrons passing the medium selection with pT > 25 GeV is above 95
%. Figure 4.1 shows the trigger efficiency of electron at the Level 1 triggers, which are L1 EM16
and L1 EM16VH, in the region of |η| < 2.47. We measure the efficiency by using the data at pp
collisions of 7 TeV and with the integrated luminosity of 2.4 fb−1. The efficiency is shown as a
function of electron pT.
4.1.2 Electron Reconstruction
There are three steps for the electron reconstruction in the central region.
• Cluster reconstruction: We find EM clusters by using the sliding window method. The
seeds of clusters have total transverse energy above 2.5 GeV and the window size on η-φ
plane is 3 × 5 in units of 0.025 × 0.025 in (η, φ) space. We check the efficiency of the
initial cluster reconstruction by using MC simulations of W and Z leptonic decays. The
efficiency is expected to be approximately 97 % at ET = 7 GeV and almost 100 % above
ET > 20 GeV.
• Track association with the cluster: We extrapolate the tracks with pT > 0.5 GeV in the
tracking volume from their last measured point to the middle layer of the EM calorimeter.
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Figure 4.1: Trigger efficiency of the electron at the Level 1 trigger with the trigger options, which
are L1 EM16 and L1 EM16VH, in the region of |η| < 2.47. We measure the efficiency by using
the data at pp collisions of 7 TeV and with an integrated luminosity of 2.4 fb−1.
Then, the comparison between the extrapolated coordinates (η, φ) of the impact point and a
corresponding seed cluster position in the layer is performed. If the distance between one of
the coordinates and the barycentre of the cluster in η direction is |∆η| < 0.05, a cluster and
a track are considered to be successfully matched. Due to the effect from the magnetic field,
which bends the track in φ direction, the size of the ∆φ track-cluster matching window
is 0.1. If at least one track is matched to the seed cluster on (η, φ) plane, An electron
candidate is considered to be reconstructed. If more than one track is matched to a cluster,
we choose the tracks with hits in the pixel detector or SCT and the match with the smallest
∆R distance. In the case where there is no matching tracks, the cluster is classified as
an unconverted photon candidate. We perform the identification of photon conversions by
investigating the presence of pairs of close-by tracks originating from a vertex displaced
from the interaction point and by verifying the location of the first hits along the path of the
single tracks.
• Reconstructed electron candidate: We optimise the size of the cluster with the matched
track by considering the overall energy distributions in the different regions of the calorime-
ter. In the EM barrel region, the energy of the electron cluster is collected within the 3 × 7
window in units of 0.025×0.025. In the EM end-cap region, the window size is 5×5. The to-
tal energy of the reconstructed electron candidate is calculated from four components of the
energy deposit, the estimated energy deposit in the material in front of the EM calorimeter,
the measured energy deposit in the cluster, the estimated energy deposit outside the cluster,
and the estimated energy deposit beyond the EM calorimeter. The energy deposit outside
the cluster indicates the lateral leakage. The energy deposit beyond the EM calorimeter in-
dicates the longitudinal leakage. The spatial coordinates of the electron candidate are taken
from the parameters of the matched track at the interaction vertex. The absolute energy
scale and the intercalibration of the different parts of the EM calorimeter are determined
using tightly selected electrons from Z → e−e+, J/ψ → e−e+, and W → eν decays.
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4.1.3 Calorimeter Operating Condition
The quality of the reconstructed energy of the electron depends on the conditions of the EM
calorimeter. There are three types of the problems with respect to the data taking which have to be
corrected at the analysis level.
• Failures of electronics front-end boards (FEBs): The non-functioning FEBs interfere
with reading out the signal from a few percent of the cells. A dead FEB region in the EM
calorimeter strip or middle layer causes the rejection of the reconstructed electron because
the shower drops the large fraction of the energy in the layers.
• High voltage problem: A non-nominal high voltage is applied to a few percent of the HV
sectors, or the sectors have a zero voltage on one side of the readout electrode. The operation
under the non-nominal HV leads to increment of the equivalent noise in energy but there is
no special treatment for the energy reconstruction. A part of cluster in a dead HV region
causes the rejection of the cluster. However, that case is very rare.
• Isolated cells producing a high noise signal or no signals: At the reconstruction level, the
cells are masked and the energy of these cells is set to the average of the neighboring cells.
However, if any of the cells in the core of the reconstructed electron cluster, which is defined
as 3× 3 cells in the middle layer, is masked, the electron is rejected.
The loss of acceptance originated from these problems was about 6 % per electron on average
dominated by losses due to non-functioning FEBs. The total uncertainty on the loss of acceptance
is estimated to be about 0.4 % per electron.
4.1.4 Electron Identification
We discuss the baseline electron identification in the central region |η| < 2.5. There are
four categories for electron sources, isolated electrons, non-isolated electrons, hadron fakes, and
background electrons. The isolated electrons are electrons originating from Z and W bosons.
The non-isolated electrons are electrons originating from b-meson or c-meson decays. The hadron
fakes are misidentified jets. The background electrons come from photon conversions and Dalitz
decays. We need to separate the isolated electrons from the other background electrons. There
are three reference sets of cuts, loose, medium, and tight. These sets are based on the information
from the inner detector and calorimeter, and the background rejection power increases as the later
set, loose, medium, tight. Table 4.1 shows the definition of variables used for the identification
selection.
The variables defined in Table 4.1 are optimized in 10 cluster η bins and 11 ET bins (5 < ET <
80 GeV) by using a multi-variate analysis. The requirement for the electron track and the cluster
position matching has the effect to reject the hadron fakes. The requirement for the hit in the pixel
innermost layer has the effect to reject the photon conversions. The requirement for the radiation
in the TRT has the effect to reject the charged hadron fakes.
There is no requirements for the presence of the other particles close to the identified electrons
in the selections. The optimisation of such isolation requirements is strongly dependent on the
physics process and is performed separately in each analysis. The isolation cuts should be applied
on top of the electron identification.
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Table 4.1: Definition of variables used for the identification selection.
Type Description
Loose selection
Acceptance |η| < 2.47
Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of the EM cluster
( used over the range |η| < 0.8 and |η| > 1.37 )
Ratio of ET in the hadronic calorimeter to ET of the EM cluster
( used over the range |η| > 0.8 and |η| < 1.37 )
Middle layer of Ratio of the energy in 3× 7 cells over the energy in 7× 7 cells
EM calorimeter centred at the electron cluster position
Lateral shower width,
√
(
∑
Eiη2i )/(
∑
Ei)− ((
∑
Eiηi)/(
∑
Ei))2,
where Ei is the energy and ηi is the pseudorapidity of cell i
and the sum is calculated within a window of 3× 5 cells
Strip layer of Shower width,
√
(
∑
Ei(i− imax)2)(
∑
Ei), where i runs over all strips
EM calorimeter in a window of ∆η ×∆φ ≈ 0.0625× 0.2, corresponding typically
to 20 strips in η, and imax is the index of the highest energy strip
Ratio of the energy difference between the largest and second largest
energy deposits in the cluster over the sum of these energies
Track quality Number of hits in the pixel detector (npixel > 0)
Number of total hits in the pixel and SCT detectors (nSi ≥ 7)
Track-cluster ∆η between the cluster position in the strip layer and the
matching extrapolated track (|∆η| < 0.01)
Medium selection (Including loose selection)
Track quality Number of hits in the b-layer (nBL > 0 for |η| < 2.01)
Number of hits in the pixel detector (npixel > 1 for |η| > 2.01)
Transverse impact parameter (|d0| < 5 mm)
Track-cluster Tighter |∆η| cut
matching (|∆η| < 0.005)
TRT Loose cut on a ratio of the number of high threshold hits to
the total number of hits in the TRT
Tight selection (Including medium selection)
Track-cluster ∆φ between the cluster position in the middle layer and the
matching extrapolated track (|∆φ| < 0.02)
Ratio of the cluster energy to the track momentum
Track quality Tighter transverse impact parameter requirement (|d0| < 1 mm)
TRT Total number of hits in the TRT
Tighter cut on the TRT high-threshold fraction
conversions Veto electron candidates matched to reconstructed photon conversions
61
4.1.5 Electron Isolation
For the electron isolation, discriminant variables are different between calorimeter based isola-
tion and tracking based isolation requirements. The calorimetric isolation variables are calculated
from the reconstructed energy in a cone of half opening angle around the electron candidate direc-
tion, where the energy of the electron itself is excluded. In this analysis, ∆R = 0.2 is applied. The
cone size is determined by the trade-off with high discrimination power from misidentified jets and
robustness against pile-up events. We denote the isolation variable as ETCone20. We apply two
corrections, leakage correction and pile-up correction, to the calorimeter isolation variable. The
leakage correction originates from the energy deposit outside of the central core of a photon or a
election. The pile-up correction originates from the energy deposits from additional collisions.
The tracking based isolation variables are computed from the summed scalar pT of tracks in
a cone of ∆R = 0.3 around the electron. The tracks used for the isolation requirement have
pT > 1 GeV, a hit in the b-layer, at least seven hits in the silicon detectors and |d0| < 1 mm. For
tracks with ∆R < 0.1 to the electron, it is also required that they are not matched to a conversion
vertex. We denote the isolation variable as PTCone30.
We requireETCone20 < 6 GeV and PTCone30 < 6 GeV. We also require PTCone30/pT <
0.12. We define the isolation efficiency by the ratio of the number of the reconstructed electrons
passing both tight selection and isolation selection and the number of the reconstructed elec-
trons passing the tight selection. The isolation selection is performed by applying cuts on the
ETCone20 and PTCone30. By using the tag-and-probe method, we obtained the isolation effi-
ciencies depending electron η and pT. Both isolation variables require the isolation efficiencies of
90 %, which are constant for all ranges of electron η and pT.
4.1.6 Detector Alignment
There is the difference between the cluster position and the impact point of the track extrap-
olation to the calorimeter. For example, we found the transverse displacement of the endcap by
approximately 5 mm in −2.47 < η < −1.52. This difference indicates the size of possible
relative displacements between the calorimeter components and the inner detector. We measure
the relative alignment of the calorimeter components with respect to the inner detector by using
the electron candidates passing strict identification criteria with ET > 20 GeV. For the barrel
calorimeter, we consider a correction for the sagging of the calorimeter absorbers. Then, we apply
the derived alignment constants to both η and φ coordinates of electron cluster.
4.1.7 Electron Energy Scale
We evaluate the electron energy scale and the linearity of the response of the EM calorimeter
by measuring mass peaks from Z boson and J/ψ particle which decay into a electron pair. There
are three steps in the procedure of the energy calibration.
• The raw signal extracted from each cell in ADC counts is converted into a deposited energy
using the electronic calibration of the EM calorimeter.
• MC-based calibration are applied at the cluster level for energy loss due to absorption in the
passive material and leakage outside the cluster. For the central region |η| < 2.47, additional
fine corrections depending on the η and φ coordinates of the electron are applied.
• The in-situ calibration using Z → e−e+ decays determines the energy scale and intercali-
brates the different η regions.
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We can also evaluate the electron energy scale by measuring the ratio of the electron transverse en-
ergy and the electron transverse momentum ET/pT, where ET is measured by the EM calorimeter
and pT is measured by the inner detector. This supplementary measurement is performed by using
W → eν event.
For calibrated electrons with ET > 20 GeV, the ratio of the energy of reconstructed electrons
and true electrons is expected to be within 1 % of unity for almost all pseudorapidity regions.
In-situ Calibration
We discuss the in-situ calibration by using Z → e−e+ events for the central region. In this
calibration, J/ψ → e−e+ and W → eν events are exploited for the cross-check, and we use the
2010 data set.
For two electrons from Z and W bosons, we use the EM triggers with high ET thresholds. For
two electrons from J/ψ particles, we use the EM triggers with low ET thresholds. All events must
have at least one primary vertex with at least three tracks. The electrons in the selected events must
have η < 2.47, excluded 1.37 < |η| < 1.52, and ET > 20 GeV for Z → e−e+ and W → eν
events and ET > 5 GeV for J/ψ → e−e+ events. The two electrons from Z and J/ψ decays have
opposite charge. In the Z → e−e+ selection, we require that two electrons satisfy the medium
criterion for ID. We also require the reconstructed mass window cut, 80 < me−e+ < 100 GeV
where me−e+ is a di-electron invariant mass. In the J/ψ selection, we require that two electrons
satisfy the tight criterion due to many background electrons with low ET. We also require the
reconstructed mass window cut, 2.5 < me−e+ < 3.5 GeV. For the W → eν events, we require
a tight electron, jet cleaning cut, EmissT > 25 GeV and mT > 40 GeV. The contamination from
Z → e−e+ is suppressed by rejecting events with a second medium electron.
For the energy scale determination by using Z → e−e+ and J/ψ → e−e+ events, any residual
miscalibration for a given region i is expressed by
Emeans = Etrue(1 + αi), (4.1)
whereEtrue is the true electron energy, Emean is the energy measured by the calorimeter after MC-
based calibration and αi is a factor of the residual miscalibration. The α factors are determined by
a fit minimizing the negative unbinned log-likelihood:
−lnLtot =
∑
i,j
Neventsij∑
k=1
−lnLij
(
mk
1 +
αi+αj
2
)
, (4.2)
where the indices i, j denote the regions considered for the calibration with one of the electrons
from the Z → e−e+ decay being in region i and the other in region j, N eventsij is the total number
of selected Z → e−e+ decays with electrons in regions i and j, mk is the measured dielectron
mass in a given decay, Lij() is the probability density function quantifying the compatibility of
an event with the Z lineshape. The pdf Lij() template is obtained from a MC simulation and
separated into different η bins of the electron cluster η because the experimental distribution of
the di-electron invariant mass strongly depends on the cluster η of the two electrons due to the
material in front of the calorimeter. We get the result that α values for the barrel region are within
±2 % by using Z → e−e+ events. We also get the result of α values by using J/ψ → e−e+
events, and they are consistent with the result from Z → e−e+ events. There are some systematic
uncertainties from the material in front of the calorimeter, the presampler detector energy scale,
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low ET electrons, calorimeter electronic calibration and so on. In the barrel region, the overall
systematic uncertainty varies from 0.3 % to 1.6 %.
For W → eν events, we measure the ratio ET/pT. In this method, the measurement error
contains the effects from EM calorimeter energy resolution and inner detector track curvature
resolution. For the energy scale determination, the correction factor αE/p is expressed by
̂(E/p)data = ̂(E/p)MC(1 + αE/p), (4.3)
where Ê/p is the most probable value derived from the fitting to the unbinnedE/p distributions by
a CrystalBall function which is shown in Appendix A.1. There are some systematic uncertainties
from the fit procedure, the material in front of the EM calorimeter, the track momentum resolution
and so on. The total uncertainty is approximately 1 % in the barrel region. The value from the
ratio measurement is consistent with the value from the invariant mass measurement byZ → e−e+
events within the systematic uncertainties.
After the corrections described above, we studied the azimuthal uniformity of the calorime-
ter response by measuring the di-electron invariant mass and the E/p distributions. A φ non-
uniformity is less than 1 %. We also studied the linearity of the calorimeter response by determing
the α in bins of electron energy. All measurements are found to be within the uncertainty bands
assigned to the electron energy scale in the central region.
4.1.8 Electron Energy Resolution
The energy measured by the calorimeter is smeared. The electron energy resolution in the EM
calorimeter is expressed as follows,
σE
E
=
a√
E
⊕ b
E
⊕ c, (4.4)
where a is the sampling term, b is the noise term and c is the constant term. They depend on a
position in η. The sampling term relates to the energy deposit of an electron to the LAr calorimeter.
The noise term relates to the effect from the pile-up event and the electric noise of the detector. The
constant term relates to the effect from the thickness and the gap region of the detector. The noise
term has a significant contribution only at low energies. The constant term is directly affected
by the energy response non-uniformity in EM calorimeter. These parameters are determined by
reconstructing di-electron invariant mass of Z → e−e+ and J/ψ → e−e+ events.
4.1.9 Electron Efficiency Measurement in the Central Region
We discuss the electron efficiencies of the ATLAS detector in the central barrel region.
Methodology
Electron objects are affected from efficiencies of the trigger, the reconstruction, the identifica-
tion and so on. The total efficiency is expressed by
εe = εcluster · εreco · εid · εtrig · εother (4.5)
where:
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• εcluster is the efficiency to reconstruct an electromagnetic cluster.
• εreco is the electron reconstruction algorithm efficiency given the presence of the cluster.
• εid is the efficiency of identification criteria with respect to the reconstructed electron can-
didates.
• εtrigger is the trigger efficiency with respect to the reconstructed electron candidates passing
the identification criteria.
• εother is the efficiency of any extra selection requirements applied to the electrons satisfying
the identification criteria, such as isolation of the electron cluster and/or track, or selections
on the significance of the impact parameter of the fitted electron track.
The clustering efficiency εcluster is defined by the ratio of the number of events where at least one
initial cluster ncluster is reconstructed over the total number of events Ntotal. The reconstruction
efficiency εreco is defined by the ratio of the number of electron candidates reconstructed by the
algorithm and the number of clusters satisfying the cluster-building step. Therefore, the clusters
with respect to reconstructed photons are included in the denominator of the efficiency. The εid
is defined by the ratio of the number of identified electrons passing the loose, medium and tight
selection and the number of the reconstructed electron candidates. Therefore, the εid is classified
into three categories, εloose, εmedium, and εtight. The trigger efficiency εtrigger is defined by the
ratio of the number of the probe electrons matching an on-line electron passing the trigger selection
at the Event Filter and the number of the probe electrons. We mainly use a tag-and-probe method to
estimate efficiencies. The method employs electrons from known resonances such as Z → e−e+
for unbiased samples of electrons by using strict selection requirements on the second objects
produced from the resonance decays. The objects passing the tight selections are called as tags.
The unbiased electrons are called as probes. Z → e−e+, W → eν and J/ψ → e−e+ events are
exploited for the tag-and-probe-based measurements. The efficiency measurements by using the
combination of the three samples provide a result over a wide ET range, from 7 to 50 GeV. We
employ invariant mass window cuts for Z → e−e+ and J/ψ → e−e+ events to produce an unbias
electron sample, while we apply a missing transverse energy cut to W → eν events. There are two
J/ψ meson production processes, a prompt J/ψ meson produced from a collision event directly
and a non-prompt J/ψ meson produced from a b-hadron decay. Therefore, the J/ψ candidates
come from a mixture of these two processes.
Identification Efficiency Measurement
We discuss the identification efficiency measurement by using the LHC pp collision data at√
s = 7 TeV. In the central region |η| < 2.47, the electron efficiency are evaluated in two di-
mension bins, transverse energy and pseudorapidity, due to the shower development in the EM
calorimeters with different thickness for η directions. The ET bins consists of eight bins of 5 GeV
from 10 to 50 GeV with an additional bin from 7 to 10 GeV. There are three categories of η
granularity.
• coarse: 11 bins in η with limits -2.47, -2.01, -1.52, -1.37, -0.8, -0.1, 0.1, 0.8, 1.37, 1.52,
2.01, 2.47.
• middle: 20 bins in η with |η| limits 0.0, 0.1, 0.6, 0.8, 1.15, 1.37, 1.52, 1.81, 2.01, 2.37,
2.47.
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• fine: 50 bins in η with a typical granularity of 0.1 covering the full pseudorapidity range
(|η| < 2.47).
We use the data at
√
s = 7 TeV with the integrated luminosity of 4.7 fb−1. The MC simulation
samples of Z → e−e+, W → eν and J/ψ → e−e+ events are generated by POWHEG+PYTHIA.
For the simulation samples, we apply correction factors related with known discrepancies with the
data in the form of event weights in order to match with the average interaction rate per bunch
crossing and the position of the primary interaction.
The trigger conditions for the samples are different and adjusted several times to keep the
trigger rates in 2011 data taking. They are simply listed as follows.
• Z → e−e+: Unprescaled single electron triggers with minimumET thresholds and medium
quality. One of the triggers also requires limitations on the amount of energy deposited in
the hadronic calorimeter, and η-dependent ET thresholds.
• W → eν: Specialised triggers based on the missing transverse momentum EmissT signifi-
cance xs = E
miss
T /(α(
√∑
ET − c)), where the sum runs over all energy deposits and the
constants α and c are optimised such that the denominator represents the EmissT resolution.
The selection variable xs is used in combination with an electron ET cluster threshold of 10
or 13 GeV. The EmissT vector is separated by at least ∆φ = 0.7 from any jet reconstructed
by anti-kt algorithm with pT > 10 GeV.
• J/ψ → e−e+: Five prescaled di-electron triggers. For the tag electron, the triggers with
a tight selection and a minimum ET threshold is exploited. For the probe electron, an
electromagnetic cluster exceeding a minimum ET threshold is required. A invariant mass
reconstructed from tag-and-probe electrons need to be between 1 and 6 GeV.
We measured the identification efficiency in the transverse mass range from 7 to 50 GeV and
the pseudorapidity range |η| < 2.47. Both tag and probe electrons satisfy the requirements for
the reconstructed candidate. Tight identification criteria are applied to the tagging objects. In
W → eν and Z → e−e+ events, the probe electrons must satisfy a requirement for the amount of
leakage of the shower into the hadronic calorimeter. Further requirements are applied to the events
described as follows.
• Z → e−e+: The tag electron requires ET > 20 GeV. The probe electron requires ET >
15 GeV and is separated from any jet with pT > 20 GeV found within a cone of ∆R = 0.4.
The tag and probe electrons have opposite charges. An invariant mass reconstructed from
the tag and probe electron is required to be in the mass range 80 < me−e+ < 100 GeV.
• W → eν: There are variable cuts on the transverse mass, mT =
√
2ETEmissT (1− cos∆φ),
and the missing transverse momentum, EmissT , in order to obtain the event samples with
differing background fractions, which are used for the background estimation. Therefore,
the minimum value of mT is between 40 and 50 GeV, and the minimum value of EmissT is
between 25 and 40 GeV. When we require ET > 25 GeV and mT > 40 GeV, we obtain a
sample of 6.8 million W → eν candidate events.
• J/ψ → e−e+: The J/ψ → e−e+ sample with isolated electrons at low ET consists of the
prompt and non-prompt events. We use two methods, short-lifetime method and lifetime-
fit method, to measure the efficiency for the samples with their relative fraction. Both
methods exploit a pseudo-proper time variable, the pseudo-proper time is defined by t0 =
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Lxy · mJ/ψPDG/pJ/ψT , where Lxy is the displacement of the J/ψ vertex with respect to the
primary vertex projected onto the flight direction of the J/ψ in the transverse plane, mJ/ψPDG
is the nominal J/ψ mass and pJ/ψT is the J/ψ reconstructed transverse momentum. The
short-lifetime method uses the meson decays within very small values of the pseudo-proper
time to limit the contribution from the non-prompt decays to 8-20 % of the yield. The
lifetime-fit method uses the full J/ψ → e−e+ sample which has the corrected fraction of
the prompt and non-prompt decays. The correction fraction is obtained by performing a fit
of the pseudo-proper time distribution at each identification stage. In order to reduce the
contribution from background processes with low ET electrons, the tag and probe electrons
require the quantities measured with the TRT hits and the isolation from surrounding en-
ergy deposits. In addition to this, both tag and probe tracks are required to originate from
the same primary vertex and to be within 0.2 mm of each other in the z-direction at the
vertex (x,y)-position. The probe electrons also require ET > 5 GeV. At the end, the J/ψ
events require opposite-charge electron pairs and the invariant di-electron mass between 2.8
and 3.3 GeV.
There are contributions from background processes originated from misidentified hadrons,
photon conversions, non-isolated electrons from heavy-flavour hadron decays. We produce back-
ground templates by using discriminating variables which provide good separation between signal
and background events. The templates are employed for evaluating and subtracting the estimated
background component in the signal sample. The discrimination variables and the background
template productions are simply summarized as follows.
• W → eν: The discriminant variable is the electron isolation expressed by EconeT (X)/ET,
which is the ratio of the transverse energy sum around the probe electron within ∆R = X
(EconeT (X)) and the transverse energy of the probe electron ET. The size of X is typically
chosen as 0.3 or 0.4. The background template is constructed from the probe selection
by reversing two of the electron identification criteria, which are the total shower width
wstot and the ratio of high-threshold hits to all TRT hits. The background templates are
constructed in ET and |η| bins. The EconeT (X)/ET spectrum is normalized to the data in
the background dominant region above a threshold on the discriminant variable. The ratio
of the signal and background typically varies from 6 to 60 for probes with ET in the ranges
of 15-20 GeV to 35-40 GeV, respectively.
• Z → e−e+: There are two discriminant variables, the invariant di-electron mass recon-
structed from a tag electron and a probe electron and the electron isolation EconeT (X)/ET
of the probe electron. In case of the invariant mass, the background template is constructed
from events failing at least two loose identification requirements and having a significant
energy deposit in a cone around the probe. The invariant mass spectrum is normalized to
the data in the high mass region me−e+ > 120 GeV.
• J/ψ → e−e+: The discriminant variable is the invariant di-electron mass reconstructed
from a tag electron and a probe electron. The mass is evaluated by using the short-lifetime
method and the lifetime-fit method. The background template is derived from the fit to
the invariant mass spectrum from 1.8 to 4.6 GeV by using a fitting function considering
contributions from the background processes.
The dominant systematic uncertainties in all channels are related to the evaluation of the back-
ground contribution to the signal region. We study the effect from the uncertainties by varying
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the selection of events such that the signal to background ratio is modified substantially or by re-
evaluating the efficiencies with alternative templates or background models. Then, we repeat each
analysis with a large set of the variations. The evaluations of systematic uncertainties are roughly
summarized as follows.
• W → eν: We change the isolation discriminant variable, EmissT and mT selection require-
ments. We also vary the threshold, which is related with the discriminant variable, for
the separation between the signal and background region. We estimate the effect from the
charge misidentification and the difference in the production rate between W+ and W− at
LHC.
• Z → e−e+: We utilize three mass window cuts, 80-100 GeV, 70-100 GeV and 75-105 GeV
to evaluate the systematic uncertainties. We also use alternative discriminant variables re-
lated with the electron isolation with different cone sizes and thresholds. We estimate the
effect from a different background template by varying the size and composition of the
nominal background template.
• J/ψ → e−e+: The sources of the systematic uncertainties are roughly separated into the
selections for the electrons and the difference in the methods between short-lifetime and
lifetime-fit. We employ alternative selection criteria to define the tag electron and the ex-
tended mass window with 2.8-3.3 GeV for the estimation. We also change the range and
the function used for the pseudo-proper time fit, the isolation cone size and its associated
threshold.
• Pile-up event: As the increase of the instantaneous luminosity during the data taking in 2011
period, the influence on the reconstruction and identification efficiency increases. We check
the effect from pile-up events by measuring the identification efficiency with Z → e−e+
events as a function of the number of reconstructed primary vertexes in an events. Variations
related with the pile-up events impact the efficiency at the per mil level.
We get the identification efficiencies in a given (ET, η) bin from the measurements in Z →
e−e+, W → eν and J/ψ → e−e+ channels. In order to improve the precision of the identification
efficiency, the results in the three channels are combined in the form of the scale factors. By using
the scale factors, we can remove the effect from the difference in the three different measurements.
For high ET region (ET > 20 GeV), the efficiency, which is mainly derived from Z → e−e+ and
W → eν events, is provided in all three η granularity (coarse, middle, fine). For low ET region
(ET < 20 GeV), the efficiency, which is mainly derived from J/ψ → e−e+ events, is provided
in only the coarse η binning. Figure 4.2 is the electron identification efficiency, which is obtained
by multiplying the combined scale factor by the efficiency computed from a Z → e−e+ MC
simulation. The efficiency in the figure is expressed by a function of η (coarse binning) on the
transverse momentum region 40 < ET < 45 GeV. The black plots indicate loose selection, the
red plots indicate medium selection, the blue plots indicate tight selection.
4.2 Muons
Muons are reconstructed from the information of the muon spectrometer and inner detec-
tor [101]. We use the single muon triggers, EF mu24i tight and EF mu36 tight. The name con-
vention for trigger is the same as electron. The criteria are listed below.
• pT > 25 GeV.
68
Figure 4.2: Electron identification efficiency, which is obtained by multiplying the combined scale
factor by the efficiency computed from the Z → e−e+ MC simulation, is expressed by a func-
tion of η (coarse binning) on the transverse momentum region 40 < ET < 45 GeV. The black
plots indicate loose selection, the red plots indicate medium selection, the blue plots indicate tight
selection.
• |η| < 2.5.
• Combined and tight selection requirement.
• |Z0| < 2 mm.
• The track pT scalar sum in a cone of variable size, ∆R < 10 GeV/pµT, around the muon
must be less than 5% of the muon pT.
We require the track segments in the muon spectrometer match with the tracks in the inner detector.
There are many fake muons from heavy hadron decay and misidentified jet, therefore isolation cut
is applied. To keep good performance under high pile-up conditions, the cone size in isolation cut
depends on muon pT.
In the following subsections, we roughly explain the muon performance in the central barrel
region |η| < 2.5.
4.2.1 Muon Trigger
Muon trigger system consists of the hardware-based Level-1 trigger and the software-based
High Level trigger.
As regards the L1 muon trigger, we have already discussed the topic in the previous chapter.
The muon L1 trigger signals are generated by requiring the coincidence of hits between the layers
in RCP for the barrel region or in TGC for the end-cap region. The transverse momentum of the
muon triggered is estimated by the degree of the deviation from the hit pattern, which is placed
on the slope of a straight line between the interaction point and the hit in the pivot plane. The
L1 pT thresholds are optimised to provide an efficiency such that typically 95 % of the maximum
efficiency achieved above the given pT threshold. The L1 muon trigger provides RoI information,
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which contains the pT thresholds and the corresponding detector regions, for the High Level tirgger
system. For the barrel region, there is the gap region in the muon spectrometer around η = 0.
Therefore, the geometric coverage of the L1 muon trigger is approximately 80 %.
By using the information based on the RoI and the data from the MDT, the Level 2 muon
trigger reconstructs the tracks and evaluates the pT of the muons. Furthermore, the L2 trigger
combines the tracks based on the data from the muon detectors and the tracks based on the data
from the inner detector. The closest inner detector track in the η and φ planes is selected as the
best matching track. By using the combined tracks, the pT of the muons are recalculated. At the
Event-Filter level, there are two procedures, the RoI-based method and the full-scan method, for
building muon trigger objects. The RoI-based method exploits the information from the previous
triggers. On the other hand, the full-scan method exploits full detector information at the Event-
Filter level without using the information from the previous triggers. In the RoI-based method, the
muon trigger objects are first reconstructed from the data based on the muon detectors in the RoI,
then, the track information are combined with the track information from the inner detector. For a
combined muon, we quantify the degree of isolation as the sum of the track transverse momenta
measured in the inner detector above 1 GeV within a cone, the size of cone is ∆Rcut, centered
around the muon candidate after subtracting the pT of the muon itself. The isolation is expressed
by
∑
∆R<∆Rcut
ptrackT . The main purpose of the full-scan method is searching for additional muon
candidates which are not found by the RoI method. In the full-scan method, we first search for
muon candidates in the whole of the muon detectors, then, inner detector tracks are reconstructed
in the whole of the inner detector. After that, we combine the tracks in inner detector with the
tracks in muon detectors to build the full-scan muons.
We implement the two unprescaled single muon triggers, EF mu24i tight and EF mu36 tight.
The EF mu24i tight requires at least one combined-muon passing tight selections has pT > 24
and (
∑
∆R<0.2 p
track
T )/pT < 0.12. The EF mu36 tight requires at least one combined-muon
passing tight selections has pT > 36 GeV. As regards the tight selections, we mention them in
the later subsection. Figures 4.3 and 4.4 are the efficiency of the single muon triggers, which
are mu24i and mu36, in the region of |η| < 1.05 and in the region of |η| > 1.05, respectively.
The lower panels shows the ratio of the data and MC simulation efficiencies. We measure the
efficiency by using the data at the pp collisions of 8 TeV and with the integrated luminosity of
20.3 fb−1. We employ the tag-and-probe method for the trigger measurements. For the tag muon,
we require that the muon is reconstructed as the combined muon, enters the region of |η| < 2.5,
has the transverse momentum lager than 25 GeV, passes the single muon triggers and the isolation
cut, which is (
∑
∆R<0.2 p
track
T )/pT < 0.1. For the probe muon, we require that the muon has the
opposite sign to the tag muon, enters the dimuon mass range of |mZ−mµ−µ+ | < 10 GeV, satisfies
|Z0| < 1 mm, passes the combine muon selection and the isolation cut. The MC simulation
events are generated by POWHEG+PYTHIA. The error band of the MC simulation includes both
statistic and systematic errors. The sources of the systematics are pile-up events, correlation and
matching between tag-muons and probe-muons from Z boson decays, the muon momentum scale
and resolution.
4.2.2 Muon Reconstruction
There are some types of muon reconstructed candidates. Each type utilizes different combina-
tions of the data from the inner detector, the muon spectrometer and the calorimeter. The definition
of the type is simply summarized as follows.
• Stand-Alone (SA) muon: The muon trajectory is reconstructed only in the muon spec-
trometers. The parameters of the muon track at the interaction point are determined by
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Figure 4.3: Efficiency of the single muon triggers, which are mu24i and mu36, in the region of
|η| < 1.05. We measure the efficiency by using the data at pp collisions of 8 TeV and with an
integrated luminosity of 20.3 fb−1. The error band of the MC simulation includes both statistic
and systematic errors. The lower panel shows the ratio of the data and MC simulation efficiencies.
Figure 4.4: Efficiency of the single muon triggers, which are mu24i and mu36, in the region of
|η| > 1.05. We measure the efficiency by using the data at pp collisions of 8 TeV and with an
integrated luminosity of 20.3 fb−1. The error band of the MC simulation includes both statistic
and systematic errors. The lower panel shows the ratio of the data and MC simulation efficiencies.
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extrapolating the track back to the point of closest approach to the beam line, and taking
into account the estimated energy loss of the muon in the calorimeters. The muon has to
pass through at least two layers of the muon spectrometers to provide a track measurement.
This type is mainly used to extend the acceptance to the range 2.5 < |η| < 2.7 which is not
covered by the inner detector.
• Combined (CB) muon: The muon track reconstruction is performed independently in the
inner detector and the muon spectrometers. A combined muon trajectory is reconstructed
from the successful combination of the tracks in the inner detector and the muon spectrom-
eters. This type has the highest muon purity in all the muon types.
• Segment-tagged (ST) muon: Track in the inner detector is first reconstructed, then, the
track is extrapolated to the muon spectrometers. If the extrapolated track is associated with
at least one local track segment in the MDT or CSC, the trajectory in the inner detector is
identified as a reconstructed muon candidate. This type can cover muons which have low
pT such that they traverse only one layer of the muon spectrometers.
• Calorimeter-tagged (CaloTag) muon: A track in the inner detector is identified as a re-
constructed muon candidate if it could be associated to an energy deposit in the calorimeter
compatible with a minimum ionizing particle. This type does not use the data from the
muon spectrometers and has the lowest purity in all the muon types. However, the region
which is not covered by the muon spectrometers is exploited for muon reconstruction.
The reconstruction of the SA, CB, and ST muons has been performed by using two indepen-
dent reconstruction software packages. They implement different strategies, which are called as
”Chains”, both for the reconstruction of muons in the muon spectrometer (MS) and for the com-
bination of the inner detector and the muon spectrometer (ID-MS). For the ID-MS combination,
Chain1 (Staco) performs a statistical combination of the track parameters of the SA muons and
inner detector muon tracks. Chain2 (Muid) performs a global refit of the muon track using the hits
from both ID and MS sub-detectors.
The reconstruction efficiency for each muon type is expressed by
ε(Type) = ε(Type|ID) · ε(ID) with Type = (CB, ST), (4.6)
where ε(Type|ID) is related with the conditional probability that a muon reconstructed by an inner
detector track is also reconstructed as a particular muon type by using the data from the muon
spectrometer, and ε(ID) is the probability that a muon is reconstructed as an inner detector track.
We replace the ε(ID) by ε(ID|MS), which is the conditional probability that a muon reconstructed
by the muon spectrometer is also reconstructed in the inner detector, because we cannot measure
the ε(ID) directly. Therefore, the reconstruction efficiency measured by the tag-and-probe method
is expressed by
ε(Type) ≃ ε(Type|ID) · ε(ID|MS). (4.7)
For the Z → µµ events, we require the single muon trigger with the pT threshold of 24 GeV
and the isolation requirement. We also require two opposite-charged muons with a reconstructed
dimuon mass of |mZ −mµ−µ+ | < 10 GeV. The tag muon has the transverse momentum larger
than 25 GeV. The probe muon has the transverse momentum larger than 10 GeV. The tag and probe
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muons are required to be back to back in the transverse plane, therefore the ∆φ between the two
muons is larger than 2. We employ the muon passing the CB muon selection and the single muon
trigger for the tag muon. When we measure the ε(ID|MS), we employ the SA or the CB muon
for the probe muon. When we measure the ε(Type|ID), we employ the CaloTag muon for the
probe muon. Figure 4.5 shows the muon reconstruction efficiencies as a function of η measured in
Z → µ−µ+ events. We use the data taken at the center of mass collision energy of 8 TeV and with
the integrated luminosity of 20.3 fb−1. The different color plots indicate the type of the muon
reconstruction. We employ the Chain1 for the reconstruction. The red and black plots indicate
the efficiencies of CB muon measured in the MC simulation and the real data, respectively. The
light-blue and dark-blue plots indicate the efficiencies of the combination of CB muon and ST
muon measured in the MC simulation and the real data, respectively. The light-green and dark-
green plots indicate the efficiencies of Calo Tag muon in the MC simulation and the real data,
respectively. The plots for CaloTag muons are only shown in the region of |η| < 1. The error bars
in the upper panel indicate the statistical uncertainty. The plots in the lower pannel show the ratio
between the efficiencies derived from the MC simulation and the data. The error bars in the lower
panel indicate the combination of statistical and systematic uncertainties.
Figure 4.5: Muon reconstruction efficiency as a function of η. The muons originate from
Z → µ−µ+ events and have pT > 10 GeV. The different color plots indicate the type of muon
reconstruction. We employ the Chain1 for the reconstruction. The plots for the CaloTag muons
are only shown in the region of |η| < 1. The error bars in the upper panel indicate the statistical
uncertainty. The plots in the lower pannel show the ratio between the efficiency derived from the
MC simulation and the data. The error bars in the lower panel indicate the combination of the
statistical and systematic uncertainties.
4.2.3 Muon Quality Requirement
The quality requirement is same as the requirements for the muon reconstruction. We require
the tight selection, which requires the successful reconstruction of the CB muon. The selection
is performed by MuidMuonCollection, which is the muon reconstruction chain composed of four
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different algorithms as follows.
• Moore and Muid Standalone: Moore starts from hit information in the muon spectrometer
and produces standalone segments and tracks. Muid Standalone extrapolates the Moore
track to vertex and uses a vertex constraint to determine the track parameters at the vertex.
Muid Standalone produces SA muons expressed at the vertex.
• Muid Combined: Muid Combined combines an inner detector track with a muon spec-
trometer track by using a global refit of the two tracks. It produces CB muons.
• MuGirl: MuGirl finds segments and tracks in the muon spectrometer by using an inner
detector track as seed. If the full track refit is successful, a CB muon is made.
• MuTagIMO: MuTagIMO finds muons by associating an inner detector track with Inner-
Middle-Outer Moore segments. It produces ST muons.
In this chain, each algorithm reconstructs all muons in a event. There are overlaps between the
muons found by the individual algorithms. These overlaps are removed during the AOD building
when all muons in the containers are merged. The muons in the MuidMuonCollection are clas-
sified into four quality levels, Tight, Medium, Loose, and Very Loose. The higher quality level
includes the selections in the lower quality levels. Tight quality requires all Muid combined and
MuGirl muons that have a successful combined fit. Medium quality requires all SA muons. Loose
quality requires all muons that are found by the tagging algorithms and have an inner detector
track with silicon hits. Very Loose quality requires MuTagIMO muons with TRT only tracks.
Reconstructed muons with the inner detector track information also require criteria associated with
the inner detector as follows.
• At least one hit in the pixel detector.
• At least five hits in the SCT.
• At most two active pixel or SCT sensors traversed by the track but without hits.
• In the region 0.1 < |η| < 1.9, the sum of the number of TRT hits on the track nhitsTRT and the
number of TRT outliers on the track noutliersTRT , n = nhitsTRT + noutliersTRT , is greater than five and
noutliersTRT < 0.9n.
4.2.4 Muon Momentum Scale and Resolution
Correction of the Muon Momentum with Monte Carlo simulation
Muon momentum is corrected at MC simulation level. The correction procedure consists of
two steps. First, the corrected momenta at detector level are expressed by
pCor,DetT =
pMC,DetT +
∑1
n=0 s
Det
n (η, φ)
(
pMC,DetT
)n
1 +
∑2
m=0 ∆r
Det
m (η, φ)
(
pMC,DetT
)m−1
gm
, (4.8)
where Det= ID,MS (ID indicates the inner detector and MS indicates the muon spectrometers),
pCor,DetT are the simulated muon transverse momenta reconstructed in the ID and in the MS, gm
are normally distributed random variables with mean 0 and width 1, and the terms ∆rDetm (η, φ)
and sDetn (η, φ) respectively indicate the momentum resolution smearing and the scale corrections
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applied in a specific η, φ detector region. In Equation (4.8), sID0 = 0 and ∆rID0 = 0. The correc-
tion for muon momenta is characterized as the variation of muon momentum resolution and scale
in the detector region segmented into η-φ components. In the central region |η| < 2.7, there are
18 pseudorapidity sectors of size ∆η between 0.2 and 0.4 for both MS and ID. For the φ region in
the MS, there are two types of φ sectors of approximate size of π/8, which is associated with the
octagonal symmetric structure of the magnetic system with the small sectors and the large sectors.
The ∆rDetm (η, φ) correction terms of Equation (4.8) introduce a pT dependent momentum smear-
ing. Different sources of experimental resolution are associated with the ∆rDetm (η, φ) correction
terms by comparing the coefficient of the pT powers in the denominator of Equation (4.8) to the
following empirical parametrization of the muon momentum resolution,
σ(pT)
pT
= r0/pT ⊕ r1 ⊕ r2 · pT, (4.9)
where ⊕ denotes a sum in quadrature. The first term, which is proportional to 1/pT, of Equa-
tion (4.9) considers fluctuations of the energy loss in the traversed material. The second term,
which is constant in pT, indicates the effects from multiple scattering, local magnetic field inho-
mogeneities and local radial displacements. The third term, which is proportional to pT, accounts
for intrinsic effects originated from the spatial resolution of the hit measurements and residual
misalignments. ∆rID0 = 0 indicates that the energy loss fluctuations in front of the inner detector
are negligible. The sDet1 is the multiplicative momentum scale difference between data and MC
simulation, which originates from imperfect knowledge of the magnetic field integral and of the
radial dimension of the detector. The sMS0 (η, φ) term is necessary to model the pT scale depen-
dence observed in the MS momentum reconstruction due to differences between data and MC
simulation in the energy loss of muons passing through the calorimeter and other materials be-
tween the interaction point and the MS. sID0 = 0 indicates the energy loss between the interaction
point and the ID.
Second, the corrected momenta for the CB muon pCor,CBT are expressed by
pCor,CBT = f · pCor,IDT + (1− f) · pCor,MST , (4.10)
with the weight f derived for each muon by expressing the CB transverse momentum before
corrections, pMC,CBT , as a linear combination of p
MC,ID
T and p
MC,MS
T :
pMC,CBT = f · pMC,IDT + (1− f) · pMC,MST , (4.11)
and solving the corresponding linear equation.
Muon momentum is also corrected by using the data. We derive the correction factors for the
muon momenta reconstructed in ID and in MS individually. We employ a MC simulation template
maximum likelihood fit for a comparison between simulation and data in J/ψ → µµ and Z → µµ
events with two CB muons. The event selections are described as follows. For Z → µµ events,
we require at least one isolated muon with pT > 24 GeV. For J/ψ → µµ events, we use two
dimuon triggers that require two opposite-charge muons compatible with the same vertex, with
transverse momentum pT > 6 GeV, and the dimuon invariant mass in the range 2.5-4.5 GeV.
In the ID correction measurement, we require that the dimuon invariant mass reconstructed in
ID mIDµµ has 2.76-3.6 GeV and pIDT has 8-17 GeV for J/ψ → µ−µ+ events. We also require
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that the mIDµµ has 76-96 GeV and the leading muon with 26 < pIDT < 300 GeV and the sub-
leading muon with 15 < pIDT < 300 GeV for Z → µµ events. To enhance the sensitivity to
the pIDT dependent correction effects, the mIDµµ distributions are classified according to the pT of
the muons. For the J/ψ events, the pIDT of the sub-leading muon defines three bins with lower
thresholds at pIDT = 8, 9, 11 GeV. For the Z events, the pIDT of the sub-leading muon defines three
bins with lower thresholds at pIDT = 26, 47, 70 GeV. In the MS correction measurement, we require
the same selections as the ID case. Whereas the MS part of Equation (4.8) has more correction
parameters than the ID, an additional variable sensitive to the momentum scale and resolution in
added to the MS fit. The variable is only used in Z → µ−µ+ events and it is defined by
ρ =
pMST − pIDT
pIDT
. (4.12)
This variable indicates a measurement of the pT imbalance between the measurement in the ID
and in the MS. The ρ variable is binned according to pMST of the muon with lower thresholds at
20, 30, 35, 40, 45, 55, 70 GeV in the η-φ region of fit. We perform the template fit to the mIDµµ,
mMSµµ and ρ distributions from Z → µµ and J/φ→ µµ events. First, we build a binned likelihood
function L to compare the data to the MC simulation templates of signal plus background. Then,
we produce the modified templates by changing the correction parameters, sDetn and ∆rDetn , in
Equation (4.8) and applying the parameters to the muon momentum of the simulated signal events.
The likelihood function between data and the modified template is minimized. Second, we analyze
all regions of fit by iterating the procedure described as follows: we perform the first fit by using
only events with both muons originated from the resonances in the region of fit. The following fits
are performed by using only events, which have one of the muons in a previously analysed region
of fit and another muon in the region of fit under investigation. After the first whole fitting, the
fitting procedure is iterated twice in order to improve the stability of the results. The systematic
uncertainties mainly come from the fitting procedure and imperfections in the model used for the
muon momentum correction. The correction extraction is performed first for the ID and then for
the MS, such that the ID transverse momentum present in Equation (4.12) can be kept constant
during the MS correction extraction. At the end, we obtain the values of the momentum resolution
corrections ∆rDetm and the momentum scale corrections sDetn . The scale correction to the simulated
ID track reconstruction is always below 0.1 %. The correction to the MS scale is <∼ 0.1 % except
for the large MS sectors in the barrel region of the detector, where a correction of ≈ 0.3 % is
needed, and for the specific regions with 1.25 < |η| < 1.5, where a correction of ≈ −0.4 % is
needed. The total resolution smearing corrections for simulated ID and MS reconstructions are
below 10 % and 15 %, respectively.
Validation of the Correction
We validate the muon momentum corrections described in the previous section by using a
different method. We utilize the dimuon mass of J/φ → µµ, Υ → µµ and Z → µµ events. By
ignoring angular effects, the invariant mass resolution σ(mµµ) is expressed by
σ(mµµ)
mµµ
=
1
2
σ(p1)
p1
⊕ 1
2
σ(p2)
p2
, (4.13)
where p1 and p2 are the momenta of the two muons. If the momentum resolution is similar for the
two muons, the relative mass resolution is proportional to the relative momentum resolution as
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σ(mµµ)
mµµ
=
1√
2
σ(p)
p
. (4.14)
The mass resolution in the left side is obtained by fitting the width of the invariant mass peaks. We
obtain the values of the invariant mass and mass resolution, then we compare them between data
and corrected MC sample to validate the corrections.
For J/φ → µ−µ+ and Υ → µ−µ+ events, the di-muon triggers are implemented. Then, the
offline event selection requires that both muons are reconstructed as CB muons with pT > 7 GeV
and |η| < 2.4. For Z → µµ events, the single muon trigger is implemented. Then, the offline
selection requires that the two opposite-charge CB muons, one has pT > 25 GeV and another has
pT > 20 GeV. The two muons are isolated and originate from the primary interaction vertex.
We derive the position of the mass peaks 〈mµµ〉 and the width of the mass peaks σ(mµµ)
in bins of η and pT from fits of the invariant mass distributions of the three resonances. In the
J/φ case, the background is estimated by a fit of two sideband regions outside the J/φ mass
peak, one is 2.55 < mµµ < 2.9 and another is 3.3 < mµµ < 4.0 GeV. The contribution of the
background to the signal mass region is removed by using the result. Then, we extract the position
〈mµ−µ+〉 and the width σ(mµ−µ+) from the signal distribution by performing a Gaussian fit in
the range 〈mµ−µ+〉 ± 1.5σ(mµ−µ+) iteratively. Systematic uncertainties related with the fitting
procedure are evaluated by repeating the fit using a third order polynominal as the background
model and by varying the fit range to ±1 × σ(mµ−µ+) and ±2 × σ(mµ−µ+). In the Υ case,
We utilize a complex procedure because there are three mass peaks from Υ resonances, which
are partially overlap, and the limited size of the sideband regions originated by the confinement
of the trigger mass window, 8-11 GeV. For each bin, the whole invariant mass distribution in
the range 8.5 < mµ−µ+ < 11.5 GeV is fitted with a linear background plus three Crystal-Ball
functions representing the three resonances. The α and n parameters that fix the tail of Crystal-Ball
functions, which is shown in Appendix A.1, are fixed to the values obtained from a fit of the signal
MC mass distribution. By using the mass of the three resonances in PDG [3], the relative mass
shifts of the three signal peaks are fixed. The widths of the three peaks are constrained to be equal.
The free parameters in the fit are the mass scale, the width σ(mµ−µ+) of the Υ(1S), the relative
normalizations of the Υ(2S) and Υ(3S) distributions with respect to Υ(1S) and two parameters
for the linear background. A similar fit is performed on the MC simulation of the invariant mass
distribution obtained by adding the three signal peaks and a flat background distribution. We
evaluate the systematic uncertainties of the fit by changing the fit range to 8.25 < mµ−µ+ < 11.75
and 8.75 < mµ−µ+ < 11.0 GeV and by varying the α and n parameters of a Crystal-Ball function
in the range allowed by fits to the simulation. In the Z case, the true lineshape predicted by
the MC simulation is parametrized with a Breit-Wigner function for each bin. The measured di-
muon mass distribution is fitted with a Crystal-Ball function, which represents the experimental
resolution effects, convoluted with the Breit-Wigner parametrization of the true lineshape. We
evaluate the systematic uncertainties of the fit by performing the fit in different ranges around the
mass peaks, ±1× σ(mµ−µ+) and ±2× σ(mµ−µ+).
For mass scale results, we obtain the Data/MC ratio of the mean mass 〈mµ−µ+〉 extracted
from the fits to the three samples as a function of the η of the highest pT muon for pairs of CB
muons. The distribution of corrected MC, the correction factors are derived by using the template
fit described in the previous subsubsection, has good agreement with the data. We also get the
mass resolutions as a function of the η of the highest pT muon for pairs of CB muons. The width
of corrected MC covers one of the data within the correction uncertainties.
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4.3 Jets
Jets are reconstructed from the information of the cells in electromagnetic and hadronic calorime-
ters. The criteria are listed below.
• anti-kt algorithm with the radius parameter R = 0.4 [104, 105] for topological energy clus-
ters [102].
• pT > 25 GeV.
• |η| < 2.5.
• Jet Vertex Fraction cut for the selected jets in |η| < 2.4.
In the following subsections, we explain jet reconstructions, the jet energy collections and so on.
4.3.1 Cell Clustering Algorithm
We employ two clustering algorithms, a sliding window algorithm and a topological algorithm,
for clustering the calorimeter cells in the ATLAS detector. The sliding window algorithm builds a
cluster within a fixed size rectangles. On the other hand, the topological cluster algorithm makes
variable size cluster with a seed cell and neighboring cells above a threshold determined from noise
in calorimeter cells. The window algorithm is utilized in electron/photon and τ lepton trigger. We
employ the topological clustering algorithm for a jet algorithm.
We refer to the window algorithm. The algorithm consists of three steps; tower building,
precluster finding, and cluster filling. The calorimeter phase space of η-φ plane is divided into
a grid of Nη × Nφ with a element size of ∆η × ∆φ. A tower energy is defined as the sum
of the energy from all cells in all longitudinal layers on the same element. Table 4.2 shows the
parameters of the tower building for the electromagnetic calorimeter (EM) and the combination of
electromagnetic and hadronic calorimeter (Combined) in the window algorithm. The energies of
cells spanning several towers are distributed according to the fractional area of the cells intersected
by each tower.
Table 4.2: Parameters of a tower building for the electromagnetic calorimeter (EM) and a combi-
nation of electromagnetic and hadronic calorimeters (Combined) in the window algorithm.
Tower type EM Combined
Calorimeters Electromagnetic calorimeter All
|ηmax| 2.5 5.0
Nη (∆η) 200 (0.025) 100 (0.1)
Nφ (∆φ) 256 (0.025) 64 (0.1)
We refer to a seed cluster finding and a cluster building in EM calorimeter. The algorithm searches
for preclusters on the tower grid by using a window of fixed size Nwindowη ×Nwindowφ and sliding
in step of ∆η and ∆φ. If the sum of the transverse energy of the towers contained in the window
is above a threshold EthresholdT and the window has a local maximum value, the algorithm forms
a precluster. The size of the window and the threshold are determined by the best efficiency for
finding preclusters and the rate of fake preclusters from noise. In the electron reconstruction,
the seed cluster threshold EthresholdT is 2.5 GeV, and the size of seed cluster window Nwindowη ×
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Nwindowφ is 3 × 5. The position of the precluster is calculated by the energy weighted η and
φ barycenters of all cells within a fixed size window around the tower at the center of the sliding
window. If two preclusters have their positions within a distance (∆η×∆φ), the precluster with the
larger transverse energy is remained and the other precluster is removed. The filling procedure for
EM cells is complex. The algorithm considers all cells within a rectangle of sizeN clusterη ×N clusterφ
centred on a layer-dependent seed position. Table 4.3 show the parameters of the precluster finding
for EM in the window algorithm. The order indicates the processed order of each layer. The layer
indicates the name of the layers. The middle is the second layer of EM calorimeter. The strip is
the first layer of EM calorimeter. The back is the third layer of EM calorimeter. ∆ηcl and ∆φcl
indicates the size of the cluster filled with the cells around the seed position. N clusterη and N clusterφ
changes for different particles as shown in Table 4.4. ∗ means that either one or two cells in φ
of size 0.1 are used if the cluster size Nwindowφ is less than seven. The seed position indicates the
layer-dependent seed position.
Table 4.3: Parameters of the precluster finding for the EM calorimeter in the window algorithm.
Order Layer ∆ηcl (units of 0.25) ∆φcl (units of 0.25) Seed position
1 Middle N clusterη N clusterφ ηprecl, φprecl
2 Strips N clusterη 6 or 8∗ ηmiddle, φmiddle
3 Presampler N clusterη 6 or 8∗ ηstrips, φstrips
4 Back N clusterη + 1 N clusterφ ηmiddle, φmiddle
Table 4.4: Cluster size N clusterη × N clusterφ for different particle types in the barrel and end-cap
regions.
Particle Type Barrel Endcap
Electron 3× 7 5× 5
Converted photon 3× 7 5× 5
Unconverted photon 3× 5 5× 5
The algorithm runs on the middle layer of electromagnetic calorimeter first. The seed position
in the middle layer is the precluster barycenter position ηprecl, φprecl determined in the precluster
finding which uses total layer information. The barycenter ηmiddle, φmiddle is calculated by the
cells in the middle layer. Second, the strip layer uses the ηmiddle, φmiddle as the seed position. The
barycenter ηstrips, φstrips is calculated by the cells in the strip layer. Then, the algorithm performs
the cluster filling for the presampler layer and back layer by using the barycenter ηstrips, φstrips and
ηmiddle, φmiddle. In Table 4.4, the larger value of φ indicates the effect from the magnetic field.
Next, we refer to the topological clustering algorithm. The algorithm consists of two steps; the
cluster maker, the cluster splitter. In the cluster maker, the algorithm forms topological clusters
from a list of calorimeter cells. In the cluster splitter, the algorithm can splits individual clusters,
which originate from different showers, but are overlapped. The cluster maker performs the fol-
lowing procedures; finding seeds, finding neighbors, finalize. Table 4.5 show parameters used to
build the two types of topological cluster available in the standard ATLAS reconstruction. We use
the Had420 parameters. The details of the parameters is described below.
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• Finding seed: The algorithm finds all cells with a signal to noise ratio above the seed thresh-
old tseed. Then, it makes the list of the seed cells, which form proto-clusters. The signal
employed for the threshold comparison can either be the cell energy or its absolute value.
We employ the absolute value for finding seeds in the jet reconstruction. The noise consists
of the electronic component and the pile-up component where they are combined by the
square root of sum of suares. In 2010 operations, we considered the electronic component
only due to the low interaction rate. After 2011 operations, we consider both components.
Their contributions to the calorimeters are studied by using the simulation data [106]. Fig-
ure 4.6 shows the noise distributions for the 2010 operations, which are evaluated by using
the MC simulation with the average of pp collisions per bunch crossing of µ = 0 and the
center of mass collision energy of 7 TeV. Figure 4.7 shows the noise distributions for the
2011 operations, which are evaluated by using the MC simulation with the average of pp
collisions per bunch crossing of µ = 8 and the center of mass collision energy of 7 TeV. The
different colour plots indicate the different type of calorimeters and layers. PS is the pre-
sampler in front of the EM calorimeter. Gap is the scintillators installed in the gap between
cryostats. In the region of |η| > 2.5, the contribution from the pile-up component is visible
in Figure 4.7.
Figure 4.6: Noise distributions for the 2010 oper-
ations are evaluated by using the MC simulation
with the average of pp collisions per bunch cross-
ing of µ = 0 and the center of mass collision
energy of 7 TeV. The distribution is shown as a
function of |η|. The different colours indicate the
different type of the calorimeters and layers.
Figure 4.7: Noise distributions for the 2011 oper-
ations are evaluated by using the MC simulation
with the average of pp collisions per bunch cross-
ing of µ = 8 and the center of mass collision
energy of 7 TeV. The distribution is shown as a
function of |η|. The different colours indicate the
different type of the calorimeters and layers.
• Finding neighbors: All cells in the seed list are ordered in descending order in signal to
noise ratio. For each seed cell in turn, the algorithm checks the neighboring cells. If a
neighboring cell has not been used as a seed so far, and its signal to noise ratio is above
the neighbor threshold tneighbor, the cell is added to a neighboring seed list and included in
the adjacent proto-cluster. If the neighboring cell is adjacent to more than one proto-cluster,
the proto-clusters and the cell are merged. If a neighboring cell has the signal to noise
ratio, which is above the cell threshold tcell but below tneighbor, the cell is added only to
the first adjacent proto-cluster, which is the one providing the more significant neighbor to
this cell. Once all seed cells have been processed, the original seed list is discarded and the
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neighboring seed list becomes the new seed list. This procedure is repeated until the seed
list is empty.
• Finalize: The remaining proto-clusters are sorted in descending order in ET and converted
to clusters. The algorithm removes the converted clusters with ET less than a threshold for
cluster cut before splitting.
The cells in a single calorimeter layer or the cells from adjacent layers and subsystem are utilized
as neighboring cells. The EM633 can be used to reconstruct EM clusters significantly higher than
the noise with minimum fake rate. The Had426 is optimized to find efficiently low energy clusters
without being overwhelmed by noise.
Table 4.5: Parameters used to build two types of the topological cluster available in the standard
ATLAS reconstruction.
Parameter EM633 Had420
Calorimeters EM All
Seed signal definition E |E|
Cluster cut before splitting ET > 5 GeV |ET| > 5 GeV
tseed 6 4
tneighbor 3 2
tcell 3 0
The cluster splitting is used for separating the clusters of showers from the clusters of particles
passing close to the shower. The splitting performs the following procedures; finding local max-
ima, finding neighbors, shared cells and finalize as follows:
• Finding local maxima: The algorithm searches for local maximum cells in clustered cells
defined as follows.
– a cell has E > 500 MeV.
– Its energy is greater than energies of any neighboring cells.
– A number of neighboring cells within the parent cluster is above a threshold.
The algorithm forms a list of local maxima once, the number of final clusters is completely
determined. This indicates that each local maximum cluster will form exactly one cluster
and the parent clusters without any local maximum cell will not be split.
• Finding neighbors: The algorithm adds the cells, which are adjacent to the local maxima,
to the maximum cells. There is no thresholds for adding the cells and no cluster merging.
The local maxima list serves as the initial seed list. At each iteration, the current seed list is
sorted in descending order in energy. All cells, which are not used in the adding procedure
but directly neighbor to the seed cells, are added to a neighboring seed list and included in
adjacent proto-clusters. If a cell neighbors to more than one proto-cluster, the two proto-
clusters with the most energetic neighbors will share the cell. The shared cells are removed
from the neighbor list, then they are added to a shared cell list. Once all seed cells are
processed, the original seed list is discarded and the neighboring seed list becomes the new
seed list. This procedure is repeated until the seed list is empty.
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• Shared cells: The algorithm iteratively adds the neighbors, which have not been assigned to
any proto-cluster yet but belong to the original cell set, to the shared cell list. The algorithm
associates these cells with the two proto-clusters adjoining the original shared cell that they
neighbor. Each cell in the expanded shared cell list is added to its two adjoining proto-
clusters with the weights expressed by
w1 =
E1
E1 + rE2
, w2 = 1− w1, r = exp(d1 − d2), (4.15)
where E1,2 are the energies of the two proto-clusters and d1,2 are the distance of the shared
cell to the proto-cluster centroids in units of a typical EM-shower scale.
• Finalize: The algorithm adds all parent clusters without a local maximum to the list of
proto-clusters. The cluster list is sorted in descending order in ET. Finally, the all listed
proto-clusters are converted to clusters.
4.3.2 Jet Reconstruction Algorithm
There are some requirements for an ideal jet reconstruction algorithm [103]. From the theo-
retical standpoint, the requirements are expressed as follows.
• The algorithm should find solutions that are insensitive to soft or any collinear radiation in
the event.
• The algorithm should find the same solutions independent of boosts in the longitudinal di-
rection.
• The kinematic variables used to express the jets exhibit kinematic boundaries that are insen-
sitive to the details of the final state.
• The algorithm should identify the same jets at parton, particle, and detector level.
• The algorithm should be straightforward to implement in perturbative calculations.
From the experimental standpoint, the requirements are also expressed as follows.
• The performance of the algorithm should be as independent as possible of the detector that
provides the data.
• The algorithm should not amplify the inevitable effects of resolution smearing and angle
biases.
• Jet finding by the algorithm should not be strongly affected by multiple hard scatterings at
high beam luminosities.
• The jet algorithm should provide jet identification with a minimum of computer time.
• The jet algorithm should efficiently identify all physically interesting jets.
• The algorithm should not present obstacles to the reliable calibration of the final kinematic
properties of the jet.
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• The algorithm should be straightforward to implement with typical experimental detectors
and data.
• The definition of jet clustering, energy, angle, and all details of jet splitting and merging in
the algorithm are fully specified.
The jet reconstruction algorithms, which satisfy the requirements listed above, are roughly sep-
arated into a fixed-cone algorithm and a successive recombination algorithm. Both algorithms
carry out a jet reconstruction within restricted computer resources and process time, while, their
behavior of treating an infrared and colinear divergence are different.
The anti-kt algorithm is one of successive recombination algorithms adding particles between
a minimum distance parameter. Its behavior looks like a ideal fixed-cone algorithm. The steps of
the jet reconstruction algorithm is described as follows.
• The algorithm forms a list of preclusters, which are stable particles or topological clusters,
and an empty list of jets.
• For each precluster i in the list, the transverse momentum is expressed by kti. We define a
distance parameter dij of a precluster pair (i,j) by
dij = min(k
−2
ti , k
−2
tj )
∆2ij
R2
(i 6= j), (4.16)
∆2ij = (yi − yj)2 + (φi + φj)2, (4.17)
where yi,j and φi,j are a rapidity and azimuth an angle of preclusters, respectively, and R is
a radius parameter of the jet algorithm. We also define a beam distance by
diB = 1/k
2
ti. (4.18)
The algorithm calculates the distance parameter and the beam distance for each precluster i.
• The algorithm finds the minimum of all the dij and diB . Then, the minimum distance is
labeled as dmin.
• If dmin is a dij , the algorithm remove the precluster pair (i,j) from the list of preclusters.
Then, the algorithm replaces them with a new combined precluster by merging the pair into
a single particle and summing their four-momenta.
• If dmin is a diB , the algorithm identifies the precluster i as a final jet. Then, the algorithm
removes it from the list of preclusters and add it to the list of jets.
• The algorithm repeats the classification until the list of preclusters is empty.
Figure 4.8 shows the scheme of a precluster pair in the anti-kt algorithm. In this case, precluster j
is added to precluster i. In the anti-kt algorithm, soft particles do not modify the shape of the jet.
On the other hand, hard particles do that.
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Figure 4.8: Schema of a precluster pair in the anti-kt algorithm.
4.3.3 Jet Constituents
The simple jet reconstruction flow is described below [106].
• We prepare jet components like calorimeter clusters for a jet algorithm like the anti-kt.
• The jet algorithm performs jet finding for the jet components.
• The calorimeter jets corrected at electromagnetic (EM) or local cluster weighting (LCW)
scale are calibrated by the corrections, pile-up offset, jet origin, energy and η, and residual
in-situ calibration.
The jet components are classified into particle level and detector level. The particle level compo-
nent contains simulated stable particles. We often call the particle level jet as the truth jet. The
detector level component contains tracks, calorimeter towers, calorimeter clusters corrected at EM
scale and LCW scale. The calorimeter towers consist of cells with ∆η ×∆φ = 0.1 × 0.1. Most
towers have negative signals due to noise, therefore we recombine the negative towers with nearby
positive signal towers. The recombination continues until the net signals become positive. The
calorimeter clusters consists of the topological clusters with a significant signal above noise. The
noise contains contributions from an electric noise and a pile-up event. We employ the EM scale,
which is derived from precise measurements of the energy deposited in the calorimeter by par-
ticles produced in electromagnetic shower, for the calorimeter clusters [107]. The energy scale
is established using test-beam measurements for electron. We validated the absolute calorimeter
response to energy deposited via electromagnetic processes in the hadronic calorimeters by using
both muons from test-beams and produced in situ by cosmic rays. We calibrate the energy scale
of the electromagnetic calorimeters by using the invariant mass of Z bosons, which are produced
in pp collisions and decay into electron pairs. The correction for the lower response to hadrons is
solely based on the topology of the energy depositions observed in the calorimeter.
We also employ the LCW scale for the calorimeter cluster. The LCW scale improves the
EM scale in an energy resolution by correcting the signals from hadronic deposits. In the LCW
method, the topological clusters are separated into an electromagnetic part and a hadronic part
first. This classification is performed by measuring the energy density and the longitudinal shower
depth. The energy corrections for the electromagnetic and hadronic part are derived from single
charged and neutral pion MC simulation. After jet finding, we apply the jet energy corrections
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related with pile-up events and in-situ calibration and so on to the calorimeter jets. In case of the
calorimeter jets corrected at LCW scale, the fully calibrated scale is labeled as LCW+JES scale.
4.3.4 Local Cluster Weighting Calibration
We adopt the Local Cluster Weighting Calibration as a jet energy scale (JES). This calibra-
tion scheme exploits the topological clusters classified into electromagnetic and hadronic shower
components [108, 109] . The energy density and the longitudinal shower depth are important for
the separation. All weights depend on this classification, and both hadronic and electromagnetic
weights are applied to each cluster corrected at EM scale.
The barycentre of the longitudinal depth of the topological cluster λcentre is defined as the
distance along the shower axis from the front of the calorimeter to the shower centre. Coordinates
of the shower centre is expressed by
〈i〉 =
∑
k|EK>0 Ekik∑
k|Ek>0 Ek
, (4.19)
where i is the values of the spatial coordinates x, y, z, and Ek is the energy in the calorimeter
cell k. We use the calorimeter cells with positive energy. The shower axis is calculated from the
spatial correlation matrix of all cells in the topological cluster with positive energies. The matrix
is expressed by
Cij =
∑
k|EK>0 E
2
k(ik − 〈i〉)(jk − 〈i〉)∑
k|EK>0 E
2
k
, (4.20)
where i, j = x, y, z. The shower axis is the eigenvector of this matrix closest to the direction
joining the interaction point and the shower centre.
The cluster isolation is defined by the ratio of the number of unclustered calorimeter cells to
the number of all neighboring cells. The unclustered calorimeter cells are not contained in any
topological cluster and neighbors of a given topological cluster. We calculate the cluster isolation
for each individual calorimeter layer, then we calculate the final cluster isolation variable from
weighting the individual layer isolation by the energy fractions of the topological cluster in the
layers. The cluster isolation is zero for topological clusters, where all neighboring calorimeter
cells in each layer are inside other topological clusters. The isolation is one for topological clusters
with no neighboring cell inside any other topological cluster.
The cluster energy correction is derived from the Monte Carlo simulations for single charged
and neutral pions. We use QGSP BERT, which is the GEANT4 set of processes, of as the simu-
lation model for hadronic shower. The MC sample is generated by PYTHIA with MC10 tune and
passed through the full ATLAS detector simulation and is reconstructed as the data. The ATLAS
detector geometry used in the simulation reflects the results from the studies like the material of the
inner detector in front of the calorimeters which have been performed using secondary hadronic
interactions, photon conversions, and the energy flow in minimum bias events. We use a flat dis-
tribution in the logarithm of pion energies from 200 MeV to 2 TeV. The corrections are derived
from the true deposited energy in the active and inactive detector region. There are three types
of true energy deposition, the visible energy like the energy deposited by ionisation, the invisible
energy like energy absorbed in nuclear reactions, the escaped energy like the energy carried away
by neutrinos. The LCW proceeds in the following steps.
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• Cluster classification: We calculate classification weights from the expected population in
logarithmic bins of the topological cluster energy, the cluster depth in the calorimeter, and
the average cell energy density. We mix neutral and charged pions with a ratio of 1:2, and
calculate the weight for small |η| regions. The calculated weight indicates the probability p
for a cluster to stem from a hadronic interaction.
• Hadronic weighting: We apply the calorimeter correction weights derived from MC simu-
lations to topological clusters. The weights for calorimeter cells in the topological clusters
depends on the topological cluster energies and the calorimeter cell energy densities. We
estimate the hadronic energy correction weights by using the true energy deposits derived
from the MC simulation wHAD and take into account the different nature of hadronic and
electromagnetic showers. The hadronic weight is expressed by
wHAD · p+ wEM · (1− p), (4.21)
where wEM = 1 and p is the probability of the topological cluster to be hadronic as deter-
mined by the classification.
• Out-of-cluster (OOC) corrections: We apply a correction to isolated energy deposits in-
side the calorimeter, but outside topological cluster. The energy depositions originate from
cells not passing the noise thresholds applied during the clustering. The corrections de-
pend on |η|, the energy measured around the topological cluster and the cluster barycentre
λcentre. There are two sets of constants for hadronic and electromagnetic showers. Both sets
are used for each cluster with the respective weights of p and 1 − p. In order to avoid the
double counting, we apply the cluster isolation to the OOC correction.
• Dead material corrections: We apply a correction of energy deposits in materials outside
the calorimeters like the inner wall of the cryostat. The corrections are derived from the
sum of true energy depositions in the material in front and behind the calorimeter and from
the presampler signal. We estimate the correction for energy deposited in the outer cryostat
wall between the electromagnetic and the hadronic barrel calorimeters by considering the
geometrical mean of the energies in the layers just in front and just behind the cryostat wall.
We get corrections for other energy deposits without clear correlations to topological cluster
observables by using look-up tables binned in topological cluster energy, the pseudorapidity
|η|, and the shower depth. There are two sets of dead material weights corrected by the
classification probability p for hadronic and electromagnetic showers.
4.3.5 Jet Energy Correction
We produce the topological clusters and apply the local cluster weighting calibration, then
reconstruct jets by using the anti-kt algorithm. At the end, we apply the correction related with
the JES. There are four steps for the JES calibration, pile-up offset correction, origin correction,
energy and η calibration, and residual in situ calibration.
• Pile-up offset correction: We apply a correction originated from the pile-up events to the
jets. We derive the correction from MC simulations as a function of the number of re-
constructed primary vertices and the expected average number of interactions in bins of jet
pseudorapidity and transverse momentum.
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• Origin correction: A correction to the calorimeter jet direction is applied. The correction
changes the jet direction to point to the primary vertex. Therefore, the jet energy is not
changed by the correction.
• Energy and η calibration: We calibrate the reconstructed jet energy and η to the particle
jet scale. We derive the correction from the matching with truth jets in MC simulation.
• Residual in situ calibration: We apply a residual correction, which is related with the
difference between data and MC simulation, derived from in situ measurement.
Pile-up Offset Correction
The reconstructed jets have the offset of the energy from the pile-up events. We estimate
the amount of transverse momentum originated from the events by using jet information in MC
simulation. Then we subtract the offset from the transverse momentum of the reconstruct jets.
The pile-up events is classified into the in-time pile-up component and the out-of-time pile-up
component. The in-time pile-up is characterized by the number of reconstructed primary vertices
NPV. The out-of-time pile-up is characterized by the average number of interactions per bunch
crossing µ at the time of the recorded events. The MC-based jet calibration is derived for a given
reference pile-up condition (N refPV ,µref ) such that O(NPV=N refPV, µ=µref )=0. As the amount of
energy scattered into a jet by pile-up and the signal modification imposed by the pile-up history
determine O, a general dependence on the distances from the reference point is expected. We
express the linear scaling of O in both NPV and µ by
O(NPV, µ, ηdet) = pjetsT (NPV, µ, ηdet)− ptruthT
=
∂pT
∂NPV
(ηdet)(NPV −N refPV) +
∂pT
∂µ
(ηdet)(µ− µref)
= α(ηdet) · (NPV −N refPV) + β(ηdet) · (µ− µref), (4.22)
where ηdet is the jet η in the detector, pjetT (NPV, µ, ηdet) is the reconstructed transverse momentum
of the jet in a given pile-up condition (NPV,µ) and at a given ηdet. The truth jet consists of stable
particles, which generally have a life time τ defined by cτ > 10 mm, in MC simulation. We
perform the truth matching for a reconstructed jet. The coefficients α(ηdet) and β(ηdet) are in-
time pile-up and out-of-time pile-up contributions. Their η dependencies indicate the different
influence of the contribution in the different calorimeter region. We determine the offset O in
MC simulation for jets on the EM or the LCW scale by using the corresponding reconstructed
transverse momentum. The corrected transverse momentum of the jet at EM or LCW scale is
expressed by
pcorrT, EM = p
jet
T, EM −OEM(NPV, µ, ηdet), (4.23)
pcorrT, LCW = p
jet
T, LCW −OLCW(NPV, µ, ηdet). (4.24)
After the offset subtraction, the pjetT, EM and p
jet
T, LCW dependence on NPV and µ is expected to
vanish in the corresponding corrected pcorrT, EM and pcorrT, LCW.
We employ the MC sample, which is generated by PYTHIA (version 6.425) and AUET2B tune
with MRST PDF, for the estimation of α(ηdet) and β(ηdet). The PYTHIA utilizes a 2 → 2 matrix
element at leading order. Figure 4.9 shows the average reconstructed transverse momentum pjetT,EM
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on EM scale for jets in MC simulations as a function of the number of reconstructed primary
vertices NPV and 7.5 ≤ µ < 8.5 in various bins of truth-jet transverse momentum ptruthT . We
apply the anti-kt algorithm with the radius parameter R = 0.4 to the jets. We use the jets in the
η region |ηdet < 2.1|. The jet pT varies by 0.288±0.003 GeV per primary vertex for jets with
R = 0.4. The value of slope indicates the α(ηdet) at EM scale reconstructed by the anti-kt
algorithm with R = 0.4. Figure 4.10 shows the average reconstructed jet transverse momentum
pjetT, EM on EM scale as a function of the average number of collisions µ at a fixed number of
primary vertices NPV = 6. We use the truth jets in the lowest bin of ptruthT , 20 ≤ ptruthT < 25 GeV,
in MC simulation. The red line indicates the transverse momentum of jet reconstructed by the anti-
kt algorithm with R = 0.4. The blue line indicates the transverse momentum of jet reconstructed
by the anti-kt algorithm with R = 0.6. The jet pT varies by 0.047 ± 0.003 GeV per primary
vertex for the anti-kt algorithm with R = 0.4 and |η| < 2.1. It varies by 0.144 ± 0.003 GeV per
primary vertex for the anti-kt algorithm with R = 0.6 and |η| < 1.9. The value of slope indicates
the β(ηdet) at EM scale. The difference between the value from R = 0.4 and R = 0.6 originates
from the size of the jet catchment area where the in-time pile-up events captured. The dependence
of pjetT,EM on the out-of-time pile-up is smaller than one on the in-time pile-up. We perform the
fitting to the NPV dependence of pjetT, EM(ηdet) reconstructed in various bins of µ in the simulation.
After averaging the values, we get αEM(ηdet). We perform the fitting to the µ dependence of
pjetT, EM(ηdet) reconstructed in various bins of NPV in the simulation. After averaging the values,
we get βEM(ηdet). In order to get the offset at LCW scale, we do the same things as the offset at
EM scale.
We can measure the α and β by using track jets or photons in γ-jet events in data. The parameters
derived from data is stable under pile-up.
Jet Origin Correction
When we reconstruct the calorimeter jets, we use the geometrical centre of the ATLAS detec-
tor. The jet four momentum is corrected for each event such that the direction of each topological
cluster points back to the primary vertex. We recalculate the kinematic observables of each topo-
logical cluster by using the vector from the primary vertex to the barycentre of the topological
cluster as its direction. The raw jet four momentum is redefined as the vector sum of the topo-
logical cluster four momentum. In this correction, the jet energy is unchanged. The correction
improves the angular resolution.
Energy and η Calibration
This correction fully utilizes the truth information in MC simulations. The pile-up offset and
jet origin correction have already been applied to all reconstructed calorimeter jets. We refer to
the jets at EM scale, but we can do the same thing for the jets at LCW.
The reconstructed energy is restored to the energy of the truth jet. We have already removed
the effect of pile-up events from the reconstructed jet energy. Therefore, the MC samples do not
contain multiple proton-proton interactions. We use all isolated calorimeter jets with a matching
isolated truth jet in a cone ∆R = 0.3. An isolated jet is defined as a jet having no other jet with
pjetT > 7 GeV within ∆R = 2.5R, where R is the distance parameter of the jet algorithm. The jet
energy response for each pair of calorimeter and truth jets at EM scale is expressed by
RjetEM = EjetEM/Ejettruth, (4.25)
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Figure 4.9: Average reconstructed transverse momentum pjetT,EM on the EM scale for jets in MC
simulations as a function of the number of reconstructed primary vertices NPV and 7.5 ≤ µ < 8.5
in various bins of a truth-jet transverse momentum ptruthT .
Figure 4.10: Average reconstructed jet transverse momentum pjetT, EM on the EM scale as a function
of the average number of collisions µ at a fixed number of primary vertices NPV = 6.
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whereEjettruth is the truth jet energy, EjetEM is the jet energy at EM scale. The response is measured in
bins of the truth jet energy Ejettruth and the calorimeter jet detector pseudorapidity ηdet. The average
jet response 〈RjetEM〉 is defined as the peak position of a Gaussian fit to the EjetEM/Ejettruth distribution
for each (Ejettruth, ηdet). We derive the average jet energy (〈EjetEM〉) from the mean of the EjetEM
distribution in the same (Ejettruth, ηdet) bin. The jet response calibration function Fcalib,k(EjetEM) for
a given ηdet bin k is derived from a fit of the (〈EjetEM〉j , 〈RjetEM〉j) values for each Ejettruth bin j. The
fitting function is parametrised by
Fcalib,k(EjetEM) =
Nmax∑
i=0
ai(ln (E
jet
EM)
i, (4.26)
where ai are free parameters, Nmax is chosen between 1 and 6 depending on the goodness of the
fit. Then, the final jet energy scale EjetEM+JES is expressed by
EjetEM+JES =
EjetEM
Fcalib(EjetEM)|ηdet
, (4.27)
where Fcalib(EjetEM)|ηdet is the jet response calibration function for the relevant ηdet-bin k. Fig-
ure 4.11 shows the average jet energy response 〈RjetEM〉 for EM-scale as a function of the region of
|ηdet|. The different color plots correspond to the different jet energy: the green plots are 30 GeV,
the black plots are 60 GeV, the yellow plots are 110 GeV, the blue plots are 400 GeV and the red
plots are 2000 GeV. We employ the anti-kt algorithm with R = 0.6 for the jet clustering.
Figure 4.11: Average jet energy response for the EM-scale as a function of |ηdet|. The different
color plots correspond to the different jet energy: the green plots are 30 GeV, the black plots are
60 GeV, the yellow plots are 110 GeV, the blue plots are 400 GeV and the red plots are 2000 GeV.
We employ the anti-kt algorithm with R = 0.6 for the jet clustering.
We perform the jet psedorapidity correction. This correction take account of a bias from poorly
instrumented regions of the calorimeter. We derive the η correction as the average difference
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∆η = ηtruth − ηorigin in (Etruth, ηdet) bins. The correction is parametrised as a function of the
calibrated jet energy EjetEM+JES and the uncorrected ηdet. Figure 4.12 shows the average difference
∆η. The different color plots correspond to the different jet energy: the green plots are 30 GeV,
the black plots are 60 GeV, the yellow plots are 110 GeV, the blue plots are 400 GeV and the red
plots are 2000 GeV. We employ the anti-kt algorithm with R = 0.6 for the jet clustering. For
most regions of the calorimeter, the correction ∆η is very small, ∆η < 0.01. However, the value
become larger in the transition regions.
Figure 4.12: Average difference ∆η = ηtruth−ηorigin in (Etruth, ηdet) bins as a function of |ηdet|
and EjetEM+JES.
Residual In-situ Calibration
After applying the corrections described above, we estimate the residual difference between
data and MC by using in situ techniques exploiting the transverse momentum balance between the
jet and a reference object. Photons and Z bosons are mainly used as the reference object. The
momentum balance is evaluated by
R(pjetT , η) =
〈pjetT /prefT 〉data
〈pjetT /prefT 〉MC
, (4.28)
where pjetT is the reconstructed jet transverse momentum, prefT is the transverse momentum of a
reference object. The inverse of R(pjetT , η) is the residual JES correction factor for jets measured
in data. There are two in situ corrections, a relative in situ calibration and an absolute in situ
calibration. The relative in situ calibration is the correction related with the η dependency which
is estimated from dijet events. The absolute in situ calibration is the correction related with the jet
pT in the central region, |η| < 1.2, and the correction is derived from Z+jets, γ+jets, and multiple
jets events. The relative in situ calibration has been done before the absolute in situ calibration.
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The relative in situ calibration make use of the transverse momentum balance in dijet events.
We exploit the jet with |η| < 0.8 as the reference jet to the jet in the forward |η| region. The
asymmetry of the pT balance A is expressed by
A =
pprobeT − prefT
pavgT
, (4.29)
where pprobeT is the transverse momentum of the probe jet, prefT is the transverse momentum of the
reference jet, and pavgT is (pprobeT + prefT )/2. A indicates the difference of calorimeter response
between the central region and the forward region. If the probe jet enters the central region |η| <
0.8, both jets is used as the reference jet to the other jet with |η| < 0.8. The average asymmetry
will be zero. We measure an η-intercalibration factor c in bins of jet η and pavgT . By using the
asymmetry, the η-intercalibration factor is expressed by
c =
prefT
pprobT
=
2−A
2 +A
. (4.30)
For each probe jet η bin i and each pavgT bin k, the η-intercalibration cik is expressed by
cik =
2− 〈Aik〉
2 + 〈Aik〉 , (4.31)
where the 〈Aik〉 is the mean value of the asymmetry distribution in each bin Aik. We call this
intercalibration using the reference jet in |η| < 0.8 as the central reference method. The central
reference method requires that the reference jet is within |η| < 0.8, therefore this leads to a loss
of event statistics, especially in the forward region. To avoid the loss, we implement the extension
of the central reference method, which is called as the matrix method. We replace the probe and
reference jets with left and right jets, which indicate ηleft < ηright. The asymmetry in the left and
right jet replacement is expressed by
A =
pleftT − prightT
pavgT
, (4.32)
where pavgT is (pleftT + p
right
T )/2. We introduce the ratio of the responses R which is expressed by
R =
pleftT
prightT
=
cleft
cright
=
2 +A
2−A, (4.33)
where cleft and cright are the η-intercalibration factor for the left and right jet. We get the response
ratio Rijk for each ηleft bin i, ηright bin j, and pavgT bin k. For a fixed p
avg
T bin k and a given jet in η
in i, with i = 1, ..., N , we get the relative correction factor cik by minimizing a set of N equations
as follows.
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S(c1k, ..., cNk) =
N∑
j=1
j−1∑
i=1
(
1
∆〈Rijk〉(cik〈Rijk〉 − cjk)
)2
+X(c1k, ..., cNk). (4.34)
∆〈Rijk〉 is the statistical uncertainty on 〈Rijk〉, X(c1k, ..., cNk) is used to quadratically suppress
deviations from unity of the average corrections and expressed by
X(c1k, ..., cNk) = K
(
N−1
N∑
i=1
cik − 1
)2
, (4.35)
where K is the constant which does not affect the solutions as long as it is sufficiently large. We
perform the minimization procedure for each pavgT bin k and get the correction factor ci for each η
bin i. We calibrate the jets with 20 < pjetT < 1500 GeV and |ηdet| ≤ 4.5 by using the correction
factors derived from the dijet measurement. In dijet event selection, we employ the combination
of the central and forward jet triggers [48]. The trigger selection is designed such that the trigger
efficiency for a specific region of pavgT is greater than 99 %. There are some topological selections
related with the azimuthal angle between the two leading jets originated from a primary vertex,
the transverse momentum of the third jet, and Jet Vertex Fraction (JVF) as follows.
• ∆φ(jet1, jet2) > 2.5 rad, where jet1 and jet2 are the two leading jets.
• pjet3T > max(0.25p
avg
T , 12 GeV), where jet3 is the sub-leading jet with highest pT in the
event and the absolute value of jet3 η (|ηjet3|) is smaller than 2.5.
• pjet3T > max(0.20p
avg
T , 10 GeV), where the |ηjet3| is larger than 2.5.
• JVFjet3 > 0.6, where the |ηjet3| is smaller than 2.5.
JVF is defined by the ratio of the scalar sum of pT of the associated tracks of a jet from all vertexes
to the sum from a primary vertex. More details on JVF is described in the subsection 4.3.8. We
compare the result from the central reference method with the results from the matrix method by
using the MC simulation generated by PYTHIA and the data taken at the center of mass collision
energy of 7 TeV and with the integrated luminosity of 4.7 fb−1. Figure 4.13 shows the relative
jet response 1/c to the probe jet with 40 ≤ pavgT ≤ 55 GeV as a function of the probe jet ηdet by
using the central reference method and the matrix method. We employ the probe jets calibrated
by EM+JES and reconstructed by the anti-kt algorithm with R = 0.4. The lower panel shows the
ratio of the MC simulation and the data.
The jets in the central region |η| < 1.2 are absolutely calibrated by the transverse momentum
balance measurements in Z+jets, γ+jets, and multiple jets events. For Z+jets events, we com-
pare the transverse momentum of the probe jet with the transverse momentum of the reference Z
boson, which decays into an electron-positron pair, in the event. We require the selected event
contains only one Z boson and only one jet originated from a hard scattering. However, the in
situ calibration using Z+jets events includes some uncertainties from the out of cone radiation, the
electron energy scale, and so on. This in situ calibration is mainly used to assess how well the MC
simulation can reproduce the data.
In the Z+jets event selection, we require a single electron trigger with the electron ET thresh-
old, ET > 20 GeV, and a di-electron trigger with the electron ET threshold, ET > 12 GeV.
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Figure 4.13: Relative jet response 1/c to the probe jet with 40 ≤ pavgT ≤ 55 GeV as a function
of the probe jet ηdet by using the central reference method and the matrix method. We employ
the probe jets calibrated by the EM+JES scale and reconstructed by the anti-kt algorithm with
R = 0.4. The lower panel shows the ratio of the MC simulation and the data.
We also require the event has a primary vertex with at least three well reconstructed tracks.
The events are required to contain exactly two electron candidates passing the medium crite-
rion with ET > 20 GeV and |η| < 2.47 (1.37 < |η| < 1.52 is excluded). The selected two
electrons have opposite-sign charge and the reconstructed invariant mass by the two electrons is
66 < Me+e− < 116 GeV. We require that the leading jet has pjetT > 12 GeV, |η| < 1.2, and
JVF > 0.5. We also require the leading jet is isolated, which is expressed by the distance ∆R
between the jet and each of the two electrons in (η, φ) space and the selection is ∆R > 0.35 for
anti-kt jets with R = 0.4. Due to the presence of additional high pT parton radiation altering the
balance between the Z boson and the leading jet, we require the sub-leading jet with JVF> 0.75
has the transverse momentum smaller than 20 % of the Z boson pT. We get the mean value of the
transverse momentum ratio pjetT /prefT for bins of prefT and ∆φ(jet,Z) by a maximum likelihood fit
applied to the distribution of the pjetT /prefT in the low prefT region (17 ≤ prefT ≤ 35 GeV) and the
high pT region (prefT > 35 GeV). In the fitting function of the low mass region, we take account of
the threshold of jet pT and the fitting procedure is done twice. We perform the fitting to each bin of
prefT and ∆φ by using the mean and the width of the Poisson distribution simultaneously. Then, we
repeat the fitting to the pjetT /prefT distribution by using the distribution with the width obtained by
the previous fitting. Figure 4.14 show the R(pjetT , η) derived from the mean pT balance in Z+jets
events as a function of the reference jet pT by using the MC simulation generated by PYTHIA and
the data taken at the center of mass collision energy of 7 TeV and with the integrated luminosity
of 4.7 fb−1. We employ the anti-kt algorithm with R = 0.4 and the LCW+JES calibration for
the jets. The gray band indicates the total uncertainty. The main systematic uncertainties originate
from the fitting procedure, the cut values for the event selection, pile-up events, the electron energy
scale, the soft particles produced outside the jet cone.
For γ+jets events, we employ two in situ techniques, direct pT balance between the leading
jet pjetT and the reference photon pγT (DB) and missing transverse momentum projection fraction
(MPF). The DB method checks the calorimeter response described as the ratio of pjetT /pγT. The
MPF method measures the total hadronic recoil, which is described as the vectorial sum of the
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Figure 4.14: R(pjetT , η) derived from the mean pT balance in Z+jets events as a function of the
reference jet pT by using the MC simulation generated by PYTHIA and the data taken at the center
of mass collision energy of 7 TeV and with an integrated luminosity of 4.7 fb−1. The gray band
indicates the total uncertainty.
transverse projections of the energy deposits in the calorimeter projected onto the photon direction.
The MPF response RMPF is expressed by
RMPF = 1 +
~pT
γ · ~ETmiss
|pγT|2
, (4.36)
where EmissT is computed with topo-clusters at the EM or LCW scales. Each method has different
sensitivities to the additional soft parton radiation, pile-up, and jet reconstruction algorithm. For
example, the MPF method does not depend on the jet reconstruction algorithm. In the γ+jets event
selection, we require some criteria as follows. The event has a primary vertex with at least five
associated tracks and passes a single photon trigger. We require at least one reconstructed photon
and jet, and the leading photon passing a strict identification criteria should have pγT > 25 GeV
and |ηγ | < 1.37. The leading photon also passes the isolation cut, the energy deposit around the
photon within a cone of size R = 0.4. The Eγ isoT is less than 3 GeV. We require the leading jet
with pjetT > 12 GeV and |ηjet| < 1.2. The distance between the leading jet and leading photon
∆φ(jet, γ) is larger than 2.9 rad. The ratio of the subleading jet transverse momentum pjet2T
and the leading photon transverse momentum pγT satisfies p
jet2
T /p
γ
T < 0.2 for the DB method or
pjet2T /p
γ
T < 0.3 for the MPF method. In the response measurement, the distributions of p
jet
T /p
γ
T
and RMPF are fitted with a Gaussian function, except in the lowest pγT bin sensitive to the p
jet
T
threshold for DB. The mean values from the fits define the average MPF and DB jet responses for
each pγT bin. Figures 4.15 and 4.16 show the average jet response 〈pjetT /pγT〉, which is measured
by the DB method, and the average jet response 〈RMPF〉, which is measured by the MPF method,
to γ+jets events as a function of the photon transverse momentum, respectively. We utilize the
MC simulation generated by PYTHIA and the data taken at the center of mass collision energy
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of 7 TeV and with the integrated luminosity of 4.7 fb−1. We employ the anti-kt algorithm with
R = 0.4 and the LCW+JES calibration for the jets in the region of |ηdet| < 1.2. The lower
panel shows the ratio of the MC simulation and the data. The error bars on the plots indicate the
statistical uncertainty.
Figure 4.15: Average jet response 〈pjetT /pγT〉,
which is measured by the DB method, to γ+jets
events as a function of the photon transverse mo-
mentum. The lower panel shows the ratio of the
MC simulation and the data. The error bars on
the plots indicate the statistical uncertainty.
Figure 4.16: Average jet response 〈RMPF〉,
which is measured by the MPF method, to γ+jets
events as a function of the photon transverse mo-
mentum. The lower panel shows the ratio of the
MC simulation and the data. The error bars on
the plots indicate the statistical uncertainty.
Figures 4.17 and 4.18 show the size of the systematic uncertainties on the ratio of the MC simula-
tion and the data measured by the DB method and the MPF method, respectively. The uncertainties
originate from the photon energy scale, the jet energy resolution, the soft radiations, the usage of
different generators, the effect from fake photons, the out-of-cone radiations. The brown starry
plots and dashed line indicate the photon energy scale. The gray triangled plots and dashed line
indicate the jet energy resolution. The pink circular plots and dashed line indicate the soft radia-
tion suppression by varying the cut value on the sub-leading jet pT. The purple triangled plots and
dashed line indicate the soft radiation suppression by varying the ∆φ(γ, jet). The blue squared
plots and dashed line indicate the usage of different MC generators. The green plots and dashed
line indicate the out-of-cone radiations for the DB method and the pile-up events for the MPF
method, respectively. The black line indicates the statistics uncertainty. The gray band indicates
the total uncertainty. The uncertainties related to the reference photon have the visible contribution
to both methods. For the DB method, the systematic uncertainty of the out-of-cone radiations is
the main uncertainty in the low pγT region. For the MPF method, the systematic uncertainty of the
pile-up events is the main uncertainty in the low and high pγT region.
For multiple jets events, we check the ratio of the transverse momentum of the leading jet
pleadingT and the transverse momentum of the recoil system precoilT , which is constructed from all
non-leading jets. The leading jet is produced back-to-back to the recoil system in the multiple jets
event. The multiple jet balance (MJB) response is expressed by
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Figure 4.17: Systematic uncertainties on the ratio
of the MC simulation and the data measured by
the DB method.
Figure 4.18: Systematic uncertainties on the ratio
of the MC simulation and the data measured by
the MPF method
MJB =
| ~pTleading|
| ~pTrecoil|
. (4.37)
The result of this in situ measurement is mainly used to calibrate jets with very high pT such as TeV
region. The recoil system jets are already calibrated by the results from Z/γ+jets events and the
relative η-intercalibration. Therefore, the statistical and systematic uncertainties on MJB contain
the uncertainties from the JES calibration in Z/γ+jets events and the relative η-intercalibration.
We apply some cuts to the multiple jets events as follows. Four single jet triggers with different
pT thresholds are applied to the event selection. The value of the highest pT threshold is 240 GeV
and this trigger is not pre-scaled. The other triggers are pre-scaled and these pT threshold are 55,
100, and 135 GeV. The selected events have a primary vertex with at least five tracks and at least
three good jets with pT > 25 GeV and |η| < 2.8. If events contain either an identified lepton or a
photon, the events are rejected. We require the leading jets satisfy |ηleading| < 1.2. There are two
criteria related with angles, α < 0.3 rad and β > 1 rad. α is defined by α = |∆φ−π|where ∆φ is
the azimuthal opening angle between the highest pT jet and the recoil system. β is defined as the
azimuthal opening angle between the leading jet and the closest non-leading jet. The transverse
momentum of the recoil system precoilT is larger than 210 GeV. The transverse momentum of the
sub-leading jet pjet2T is less than 750 GeV. The ratio of transverse momentum of the sub-leading
jet and the recoil system pjet2T /precoilT satisfies pjet2T /precoilT < 0.6. The cut values of pjet2T and
pjet2T /p
recoil
T can take 1200, 1450 GeV for p
jet2
T and 0.8 for p
jet2
T /p
recoil
T due to the repetition of
the estimation of the systematic uncertainties from Z/γ+jets events and the η-intercalibration by
fluctuating the sub-leading jet four momentum. Figure 4.19 shows the multiple jets balance as a
function of the recoil system precoilT by using the MC simulation generated by PYTHIA and the
data taken at the center of mass collision energy of 7 TeV and with the integrated luminosity of
4.7 fb−1. We employ the anti-kt algorithm with R = 0.4 and the LCW+JES calibration for the
jets. The non-leading jets with the transverse momentum smaller than 750 GeV in the data are
corrected by the combination of the in-situ calibration of γ+jets and Z+jets events. The circular
plots in the lower panel show the ratio of the MJB between the MC simulation and the data. The
green line in the lower panel shows the ratio of the calorimeter response, which is the ratio of the
jet pT and the reference photon pγT or the reference Z boson pZT, between the MC simulation and
the data as a function of the pγT or pZT. The error bars indicate the statistic uncertainty.
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Figure 4.19: Multiple jets balance as a function of the recoil system precoilT by using the MC
simulation generated by the PYTHIA and the data taken at the center of mass collision energy of
7 TeV and with an integrated luminosity of 4.7 fb−1. The circular plots in the lower panel show the
ratio of the MJB between the MC simulation and the data. The green line in the lower panel shows
the ratio of the calorimeter response, which is the ratio of the jet pT and the reference photon pγT
or the reference Z boson pZT, between the MC simulation and the data as a function of the p
γ
T or
pZT.
At the end, we combine the in situ calibration results from the Z+jets, γ+jets, multiple jets
measurement and the η-intercalibration, then we apply the JES correction to jets including high η
and high pT region.
4.3.6 Jet Energy Resolution
There are two different methods for the measurement of jet energy resolution, the dijet balance
method and the bi-sector techniques [110].
The dijet balance method uses the asymmetry, which is expressed by Equation (4.29), for
the resolution measurement. We obtain the width of the asymmetry σA by a Gaussian fit to the
asymmetry distribution. If the pT balanced jets get into the same η region, the relation between
σA and the relative jet resolution σpT is given by
σA =
√
(σ(pT,1))2 + (σ(pT,2))2
〈pT,1 + pT,2〉
≃ σpT√
2pT
. (4.38)
For simplicity,
√
2σA =
σpT
pT
. (4.39)
The transverse momentum balance implies 〈pT,1〉 = 〈pT,2〉 ≡ pT. Therefore, both jets in the same
η region requires σpT,1 = σpT,2 = σpT .
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The bi-sector method is based on the definition of an imbalance momentum vector ~PT, which
is defined as the vector sum of the two leading jets in the dijet event. The vector is projected
along an orthogonal coordinate system in the transverse plane (Ψ, η) where η is chosen in the
direction that bisects the angle ∆φ12 = φ1 + φ2, which is formed by ~P jet1T and ~P
jet2
T . Figure 4.20
is the schematic view of coordinates and vectors used in the bi-sector technique. The η-axis
corresponds to the azimuthal angular bi-sector of the dijet system while the Ψ-axis is defined as
the one orthogonal to the η-axis. These variables are defined in the plane transverse to the beam
axis.
Figure 4.20: Definition of coordinates and variables used in the bi-sector technique.
In case of a perfectly balanced dijet event, the imbalance vector ~PT = 0. Actually, the ~PT distri-
bution has a non-zero variance of its Ψ and η components. We denote that the variance of Ψ is
σ2Ψ ≡ Var(PT,Ψ) and the variance of η is σ2η ≡ Var(PT,η). At particle level, the imbalance vector
receives contributions from initial state radiation mostly and this effect is expected to be isotropic
in the (Ψ, η) plane. Therefore, the relationship between the variances at particle level is expressed
by
(σpartΨ )
2 = (σpartη )
2. (4.40)
This is the basic assumption of the bi-sector method. The validity of this assumption can be
checked with MC simulation and with data. At calorimeter level, the imbalance vector further
differ from zero due to instrumentation effects, which we want to measure. If both two jets enters
the same η region, the jet energy resolution for the average PT is expressed by
σ(PT)
〈PT〉 =
√
(σcaloΨ )
2 − (σcaloη )2√
2〈PT〉| cos ∆φ12|
, (4.41)
where the (σcaloΨ )2 is the variance of Ψ component at calorimeter level, the (σcaloη )2 is the variance
of η component at calorimeter level. The soft radiation effects are removed by subtracting in
quadrature ση from σΨ at calorimeter level. The σΨ is expected to be larger than the ση because a
third jet is produced preferentially close to one of the leading jets. We derive the dispersions from
Gaussian fits to the PT,Ψ and PT,η distributions in bins of average pT. We measure the jet energy
resolution by applying bisector technique to 2012 data, and the data has enough agreement with
the resolution from MC simulation.
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4.3.7 Track Jet
Track jets are reconstructed from charged particle tracks from the reconstructed primary col-
lision vertex with
∑
(ptrackT )
2 =max, where ptrackT is the transverse momentum of tracks pointing
to a given vertex. The tracks associated with the primary vertex satisfy ptrackT > 500 MeV and
|ηtrack| < 2.5. The tracks also pass the criteria for the number of hits in the inner detectors, at least
one for the pixel detector and at least six for the silicon micro-strip detector. We apply cuts on
a transverse impact parameter d0 and a longitudinal impact parameter Z0 of the tracks measured
with respect to the primary vertex. The track jets have |d0| < 1.5 mm and |z0 sin θ| < 1.5 mm
where θ is the polar angle of the track.
4.3.8 Jet Vertex Fraction
To suppress the effect of jets originating from pile-up interactions, we define Jet Vertex Frac-
tion (JVF), the ratio of the scalar sum of pT of the associated tracks of a jet from all vertexes to
the sum from a primary vertex [111]. For a given jeti, its JVF with respect to the primary vertex
PVj is given by
JVF(jeti,PVj) =
∑
k pT(track
jeti
k ,PVj)∑
n
∑
l pT(track
jeti
l ,PVn)
, (4.42)
where k runs over all tracks originating from PVj matched to jeti, n runs over all primary vertices
in the event, and l runs over all tracks originating from PVn matched to jeti. trackk,l are the tracks
with pT > 500 MeV. We set a cut in the JVF to filter jets coming from additional pp collisions in
the event. We require a jet with pT < 50 GeV and |η| < 2.4 has |JVF| > 0.5.
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4.3.9 b-Flavor Tagging
We identify a b-flavor jet by the difference between the variable distributions of a b-flavor jet
and a light flavor jet. We use the MV1 algorithm for b-flavor tagging. The b-tag algorithm is based
on multi-variate techniques which utilize the output weights of IP3D, SV1, and JetFitterCombNN
algorithm as inputs. The IP3D is the algorithm based on the impact parameters, which are the
signed transverse impact parameter significance, the longitudinal impact parameter significance
and so on. The SV1 is the algorithm based on the secondary vertices, which are the decay length
significance, the invariant mass of all tracks associated to the vertex, the ratio of the sum of the
energies of the tracks in the vertex to the sum of the energies of all tracks in the jet and so on. The
JetFitterCombNN is the algorithm based on the information of the topology of b-flavor hadron
and c-flavor hadron decays within the reconstructed jets. The MV1 tagger is trained to yield high
values for b-jets and low values for light-flavour jets. The MV1 algorithm provides some operating
points corresponding to the b-tag efficiency which is derived by using b-jets with pT > 20 GeV
and |η| < 2.5 in simulated tt events. We use the operating point corresponding to the b-tagging
efficiency of 70 % for the overall jets. The MV1 tagger at the operating point with 70 % efficiency
gives the mis-tag rate for light flavor jets is 1 % and the mis-tag rate for c-flavor jets is 20 %.
The value from MV1 algorithm is calibrated by using tt dilepton events in data [112]. On the
simulation, we require the matching between a b-quark and a particle jet within ∆R < 0.3 for
a b-flavor jet. The left and right plots in Figure 4.21 show the light-flavor jet rejection and the
c-jet rejection as a function of the b-tag efficiency, respectively [113]. We derive the efficiencies
from the MC simulation sample of tt single lepton and dilepton events with pT > 15 GeV and
|η| < 2.5 at the pp collisions of 7 TeV. The black line is the result from the MV1, the gray dash
line is the result from the JetFitterCombNN, the blue line is the result from the JetFitterCombNNc,
the red dash line is the result from the IP3D+SV1 and the gray line is the result from the SV0. The
JetFitterCombNNc is almost same as the JetFitterCombNNc but the neural network is trained to
reject c-flavor jets rather than light-flavour jets.
Figure 4.21: Left and right plots show the light-flavor jet rejection and the c-jet rejection as a
function of the b-tag efficiency, respectively. We derive the efficiencies from the MC simulation
sample of the tt single lepton and dilepton events with pT > 15 GeV and |η| < 2.5 at pp collisions
of 7 TeV.
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We correct the efficiency derived from the simulation sample by applying the scale factor,
which is expressed by the ratio of the tagging efficiency from data to the efficiency from simula-
tion. We use the data taken at
√
s = 8 TeV and with the integrated luminosity of 20.3 fb−1. The
events in data pass a single-electron and single-muon, or dilepton trigger. For the single lepton
triggers, we use the lower thresholds of 24 GeV with the isolation requirements or the higher
threshold of 60 GeV for electrons and 36 GeV for muons. The dilepton triggers require the pT
threshold of 12 GeV for electrons, and the threshold of 13 GeV for muons. The simulation sample
for signal of b-jet is tt events. The simulation sample for background is composed of single top
production in association with aW boson, Z+jets, diboson events. In addition to these background
events, we also take account of fake lepton events, which are derived from data. For Z+jets and tt
sample, we apply the normalization factor derived from data.
We require that at least one primary vertex has at least five associated tracks. The jets need
to have pT > 20 GeV and |η| < 2.5. We also apply the JVF cut for the reconstructed jets. For
electron, we require pT > 25 GeV and |η| < 2.47, but the electrons with 1.37 < |η| < 1.52
are rejected. For muon, we require pT > 25 GeV and |η| < 2.5. We also apply the isolation
cut for the electron and muon objects. The selected events have exactly two oppositely charged
leptons passing the tight selection criteria. The events with any additional leptons that pass the
looser selection requirement are vetoed. There are two channels, the same flavour leptons (e+e−
and µ+µ−) and different flavour leptons (eµ). In the same flavour channel, we apply the dilepton
invariant mass cut, the mass reconstructed by two leptons is not between 80 and 100 GeV. We also
apply the missing transverse energy cut, EmissT > 60 GeV. In addition to those cuts, we remove
the events with the low dilepton invariant mass, mll < 50 GeV, in the same flavour channel.
In this b-tag efficiency estimation, we have eµ and e+e−/µ+µ− channel. Furthermore, both
of the channels are separated into two-jet and three-jet bins. The flavour composition of the fake
lepton events is not known because the events are derived from data. The fake lepton events
are combined with the two-jet or three-jet without b-jets background events, which have their b-
tagging weight distributions estimated from data. Figures 4.22, 4.23, 4.24 and 4.25 are control
plots for the eµ + 2jets channel. Figure 4.22 is the distributions of dilepton invariant mass. Fig-
ure 4.23 is the distribution of transverse momentum of dilepton system. Figures 4.24 and 4.25
are the distribution of jet pT and η, respectively. The other background shown as the light blue
histogram in the figures contains the contributions from single top, dibosons and fake leptons. The
total background distributions in the figures are consistent with the data.
We can determine the flavour contributions to the reconstructed jets by looking at the truth label
of the jets. We check the presence of a b-quark after FSR within a radius of ∆R = 0.3 from
the jet axis. In the two-jet selection, there are three flavour combinations, bb, bj, jj, where b
represents a b-jet and j represents a non b-jet. In the three-jet selection, there are four flavour
combinations, bbb, bbj, bjj, jjj. The tt events mainly contribute to the bb and bj combinations,
where b originates from a top quark decay and j originates from ISR or FSR.
If the b-tagging efficiencies of the two jets in the event are uncorrelated and have no depen-
dence on their kinematic variables, we can build a system of two equations for the case with
exactly two jets in the event,
f2tags = fbbǫ
2
b + fbjǫjǫb + (1− fbb − fbj)ǫ2j , (4.43)
f1tag = fbbǫb(1− ǫj) + fbj [ǫj(1− ǫb) + (1− ǫj)ǫb] + (1− fbb − fbj)2ǫj(1− ǫj), (4.44)
where:
• f2tags and f1tag are the fraction of events with two b-tagged jets and one b-tagged jet, re-
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Figure 4.22: Distribution of the dilepton invari-
ant mass in the eµ + 2 jets channel.
Figure 4.23: Distribution of the transverse mo-
mentum of the dilepton system in the eµ + 2 jets
channel.
Figure 4.24: Distribution of the jet pT in the eµ
+ 2 jets channel.
Figure 4.25: Distribution of the jet η in the eµ +
2 jets channel.
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spectively.
• fbb and fbj are the fraction of events with two true b-flavour jets, and one true b-flavour jet
and one light-flavour jet, respectively. (1 − fbb − fbj) indicates the fraction of events with
two light-flavour jets.
• ǫb and ǫj are the b-tagging efficiency for b-flavour jets and light-flavour jets (mis-tagging
efficiency). (1 − ǫb) indicates a failure of b-tagging for true b-flavour jets, and (1 − ǫj) is
the same as the b-flavour case for light-flavour jets.
We can get the efficiency ǫb from the equations by measuring f2tags and f1tag from data, and by
deriving fbb, fbj and ǫj from simulations.
When we measure the b-tagging efficiency in bins of kinematic jet variables by using the
equations, there are many equations originated from the correlation between the jet kinematic
variables. For example, if we study the efficiencies in exactly two jets by using N kinematic bins,
we get 2×N×N equations and N efficiencies for b-flavour jets and light-flavour jets. The system
of equations is coupled by the efficiencies appearing as binomial terms. Therefore, we determine
the b-tagging efficiency by a likelihood fit-based approach. The per-event likelihood function in
the two jet case is expressed by
L(pT,1, pT,2, w1, w2) = [ fbbPbb(pT,1, pT,2)Pb(w1|pT,1)Pb(w2|pT,2)
+ fbjPbj(pT,1, pT,2)Pb(w1|pT,1)Pj(w2|pT,2)
+ fjjPjj(pT,1, pT,2)Pj(w1|pT,1)Pj(w2|pT,2)
+ 1 ↔ 2]/2, (4.45)
where:
• pT,1 and pT,2 are the transverse momenta of the selected two jets, which are labeled as jet1
and jet2.
• w1 and w2 are the weights for the selected jet flavour components.
• fbb, fbj , and fjj = 1 − fbb − fbj are the overall two jet flavour fractions. fbb indicates that
the fraction of the events with two true b-jets. fbj indicates that the fraction of the events
with a true b-jet and a non b-jet.
• Pb and Pj are the probability density functions (PDF) of the b-tagging discriminant for a
jet flavour b and j. Pf (wi|pT,i) with f = b, j and i = 1, 2 indicates that the PDF for the
discriminant or weight wi for a jet i of flavour f , for a given transverse momentum pT,i.
• Pf1,f2(pT,1, pT,2) is the two dimensional PDF for [pT,1, pT,2] for the flavour combination
[f1, f2].
• 1 ↔ 2 indicates the exchange of the jet label between jet1 and jet2.
All the probability density functions are implemented as binned histograms. For example,
Pf1,f2(pT,1, pT,2) is expressed by an N × N binned histogram for N pT bins. Pf (w|pT) is ex-
pressed by one binned histogram for each pT bins. All probability density functions are determined
from simulations, except for the b-jet weight PDF with the information extracted from the data.
For the case of only the b-tagging efficiencies for a single cut wcut on the b-tagging discriminant
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distribution w′, a histogram with only two bins is needed to describe the b-jet weight PDF Pb for
each pT bin. The bin above the cut value in the histogram corresponds to the b-tagging efficiency.
The b-tagging efficiency is expressed by
ǫb(pT) =
∫ ∞
wcut
dw′Pb(w′, pT). (4.46)
In order to extract the PDF corresponding to Pb(w|pT) in pT bins, the flavour fraction f1, f2,
Pf1,f2(pT,1, pT,2) and Pj are determined from simulations.
For the three jet case, the likelihood function is more complex. The flavour combinations are
increased to four, fbbb, fbbj , fbjj , fjjj . There are six equivalent jet combinations which are a priori
indistinguishable in data. The function in the three jet case is expressed by
L(pT,1, pT,2, pT,3, w1, w2, w3)
= [fbbbPbbb(pT,1, pT,2, pT,3)Pb(w1|pT,1)Pb(w2|pT,2)Pb(w3|pT,3)
+ fbbjPbbj(pT,1, pT,2, pT,3)Pb(w1|pT,1)Pb(w2|pT,2)Pj(w3|pT,3)
+ fbjjPbjj(pT,1, pT,2, pT,3)Pb(w1|pT,1)Pj(w2|pT,2)Pj(w3|pT,3)
+ fjjjPjjj(pT,1, pT,2, pT,3)Pj(w1|pT,1)Pj(w2|pT,2)Pj(w3|pT,3)
+ (1, 3, 2) + (2, 1, 3) + (2, 3, 1) + (3, 1, 2) + (3, 2, 1)]/6, (4.47)
where the variables, which were also used in the two jet case, are defined in a similar way to the
two jet case. The last line in Equation (4.47) indicates the sum of the likelihood functions related
with the equivalent jet combination. To simplify the determination of Pf1f2f3(pT,1, pT,2, pT,3)
from simulations, we assume that
Pf1f2f3(pT,1, pT,2, pT,3) = Pf1(pT,1)Pf2(pT,2)Pf3(pT,3). (4.48)
The systematic uncertainties originate from the modeling of the physics process generation, the
hadronization, the parton shower, electron and muon efficiency, JES, and so on. The main system-
atic uncertainty is the modelling of the top and background processes.
Figure 4.26 is the b-tag efficiency of data (black plots) and simulation (red plots). Figure 4.27 is
the b-tag scale factor as a function of b-jet pT. Both efficiencies and scale factors are derived from
the combination of the four channels, which are eµ and e−e+/µ−µ+ channels in two-jet and three-
jet bins, in tt dilepton events for the MV1 b-tagging tool at the 70 % b-jet efficiency working point.
The number of pT bins is ten and the result covers the pT region between 20 < pT < 300 GeV. In
Figure 4.26, the error bars indicate the total statistical and systematic uncertainties. In Figure 4.27,
the error bars indicate the statistical uncertainty and the green regions indicate the total statistical
and systematic uncertainties.
We use CalibrationDataInterface (CDI) file for implementation of b-tagging in MC simulation
sample. This file provides a calibrated b-tagging efficiency. We exploit the version of file con-
taining MC to MC scale factors and giving a systematic uncertainty of extrapolation of b-tagging
efficiency for high pT jet.
4.3.10 b-Jet Energy Correction
We estimate the energy of jets with heavy-flavour hadron decays by using in situ techniques
and MC simulation studies. We label b-tagged jets as b-jets; non b-tagged jets as light-flavour jets;
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Figure 4.26: b-tag efficiency of the data and sim-
ulation.
Figure 4.27: b-tag scale factor as a function of
the b-jet pT.
jets originated from light-flavour quarks, b-quarks, and gluons as inclusive jets. Jets originated
from charm quarks are labeled as light-flavour jets. The b-jet energy correction is composed of
two components, the correction for the calorimeter response to b-jets by using track jets and the
correction for semileptonic B-hadron decays by using MC base study and the dijet momentum
balance. We measure an observable rtrk defined by Equation (4.49) on both calibrations.
rtrk =
|∑ ~pTtrack|
pjetT
, (4.49)
where
∑
~pT
track means the sum of transverse momentum vectors ~pTtrack from all tracks in the
jet cone and pjetT means the calorimeter jet transverse momentum. In the calorimeter response to
b-jets, the response is described as the ratio of rtrk in data and one in MC. The measurement is
performed by using the inclusive jet sample, which is separated into an inclusive jet component and
a b-jet component, and the tt sample, which is separated into a light-flavour jet component and a b-
jet component. In the correction to semileptonic B-hadron decays, the correction is characterised
as Rall = pjet+µT /p
truth,all
T where p
jet+µ
T includes selected reconstructed muons inside the jet, and
ptruth,allT is the pT of a matched truth jet built from all stable final state particles. The measurement
is performed by using the inclusive jet sample and the dijet sample.
The implementation of b-tagging algorithm is described as follows. We employ the calibrated
jets with pT > 25 GeV and |η| < 2.5 for both b-jet energy corrections. The main b-tagging
algorithm is the MV1 tagger with different working points for selecting jets with b-quarks. For the
tt selection, the efficiency is fixed to 70 %. For the inclusive selection, the efficiency varies from
50 % to 70 %. For the semileptonic selection, the efficiency varies from 60 % to 80 %. For the
dijet selection, the efficiency is above 80 %.
We require that the tracks associated with the jets satisfy the criterion for the track jets and the
opening angle between the tracks and jets ∆R(jet, track)< 0.4. The selected events pass the single
jet and lepton triggers and have a primary vertex with at least five tracks. For the semileptonic b-jet
correction, a single muon-jet trigger is also exploited.
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The events in the dijet sample have at least two jets with pjetT > 20 GeV, |η| < 1.2, and
|JVF| > 0.75. The two leading jets are b-tagged by the MV1 tagger with 70 % tagging efficiency.
At least one jet contains a muon candidate within ∆R < 0.4. There is no third-leading jet with
|JV F | > 0.6 and pjetT >max(12 GeV, 0.25·pavgT ) in the events. The azimuthal distance between
the two leading jets is ∆φij > 2.5.
The selected events in the inclusive jet sample require that at least one jet has pjetT > 25 GeV,
|η| < 2.5, |JVF| > 0.75.
When we separate the semileptonic b-jets from the inclusive or dijet sample, we use hadron
level information.
We use a tt sample with one top quark decaying semileptonically. We applied the following
event selections for the tt sample. The selected event pass a single lepton trigger. We require
exactly one electron, which has ET > 25 GeV and |η| < 2.47 excluded 1.37 ≤ |η| < 1.52,
or exactly one muon, which has pT > 20 GeV and |η| < 2.5. The reconstructed lepton has to
match the trigger lepton object. For events in tt→ e+jets channel, we apply the cut of leptonically
decaying W boson transverse mass mT (W ), which is mT (W ) > 25 GeV, and the cut of missing
transverse energy EmissT from the leptonic W boson decay, which is EmissT > 35 GeV. For events
in tt → µ+jets channel, we apply EmissT > 25 GeV and EmissT + mT (W ) > 60 GeV. There are
at least four jets with pjetT > 25 GeV, |JVF| > 0.75, |η| < 2.5, and at least selected two jets are
b-tagged.
We measure the calorimeter energy response to b-jets by using the mean value of the 〈rtrk〉. In
order to avoid effects from fake tracks with unphysically large pT, we apply the cut, rtrk < 3, to
the 〈rtrk〉 calculation. We define the calorimeter response ratio by
Rrtrk ≡
〈rtrk〉Data
〈rtrk〉MC , (4.50)
where 〈rtrk〉Data is the mean value derived from data, and 〈rtrk〉MC is the mean value derived from
MC simulation. We validate the description of the calorimeter energy measurement in MC simula-
tions by checking the ratio Rrtrk . This ratio is evaluated for inclusive jets (Rrtrk,inclusive), b-tagged
jets (Rrtrk,b-jet) and b-tagged jets with a reconstructed muon inside (Rµνrtrk,b-jet). Figures 4.28 and
4.29 show the calorimeter response to b-jets in the inclusive jets sample and the tt sample, re-
spectively. We use the real data taken at the pp collisions at 7 TeV and with 4.7 fb−1, MC@NLO
for the nominal MC simulation data of tt events and PYTHIA for the nominal MC simulation
data of inclusive jets events. The yellow band in the figures indicates the total uncertainty. The
sources of systematic uncertainties are the difference in the parton shower modeling, the b-tagging
calibration, the tracking efficiency depending on the region of |η|, jet energy resolution and so on.
We also define the calorimeter response ratio R′ of b-tagged jets relative to inclusive jets by
R′ ≡ Rrtrk,b-jet
Rrtrk,inclusive
. (4.51)
This ratio is employed for the evaluation of the relative systematic uncertainties between the b-
tagged jets and the inclusive jets, and between the b-tagged jets and the light-flavor jets. Fig-
ures 4.30 and 4.31 show the difference in the calorimeter response between b-jets and inclusive
jets by using the inclusive jets sample, and in the calorimeter response between b-jets and light-
flavor jets by using the tt sample, respectively.
We find the agreement of the MC simulations with the data for the rtrk measurements within
systematic uncertainties across all pT for inclusive jets and for pjetT < 400 GeV for b-tagged jets.
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Figure 4.28: Calorimeter response Rrtrk to b-jets
in the inclusive jets sample as a function of the
jet pT.
Figure 4.29: Calorimeter response Rrtrk to b-jets
in the tt sample as a function of the jet pT.
Figure 4.30: Difference in the calorimeter re-
sponse between b-jets and inclusive jets by using
the inclusive jets sample.
Figure 4.31: Difference in the calorimeter re-
sponse between b-jets and light-flavor jets by us-
ing the tt sample.
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The energy correction of semileptonic b-jets comes from the muon not emitting in the calorime-
ter and the neutrino escaping. The energy correction for the b-jets is performed by using MC sim-
ulations. The semileptonic correction is composed of two steps related with muons and neutrinos.
First, we combine a b-jet momentum with a muon momentum originated from the b-jets by using
the equation,
Pcorrected2muon(j) = P (j) +
∑
i
[P (µi)− Eloss(µi)]. (4.52)
P (j) indicates the 4-momentum of the calorimeter jet with JES and the b-jet correction for the
calorimeter response, Pcorrected2muon(j) indicates the four-momentum of calorimeter jet corrected,
P (µi) indicates fully calibrated four-momentum of any muons, µi, within ∆R = 0.4 around the
jet axis, Eloss(µi) indicates the three-momentum vector of the estimated energy loss of the muon
in the calorimeter. Second, we apply the energy correction from escaping neutrino to the four-
momentum of b-jet after the correction of muon. We apply the scale factor to each jet by using a
look up table which provides the expected adjustment factor.
Pcorrected2incl(j) = Pcorrected2muon(j) · SF [P inclT, truth(j)]. (4.53)
Pcorrected2incl(j) indicates the four-momentum of corrected jet with semileptonic B decay. We
apply the neutrino correction to b-jet already corrected, therefore the scale factor is applied to the
expected true value in the inclusive b-jet, P inclT, truth(j).
Then, we validate the semileptonic correction by using the pT balance of a dijet system. The
relative response is evaluated by the asymmetry pprobT /prefT . The two jets are required to be b-
tagged, and the probe jet is required to have a selected reconstructed muon within ∆R < 0.4. Due
to the neutrino escape, the relative response in MC and data is below 1. Figure 4.32 shows the
relative response as a function of the average pT of dijet.
Figure 4.32: Relative response of the b-jets with semileptonic decay B hadron decays to the
inclusive b-jets as a function of the average pT of dijet.
We find the agreement between data and MC in this dijet balance measurement.
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4.4 Missing Transverse Energy
Missing transverse energy (MET) is reconstructed from the information of the reconstructed
objects [114]. In our charged Higgs analysis, we do not use the missing transverse energy for the
event selections and for the input variables of boosted decision trees. However, we use missing
transverse energy for the selection of background samples such as tt and W+jets.
We calculate the size of MET by using the negative sum of transverse energy of reconstructed
objects and the information from unmatched topological clusters and tracks. The missing trans-
verse energy is separated into x and y components by
EmissT =
√
(Emissx )
2 + (Emissy )
2. (4.54)
The azimuthal direction of MET, φmiss, is expressed by
φmiss = arctan(Emissy /E
miss
x ). (4.55)
Each component of MET is composed of EmissT calorimeter term and EmissT muon term
Emissx(y) = E
miss,calo
x(y) + E
miss,muon
x(y) . (4.56)
The calorimeter term in Equation (4.56) is defined by
Emiss,calox = −
Ncell∑
i=1
Ei sin θi cosφi , E
miss,calo
y = −
Ncell∑
i=1
Ei sin θi sinφi , (4.57)
where Ncell is the number of calorimeter cells, Ei, θi and φi are the energy of the cells, the
polar angle of the cells, the azimuthal angle of the cells over the pseudorapidity range |η| < 4.5
respectively. In case of our analysis, the cells belong to the topological clusters calibrated by the
LCW scheme. The energy of cells consists of the contributions from the reconstructed objects.
Therefore, we can also express the calorimeter term by
Emiss,calox(y) = E
miss,calo,electron
x(y) + E
miss,calo,gamma
x(y) + E
miss,calo,tau
x(y) + E
miss,calo,jets
x(y)
+ Emiss,calo,softjetsx(y) + E
miss,calo,muon
x(y) + E
miss,calo,CellOut
x(y) , (4.58)
where each term is calculated from the negative sum of calibrated cell energies inside the corre-
sponding object:
• Emiss,calo,electronx(y) , E
miss,calo,gamma
x(y) , and E
miss,calo,tau
x(y) are reconstructed from cells in elec-
trons, photons, and taus respectively.
• Emiss,calo,jetsx(y) is reconstructed from cells in jets with pT > 20 GeV.
• Emiss,calo,softjetsx(y) is reconstructed from cells in jets with 7 < pT < 20 GeV.
• Emiss,calo,muonx(y) is the contribution to E
miss
T originating from the energy lost by muons in the
calorimeter.
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• Emiss,calo,CellOutx(y) is calculated from the cells in topological clusters which are not included
in the reconstructed objects.
The MET associated with high level reconstructed objects are calibrated by applying different
weights to cells that belong to each of the reconstructed objects. We utilized the MET defined as
MET RefFinal AntiKt4LCTopoJets tightpp for a study of BDT input variables. In the definition,
we did not use the terms of tau, gamma, muon and the lower limit of pT threshold for soft jets
were 10 GeV.
The muon term in Equation (4.56) is defined by
Emiss,muonx(y) = −
∑
selected muons
pmuonx(y) , (4.59)
where pmuonx(y) is the x-axis and y-axis components of muon momenta calculated from muon tracks
within |η| < 2.7. In the region |η| < 2.5, we only use the muons reconstructed in the muon
spectrometer with a matched track in the inner detector in order to reduce contributions from fake
muons. We differently calculate the muon term for isolated and non-isolated muons to deal with
the energy deposited by the muon in calorimeters appropriately. In case of an isolated muon, the
momentum is derived from the combined measurement of the inner detector and the muon spec-
trometer. In order to avoid double energy counting, the energy lost by the muon in the calorimeters
Emiss,calo,muonx(y) is not added to the calorimeter term. In case of a non-isolated muon, the energy
lost in the calorimeter cannot be separated from the nearby jet energy. If there is not a significant
mis-match between the spectrometer and the combined measurement, we use the result from the
muon spectrometer measurement of the muon momentum after energy loss in the calorimeter. In
the region 2.5 < |η| < 2.7 where the muon spectrometer covers but the inner detector does not
cover, there is no matched track requirements and the muon momentum measured in the muon
spectrometer is used for both isolated and non-isolated muons.
4.5 Overlap Removal
In order to reject fake objects, we remove the selected objects overlapping with the other
objects geometrically. The requirements of the overlap removal for the objects are listed below.
• Muons and electrons: We reject a event where a electron and a muon share a track. If an
inner detector track of any muon is close to a track associated with an electron within 0.005
in θ and φ components, we reject the event.
• Jets and muons: We reject muons originating from any jet. If any muon is within ∆R < 0.4
of a jet cone, we remove the muon.
• Electrons and jets: We reject a fake jet, which is a misidentified electron. We remove the
closest jet with E > 0 to an accepted electron, which passed the object selection, within
∆R < 0.2.
• Jets and electrons: We reject electrons originating from any jet. After the fake jet removal
described above, we remove all electrons close to any jet passing the object selection within
∆R < 0.4.
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4.6 Event Selection
We need one high pT charged lepton and many high pT jets including b-tagged jets in the
signal final state, therefore we require single lepton trigger and criteria related with jet and flavour
tagging for events. The requirements are based on the standard selection of a top quark pair
production in single lepton channel. Our event selections are listed below.
• The single electron trigger, or the single muon trigger. For isolated single lepton trigger,
the pT threshold of muon is 25 GeV and the ET threshold of electron is 24 GeV. For non-
isolated single lepton trigger, the pT threshold of muon is 36 GeV and the ET threshold of
electron is 60 GeV.
• At least one primary vertex has more than four reconstructed tracks with pT > 400 MeV.
• Exactly one reconstructed lepton with pT or ET > 25 GeV.
• There are at least four jets with more than 25 GeV of transverse momentum in |η| < 2.5.
For the jets within |η| < 2.4, |JVF| < 0.5 is applied.
• At least two jets in the selected jets are b-tagged. We use the MV1 algorithm with 70 % of
b-tagging efficiency.
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Chapter 5
Background Estimation
5.1 Summary of a Monte Carlo Simulation
We use Monte Carlo simulation samples to analyse the data which include various physics
processes. Simulated events in pp collisions are simply described as follows [19, 22].
• Two protons with a Parton Distribution Function collide with each other. Some partons in a
proton emit Initial State Radiation (ISR).
• Hard scattering event occurs between two partons in a pp collision. This hard process is
calculated by using the matrix element at the leading order. There are also additional hard
scatterings which cause the pile-up event.
• We add parton showering, and carry out hadronization. Hadronization of the remnant par-
tons causes the underlying event.
• Unstable particles decay and stable particles go through the detector.
• We consider the detector response under the effect from the pile-up of the collisions.
Figure 5.1 shows a hard scattering event along with the underlying event from the remnant particles
and the emissions in a pp collision.
5.1.1 Event Generator
Leading Order Prediction
The Leading Order (LO) prediction is calculated by using the matrix element represented
as the tree-level Feynman diagram and integrating the result over the phase spaces. Perturbaive
corrections from gluons emitted parallel to an outgoing parton or emitted gluons with low energy
lead the calculation to divergence. We set a cut-off for pT of emitted gluons near a collinear pole
to prevent a cross section for the emission from divergence on the LO. Emitted gluons with low
pT mainly become the Initial State Radiation found in the forward region of the detector. If we
set the higher pT cut-off for emitted gluons, the η distribution of emitted gluons are more central.
The same dominant collinear gluon emission is caused in the Final State Radiation (FSR). This is
one of the reason that a jet originates from a single final state parton in the LO. There is restriction
for the direction of gluon emission from colour-ordered amplitudes of QCD. The colour flow is
considered by the string model, Lund model, in PYTHIA and the cluster model in HERWIG. The
generators for the LO prediction are ALPGEN and MADGRAPH.
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Figure 5.1: Hard scattering event along with the underlying event from remnant particles and
gluon emissions in a pp collision.
Next Leading Order Prediction
We need the NLO prediction result because the LO prediction has a large uncertainty from
unphysical renormalization and factorization scales and resummation on a large logarithm term
in the calculation. When we perform the NLO calculation, we have to take into account of all
diagrams on the LO with additional αs from a gluon or a parton. The NLO cross section is
separated into a virtual loop term expressed by an internal line of the gluon and a real emission term
expressed by an external line of the gluon like ISR. The virtual term contains infrared divergences
from low energy gluons in the loops. However, the divergences from the loops are canceled each
other and the sum of the contributions becomes finite at all orders in the perturbation theory. On the
other hand, the real emission term still contains the divergence at low pT. We carefully regulate
and isolate the singularities. A common method for regulating the singularities is dimensional
regularization which cancels the divergence between real and virtual terms. There are two main
methods for isolating the singularities, the subtraction method and the phase space slicing method.
We often use the subtraction method which add and subtract a divergent term and make a new
finite integrated real radiation term. We often use k-factor, which is the NLO correction to the LO
cross section described as the ratio of the NLO to the LO cross section.
5.1.2 Parton Shower Generator with Event Generator
To describe a physics process with all orders, we combine the event generator using the matrix-
element-level calculation for the hard interaction and the parton-shower simulator for the soft
gluon emission and the soft interaction near the QCD cut-off, Λ. The parton shower evolves by
following the DGLAP-evolution equations of the fragmentation function. We can describe the
shower development by using Sudakov form factor, which represents a probability of evolving
into softer scale without gluon emissions from harder scale. The factor have a resolution scale
for the emissions, expressed by a shower evolution variable like pT of emitted gluons, and a cut-
off scale for the shower development like the minimum transverse momentum of emitted glions,
pT,min. In case of a merging procedure of the matrix element and the parton shower, the shower
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development starts from a resummation scale, which describes a core 2 → 2 process, to a cut-off
scale, so-called merging scale.
HERWIG, PYTHIA and SHERPA are parton shower simulators interfaced to event generators.
The showering process is described by successive values of an evolution variable t, a momentum
fraction z and an azimuthal angle φ along with an emitted parton. The evolution variable for
PYTHIA version 6.2 and previous version and SHERPA is virtuality of a parent parton, t, which
is related with a space-like emission. The evolution variable for HERWIG is E2(1− cos θ) where
E is energy of a parent parton and θ is a opening angle between the two partons. The evolu-
tion variable for PYTHIA is the square of relative transverse momenta of the two partons in the
splitting. The evolution variable for HERWIG obviously depends on the angle, and the hardest
emission measured by transverse momentum in the event generator does not have to be first in
the angular ordered parton shower. Therefore, the HERWIG rejects the event where the hardest
emission from the shower genetator on a parton was previously emitted before a gluon emission
from the matrix element. This is called as the truncated showering process. We also reject the
shower development with larger transverse momentum than the first emission at lower scales than
the merging scale. This is called as the vetoed showering process. Both processes are applied in
the merging procedure of the event generator and the shower simulator.
When we merge both calculations of the matrix element and the parton showering, there are
double counting events on overlapping kinematic regions and no events on dead regions. We
handle the double countings and the dead regions by matching partons in the matrix element
to gluon emissions in the shower simulator. The CKKW technique is one of the combination
calculations. The technique employs the matrix element calculation for partons with high energy
and emissions with large angles, and the parton shower model for partons with low energy and
emissions with low angles. Both calculation schemes are separated at the merging scale, which
is fixed previously for all events. It is important to match a parton in the matrix element with the
first and hardest emission in the parton shower simulation. We can also use the MLM technique,
which assigns the separation scale to event-by-event.
We combine the NLO calculation and the parton shower prediction by the special subtraction
technique for combining the two schemes to preserve the NLO cross section. POWHEG and
MCatNLO are the NLO generators, and are different in treatment of the real emission term with the
singularity and the non-singularity parts. Because the matrix element at the NLO generates events
corresponding to the NLO cross section without a parton shower simulator, the parton shower
simulator adds parton emissions to the generated events as the NLO cross section is preserved.
There are interference between the matrix element and the parton shower at the NLO level. In
the case of MCatNLO, some of events corresponding to the non-singularity real emission term in
the NLO event generator require negative event weights. In case of POWHEG, we can set the
real emission term of non-singularity term to zero. Therefore, all events are generated after the
correction from the parton shower simulation and the hard emission with a large angle is generated
by the parton shower simulator.
5.1.3 Merging Procedure of Matrix-element and Parton Showering
For example, a merging procedure in events with jets is simply described as follows [49].
• All relevant cross sections including jets are calculated for a process such as pp → X +
n jets with n = 0, 1, ..., N .
• Hard parton samples are produced with a probability proportional to the respective total
cross section. The kinematics of the hard partons is based on the configuration following
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the matrix element.
• The kinematics configuration is accepted or rejected with a dynamical and kinematics-
dependent probability that includes both effects of the running coupling constant and of
the Sudakov form factor. If it is rejected, a new parton sample is selected.
• The parton shower is invoked with the suitable initial condition. In all cases of merging
algorithms, the parton shower is constrained not to produce any extra jet. In other words,
the configuration that would fall into the realm of the matrix element with a higher jet
multiplicity is vetoed in the parton shower step.
A difference in the merging algorithms mainly originates from a jet definition used in the matrix
element; a way of the acceptance or the rejection of jet configurations stemming from the matrix
element is performed; the details concerning starting conditions of the parton showering and the
jet vetoing inside the parton showering.
For the CKKW scheme, the merging procedure is roughly described as follows.
• The separation of the matrix element and the parton shower realms for different multiple
jet processes is performed on a k⊥ variable. The algorithm sets k⊥0, which indicates the
merging scale.
• The internal jet identification at the matrix element level is done by using
k2⊥ij = 2min{p⊥i, p⊥j}2
(cosh (ηi − ηj)− cos (φi − φj))
D2
, (5.1)
where i and j indicate two final state partons. If k2⊥ij is larger than the critical value k2⊥0,
the two final state particles belong to two different jets. The transverse momentum of each
jet is larger than the merging scale k⊥0. The D parameter should be the same as a cone size
of a jet kt algorithm used in the analysis.
• The acceptance or the rejection of jet configurations proceeds through a reweighting of the
matrix element with the Sudakov form factor, the factor has different scales in αs. The
algorithm identifies a splitting point, then, it combines two partons into the mother parton
according to their kinematics at the scale.
• Through the clustering procedure, partons are connected. The procedure continues until the
algorithm finds a core process, 2 → 2.
• A starting scale for the parton shower evolution of each parton is given by the scale k⊥0.
• A vetoed parton shower algorithm is used to guarantee that no unwanted hard jets are pro-
duced during the showor evolution.
The weight attached to the generated matrix element consists of two components, a string coupling
weight and an Sudakov form factor weight. For their determinations, a kt jet algorithm guided by
only physically allowed parton combinations is applied on the initial matrix element configuration.
The scales of the strong coupling constants correspond to the kT values at the splitting points. The
Sudakov form factors provide a probability of having no emission during the evolution from higher
scale to lower scale. The sequence of clusterings stops after identifying a core process, 2 → 2.
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Figure 5.2: Schematic view of the merging procedure in the CKKW thechnique.
This 2 → 2 core process defines the starting condition for the vetoed shower. Figure 5.2 shows a
schematic view of the merging procedure in the CKKW thechnique.
Through the clustering procedure, the scale of the strong coupling constant on each parton changes
α(QM ) to α(Qi) with i = 0, 1, 2. On the showering procedure, we remove the earlier emissions
with high pT, which were previously emitted before the gluon emission from the matrix element,
and the hardest emission at higher scales than the merging scale. When we denote the merging
scale as Qcut, the values of the scales are Q0 > Q1 > Q2 >> Qcut > Q3 > Q4.
For the MLM scheme, the merging procedure in the W+jets process is roughly described as
follows.
• The first step is the generation of parton level configurations for all final state parton multi-
plicities n up to a given N . For example, when we require W boson + N partons events, the
samples with each parton multiplicity, W +1, W +2, ..., W +N partons, will be produced.
They are defined by the following kinematical cuts.
pparton⊥ > p
min
⊥ , |ηparton| < ηmax, ∆Rjj > Rmin, (5.2)
where pparton⊥ and ηparton are the transverse momentum and the pseudo rapidity of the final
state partons, respectively, and ∆Rjj is their minimal separation is the (η, φ) plane. The
parameters pmin⊥ , ηmax and Rmin are called generation parameters, and are the same for
n = 1, ..., N .
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• The renormalization scale is set according to the CKKW prescription. A necessary tree
branching structure, which is consistent with the colour structure of the event is defined for
each event. For a pair of final state partons i and j, we calculate a selection value defined by
dij = ∆R
2
ij min (p
2
⊥i, p
2
⊥j), (5.3)
where ∆R2ij = ∆η2ij + ∆φ2ij . For a pair of initial state or final state partons, the dij is the
same as the p2⊥ of the initial state or final state one.
• The selection value at each vertex is used as a scale for the relative power of αs. The
factorization scale for the parton densities is given by the hard scale of the process, Q20 =
m2W + p
2
⊥W .
• Events are then showered by using PYTHIA or HERWIG. The evolution for each parton
starts at the scale determined by the default PYTHIA and HERWIG algorithms on the basis
of the kinematics and colour connections of the event. The upper veto cutoff to the shower
evolution is given by the hard scale of the process Q0. After the evolution, a jet cone
algorithm is applied to the partons produced in the perturbative phase of the shower. The jets
are defined by matching parameters, which are a cone size Rclus, the minimum transverse
energy Eclus⊥ and the maximum pseudo rapidity ηclusmax.
• Matching procedure starts from the hardest parton and the jet which are closest in the φ− η
plane. If the distance between the parton and the jet is smaller than 1.5×Rclus, the matching
is successful. The matching jet is removed from a list of jets, then, the matching procedure
for subsequent partons is performed. The event is fully matched if each parton matches
to a jet. If the matching is failure due to the very close partons, which cannot generate
independent jets, the event is rejected.
• The algorithm requires that the passing event with n partons, n < N , have no extra jets,
which leads to the larger number of jets than the number of partons, because the event with
n partons and additional jets should be explained by the event with n + 1 partons sample.
This requirement prevents the double counting of events. The extra jets are removed by
replacing the Sudakov reweighting used in the CKKW algorithm. In the case of n = N ,
events with extra jets can be kept since they will not be generated by samples with higher
n. In order to avoid double counting, their transverse momentum of extra jets should be
smaller than that of the softest of the matched jets.
5.1.4 Parton Distribution Function
Parton Distribution Function (PDF) cannot be calculated but be determined by experimental
data. There are some PDF data sets coming from various experiments and parton parametriza-
tions. MSTW, CTEQ, and NNPDF sets use data from collider and fixed-target experiments. The
taken data consist of the electroproduction; which is electron, muon and neutrino deep-inelastic
scattering data, and the hadroproduction; which is Drell-Yan and jet production data. The parton
parametrization of MSTW is described by the three lightest quark flavours and antiflavours and 28
free parameters of the gluon. The CTEQ and the CT10 are described by the two lightest flavours
and antiflavours, the total strangeness, and the gluon. The number of free parameters in the CT10 is
26, and the number in the CTEQ is 22. HERAPDF set employs all HERA deep-inelastic inclusive
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data. The HERAPDF parametrizes the two lightest quark flavours, antiquark flavours which are
u and a combination of d and s, and 10 free parameters of the gluon. We assume that the strange
quark is proportional to the d distribution in the HERAPDF. Figure 5.3 shows the NLO Parton
Distribution Functions for quarks and the gluon at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2.
We employ MSTW 2008 NLO PDFs for the calculations with the one-sigma-confidence-level-
uncertainty bands related to the αs uncertainty. g/10 indicates a PDF distribution for the gluon
divided by 10. The scale of the horizontal axis in the figures is log scale.
Figure 5.3: MSTW 2008 NLO Parton Distribution Functions at scales ofQ2 = 10 GeV2 andQ2 =
104 GeV2 with the one-sigma-confidence-level-uncertainty bands related to the αs uncertainty.
5.1.5 Detector Simulation
We use the ATLAS detector simulation for generated events [50]. We have two options for
the detector simulation, the full simulation and the fast simulation. The full simulation considers
the detector geometry and interactions with particles by using GEANT4 [51] and this procedure
takes some time, but fine. Fast simulation [52] adequately reproduces the property of reconstructed
objects. FastCaloSim provides the fast calorimeter simulation and FATRAS provides the fast track
simulation. There is combined usage of the fast and the full simulation. Atlfast-II employs the
full simulation for the inner and the muon detectors, and the fast simulation for the calorimeters.
Atlfast-IIF provides the fast simulation for the muon, the inner detectors and the calorimeters.
5.1.6 Configuration
We use TAOLA v1.20 for tau decays [53] and PHOTOS v2.15 for photon radiations from
charged leptons in all background simulations [54]. We use PHOTOS++ v3.51 in the signal sim-
ulation [55]. We employ additional minimum bias events generated from PYTHIA v8.1 with
MSTW2008 LO PDF and the AUET2 underlying-event tune for all signal and background sam-
ples. This additional effect simulates the multiple pp collisions per bunch crossing. We implement
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the full simulation for all background samples. We implement the fast simulation for the signal
sample.
5.2 Background Samples
5.2.1 Simple Summary
There are many kinds of the Standard Model processes contaminating the selected data for
the Beyond Standard Model signal. Therefore, we must precisely estimate an effect from the
background processes. In our signal process, charged Higgs bosons are produced with the top
quark, gb → tH+, and charged Higgs bosons decay into the top quark and the bottom quark,
H+ → tb. The two top quarks decay into pairs of the W boson and the bottom quark, then one W
boson decays hadronically and the other W boson decays leptonically. There are three b-quarks
and two jets and one lepton and one neutrino in the final state. Hence, the SM background with
high jet and b-tag multiplicity affects our charged Higgs analysis. The simple summary of the
SM background processes for our charged Higgs analysis is described as follows. We consider
a lepton as election or muon at the final state. The background samples are common in our H+
search and the other ttH → ttbb analysis [70].
• tt with additional jets: Pair production of top quarks with additional jets. By considering
the flavour component of additional jets, the produced top pair production is classified into
tt + Light Flavor jets and tt + Heavy Flavor jets with charm quarks and bottom quarks.
This process is the dominant background in our analysis. The normalization is performed
by reweighting the real data for tt + LF jets, c-jets and reweighting the simulation data
for tt + b-jets. The reason for reweighting the simulation data is that there is no effective
cross section measurements for tt + b-jets due to the rather small cross section and the lack
of sufficiently distinctive kinematic features, and furthermore, we have a good NLO cross
section prediction for tt + b-jets events.
• tt+V: Pair production of top quarks with vector bosons, W and Z boson. The sample is
normalized to the theoretical cross section.
• tt+H: Pair production of top quarks with the Higgs boson which decays into a pair of bottom
quarks. The sample is normalized to the theoretical cross section.
• Single top: Single top quark production in the s channel, the t channel, and the Wt channel.
The sample is normalized to the theoretical cross section.
• W+jets: Production of the W boson with high jet multiplicity. The normalization is per-
formed by reweighting to the real data.
• Z+jets: Production of the Z boson or photon with high jet multiplicity. The normalization
is performed by reweighting to the real data.
• Diboson: Production of two vector bosons; WW , WZ and ZZ. The sample is normalized
to the theoretical cross section.
• Fake lepton: Fake leptons include non-prompt leptons produced from semileptonic heavy
flavor hadron decays and misidentified jets. Photon conversions also produce misidentified
leptons. The sample is normalized to the real data by using the matrix method as explained
later in the subsection.
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5.2.2 Top Quark Pair with Additional Jets
The top pair production process is produced by using POWHEG-Box v2.0 [57, 58] with the
CT10 [59, 60] parton distribution function. The generator is interfaced to PYTHIA v6.425 [61]
with the CTEQ6L1 PDF and the Perugia P2011C [62] of tuned parameters for the underlying
event. The pair production cross section at 8 TeV is calculated at the next-to-next-to-leading
order (NNLO) in QCD including resummation of next-to-next-to-leading-logarithmic soft gluon
terms with Top++ v2.0 [63–69]. We also use another tt+jets sample generated by MADGRAPH5
v1.5.11 [74] with CT10 PDF and interfaced to PYTHIA v6.425 in order to evaluate the systematic
uncertainty. When we classify tt + jets events into tt + LF jets events and tt + HF jets events, we
require the matching between quarks, which are light flavor quarks or heavy flavor quarks, and
particle jets. If an event has at least one b-flavor jet which does not originate from the top decay
but from gluon emissions, we label the event as tt+ bb event. We regard a tt + jets event as tt+ cc
if the event has at least one jet containing the c-flavoured hadron which does not come from the
decay of the top-pair-decay system and is not already labelled as tt+ bb. A tt + jets event, which
is not labelled as both tt + bb and tt + cc, is regarded as tt+ LF jets event. All tt + jets events
are labelled as tt+ HF jets or tt+ LF jets. After the classification of the LF or the HF, we apply
reweighting at the generator level to all tt + cc and tt+ LF jets events. The reweighting is done
as functions of transverse momentum of the top quark and transverse momentum of the tt system.
The reweighting factors are derived to match the prediction of the POWHEG+PYTHIA with the
data from the top quark pair differential cross section measurement at
√
s = 7 TeV [71]. The top pT
reweighting has good agreement between the real data and the MC simulation in jet kinematical
distributions, while the tt pT reweighting improves agreement between the real data and the
MC simulation in the number of jets and b-tagged jets distributions. We apply the sequential pT
reweighting, where we first apply the tt pT reweighing, then, we sequentially apply the residual
top pT reweighting, which is derived to match the tt pT reweighted MC simulation with the
real data in the top pT distribution. The method leads to good agreement between the simulation
and the data in the measurement at 7 TeV and it is reasonable at
√
s = 8 TeV. We also apply a
different reweighting at the generator level to tt + bb events. The b-quarks from emitted gluons
in POWHEG+PYTHIA come from the only parton shower process. The NLO SHERPA with
OPENLOOP treats the finite massive b-quark splitting from a gluon emitted at the NLO matrix
element. This hard emission at the matrix element level well describes collinearly splitting b-
quarks. This reweighting leads to good agreement with the MC simulation sample produced by
NLO SHERPA with OPENLOOPS frame work [72, 73]. The reweighting of tt + bb is done
as functions of transverse momentum of the top quark, transverse momentum of the tt system,
transverse momentum of the dijet system not originating from the top quark decay, and a distance
parameter between the two jets, ∆Rjj .
5.2.3 Top Quark Pair with Vector Bosons
The ttV samples are generated by MADGRAPH5 with CTEQ6L1 PDF [75] and interfaced
to PYTHIA with AUET2B underlying event tune [76]. We use the NLO cross sections [77, 78]
for normalization.
5.2.4 Single Top Quark
We generate the single top quark production in the s channel and the Wt channel by using
POWHEG-BOX v2.0 with CT10 PDF and interfacing to PYTHIA v6.425 with underlying event
tune P2011C. We also generate the single top quark production in the t channel by using ACERMC
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v3.8 [79] with CTEQ6L1 PDF and interfacing PYTHIA v6.425 with the underlying event tune
P2011C. At the LO level, the single top production process is expressed by bg → Wt. The cross
section for the process is smaller than one of the tt pair production by a factor of approximately
15. However, the single top production process at the NLO level, which is described as Figure 5.4,
can interfere with the tt pair production.
Figure 5.4: Single top production process at the NLO level is described as the subsequent top
decay in the the tt pair production.
We consider the overlap between the tt pair production and the single top production in the Wt
channel by using the inclusive diagram removal [80]. In the method, we simply remove all di-
agrams in the NLO Wt amplitudes shown as Figure 5.4. We use the approximate NNLO cross
sections [81–83] with MSTW2008 NNLO PDF [84–86] for the normalization.
5.2.5 Vector Bosons with Additional Jets
We generate W+jets and Z+jets samples by using ALPGEN v2.14 [87] with CTEQ6L1 PDF
and interfacing PYTHIA v6.425 with the underlying event tune P2011C. The maximum num-
ber of additional partons in these samples is five. We use the NNLO cross sections [88] for the
normalization. We apply the following reweighting to W+jets and Z+jets samples [89]: The pT
spectrum of the Z boson reconstructed from two leptons with at least one jet in ALPGEN has a
discrepancy to the data at
√
s = 7 TeV. This discrepancy comes from the contribution of higher
order electroweak and QCD corrections. The reweighting is performed so that transverse momen-
tum of the W/Z boson in the simulation data to match the real data. As we produce Vector boson
+ Light Flavour (LF) jets and Vector boson + Heavy Flavour (HF) jets, we have the overlapping
contribution of heavy flavour components from the matrix element in the V + HF jets and from
the parton shower evolution in the V + LF jets. We remove this effect from W+jets and Z+jets
samples by applying a separation criterion on the R difference between two partons, ∆R(q, q):
If ∆R(q, q) > 0.4, the event comes from the V + HF jets. If ∆R(q, q) < 0.4, the event comes
from the V + LF jets.
5.2.6 Dibosons
We generate the diboson sample by using ALPGEN v2.14 with CTEQ6L1 PDF and inter-
facing HERWIG v6.520 [90], together with JIMMY v4.31 for the underlying event, using [91]
the AUET2 underlying event tune [92]. We use the NLO cross sections with NLO parton level
integrator MCFM [93] for the normalization.
5.2.7 Top Quark Pair with Higgs Boson
We generate the ttH sample by using POWHEL [95] which use NLO matrix elements obtained
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from the HELAC-OPENLOOP package [94] and employs POWHEG-BOX for an interface to the
shower simulation. CT10 NLO PDF is employed for the production and the decay of Higgs boson.
The factorisation and the renormalisation scales are set to µF = µR =mt+mH/2. We use PYTHIA
v8.1 [96] with the CTEQ6L1 PDF and the AU2 underlying event tune [97] for the parton shower
simulator interfaced to POWHEL. In the production process, the Higgs boson mass is 125 GeV
and the top quark mass is 172.5 GeV. The ttH cross section times the branching ratio (BR) of
the Higgs decay into a pair of bottom quarks is calculated by considering the NNLO theoretical
correction [19].
5.2.8 Fake Lepton
We define leptons, which originate from W and Z boson decays, as real leptons. On the other
hand, we define leptons, which originate from photon conversions and B hadron semileptonic
decays or misidentified jets, as fake leptons. The background process consists of fake leptons
and multiple jets. We use a data-driven method known as the matrix method to determine the
normalisation of the fake lepton events.
The matrix method for the event with a single lepton is roughly described as follows. We
define two criteria, loose and tight, and prepare two data sets corresponding to the criteria related
with isolation and identification. The data set of the loose selection contains the larger number of
fake leptons than that of the tight selection. On the other hand, the data set of the tight selection
contains the larger number of real leptons than that of the loose selection. Equation (5.4) shows
the number of events passing the loose selection, NL, and events passing the tight selection, NT ,
NL = NLfake +N
L
real, (5.4)
NT = NTfake +N
T
real, (5.5)
where NLfake is the number of fake lepton events after the loose selection, NLreal is the number of
real lepton events after the loose selection, NTfake is the number of fake lepton events after the tight
selection, NTreal is the number of real lepton events after the tight selection. NT is a subset of NL
and NT < NL. Then, we define the ratio of NLreal to NTreal, εr, and the ratio of NLfake to NTfake, εf .
εr =
NTreal
NLreal
, εf =
NTfake
NLfake
. (5.6)
εr indicates the reduction rate of real leptons between the loose selection and the tight selection.
εf indicates the reduction rate of fake leptons between the loose selection and the tight selection.
We measure the εr and the εf by collecting two data sets. The estimation of the real efficiency εr
and the fake efficiency εf is different between the electron and the muon channel. The number of
events for fake leptons passing the tight selection, NTfake, is estimated by
NTfake =
εf
εr − εf (εrN
L −NT ). (5.7)
Both efficiencies εr and εf depend on variables associated with lepton kinematics like pleptonT
and event characteristics like the number of b-tagged jets. The efficiencies are parametrised as
functions of various object kinematics. Then, an event weight is expressed by
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wi =
εf
εr − εf (εr − δi), (5.8)
where δi equals unity if the loose event i passes the tight event selection and 0 otherwise. The sum
of wi over all events in a given bin of the final observable is the number of the fake leptons in that
bin.
The matrix method for events on the dilepton selection is roughly described as follows. We
label the numbers of observed events with two tight leptons as Ntt, of observed events with one
loose and one tight lepton as Ntl and Nlt, of observed events with two loose leptons as Nll. The
leading leptons in the Ntl region are classified into tight leptons and the leading leptons in the Nlt
region are classified into loose leptons. By using the efficiencies εr and εf , linear equations are
obtained for the observed yields as a function on the number of events with two real leptons Nrr,
of events with one real lepton and one fake lepton Nrf and Nfr, of events with two fake leptons
Nff :

Nrr
Nfr
Nrf
Nff
 = M−1

Ntt
Ntl
Nlt
Nll
 , (5.9)
where M is a 4× 4 matrix written in terms of εr and εf . The matrix is expressed by
M =

εr,1εr,2 εr,1εf,2 εf,1εr,2 εf,1εf,2
εr,1εr,2 εr,1εf,2 εf,1εr,2 εf,1εf,2
εr,1εr,2 εr,1εf,2 εf,1εr,2 εf,1εf,2
εr,1εr,2 εr,1εf,2 εf,1εr,2 εf,1εf,2
 , (5.10)
where the indexes 1, 2 on εr and εf refer to the leading or sub-leading lepton in the event, respec-
tively, and ε stands for (1− ε). We obtain four event weights; wrr, wrf , wfr, and wff . An event
with two loose leptons contains at least one fake lepton, therefore, a probability for the event is
given by wrf + wfr + wff . The event weight with two tight leptons is expressed by
wtt = εr,1εf,2wrf + εf,1εr,2wfr + εf,1εf,2wff . (5.11)
We evaluate the efficiencies by measuring the contribution of the fake lepton to the top quark
pair production and the single top quark production processes in pp collision events at
√
s =
8 TeV [56]. In the event selections, we require the single electron trigger, which is labelled as
e24vhi and e60, or the single muon trigger, which is labelled as mu24i and mu36. We define
the signal region, which is used for the validation and the estimation of systematic uncertainties,
and the control region, which is used for the estimation of the efficiencies. For the validation,
we use the simulation samples of the signal processes and the background processes, which are
Z/W+jets, diboson and dijet. Both regions have the lepton plus jets channel, which is classi-
fied into e+jets and µ+jets channels, and the dilepton channel. By applying cuts to the num-
bers of jets and b-tagged jets, the signal region for the lepton plus jets channel is separated into
two regions, at least 4 jets and pretag, at least 4 jets and at least one b-tagged jet, where “pre-
tag” indicates that there is no criteria on the number of b-tagged jets. In order to suppress the
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background from fake leptons in the two signal regions, we also require exactly one tight lep-
ton and the criteria on the missing transverse energy EmissT and the transverse mass mWT ; where
mWT =
√
2pleptonT E
miss
T (1− cos ∆φ) with ∆φ, which is a difference in an azimuthal angle be-
tween the lepton and EmissT . The selected events in the e+jets channel satisfy EmissT > 30 GeV
and mWT > 30 GeV. The selected events in the µ+jets channel satisfy EmissT > 20 GeV and
EmissT + m
W
T > 60 GeV. The dilepton channel is separated into the same flavour channel, e−e+
and µ−µ+, and the different flavour channel, eµ. All regions require exactly two opposite-sign
charge (OS) leptons and exactly two jets. The event selection for the same flavour channel re-
quires the cuts on the dilepton invariant mass mll, mll > 15 GeV and |mll −mZ | > 10 GeV. In
addition to this, EmissT > 60 GeV is applied. The event selection for the different flavour channel
requires the cut on the scalar sum of the transverse energy of leptons and jets HT, HT > 130 GeV.
The signal region in each channel is classified into the pretag region and at least one b-tagged jet
region.
In the control region, we measure the efficiencies εr and εf . The εf is derived from the control
regions in the e+jets and the µ+jets channels. The control region for the fake efficiency is denoted
as CRf . The εr is derived from the control regions in the e−e+ and the µ−µ+ channels. In the εr
measurement, we utilize the tag-and-probe method, which produces an unbiased sample of loose
leptons from particle decays (probe leptons) by applying the tight selection requirement on the
other leptons from the decays (tag leptons), by using Z → e−e+ and Z → µ−µ+ events. We
determine the efficiency εr by applying the tight selection to the probe leptons. For each pair,
we require that the tag and the probe leptons have opposite-sign charges and the dilepton invariant
mass is 80 < mll < 100 GeV. In the εf measurement, we require selections to make a sample with
many fake leptons. The event in the CRf has only one loose lepton and at least one jet. For the
e+jets channel, we also require that mWT < 20 GeV and EmissT + mWT < 60 GeV. For the µ+jets
channel, we also require that |dsig0 | > 5 where dsig0 is the muon impact parameter significance and
calculated by dsig0 = d0/
√
err(d0). The fake efficiency is derived from the ratio of the number of
events with tight leptons and the number of events with loose leptons in the CRf .
Both efficiencies εr and εf are measured as functions of different variables such as the lepton
pT, lepton |η|, the angular distance between the lepton and the closest jet min∆R(l, jet), the
number of b-tagged jets, the trigger options. Figures 5.5 and 5.6 show the real efficiency εr and
the fake efficiency εf in the e+jets channel as functions of the different variables. Figures 5.7 and
5.8 show the real efficiency εr and the fake efficiency εf in the µ+jets channel as functions of the
different variables.
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Figure 5.5: Real efficiency εr and fake efficiency εf in the e+jets channel as functions of the
different variables and the trigger options. The variables are electron cluster eta |η|e, electron
transverse energy peT, and the minimum ∆R between electron and jets. e60 indicates high pT
trigger, e24vh indicates low pT trigger without the isolation cut, e24vhi indicates low pT trigger
with the isolation cut.
Figure 5.6: Real efficiency εr and fake efficiency εf in the e+jets channel as functions of the
different variables and the trigger options. The variables are leading jet pT pleading jetT , the number
of jets njet, the number of b-tagged jets nb-jet, and the angle in the transverse plane between the
electron and the MET ∆φ(e, EmissT ). e60 indicates high pT trigger, e24vh indicates low pT trigger
without the isolation cut, e24vhi indicates low pT trigger with the isolation cut.
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Figure 5.7: Real efficiency εr and fake efficiency εf in the µ+jets channel as functions of the
different variables and the trigger options. The variables are muon eta |η|µ, muon transverse
momentum pµT, and the minimum ∆R between muon and jets. mu36 indicates high pT trigger,
mu24 indicates low pT trigger without the isolation cut, mu24i indicates low pT trigger with the
isolation cut.
Figure 5.8: Real efficiency εr and fake efficiency εf in the µ+jets channel as functions of the
different variables and the trigger options. The variables are leading jet pT pleading jetT , the number
of jets njet, the number of b-tagged jets nb-jet, and the angle in the transverse plane between the
muon and the MET ∆φ(µ, EmissT ). mu36 indicates high pT trigger, mu24 indicates low pT trigger
without the isolation cut, mu24i indicates low pT trigger with the isolation cut.
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The efficiencies expressed by functions of different variables are used for the weight calculations
in Equation (5.8). There is correlation between the variables used for the efficiency measurements.
Therefore, the efficiency is expressed as a function of the different combinations of the variables:
εk(x1, ..., xN ; y1, ..., yM ) =
1
εk(x1, ..., xN )M−1
·
M∏
j=1
εk(x1, ..., xN ; yj). (5.12)
where εk(x1, ..., xN ) represents the efficiency measured as a function of all the x variables, and
εk(x1, ..., xN ; yj) represents the efficiency measured as a function of all the x variables and of
the variable yj . The variables x are typically discrete variables and the variables y are typically
continuous variables. In Equation (5.12), we assume that there is no correlations between the
variables y.
The main source of systematic uncertainties on the fake lepton background estimation comes
from the measurement of the real efficiency, the use of MC simulation to correct the efficiency
measurements, the different background composition in the signal regions, the treatment of the
dependence of the efficiencies on lepton and event properties.
5.3 Signal Sample of Charged Higgs Bosons
We generate the signal sample by using POWHEG-BOX with CT10 PDF, interfaced to PYTHIA
v8.1 with the AU2 underlying-event tune. The signal samples are produced at NLO by using the
5FS and a zero width for charged Higgs bosons. There are 11 signal samples corresponding to 11
mass points from 200 to 300 GeV by 25 GeV step and from 300 to 600 GeV by 50 GeV step. The
signal samples are normalized to 1 pb. The charged Higgs experimental width is roughly derived
from signal injection tests. First, we make the pseudo-data set composed of the background sam-
ples and an injected signal sample. The injected signal strength µ is chosen such that it roughly
equals the expected limit. We plot the fitted µ values as a function of the injected signal mass by
using the results from the fit including all systematic uncertainties to the data sets. At the end,
the experimental width is obtained from a Gaussian fit to the µ distribution. The resolution of
the charged Higgs boson width is approximately 30 GeV at mH+ = 200 GeV and approximately
100 GeV at mH+ = 600 GeV.
5.4 Control and Signal Regions
We separate the selected events into the control region events and the signal region events by
considering the number of jets and b-tagged jets. Both regions are inclusive for lepton flavour.
The control region mainly contains the background events and we exploit this region for the back-
ground estimation and the systematics estimation. There are four control regions, exactly four jets
and exactly two b-tags, exactly four jets and at least three b-tags, exactly five jets and exactly two
b-tags, at least six jets and exactly two b-tags. The signal region mainly contains the signal events
and we exploit this region for limit setting. There is one signal region, at least five jets and at least
three b-tags. Table 5.1 shows the number of events in the control and the signal regions.
The upper rows indicate the numbers in the muon channel. The lower rows indicate the numbers
in the electron channel. The uncertainty in the table includes the only statistic uncertainty. ±0
in the “Tot. data” row indicates that the obtained-real data is just a number. Figure 5.9 indicates
composition of the background and the signal processes in all regions. The dominant background
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Table 5.1: Pre-fit number of events for the background and the signal processes in all regions. The
upper rows indicate the numbers in the muon channel. The lower rows indicate the numbers in
the electron channel. The uncertainty in the table includes the only statistic uncertainty. ±0 in the
“Tot. data” row indicates that the obtained-real data is just a number.
4j+2b 4j+3binc 5j+2b 6j+2b 5jinc+3binc
Muons
ttH 18.9±0.1 9.0±0.1 24.8±0.2 38.9±0.2 50.7±0.2
tt+LJ 43986.8±115.5 3447.1±31.7 21377.6±79.5 10657.3±54.9 3120.0±30.0
tt+ bb 960.1±17.1 355.3±10.6 841.3±16.3 767.6±15.6 1237.8±24.1
tt+ cc 2832.4±29.0 418.4±10.5 2459.3±26.7 2137.8±24.5 1001.8±16.3
tt+ V 70.4±0.7 9.6±0.3 83.7±0.7 103.3±0.7 47.7±0.5
Sg. top 2728.1±0.1 206.5±0.1 1092.1±0.2 464.5±0.2 180.7±0.2
W boson+jets 2063.0±5.2 112.1±2.6 754.1±4.3 395.7±3.4 120.0±4.5
Z boson+jets 494.8±11.3 26.8±7.7 123.3±7.5 51.3±5.9 8.8±8.4
V V 123.5±5.7 7.7±3.7 51.4±6.7 24.6±7.9 6.7±10.2
Fake lep. 880.2±32.0 61.3±7.9 262.3±18.7 90.8±13.7 50.6±9.7
H±(200 GeV) 212.9±5.0 62.8±3.0 134.9±3.7 85.5±3.0 152.1±4.0
H±(600 GeV) 177.9±5.6 93.3±4.3 210.4±5.8 269.9±6.3 488.0±8.5
Tot. MC 54158.3±125.3 4653.9±37.0 27069.9±88.1 14731.9±64.5 5824.9±45.1
Tot. data 56682±0 5031±0 28599±0 14981±0 6764±0
Electrons
ttH 15.1±0.1 7.2±0.1 20.0±0.2 30.0±0.2 39.8±0.2
tt+LJ 36329.7±102.4 2846.0±28.1 17339.6±69.7 8633.5±48.3 2541.2±26.3
tt+ bb 757.9±14.7 310.2±9.8 707.9±15.1 618.5±13.9 1002.1±19.6
tt+ cc 2371.2±25.9 322.0±9.1 2002.8±23.5 1696.9±21.2 838.4±14.5
tt+ V 57.6±0.6 8.1±0.2 67.2±0.6 85.6±0.7 38.0±0.4
Sg. top 2288.0±0.1 160.6±0.1 874.6±0.2 410.9±0.2 146.3±0.2
W boson+jets 1493.7±4.6 79.4±2.3 559.8±3.8 262.7±3.0 55.3±3.9
Z boson+jets 918.8±9.6 30.0±6.5 289.9±6.5 110.0±4.7 41.5±7.0
V V 116.3±5.0 3.7±3.4 59.2±5.9 29.0±6.8 7.9±8.7
Fake lep. 1276.6±46.0 96.7±13.6 403.7±31.9 243.8±23.7 102.8±15.7
H±(200 GeV) 170.3±4.3 49.6±2.6 110.1±3.3 66.9±2.5 116.6±3.4
H±(600 GeV) 147.8±5.1 78.5±3.8 174.9±5.2 207.8±5.4 377.9±7.4
Tot. MC 45625.0±116.8 3863.9±34.9 22324.8±82.1 12120.9±60.1 4813.2±40.9
Tot. data 45780±0 4071±0 22822±0 11967±0 5181±0
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in all control regions is tt + LF jets and tt + HF jets. The dominant background in the signal
region is tt + HF jets.
Figure 5.9: Pie charts for all background compositions in the control and the signal regions.
We validate the background samples by comparing some variable distributions between the real
data and the MC simulation in the control region. In particular, we investigate the comparison re-
garding with the variables used for Boosted Decision Trees (BDT) analysis. The Boosted Decision
Trees (BDT) analysis is one of the multi-variate data analysis. By using input variables sensitive
to the difference between the signal event and the background event, the BDT provides the output,
which is an event weight to discriminate a signal-like event and a background-like event. When
we set a cross section limit for the charged Higgs production, we use the BDT output in the signal
region. The BDT is optimized as having good discrimination between the charged Higgs sample
and the tt + b-jets sample by changing variables for the BDT input. We use only the tt + b-jets
sample for the BDT training sample of background. There are 11 mass points of charged Higgs
bosons and the impacts of the discriminant variables depend on the mass points. We had tested
many kinematic and event shape variables on the broad mass hypothesis, then we finally decided
to use the set of following variables covering all mass hypothesises as uncorrelated as possible.
• The scalar sum of the pT of all selected jests, HhadT .
• The pT of the leading jet.
• The invariant mass of the two b-tagged jets that are closest in ∆R.
• The second Fox-Wolfram moment.
• The average ∆R between all pairs of b-tagged jets in the event.
The second Fox-Wolfram moment is calculated from the selected jets [119]. Fox-Wolfram mo-
ments represent geometric correlations between jets. They are based on a superposition of the
spherical harmonics, Y ml (θ, φ), where θ and φ are the polar angle and the azimuth angle, respec-
tively. They are defined by
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Hl ≡
(
4π
2l + 1
) l∑
m=−l
∣∣∣∣∣
N∑
i=1
Y ml (Ωi)
|~pi|√
s
∣∣∣∣∣
2
(5.13)
=
N∑
i,j=1
|~pi||~pj |
s
Pl(cos Ωij), (5.14)
where the index i runs over all final state objects which can be defined anywhere at the detector
or the jet level, N is the number of the final state objects, pi is the momentum of an object i, and√
s is the energy of all states i. The Pl(cos Ωij) is the Legendre polynomials and the cos Ωij is
defined by
cos Ωij = cos θi cos θj + sin θiθj cos(φi − φj). (5.15)
The second Fox-Wolfram moment indicates Hl with l = 2. The detail of the BDT analysis is
described in Section 5.5. Figures 5.10 - 5.13 show the control plots of the hadronic HT distribu-
tion, which is one of the BDT input variables, the sum of jets pT in a event. The uncertainties
in the plots include the statistical uncertainty and the cross section uncertainty for all background
processes.
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Figure 5.10: Hadronic HT on 4 jets and 2 b-tags
region.
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Figure 5.11: Hadronic HT on 4 jets and ≥ 3 b-
tags region.
We have good agreement between the hadronic HT distribution of the real data and the MC sim-
ulation. We also show the distributions of the other BDT input variables in all control regions in
Figures 5.14 - 5.29. They also show good agreement between the real data and the MC simulation
within the uncertainties.
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Figure 5.12: Hadronic HT on 5 jets and 2 b-tags
region.
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Figure 5.13: Hadronic HT on ≥ 6 jets and 2 b-
tags region.
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Figure 5.14: Average ∆Rbb on 4 jets and 2 b-tags
region.
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Figure 5.15: mbb for the b-pair that is closest in
∆R on 4 jets and 2 b-tags region.
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Figure 5.16: Second Fox-Wolfram moment cal-
culated from the jets on 4 jets and 2 b-tags region.
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Figure 5.17: pT of the leading jet on 4 jets and 2
b-tags region.
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Figure 5.18: Average ∆Rbb on 4 jets and ≥ 3
b-tags region.
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Figure 5.19: mbb for the b-pair that is closest in
∆R on 4 jets and ≥ 3 b-tags region.
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Figure 5.20: Second Fox-Wolfram moment cal-
culated from the jets on 4 jets and ≥ 3 b-tags re-
gion.
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Figure 5.21: pT of the leading jet on 4 jets and≥
3 b-tags region.
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Figure 5.22: Average ∆Rbb on 5 jets and 2 b-tags
region.
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Figure 5.23: mbb for the b-pair that is closest in
∆R on 5 jets and 2 b-tags region.
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Figure 5.24: Second Fox-Wolfram moment cal-
culated from the jet on 5 jets and 2 b-tags region.
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Figure 5.25: pT of the leading jet on 5 jets and 2
b-tags region.
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Figure 5.26: Average ∆Rbb on ≥ 6jets and 2 b-
tags region.
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Figure 5.27: mbb for the b-pair that is closest in
∆R on ≥ 6 jets and 2 b-tags region.
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Figure 5.28: Second Fox-Wolfram moment cal-
culated from the jets on ≥ 6 jets and 2 b-tags re-
gion.
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Figure 5.29: pT of the leading jet on≥ 6 jets and
2 b-tags region.
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5.5 Boosted Decision Trees Analysis
The signal final state is very similar to the final state in the tt + b-jets process, therefore the
serious contamination from the tt background degrades the sensitivity in the signal region. Their
similar event kinematics, remarkable in the low charged Higgs mass region especially, causes no
effective discriminant variables for the separation of the background and the signal. Applying
bad discriminant variables on cut-based analysis causes the serious loss of the signal events. The
signal region requires three b-tags which drop approximately 65 % of genuine signal events. In
order to keep the events in the signal region, we use the multi-variate analysis, Boosted Decision
Tree (BDT), provided by Toolkit for Multi-variate Data Analysis (TMVA) [118].
BDT is the decision tree algorithm with improved performance and stability by boosting. The
decision tree algorithm has a binary tree structure with branches which evaluate that an event is
background-like or signal-like by applying combinatorial cuts to discriminant variables as shown
in Figure 5.30.
Figure 5.30: Schematic view of a decision tree. xi, xj, and xk represent discriminant variables.
c1, c2, and c3 indicate the best points to discriminate between a signal process and a background
process. The algorithm starts from the root node. An event is classified into the one of the leaf
nodes at the bottom end of the tree for signal, labelled as S in the figure, or the leaf nodes at the
bottom end of the tree for background, labelled as B in the figure.
In the figure, xi, xj, and xk represent discriminant variables. c1, c2, and c3 indicate the best
points to discriminate between a signal process and a background process on the discriminant
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variables, xi, xj, and xk. The algorithm starts from the root node. An event is classified into the
one of the leaf nodes at the bottom end of the tree for signal, labelled as S in the figure, or the
leaf nodes at the bottom end of the tree for background, labelled as B in the figure. Each branch
provides the best separation criterion between the background events and the signal events for a
discriminant variable by training a tree with the Monte Calro simulation sample which has well
known composition. At several splitting nodes, the same discriminating variable can be used but
the nodes provide the different separation points. A ranking of the BDT input variables shows
the number of times that the variables are used to split decision tree nodes. When the ranking
is produced, the algorithm also considers each split occurrence weighted by the separation gain-
squared, when it has achieved, and the number of events in the node.
On first step of decision tree algorithm, a sample is separated into two sub-samples, one sub-
sample is background-like and the other sub-sample is signal-like. Then, both sub-samples are
separated into two sub-samples again on second step of decision tree algorithm. The decision
tree algorithm continuously makes sub-samples by splitting into background-like and signal-like
components, and this separating procedure continues until the number of events in sub-samples
reach the minimum number, the minimum leaf size. The multiple splitting leads to reusing events
with signal process which are wrongly separated by bad discriminant variables. At the end, the
tree has the leaves which are composed of background-like and signal-like regions. The regions
provide the event weights corresponding to scores. We use whole events but apply the event
weights on BDT implementation.
Boosting indicates that the decision trees are re-trained again and again by using re-weighted
train sample which are applied an additional weight to the mis-classified event on the previous
training. The additional weight is calculated from the mis-classification rate of each tree. We use
the average of scores in each boosted trees. In other words, the BDT algorithm produces a forest
of decision trees with different classifier response, which originates from statistics fluctuation,
from the same training sample. Then, the algorithm classifies an event on a majority vote of the
classifications done by each tree in the forest.
When the BDT are optimized by training, we pay attention to over-training. The over-trained
BDT is too optimized to the training sample, and it is able to be sensitive to the meaningless
difference between training sample and test sample, which does not originate from the physics
reason. For example, too small size of the final leaf node is sensitive to the statistics fluctuation of
events in the train sample. In order to check whether the trained trees are over-training or not, they
are investigated by using test samples which is independent from train samples. The output from
the training sample is compared with the output from the test sample by the Kolmogorov-Smirov
test. Then, the parameters of BDT have been optimized.
Table 5.2 shows the options for BDT training.
Table 5.2: Options for the BDT training.
BDT options setting
BoostType GradientBoost
Shrinkage 0.10
GradBaggingFraction 0.5
nCuts 20
NNodesMax 5
BoostType indicates Boosting type of the trees. There are some options like AdaBoost, Bagging,
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Grad(Gradient Boost), and so on. During the boosting procedure, a boost weight α is applied to
misclassified events. The weight is expressed by
α =
1− err
err
, (5.16)
where err is the misclassification rate of the previous tree. We define the result of an individual
classifier as h(X) where X is the tuple of input variables, X = (x1, ..., xnvar) with nvar which
is the number of input variables. The h(X) can take -1 for background and +1 for signal. The
boosted event classification y(X) is expressed by
y(X) =
1
Ncollection
·
Ncollection∑
i
ln (α) · hi(X), (5.17)
where the sum is over all classifiers in the collection. We obtaine the y(X) from the BDT train-
ing. We also define the function F (X), which is a weighted sum of parametrised base functions
f(x; am), by
F (X;P ) =
M∑
m=0
βmf(x; am); P ∈ {βm; am}M0 . (5.18)
f(x; am) indicates any TMVA classifier, which could act as a weak learner. A weak learner means
that a classifier has slight correlation with the true classification. In case of the decision trees, the
weak classifiers consist of small individual decision trees with a tree depth of often as small two
or three. Therefore, the decision trees have very little discrimination power by themselves. The
boosting procedure is performed by adjusting the parameters P such that the deviation between
the model response F (X) and the true value y is minimised. The deviation is measured by “loss-
function” L(F, y). The boosting procedure depends on the loss-function. AdaBoost uses an
exponential loss-function expressed by L(F, y) = e−F (X)y. GradientBoost uses the binomi-
nal log-likelihood loss-function expressed by L(F, y) = ln (1 + e−2F (X)y). The minimization
of the GradientBoost loss-function requires the iteration procedure. The algorithm calculates
the current gradient of the loss-function. Then, it produces a regression tree whose leaf values
are adjusted to match the mean value of the gradient in each region defined by the tree structure.
By iterating this procedure, the algorithm obtains the set of decision trees which minimises the
loss-function. Shrinkage parameter controls the weight of the individual trees to reduce the
learning rate of the algorithm. A small shrinkage allows more trees growing. GradBaggingFrac-
tion indicates the fraction of events to be used for a bagging-like resampling procedure using
random subsamples of the training events for growing the trees. The Bagging denotes a resam-
pling technique where a classifier is repeatedly trained using resampled training events such that
the combined classifier represents an average of the individual classifiers. On the training stage,
the splitting node picks the single variable with best discriminating power from input variables
and sets the single cut point on the variable for separating the background and the signal events.
The Algorithm decides the cut value by maximizing Gini Index, which is the default option of
“SeparationType” and is expressed by p · (1 − p) where p is the purity of the node. The purity is
calculated from the ratio of signal events to all events in that node. Therefore, a node with only
background events has the p equal to zero. The cut value is optimised by scanning over the vari-
able range with a granularity that is set via nCuts option. The nCuts is the number of grid points
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in variable range used in finding optimal cut in node splitting. NNodesMax indicates the limit of
tree size. By limiting the tree depth during the tree building process, we can avoid the overtraining
because the overtrained trees are typically grown to a large depth. This setting are decided by
considering not only the good separation but also the reduction in anticorrelation between signal
normalization and tt+bb cross section uncertainty. We trained the BDT for each charged Higgs
mass hypothesis by using the selected variables in the signal region. Figure 5.31 shows the dis-
tributions of background-like events and signal-like events, which originate from charged Higgs
bosons with mass of 500 GeV, in the BDT input variables.
Figure 5.31: Distributions of background-like events and signal-like events, which originate from
charged Higgs bosons with mass of 500 GeV, in the BDT input variables.
In addition to the control plots, the variables are validated by comparing the BDT responses in the
four control regions between the real data and the MC simulation. Figures 5.32 - 5.36 show the
distributions of BDT input variables in the signal region. The red dash line indicates the signal
distribution with mH+ of 300 GeV normalized to the number of events of the real data. The blue
dashed histogram indicates the signal distribution with mH+ of 500 GeV normalized to number of
events of the real data. We find the good agreement between the real data and the MC simulation.
Figures 5.37 and 5.38 are the distributions of BDT output trained on the charged Higgs signal
with mH± of 300 or 500 GeV. The blue dashed lines in the figures indicate the signal distribution
normalized to the number of events of data. As the distribution of the output gets closer to −1,
the contribution from the background-like events becomes larger. As the distribution of the output
gets closer to +1, the contribution from the signal-like events becomes larger. We find that the
BDT has good improvement in the discrimination for higher charged Higgs mass point.
140
Ev
en
ts
 / 
0.
05
0
200
400
600
800
1000
1200
1400
1600
1800
Data +LJtt
c+ctt b+btt
Other bkg Total unc.
 300 GeV shape+H
 500 GeV shape+H
ATLAS
-1
=8 TeV, 20.3 fbs
(tb)+tH→gb
3b)≥5j(≥
Pre-fit
2nd Fox-Wolfram moment
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
D
at
a/
Bk
g
0.6
0.8
1
1.2
1.4
Figure 5.32: Second Fox-Wolfram moment cal-
culated from the jets.
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Figure 5.33: Average ∆Rbb.
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Figure 5.34: pT of the leading jet.
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Figure 5.35: mbb for the b-pair that is closest in
∆R.
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Chapter 6
Systematic Uncertainties
Sensitivity to signal with a systematic uncertainty is simply described as S/
√
B + σ2sys, S is
the number of signal events, B is the number of background events, σsys is the size of systematic
uncertainty. Therefore, the evaluation of the systematic uncertainties is important. There are ap-
proximately 100 components of the systematic uncertainties. Table 6.1 summarizes the systematic
uncertainties.
N in the “impact” column indicates that the systematics has impact on the total rate. S in the
“impact” column indicates that the systematics has impact on the shape of variable distributions.
6.1 List of Systematic Uncertainties
There are several systematic uncertainties which can change the normalization factors of the
signal and the background, and the shape of their distributions. We assume that the individual
sources of systematic uncertainty are uncorrelated, but the correlations exist on all regions and
samples. All uncertainties, except theoretical uncertainties, is symmetrised with respect to the
nominal value. The systematic uncertainties are constructed from the detector components and
the physics process components.
6.1.1 Systematic Uncertainties for Luminosity Uncertainty
We estimate the uncertainty of integrated luminosity by the methodology using several luminosity-
sensitive detectors as described in Section 2.2. The systematic uncertainty comes from the differ-
ence in the algorithms of the µvis measurement and in the conditions of the σvis calibration. The
sources of the systematic uncertainty are the determination of the bunch population product n1n2,
the beam condition, “aftargrow” activity, BCM stability, long-term stability, and the difference
between the calibrated luminosity algorithms. The “aftergrow”, which is caused by photons from
nuclear de-excitation, contributes to the increment of the luminosity observed in the LUCID and
BCM after two bunches are colliding. The BCM stability indicates that the gain of the BCM de-
tector tends to increase under the high radiation environment. The long-term stability indicates
that the response and sensitivity of the detectors slowly drift. The uncertainty is 2.8 % and applied
to the processes evaluated by MC simulation.
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Table 6.1: Summary of systematic uncertainties.
systematics type impact Number of components
Luminosity N 1
Object (Electron) SN 5
Object (Muon) SN 6
Jet Energy Scale SN 22
Jet Energy Resolution SN 1
Jet Vertex Fraction SN 1
Jet reconstruction efficiency SN 1
b-tagging efficiency SN 6
c-tagging efficiency SN 4
light flavor-tagging efficiency SN 12
High pT b-tagging efficiency SN 1
tt cross section N 1
tt modeling (parton shower) SN 3
tt modeling (pT reweighting) SN 9
tt HF jets (cross section) N 2
tt c-jets (pT reweighting) SN 2
tt c-jets (generator) SN 4
tt b-jets (NLO generator) SN 8
Single top quark cross section N 1
Single top quark model SN 1
tt+V cross section N 1
tt+V model SN 1
W+jets cross section N 3
W+jets (pT reweighting) SN 1
Z+jets cross section N 3
Z+jets (pT reweighting) SN 1
Dibosons cross section N 3
Multiple jets normalization N 2
Multiple jets (method) SN 3
charged Higgs (generator) N 1
charged Higgs (scales) N 1
charged Higgs (PDF) SN 1
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6.1.2 Systematic Uncertainties for Reconstructed Objects
Lepton Object
The systematic uncertainties related with the lepton object come from the trigger, the recon-
struction efficiency, the identification efficiency, the isolation criteria, the momentum scale and the
resolution. There are five components for electron and six components for muon. We evaluate 1.3
% total uncertainties on the event yields from the lepton reconstruction in single lepton channel.
Jet Object
The systematic uncertainties related with jet object come from the Jet Energy Scale (JES), the
Jet Vertex Fraction (JVF) requirement, the jet energy resolution and the jet reconstruction effi-
ciency. The uncertainties from JES are dominant in the uncertainties related with the jet object.
The JES uncertainty is constructed from 22 components corresponding to different pT and η re-
gions. We measure the efficiency of the JVF requirement by comparing data and simulation of
Z+ jet events. The uncertainty is evaluated and propagated to the analysis by varying the nominal
JVF cut value. We evaluate the jet energy resolution for data and MC separately. The systematic
uncertainty is formed as the difference in a quadrature. We smear the jet energy in simulation by
the residual difference and compare the changes in the normalization and the shape of the final
discriminant with default prediction to quantify the corresponding systematic uncertainty. The jet
reconstruction efficiency is approximately 0.2 % lower in the simulation than in data for jets with
pT < 30 GeV. In case of pT > 30 GeV, the uncertainty in simulation is consistent with data.
Because the cut value for jet pT is 25 GeV, we randomly remove 0.2 % of jets with pT < 30 GeV
and all variables related with jet are recomputed.
6.1.3 Systematic Uncertainties on Flavour Tagging
We evaluate the efficiencies and the scale factors of flavour tagging from the control data and
the MC samples. The scale factor of b-tag is derived from the measurement in tt sample as a
function of pT. The scale factor of c-tag is derived from D∗ decay events as a function of pT.
The scale factor of light-flavour tag is derived from dijet events as a function of pT and η. There
are six systematic uncertainties related with the b-tagging efficiency and an additional uncertainty
related with extrapolation of the b-tagging efficiency for a high pT jet. There are four systematic
uncertainties for mistag efficiency for c-flavour jet and 12 uncertainties related with mistag for
light-flavour jet. The correlations of the systematics between the flavours are not considered. The
uncertainties are derived from the results of eigen vector method with diagonalizing the matrix
containing the information of the total uncertainty per pT bin and the bin-to-bin correlation.
6.1.4 Systematic Uncertainties on the Background Estimation
tt + Jets
We consider the uncertainty on the inclusive tt production cross section depending on the
choice of PDF, αs and top quark mass. The PDF and αs uncertainties are computed by using the
PDF4LHC prescription [121] with the MSTW2008 68 % CL NNLO, CT10 NNLO and NNPDF2.3
NNLO PDF sets [122], added in quadrature to the scale uncertainty. In the PDF4LHC, we use the
MSTW2008 prediction as a central value. In order to obtain a meaningful comparison of the
predictions computed with different PDF sets, it is crucial to adopt the same uncertainty range
for the αs value. The MSTW2008 68 % CL NNLO indicates that we use the αs uncertainty on
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the MSTW2008 at NNLO corresponding to the range of 68 % CL. We estimate the cross section
uncertainty of +5%/−6% for the inclusive tt production. We estimate the systematic uncertainty
for changing the parton shower and hadronization modeling by comparing between PYTHIA and
HERWIG in tt sample generated with POWHEG-BOX.
We assign the systematic uncertainty on tt + b-jets cross section of ±50 % by comparing
the MC generators between POWHEG+PYTHIA and SHERPA with OPENLOOPS based on the
NLO predicton. There are also eight systematic uncertainties of tt + b-jets arising from the
simulation-base reweighting by using the SHERPA with OPENLOOPS sample. The seven un-
certainties come from the different PDF and scales: the renormalization scale variation chang-
ing to µR = (mtmbb)
1/2
, the factorization scale and resummation scale variation changing to
µF = µQ =
∏
i=t,t,b,b E
1/4
T,i , the renormalization scale variation changing by a factor of two up
and down, the shower recoil model, the choice of PDF in the NLO prediction from SHERPA
with OPENLOOPS. The additional uncertainty comes from the lack of the prediction using the
SHERPA with OPENLOOPS sample. By using the MADGRAPH sample, we evaluate the events
with bottom quark pairs arising from multiple parton interactions and the gluons splitting into
bottom quark pairs radiated from top decay products.
We assign the conservative cross section uncertainty of 50 % for tt + c-jets due to the defect
in the cross section prediction. There are the uncertainties related to the reweighting for tt + c-jets
sample by considering the full difference between applying and not applying the reweighting. We
also consider the uncertainties of tt + c-jets derived from the simultaneous variation of the factori-
sation and the renormalisation scales, the threshold of the parton jet matching scheme [123] and
c-quark mass variations in the simulation of tt events with MADGRAPH+PHYTIA. There is an
additional uncertainty for tt + c-jets of the generator difference between MADGRAPH+PHYTIA
and POWHEG+PYTHIA.
For tt + light flavour-jets events, there are nine uncertainties related with the top and tt sequen-
tial pT reweighting: the model of Initial State Radiation and Final State Radiation, fragmentation
in the parton shower, Monte Calro generator, Jet Energy Resolution, b-Jet Energy Scale, Jet Eta
Calibration, close-by Jet Energy calibration, Jet Energy Scale calibration and b-tag efficiency.
Top quark Pair with Vector Bosons
Theoretical uncertainty of ttV cross section is 30% and there is the additional uncertainty
related with the uncertainty of initial state radiation in ttV process.
Single Top Quark
We estimate the cross section uncertainty of +5%/ − 4% for single top quark production by
considering the theoretical uncertainties on the s-, t-, and Wt-channel production processes. We
also consider the systematic uncertainty arising from different way of handling the interference
between tt and Wt events.
Vector Bosons with Additional Jets
There are the cross section uncertainties related with the scale changes used for the deter-
mination of the strong coupling constant in the ALPGEN generator with the shower generators.
The scale changes are only implemented in the strong coupling calculated in the matrix element
reweighting, but in the shower remains unchanged. This lead to variations of the result that are
proportional to the relevant power of αs used in the matrix element. In addition, We assume that
the ratio ofW+n+1 jets toW+n jets, which is related to the scale changes in the strong coupling
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constant calculated in the matrix element, is expected to be approximately constant as a function
of n. In case of the Z boson, it is the same as the W boson. The cross section uncertainties are
estimated as 48 % in four jets bin, and 24 % uncertainty is quadratically added as increasing the
number of jet bins. We also consider the uncertainties of the V+jets pt reweighting corresponding
to full difference between applying and not applying.
Dibosons
We estimate the cross section uncertainty of 25% for the diboson production in four jets bin,
and 24 % uncertainty is quadratically added as increasing the number of jets bin due to the usage
of the ALPGEN generator.
Top Quark Pair with Higgs Boson
We estimate the cross section uncertainty of +8.9%/− 12% for the ttH production.
Fake Lepton
We estimate that the total uncertainty on the fake lepton process derived from Matrix Method
is 50 %. This uncertainty is uncorrelated between electron and muon. The large uncertainty is
due to the combination of contibutions from the limited number of events in data with high jet
and b-tagging multiplicity, the uncertainty on the measured lepton misidentification rates and the
subtraction of simulated events with a prompt lepton when we estimate the misidentification rates.
There are the shape uncertainties from varying the fake and real efficiencies, and shifting up and
down by the normalization of all the MC samples in the CRf region of 30 %. In order to vary the
fake efficiency, we use an alternative control region with different combination of cuts. In order
to vary the real efficiency, we derive the efficiency from the signal region by using an alternative
way. The way requires high MET and mWT cuts because the dilepton decay mode has high MET
and mWT .
6.1.5 Systematic Uncertainties for Monte Calro Modeling of the Signal Process
There are 3 systematic uncertainties for the charged Higgs production arising from the choice
of PDF, the choice of generator, initial state and final state radiation. We use the signal samples
generated with MCatNLO v4.6 [124] interfaced to HERWIG++ v2.5.2 [125] for the PDF uncer-
tainty estimation. In the estimation procedure, we take the envelop of the MSTW2008 68% CL
NLO, CT10 NLO and NNPDF2.3 NLO PDF sets and normalize to the nominal cross section cal-
culated by the santander matching described in chapter 1. The uncertainties become larger as
the charged Higgs mass increases. The variation in both shape and normalization is 5-10 % in the
whole charged Higgs mass range. We estimate the uncertainty on the generator difference affecting
the signal acceptance by comparing POWHEG+PHYTIA v8.1 with MADGRAPH5 AMCatNLO
v2.1.1 [126] +PHYTHIA v8.1 at the charged Higgs mass of 400 GeV. The normalization changes
for the generator difference is about 1 % in the signal region and about 20 % in the control region.
We assign this uncertainty to all signal mass points. We estimate the uncertainty on initial and
final state radiation by changing factorisation/renormalisation scale parameters in the production
process. The normalization uncertainty is below 2 % in all regions.
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6.2 Fitting Procedure
Hypothesis testing is based on the profile likelihood method [127]. In this section, we roughly
explain mathematical background about the method and the relationship between it and the sys-
tematic uncertainties.
6.2.1 Statistical Test to Search for a New Signal Process
When we search a new signal process, we try to examine a hypothesis, which is the null hy-
pothesis denoted as H0. This is to be tested against the alternative hypothesis denoted as H1. The
H0 is described by only well-known processes, while, H1 is described by a model with a new
signal process. In our analysis, H0 is the background only hypothesis, which is explained by the
Standard Model processes, and H1 is signal plus background hypothesis, which is explained by
adding the charged Higgs bosons. In order to evaluate the result from the test, we need to quantify
the level of agreement of the observed data with the given hypothesis. Each hypothesis provides an
unique probability density function with a mean value and a deviation for a measurement. There-
fore, we evaluate the difference in the distributions of the hypothesis and the obtained data. We
calculate p-value, which describes a probability of finding data of equal or greater incompatibility
with the predictions of the hypothesis, by using the likelihood ratio.
In order to explain the use of the profile likelihood ratio, we consider an experiment where for
each selected event one measures the values of certain kinematic variables, and the resulting data
can be represented as one or more histograms. We suppose that one measures a variable x for each
event in the signal sample and uses these values to construct a histogram n = (n1, ..., nN ). The
expectation value E[ni] is expressed by
E[ni] = µsi + bi, (6.1)
where the mean number of entries in the ith bin from signal si and background bi are
si = stot
∫
bini
fs(x; θs)dx, (6.2)
bi = btot
∫
bini
fb(x; θb)dx, (6.3)
where:
• The parameter µ is the strength of the signal process. The background-only hypothesis
corresponds to µ = 0. The nominal signal hypothesis corresponds to µ = 1.
• The function fs(x; θs) and fb(x; θb) are the probability density functions (pdfs) of the vari-
able x for signal and background events, respectively. θs and θb are the parameters describ-
ing the shapes of pdfs. We denote all of the nuisance parameters as θ = (θs, θb, θtot).
• The quantities stot and btot are the total mean numbers of signal and background events.
The integrals represent the probabilities for an event to be found in bin i. In addition to building
the measured histogram n for the signal plus background process, we perform subsidiary measure-
ments that help constrain the nuisance parameters. We suppose that one selects a control sample
where one expects mainly background events and is used for constructing a histogram of some
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chosen kinematic variable. The histogram is described as m = (m1, ...mM ). The expectation
value of mi is expressed by
E[mi] = ui(θ), (6.4)
where the ui are calculable quantities depending on the parameters θ.
The likelihood function is the product of Poisson probabilities for all bins:
L(µ, θ) =
N∏
j=1
µsj + bj
nj !
e−(µsi+bj)
M∏
k=1
umkk
mk!
e−uk . (6.5)
The µ and θ are unknown parameters for us. The likelihood function is the product of the proba-
bility density functions, therefore larger values of the likelihood function have higher probabilities
that can explain the variable distributions. In order to test a hypothesized value of µ, we consider
the profile likelihood ratio λ(µ) expressed by
λ(µ) =
L(µ,
ˆˆ
θ)
L(µˆ, θˆ)
. (6.6)
The numerator of this ratio is the profile likelihood function. The ˆˆθ denotes the value of θ that
maximizesL for the specified µ. The denominator of the ratio is the maximized likelihood function
(ML). The θˆ and µˆ are used to estimate the value of θ and µ for the given data and to maximize
the likelihood function of Equation (6.5). The presence of the nuisance parameters broadens the
profile likelihood as a function of µ relative to what one would have if their values were fixed.
This reflects the loss of information about µ due to the systematic uncertainties. The λ(µ) can
take 0 ≤ λ ≤ 1 with near 1 implying good agreement between the data and the hypothesized
value of µ.
In the statistic test, we usually convert the likelihood ratio into an equivalent statistic value
expressed by
tµ = −2 lnλ(µ). (6.7)
The higher value of tµ corresponds to increasing incompatibility between the data and the hypoth-
esized value of µ. We calculate the p-value by using the tµ from
pµ =
∫ ∞
tµ,obs
f(tµ|µ)dtµ, (6.8)
where:
• tµ,obs is the value of the statistic tµ observed from the data.
• f(tµ|µ) denotes the pdf of tµ under the assumption of the signal strength µ.
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Figure 6.1 shows the illustration of the relation between the observed tµ value and the p value.
When we perform a test by using the statistic tµ, we always set a specific threshold α related to
the confidence level (CL) where α is expressed by 1−(CL/100). We compare the integrated value
pµ with the α. If the pµ is smaller than the α, we reject the null hypothesis H0. Then, we accept
the alternative hypothesis H1. We usually converts the p-value into an equivalent significance, Z.
The Z is defined so that a standard deviation upward fluctuation of a Gaussian distributed variable
would have an upper tail area equal to the p value. The Z is expressed by
Z = Φ−1(1− p), (6.9)
where Φ is the cumulative distribution of the standard Gaussian and Φ−1 is its inverse function.
In High Energy Physics, Z=5, which corresponds to a p value of 2.87 × 10−7, is used for the
level of significance constituting a discovery. Figure 6.2 shows the illustration of the relation
between the Z and the p value by using the standard distribution ϕ(x). The ϕ(x) is expressed by
(1/
√
2π) exp (−x2/2).
Figure 6.1: Illustration of the relation between
the observed tµ value and the p value.
Figure 6.2: Illustration of the relation between
the Z and the p value.
6.2.2 Approximate Distribution of the Profile Likelihood Ratio
We suppose that one performs a test of the strength parameter µ and the data are distributed
according to a strength parameter µ′. We do not know the true value of µˆ for the data, therefore
we use µ′ as µˆ. For the case of a single parameter of interest, the likelihood ratio is expressed by
−2 lnλ(µ) = (µ− µˆ)
2
σ2
+O(1/
√
N), (6.10)
where µˆ follows a Gaussian distribution with a mean µ′ and standard deviation σ, and N indicates
the data sample size. The standard deviation σ of µˆ is obtained from the covariance matrix of the
estimators for all the parameters, Vij = cov[θˆi, θˆj ], where the θi,j represent both µ and nuisance
parameters. In the large sample limit, we can neglect the O(1/√N) term and Equation (6.10)
becomes
−2 lnλ(µ) = (µ− µˆ)
2
σ2
. (6.11)
150
Then we can estimate the σ from the inverse of the covariance matrix, which is expressed by
V −1ij = −E
[
∂2 lnL
∂i∂j
]
, (6.12)
where the expectation value assumes a strength parameter µ′.
If µˆ follows Gaussian distribution and Equation (6.11) is valid, the tµ follows a noncentral
chi-square distribution for one degree of freedom:
f(tµ; Λ) =
1
2
√
tµ
1√
2π
[
exp
(
−1
2
(
√
tµ +
√
Λ)2
)
+ exp
(
−1
2
(
√
tµ −
√
Λ)2
)]
, (6.13)
where the noncentrality parameter Λ is
Λ =
(µ− µ′)2
σ2
. (6.14)
6.2.3 Asimov Data Set
Asimov data set is used for the estimation of the median significance by replacing the ensemble
of simulated data sets by a single representative one. In our analysis, the Asimov data set is used
for the calculation of the expected limit and the error bands. We define the Asimov data set such
that when one uses it to evaluate the estimators for all parameters, one obtains the true parameter
values. For simplicity, we define the expectation value E[ni] in Equation (6.5) by
νi = µ
′si + bi. (6.15)
In addition to this, we set the nuisance parameter θ0 = µ, which represent the strength parameter
so that θi can stand for any of the parameters. The maximum likelihood estimators for the param-
eters can be found by setting the derivatives of lnL with respect to all of the parameters equal to
zero:
∂ lnL
∂θj
=
N∑
i=1
(
ni
νi
− 1
)
∂νi
∂θj
+
M∑
i=1
(
mi
ui
− 1
)
∂ui
∂θj
= 0. (6.16)
This condition holds if both expectation values ni,A and mi,A of the Asimov data are equal to their
expectation values, which originate from the data used for obtaining the ML estimators:
ni,A = E[ni] = νiµ
′si(θ) + bi(θ), (6.17)
mi,A = E[mi] = ui(θ). (6.18)
This indicates that the parameters θ come from the assumed distribution of the data. In our anal-
ysis, the parameters are the values that are estimated from the Monte Carlo model using a very
large data sample. By using the Asimov data set, we can evaluate the Asimov likelihood LA and
the corresponding profile likelihood ratio λA:
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λA(µ) =
LA(µ,
ˆˆ
θ)
LA(µˆ, θˆ)
=
LA(µ,
ˆˆ
θ)
LA(µ′, θ)
, (6.19)
where we exploit the fact that the estimators for the parameters are equal to their hypothesized
values when the likelihood is evaluated with the Asimov data set.
We can estimate the σ of µˆ distribution by using the Asimov data set. When we take account
of the Asimov data set corresponding to a signal strength µ′ with µˆ = µ′, we obtain the variance
σ2, which is denoted as σA:
σ2A =
(µ− µ′)2
qµ,A
, (6.20)
where qµ,A = −2 lnλA(µ). By using the Asimov data set, the inverse covariance matrix in
Equation (6.12) is expressed by
V −1jk = −E
[
∂2 lnL
∂j∂k
]
= −∂
2lnLA
∂θj∂θk
=
N∑
i=1
∂νi
∂θj
∂νi
∂θk
1
νi
+
M∑
i=1
∂ui
∂θj
∂ui
∂θk
1
ui
. (6.21)
6.2.4 CLs Method with the Statistical Test by Using the Ratio of Ls+b and Lb
We suppose that a test statistic q is expressed by
q = −2 ln Ls+b
Lb
= −2 ln L(µ = 1,
ˆˆ
θ(1))
L(µ = 0,
ˆˆ
θ(0))
, (6.22)
where Ls+b is the likelihood of the nominal signal model, which corresponds to µ = 1, and Lb is
that of the background-only hypothesis, which corresponds to µ = 0. The q can be converted to
q = −2 ln L(µ = 1,
ˆˆ
θ(1))/L(µˆ, θˆ)
L(µ = 0,
ˆˆ
θ(0))/L(µˆ, θˆ)
= −2 lnλ(1) + 2 lnλ(0). (6.23)
By using Equation (6.10) and neglecting O(1/√N) term, the q is expressed by
q =
1− 2µˆ
σ2
, (6.24)
where σ2 is the variance of µˆ. µˆ follows Gaussian distribution, therefore, the distribution of q is
also seen to be Gaussian with a mean value of
E[q] =
1− 2µ
σ2
, (6.25)
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where µ takes µ = 0 or µ = 1. The variance of the q distribution is expressed by
V [q] =
4
σ2
. (6.26)
Therefore, the standard deviation of q is 2/σ. The standard deviation is estimated by using the
covariance matrix in Equation (6.12) or the Asimov data set. From Equation (6.25), the value of
q for the s + b hypothesis is tend to be lower and the value for the b only hypothesis is tend to be
higher. The σ also takes different values between the s + b hypothesis and the b only hypothesis.
σb and σs+b are the standard deviation of q under the assumption of the b only hypothesis and the
s+ b hypothesis, respectively. Therefore, we can find the p-values for the two hypotheses from
pb =
∫ qobs
−∞
f(q|b)dq = Φ
(
qobs − (1/σb)
(2/σb)
)
, (6.27)
ps+b =
∫ ∞
qobs
f(q|s+ b)dq = 1− Φ
(
qobs + (1/σs+b)
(2/σs+b)
)
, (6.28)
where we use Equations (6.25) and (6.26) for the mean value and variance of q under the b and
s + b hypothesis. qobs is the value of the q observed from the data. f(q|b) and f(q|s + b) are the
probability density functions of the q under the assumption of the b only hypothesis and the s+ b
hypothesis, respectively.
If we obtain the experimental result from the data with little signal contribution and downward
background fluctuation by the usual confidence level using the pµ value, we may set the stringent
upper limit such that the result with no signal and average background contributions does not
exclude the region. We do not know true values of signal and background. Therefore, both results
are correct in sight of the statistical procedure. In order to avoid the problem, we introduce theCLs
technique [128]. This method normalizes the confidence level observed for the s + b hypothesis
to the confidence level observed for the b only hypothesis. The CLs is defined by
CLs =
ps+b
1− pb , (6.29)
where pb and ps+b is expressed by Equations (6.27) and (6.28), respectively. When we set the
upper limit, we use the CLs value instead of the pµ value. The result using the CLs method
corresponds to the result under the Bayesian model, which has the mean value of a Gaussian
distributed measurement with a constant prior.
The nuisance parameters are associated with the systematic uncertainties. They contribute the
probability density function of q. We perform auxiliary measurements based on a Bayesian model
in control regions and reduce the dependence on the nuisance parameters. We obtain the prob-
ability density function for q, f(q), by integrating the product of a posterior probability density
function f(q|θ) and a Bayesian prior density function π(θ) over θ:
f(q) =
∫
f(q|θ)π(θ)dθ. (6.30)
where θ indicates nuisance parameters. The posterior probability density function is expressed by
f(q|θ) = P (θ|q)π(q)∫
P (θ|q′)π(q′)dq′ , (6.31)
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where P (θ|q) is the likelihood function of θ for given values of q. The denominator in Equa-
tion (6.31) indicates the normalization of P (θ|q)π(q). The prior pdf π(θ) in Equation (6.30) is
estimated from the auxiliary measurements characterized by a likelihood function Lθ(θ). The
relationship between π(θ) and Lθ(θ) is expressed by
π(θ) ∝ Lθ(θ)π0(θ), (6.32)
where π0 is the initial prior for θ that reflected one’s knowledge before carrying out the control
measurement. In many cases, π0 is taken to be a constant value. The Lθ(θ) is referred to as a
constraint term. We consider the constraint term described as the product of Gaussian probabilities
and add it to the likelihood function in Equation (6.5). The nuisance parameters are fixed by the
constraint term.
6.2.5 Likelihood Function in the Control and Signal Regions
In our analysis, the likelihood function is given by
L(µ) =
∏
k
∏
lk
(
mlk
nlk !
e−(mlk )
)∏
i
(
mi
ni!
e−(mi)
)∏
j
Gauss(θˆj |θj), (6.33)
where:
• k runs over the number of control regions.
• lk and i are suffix to the bins from a signal region and a control region respectively.
• mlk is the mean number of entries in the lkth bin. nlk is the number of observed events in
lkth bin.
• mi is the mean number of entries in the ith bin. ni is the number of observed events in ith
bin.
• j runs over the number of nuisance parameters. θ is a nuisance parameter related with the
systematic uncertainties and θˆ is the nominal estimator for θ.
6.3 Systematic Uncertainties on Fitting Procedure
The systematic uncertainty is constrained by Equation (6.33). Too small systematic uncertain-
ties, which are smaller than 0.5 % rate fluctuation on total bins for the normalization uncertainty
or 0.5 % rate fluctuation on one bin for the shape uncertainty, are pruned in the fitting procedure.
The systematic uncertainty has correlations between sources of systematic uncertainties as the co-
variant matrix. We choose two discriminant variables for fitting, HhadT for the control regions and
BDT output for the signal region. The total systematic uncertainties in higher mass region become
smaller than in lower mass region because the signal acceptance and the separation between the
signal and the backgrounds, mainly tt + b-jets, is better in higher mass region. Table 6.2 summa-
rizes the fractional uncertainties on the signal strength for various systematic sources after fitting
with the background plus signal hypothesis. The size of the uncertainties is expressed by percent-
age. The systematic uncertainty on the tt+jets modelling has the largest effect in all uncertainties
on the backgrounds and the signal.
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Table 6.2: Fractional uncertainties on the signal strength for various systematic sources.
Source of uncertainty Fractional uncertainty %
mH± = 300 GeV mH± = 500 GeV
tt modelling 31 33
Jets 21 9.5
Flavour tagging 19 24
Other background modeling 9.6 12
Signal modeling 8.0 3.5
Lepton 1.2 0
Luminosity 1.1 0.4
Statistics 8.9 18
We show the ranking plots of the nuisance parameters, which are the 15 most relevant system-
atic uncertainties on the best-fit, for the 300 GeV and the 500 GeV mass hypotheses in Figures 6.3
and 6.4, respectively.
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Figure 6.3: Post-fit pulls and the impact on the
measured signal strength of the 15 most relevant
uncertainties on the signal plus background hy-
pothesis of mH± = 300 GeV.
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pothesis of mH± = 500 GeV.
These pull distributions provide information to compare the spread of the measured values with
the distributions of the given errors. The ∆θ represents the pre-fit standard deviation. The θ0 is
not the strength parameter µ but the nominal value of the nuisance parameter before fitting. The
θˆ is the fitted nuisance parameter. The black point, which is expressed by (θˆ − θ0)/∆θ, shows
the deviation of the θˆ from the θ0 in the unit of ∆θ. The error bar of the black point indicates
the post-fit standard deviation. If the size of the error bar is equal to 1, the data does not yield
any particular sensitivity to the systematic uncertainty. Therefore, the systematic uncertainty is
mainly constrained by its prier value. If the size of the error bar is much smaller than 1, the
data has sufficient sensitivity to constrain the nuisance parameter more strongly than the prior
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uncertainty. The black points can statistically vary on the range, which is allowed by the pre-fit
deviation. The pulls of the nuisance parameters after profiling to the data are almost within ±1σ
and never exceed ±1.5σ for all tested mass hypotheses. The light blue and blue regions in the
figures indicate the size of the post-fit effect on the measured signal strength ∆(σ × BR), which
is calculated by fixing the nuisance parameters, for the variation of the nuisance parameter to the
positive direction +∆θˆ and to the negative direction −∆θˆ, respectively. The bottom horizontal
and the top horizontal scales are the scale for the variation of (θˆ − θ0)/∆θ and for the variation
of ∆(σ × BR), respectively. The listed uncertainties are ranked by the size of ∆(σ × BR). For
the hypothesis of mH± = 300 GeV, the systematic uncertainty of the cross section of tt + b-jets is
the largest uncertainty. For the hypothesis of mH± = 500 GeV, the systematic uncertainty of the
reweighting procedure for tt + b-jets is the largest uncertainty. The uncertainty on the tt + b-jets
cross section is the largest uncertainty at lower mass points than 350 GeV. On the other hand, the
uncertainty on the reweighting for the tt + b-jets production to the NLO prediction is the largest
uncertainty for higher mass points.
We also show the correlation plot between the nuisance parameters and the signal strength
on the three mass hypotheses of mH± = 200, 400, and 600 GeV, in Figure 6.5. The size of the
correlation is expressed by percentage. The listed uncertainties have the correlation of at least±20
% on at least one of the given mass point. The improvement in the acceptance and the separation
leads to the reduction of the correlation and the anticorrelation between the signal normalization
and the variation of the nuisance parameters. The tt+b-jets cross section uncertainty has large
anticorrelation to the signal normalization, 50 % for 200 GeV especially.
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Figure 6.5: Correlation plot between the nuisance parameters and the signal strength on the three
mass hypotheses of mH± = 200, 400, and 600 GeV.
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6.4 Post-fit Table and Plots
Table 6.3 shows the number of events in the control and the signal regions after the fitting.
Table 6.3: Post-fit number of events for the background and the signal processes in all regions. We
sum the numbers in the muon channel and the numbers in the electron channel. The uncertainty
in the table includes the statistic and systematic uncertainties. ±0 in the “Tot. data” row indicates
that the obtained-real data is just a number.
4j+2b 4j+3binc 5j+2b 6j+2b 5jinc+3binc
ttH 34.6±3.8 16.2±1.9 44.6±4.9 66.7±7.8 87±10
tt+LJ 83600±1900 6750±270 41800±1400 21000±1000 6650±390
tt+ bb 1500±530 600±210 1300±440 1050±450 2040±550
tt+ cc 3200±1700 490±230 2600±1400 2100±1200 1260±570
tt+ V 132±39 18.5±5.4 153±46 186±57 87±26
Sg. top 5030±530 386±55 1970±270 860±170 342±70
W boson+jets 4500±1100 250±62 1660±470 750±270 220±69
Z boson+jets 1330±560 56±23 370±190 137±80 36±27
V V 223±63 10.4±3.1 103±39 47±23 15.0±5.3
Fake lep 2230±590 160±46 690±180 330±100 208±88
H±(300 GeV) 700±310 370±160 600±260 430±190 990±440
Tot. MC 101800±2200 8730±330 50700±1600 26600±1100 10950±490
Tot. data 102462±0 9102±0 51421±0 26948±0 11945±0
We sum the numbers in the muon channel and the numbers in the electron channel. The uncertainty
in the table includes the statistic and systematic uncertainties. ±0 in the “Tot. data” row indicates
that the obtained-real data is just a number.
Figures 6.6 - 6.9 are the hadronic Ht distributions on the control region in the post-fit. The blue
dashed histograms in the figures indicate the signal distribution with mH+ of 300 GeV normalized
to the number of events of the real data. The red histograms in the figures indicate the fitting results
on the hypothesis including both signal and background. The black histograms on the top of tt+LF
distribution indicate the fitting result on the only background hypothesis.
The systematic band become smaller than before fitting. Hadronic Ht distributions of the MC
background samples are still consistent with the real data. Figures 6.10 and 6.11 are the distribu-
tion of BDT output in the signal region. The blue dashed histograms indicate the signal distribution
normalized to the number of events of the real data. The red histograms indicate the fitting result
on the hypothesis including both signal and background. The black histograms on the top of tt+LF
distribution indicate the fitting result on the only background hypothesis.
There is the discrepancy between the data and the MC distributions on 300 GeV mass hypothesis
especially. In the BDT output plots, we should pay attention to the signal dominant region, BDT
score is approximately 1.0. This region is sensitive to the signal events and has a large effect on
the observed limit. We also show the post fit plots of the BDT output distributions with mH+ of
300 GeV in the control regions shown in Figures 6.12 - 6.15 and the Hadronic Ht distribution in
the signal region shown in Figure 6.16.
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Figure 6.8: Hadronic Ht on 5 jets and 2 b-tags
region.
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Figure 6.12: Distribution of the BDT output with
mH+ of 300 GeV on 4 jets and 2 b-tags region.
Figure 6.13: Distribution of the BDT output with
mH+ of 300 GeV on 4 jets and 3 b-tags region.
Figure 6.14: Distribution of the BDT output with
mH+ of 300 GeV on 5 jets and 2 b-tags region.
Figure 6.15: Distribution of the BDT output with
mH+ of 300 GeV on 6 jets and 2 b-tags region.
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Figure 6.16: Hadronic Ht distribution on the signal region.
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Chapter 7
Results and Discussions
7.1 Estimation of the Sensitivity
We employ the statistical method as described in the previous chapter for the limit setting [127,
128]. In order to characterize the sensitivity, we estimate the expected significance with which one
would be able to reject different values of µ. Figure 7.1 shows the probability density function
(pdf) for qµ assuming both strength parameter µ and different parameter µ′.
Figure 7.1: Illustration of the p-value corresponding to the median of qµ assuming a strength
parameter µ′.
The f(qµ|µ) distribution implies the probability density distribution of q under the assumption of
the null hypothesis. The f(qµ|µ′) distribution implies the probability density distribution of q for
µˆ. When the f(qµ|µ′) distribution is shifted to higher value of qµ, we will obtain the higher value
of qµ corresponding to the lower integrated value of p-values. The sensitivity of the experiment is
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calculated from the given p-value corresponding to the median qµ assuming the alternative value
µ′. The p-value is a monotonic function of qµ, therefore, obtaining the median qµ assuming µ′ is
equal to obtaining the median p-value corresponding to it. Asimov data set is useful to estimate
the median of q because all statistical fluctuations on the data set are suppressed.
For example, we examine a test statistic q0 for discovery of a positive signal by using the
Asimov data set. The q0 is expressed by
q0,A =
{
−2 lnλA(0) = µˆ/σA, µˆ ≥ 0,
0, µˆ < 0,
(7.1)
where λA(0) is the profile likelihood ratio for µ = 0. µˆ follows a Gaussian distribution with mean
µ′ and standard deviation σA. The pdf of q0,A is expressed by
f(q0,A|µ′) =
(
1− Φ
(
µ′
σA
))
δ(q0,A) +
1
2
1√
2π
1√
q0,A
exp
[
−1
2
(√
q0,A − µ
′
σA
)2]
. (7.2)
Then, the cumulative distribution corresponding to Equation (7.2) is expressed by
F (q0,A|µ′) = Φ
(√
q0,A − µ
′
σA
)
. (7.3)
From Equation (6.8), the p-value under the assumption of µ = 0 is expressed by
p0 = 1−
∫ q0,A,obs
−∞
f(q0,A|0)dq0,A, (7.4)
where the position of q0,A,obs corresponds to the med[qµ|µ′] in Figure 7.1. By using Equa-
tions (7.3) and (7.4), the p-value is expressed by
p0 = 1− Φ
(√
q0,A
)
. (7.5)
We obtain the median discovery significance assuming a strength parameter µ′ by using Equa-
tion (6.9):
med[Z0|µ′] = √q0,A, (7.6)
where the q0,A is calculated from Equation (7.1).
In case of a test statistic q˜ for establishing upper limits, the q˜ is expressed by
q˜ =

−2 ln L(µ,
ˆˆ
θ(µ))
L(0,
ˆˆ
θ(0))
, µˆ < 0,
−2 ln L(µ,
ˆˆ
θ(µ))
L(µˆ,θˆ)
, 0 ≤ µˆ ≤ µ,
0 µˆ > µ,
(7.7)
162
where ˆˆθ(0) and ˆˆθ(µ) are the conditional ML estimators of θ given a strength parameter of 0 or µ,
respectively. By using the Asimov data set and assuming that µˆ follows Gaussian with mean value
µ′, the pdf of q˜A,µ is expressed by
f(q˜A,µ|µ′) =

Φ
(
µ′−µ
σA
)
δ(q˜A,µ) +
1
2
1√
2pi
1√
q˜A,µ
exp
[
−12
(√
q˜A,µ − µ−µ
′
σA
)2]
, 0 < q˜A,µ ≤ µ2/σ2A,
Φ
(
µ′−µ
σA
)
δ(q˜A,µ) +
1√
2pi(2µ/σA)
exp
[
−12
(q˜A,µ−(µ2−2µµ′)/σ2A)2
(2µ/σA)2
]
, q˜A,µ > µ
2/σ2A,
(7.8)
where σ2A = (µ − µ′)2/qµ,A as shown in Equation (6.20). Then, the cumulative distribution is
expressed by
F (q˜A,µ|µ′) =
Φ
(√
q˜A,µ − µ−µ
′
σA
)
, 0 < q˜A,µ ≤ µ2/σ2A,
Φ
(
q˜A,µ−(µ2−2µµ′)/σ2A
2µ/σA
)
, q˜A,µ > µ
2/σ2A.
(7.9)
The p-value for µ is expressed by
pµ = 1−
∫ q˜A,µ,obs
−∞
f(q˜A,µ|µ)dq˜A,µ. (7.10)
By using Equation (7.9) with µ = µ′, the p-value is expressed by
pµ = 1− F (q˜A,µ|µ). (7.11)
Then, the corresponding significance is expressed by
Zµ =
{√
q˜A,µ, 0 < q˜A,µ ≤ µ2/σ2A,
q˜A,µ+(µ/σA)
2
2(µ/σA)
, q˜A,µ > µ
2/σ2A.
(7.12)
The median significance for µ assuming data distributed with the background only hypothesis
µ′ = 0 is expressed by
med[Zµ|0] =
√
q˜µ,A. (7.13)
We need to take account of the contribution from statistical fluctuations. We evaluate error
bands for the median significance corresponding to the ±Nσ variation of µˆ. µˆ follows Gaussian
distribution, therefore, the error bands on the significance are simply the quantiles that map onto
the variation of µˆ of ±Nσ about µ′. In case of the discovery of a positive signal, the significances
with the error are expressed by
Z0(µ
′ +Nσ) = med[Z0|µ′] +N, (7.14)
Z0(µ
′ −Nσ) = max[med[Z0|µ′]−N, 0], (7.15)
where the max[] function indicates the conditional branching in Equation (7.1). If we use the
Asimov data set, the med[Z0|µ′] is same as the value in Equation (7.6).
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7.2 Upper Limit Setting
When we obtain the p-value, which is lower than the threshold α, of the q˜µ tests, we can set
the upper limit on µ. The upper limit on µ by setting pµ = α and solving for µ. The upper limit is
expressed by
µup = µˆ+ σΦ
−1(1− α), (7.16)
where σ comes from the µˆ distribution. For example, if we set µˆ = µ′, we will obtain the median
upper limit is expressed by
med[µup|µ′] = µ′ + σΦ−1(1− α). (7.17)
The error bands are expressed by
bandNσ = µ
′ + σ(Φ−1(1− α)±N). (7.18)
Then, if we also set α = 0.05, the median and the error band is expressed by
med[µup|µ′] = µ′ + 1.64σ, (7.19)
bandNσ = µ
′ + σ(1.64±N). (7.20)
We can estimate the σ from the q˜µ test by using the Asimov data set.
7.3 Limit Setting by Using the CLs Technique
We employ the CLs value for the limit setting. If we set α = 0.05 corresponding to 95 % CL, the
CLs for the upper limit is expressed by
CLs(µup) =
pµup
1− pb ,
= 0.05. (7.21)
By using Equations (6.27) and (6.28), pb and pµup are expressed by
pb = 1−
∫ ∞
qµup
f(q|µ = 0)dq, (7.22)
pµup =
∫ −∞
qµup
f(q|µ = µup)dq. (7.23)
By solving these equations, we obtain the upper limit calculated by the CLs method.
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7.4 Cross Section Limit
We calculate the 95 % confidence level upper limits on σ(gb → tH+) × BR(H+ → tb) by
using the CLs technique [128]. Figure 7.2 shows the result of upper limits on the production cross
section multipied by the branching ratio.
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Figure 7.2: Upper limits on the production cross section, σ(gb → tH+) × BR(H+ → tb), for
charged Higgs bosons.
We also show the observed local p0 value in the search for gb→ tH+ withH+ → tb in Figure 7.3.
The local p0-value at mH+ of 250 GeV has the peak corresponding to 2.4 standard deviation in
the background and signal hypothesis procedure. There are also the peaks of the local p0-value
at 300 and 450 GeV corresponding to 2.3 standard deviation. We observe the excess of data in
the broad mass region except for the charged Higgs mass of 600 GeV. Though the excess is not
significant statistically, in order to check whether the broad excess comes from the contribution of
our expected charged Higgs signal events or not, we compared the observed upper limit with the
expected cross section limit calculated by injected signal events corresponding to the production
cross section of σ of 1.65 pb at the charged Higgs mass of 300 GeV as the best-fit value of the
signal strength. The expected limit with the signal events has a localised peak around mH+ of
300 GeV and tends to have lower cross sections than observed limit in lower and higher mass
region. The experimental mass resolution is about 50 GeV for the mass hypothesis of 300 GeV.
The observed limit does not have the peak structure as the expected limit with the signal events.
Therefore, this excess is not likely to originate from the charged Higgs signal. Through these in-
spections, we did not find the significant signal-like excess. Thus, we set the limit on the mmod−h
benchmark scenario of the MSSM [25, 115–117] in Figure 7.2. The blue lines indicate the pro-
ductions from the benchmark scenarios with tanβ = 0.5, 0.7 and 0.9. We exclude the charged
Higgs mass range of 200-300 GeV and 350-400 GeV for 0.6 ≥ tanβ ≥ 0.5 and tanβ ≈ 0.5,
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Figure 7.3: Observed local p0 value in the search for gb→ tH+ with H+ → tb.
respectively.
7.5 Comparison with the Results from the Other Experiments
As described in Chapter 1, the charged Higgs searches have been done at the ATLAS ex-
periment and the other experiments. We focused on the charged Higgs searches with the mass
range from 200 to 600 GeV. We discuss our result by comparing with the results from the other
heavy charged Higgs searches. There are five candidates of the charged Higgs analysis for the
comparison in this mass region, the result of the H+ → tb search at the D0 experiment [29], the
pp → W ′L,R (W ′L,R → tb) search at the ATLAS experiment [36], the search for H± → W±Z
through Vector Boson Fusion at the ATLAS experiment [35], the H+ → τ+ν search at the AT-
LAS experiment [33], the H+ → tb search at the CMS experiment [34]. We compared the results
from the ATLAS H+ → τ+ν [33] and the CMS H+ → tb [34] analyses with ours because these
charged Higgs searches had similar production and decay process to our charged Higgs search, and
get good model-independent results. The result from the ATLAS H+ → τ+ν result is shown in
Figure 7.4. They employ the CLs method for the limit setting. use the It is the model-independent
analysis result. They observed no excess of data and set the upper limit of the cross section for the
charged Higgs production in association with a top quark like our analysis, in the charged Higgs
mass region from 180 to 1000 GeV. They set the observed limit of approximately 0.5 pb at mH+ of
200 GeV and 0.012 pb at 600 GeV. On the other hand, we set the observed limit of approximately
6.28 pb at mH+ of 200 GeV and 0.24 pb at 600 GeV, which is set higher limit than H+ → τ+ν
analysis result by one order. As we searched for the charged Higgs in different decay process, it
has no inconsistency. In one of MSSM scenario like mh mod- scenario, H+ → tb decay mode
is dominant in higher mass region than 200 GeV as shown in Figure 1.3. There is approximately
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one order difference in the branching ratio between tb and τν at mH+ of 600 GeV. Figure 7.5
shows the H+ → tb search result including the expected limit without systematic uncertainty by
a gray curve. Due to the large systematic uncertainty, we can only set higher upper limit on the
production cross section times BR(H+ → tb) than H+ → τν analysis. For Run 2 analysis of
H+ → tb channel at ATLAS experiment, we will be able to improve the result of the cross section
limit in high mass region. The result from CMS H+ → tb result is shown in Figure 7.6. They
also employ the CLs method for the limit setting. It is the model-independent result in semilepton
channel from the CMS analysis in the same production process, decay mode, and final state as
our charged Higgs analysis. They do not observe the excess of data. They set the upper limit of
the production cross section to approximately 2.2 pb at mH+ of 200 GeV and to 0.15 pb at mH+
of 600 GeV. Our observed limits on the same mass points are approximately 6.28 pb at mH+ of
200 GeV and 0.24 pb at mH+ of 600 GeV. In the CMS analysis, tt is the main background, and
they do not separate tt background process into subprocesses, tt+Light Flavour jets, tt+c-jets, and
tt+b-jets as we did. The expected limits of ATLAS and CMS are summarized in Table 7.1. ATLAS
results have good agreement with CMS results within uncertainty of 30 % in the higher mass re-
gion than 400 GeV. On the other hand, there is significant discrepancy between our expected limit
and their expected limit in the lower mass region, our limit at mH+ of 200 GeV is about twice
as large as CMS result. The difference in the expected limits may originate from the estimate
of the systematic uncertainties. As shown in Figure 6.3, the systematic uncertainty of tt+b-jets
cross section which is not estimated by CMS group is the main uncertainty at 300 GeV at ATLAS.
This uncertainty has lower influence on the fitting at 500 GeV as shown in Figure 6.4. When we
consider that the tt+b-jets cross section uncertainty has strong anticorrelation with signal normal-
ization in the lower mass region as shown Figure 6.5, this uncertainty is the first candidate making
the systematic uncertainties large at ATLAS. Therefore, we need improvement in the treatment of
this tt+b-jets cross section uncertainty in run 2 analysis. CMS also searches for charged Higgs
bosons in the other channels, dilepton channel and µτhad channel. The dilepton channel considers
that the both top quarks from the charged Higgs decay and the production in association with H+
decay leptonicaly, but not include tau lepton. This channel has two leptons like e−e+, or µ−µ+, or
eµ. µτhad channel considers that both top quarks also decay leptonicaly, but one W boson decays
into τν and the other W boson decays into µν, then the tau lepton decays hadronicaly. Figure 7.7
shows the combined result of the H+ → tb search in all channels: semileptonic, dilepton, and
µτhad channel. The result of semileptonic channel has the best sensitivity in the channels. As
shown in Figures 7.6 and 7.7, the combined result slightly improves the result of semileptonic
channel.
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Figure 7.4: Upper limits on the production cross
section, σ(gb → tH+) × BR(H+ → τ+ν),
from ATLAS charged Higgs analysis at
√
s =
8 TeV.
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Figure 7.5: Upper limits on the production cross
section, σ(gb→ tH+)× BR(H+ → tb), includ-
ing the expected limit without systematic uncer-
tainty.
Figure 7.6: Upper limits on the production cross
section, σ(pp → t(b)H+) × Br(H+ → tb), in
semileptonic channel for charged Higgs bosons
at
√
s = 8 TeV at the CMS experiment.
Figure 7.7: Upper limits on the production cross
section, σ(pp → tH+) × BR(H+ → tb), in
combined channels for charged Higgs bosons at√
s = 8 TeV at the CMS experiment.
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Table 7.1: Comparison of expected 95 % CL limits on σ(gb→ tH+) × BR(H+ → tb) between
the ATLAS and CMS experiments.
mH+ [GeV] Expected limit from ATLAS [pb] Approximately expected limit from CMS [pb]
200 3.78 2.00
250 1.98 1.20
300 1.44 0.80
350 0.96 0.60
400 0.64 0.50
450 0.45 0.40
500 0.40 0.30
550 0.31 0.25
600 0.25 0.20
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Chapter 8
Conclusions
We searched for charged Higgs bosons with the top quark followed by decay into a pair of the
top and bottom quarks, gb → tH+ → t(tb) in the five Flavour Scheme (5FS) description. We
used the pp-collision data corresponding to an integrated luminosity of 20.3 fb−1 collected by the
ATLAS detector at
√
s = 8 TeV in the LHC Run 1. This analysis is a model-independent search
and we focus on charged Higgs bosons with a mass heavier than the top quark, in the mass range
between 200 and 600 GeV. The final state of the charged Higgs signal event is very similar to
the final state of the back ground process of tt + bb. To reduce the large contribution from the
background, we employ the BDT algorithm in the signal region. We see the deviation from the
expectation on the production cross section, which is expressed by σ(gb → tH±) multiplied by
the branching fraction BR(H± → tb), in the broad charged Higgs mass region. Though the local
smallest p0-values correspond to 2.3-2.4 σ at charged Higgs masses of 250, 300 and 450 GeV, they
are not statistically significant and the observed limit does not have the peak structure expected
from the charged Higgs bosons. We set the upper limit of 6.28 pb at the charged Higgs mass
of 200 GeV and 0.24 pb at the charged Higgs mass of 600 GeV. We exclude the region of the
reference model, which is one of the Minimum Super-symmetric Standard Model modified by the
discovered Higgs boson mass, from 200 to 300 GeV for 0.5 ≤ tanβ ≤ 0.6 and from 350 to 400
GeV for tanβ ≈ 0.5.
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Appendix A
Supplementation in Theory Parts
A.1 Crystal-Ball Function
This function is a probability density function, which consists of a Gaussian with a low tail
separated by a certain threshold. We often use the function for describing the effect of radiative
energy loss in an invariant mass. The Crystal-Ball function is expressed by
f(x;x, σ, α, n) =
A · exp
[−12( x−xσ )2] (x−xσ > −α),
A · (
n
α)
n
exp [− 12α2]
(x−xσ +
n
α
−α)n (
x−x
σ < −α),
(A.1)
where x is a mean value, σ is a deviation, α and n are fitting parameters. A in the equation is
expressed by
A−1 = σ ·
[
n
α
· 1
n− 1 exp
[
−1
2
α2
]
+
√
π
2
erf
(
α√
2
)]
, (A.2)
where erf indicates a error function.
A.2 MSSM Benchmark Scenarios after the Discovery of the Higgs
Boson
There are MSSM scenarios with different mass ranges of the SM Higgs boson. In order to
keep consistency in the scenarios after the discovery of the Higgs boson at the LHC, we have to
modify the scenarios by adjusting to the SM Higgs mass of 125.5 GeV [24].
The SUSY parameters are important to decide the mass. The mass matrices in the eigenstates
of chirality for the stop and sbottom sectors of the MSSM is expressed by
M2
t˜
=
(
M2
t˜L
+m2t + cos 2β(
1
2 − 23s2W )M2Z mtX∗t
mtXt M
2
t˜R
+m2t +
2
3 cos 2βs
2
WM
2
Z
)
, (A.3)
M2
b˜
=
(
M2
b˜L
+m2b + cos 2β(−12 + 13s2W )M2Z mbX∗b
mbXb M
2
b˜R
+m2b − 13 cos 2βs2WM2Z
)
, (A.4)
where
173
mtXt = mt(At − µ∗ cotβ), mbXb = mb(Ab − µ∗ tanβ). (A.5)
At denotes the trilinear Higgs-stop coupling, Ab denotes the Higgs-sbottom coupling, µ is the
higgsino mass parameter, and sW is expressed by
√
1− c2W with cW = MW /MZ . We concentrate
on the case
Mt˜L = Mb˜L = Mt˜R = Mb˜R =: MSUSY. (A.6)
There are the corresponding soft SUSY-breaking parameters in the scalar tau/neutrino sector,
which are denoted as Aτ and Ml˜3 . We assume that the diagonal soft SUSY-breaking entries in
the stau/sneutrino mass matrices to be equal to each other. We also assume that the mass matrices
for the squarks and sleptons of the first and second generations have the equality of the diagonal
soft SUSY-breaking parameters, which are denoted as Mq˜1,2 for the squarks and Ml˜1,2 for the
sleptons. In the off-diagonal components of the squarks and sleptons, the A-terms multiplied by
with the corresponding fermion mass always appear. In the benchmark scenarios, we can neglect
the A-terms associated with the first and second sfermion generations.
The gaugino masses affect the Higgs sector. We denote the SU(2) and U(1) gaugino mass
parameters as M2 and M1 respectively. The parameters are usually assumed to be related via the
GUT relation,
M1 =
5
3
s2W
c2W
M2. (A.7)
There are several approaches to evaluate the loop corrections to the MSSM Higgs boson sector.
The program FEYNHIGGS is based on results obtained in the Feynman-diagrammatic (FD) ap-
proach. The FD results have been obtained in the on-shell (OS) renormalization scheme. The
program CPSUPERH is based on results obtained in the renormalization group (RG) improved
effective potential approach. The RG results have been calculated by using the MS scheme. The
two approaches provide different values of the parameters Xt and MSUSY because the parameters
are scheme-dependent. The change of scheme induces in general only a minor shift, of the order
of 4 %, in the parameter MSUSY, but sizable differences can occur between the numerical values
of Xt in the two schemes.
The parameters Mq˜1,2 , Ml˜1,2 , and Af with f = c, s, u, d, µ, e have a minor impact on the
MSSM Higgs sector prediction, therefore, we fix them to the following values,
Mq˜1,2 = 1500GeV, (A.8)
Ml˜1,2 = 500GeV, (A.9)
Af = 0. (A.10)
We set the top quark mass to 173.2 GeV. For each MSSM scenario, the parameters are set as
follows.
• The mmaxh scenario (The value of Xt is chosen to maximize the lightest CP-even Higgs
mass, mh0 . This is an old-fashioned benchmark scenario.): MSUSY is 1000 GeV, µ is 200
GeV, M2 is 200 GeV, XOSt is 2MSUSY (FD calculation), XMSt is
√
6MSUSY (RG calcula-
tion), Ab = Aτ = At, Mg˜ is 1500 GeV, Ml˜3 is 1000 GeV.
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• The mmod+h scenario (the mh0 is close to the discovered Higgs boson mass by reducing the
amount of mixing in the stop sector and the sign of Xt is plus.): MSUSY is 1000 GeV, µ
is 200 GeV, M2 is 200 GeV, XOSt is 1.5MSUSY (FD calculation), XMSt is 1.6MSUSY (RG
calculation), Ab = Aτ = At, Mg˜ is 1500 GeV, Ml˜3 is 1000 GeV.
• The mmod−h scenario (the mh0 is close to the discovered Higgs boson mass by reducing the
amount of mixing in the stop sector and the sign of Xt is minus.): MSUSY is 1000 GeV, µ is
200 GeV, M2 is 200 GeV, XOSt is −1.9MSUSY (FD calculation), XMSt is −2.2MSUSY (RG
calculation), Ab = Aτ = At, Mg˜ is 1500 GeV, Ml˜3 is 1000 GeV.
• The light stop scenario (the mh0 is close to the discovered Higgs boson mass by a large
value of |Xt| and a relatively low value of MSUSY, and a light stop may lead to a relevant
modification of the gluon fusion rate on the lightest Higgs boson production.): MSUSY
is 500 GeV, µ is 350 GeV, M2 is 350 GeV, XOSt is 2.0MSUSY (FD calculation), XMSt is
2.2MSUSY (RG calculation), Ab = Aτ = At, Mg˜ is 1500 GeV, Ml˜3 is 1000 GeV.
• The light stau scenario with ∆τ calculation (the mh0 is close to the discovered Higgs boson
mass and a light stau may lead to important modification of the diphoton decay width of the
lightest Higgs boson by the large mixing in the stau sector. The ∆τ calculation indicates
that the ∆τ corrections are not neglected in the stau mass matrix.): MSUSY is 1000 GeV, µ
is 450 GeV, M2 is 400 GeV, XOSt is 1.6MSUSY (FD calculation), XMSt is 1.7MSUSY (RG
calculation), Ab = At, Aτ = 0, Mg˜ is 1500 GeV, Ml˜3 is 250 GeV.
A.3 Sudakov Form Factor
This factor represents the probability of evolving into softer scale without gluon emissions
from harder scale. For example, the Sudakov form factor of an initial state parton is given by
∆(t, t0) = exp
[
−
∫ t
t0
dt′
t′
∫
dz
z
αs
2π
P (z)
f(x/z, t)
f(x, t)
]
, (A.11)
where t is the hard scale, t0 is the cutoff scale, z is the momentum fraction, f(x, t) is the PDF
with the scale t and the fraction x, and P (z) is the splitting function for the branching under
consideration. In this case, the factor describes the probability that no emission has been occurred
between t and t0.
In case of the clustering procedure in the CKKW technique, the NLL Sudakov form factors are
used:
∆q(Q,Q0) = exp
[
−
∫ Q
Q0
dqΓq(Q, q)
]
, (A.12)
∆g(Q,Q0) = exp
[
−
∫ Q
Q0
dq(Γg(Q, q) + Γf (q))
]
, (A.13)
where Q is the hard scale, Q0 is the cutoff scale, q is the resolution scale, Γq,g,f are the integrated
splitting functions for q → qg, g → gg and g → qq processes. The Γ are expressed by
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Γq(Q, q) =
2CF
π
αs(q)
q
(
ln
Q
q
− 3
4
)
, (A.14)
Γg(Q, q) =
2CA
π
αs(q)
q
(
ln
Q
q
− 11
12
)
, (A.15)
Γf (q) =
Nf
3π
αs(q)
q
, (A.16)
where Nf is the number of quark flavours, CF is the color factor for q → qg and CA is the color
factor for g → gg. The color factors are defined by
∑
a
taikt
a
kj =
∑
a
(tata) ≡ CF δij with ta ≡ λ
a
2
and
[
λi
2
,
λj
2
]
= i
∑
k
fijk
λk
2
, (A.17)∑
a,b
fabcfabc = CAδcd, (A.18)
where taik,kj are the SU(3) generators, fijk,abc are the SU(3) structure constants. In QCD, CF is
4/3 andCA is 3. We employ the Sudakov form factors for the reweighting related to the appearance
of external parton lines. For the reweighting related to internal parton lines, we use a ratio of
two Sudakov form factors ∆(Q,Q0)/∆(q,Q0), which describes the probability of no emission
resolvable at Q0 between Q and q.
A.4 Treatment of W Boson with Two Jets Process
For example, we discuss the W boson production in association with two gluons from qq
annihilation. Figure A.1 shows the Feynman diagrams of the process with a soft gluon. In the
figure, gluon 1 represents the soft gluon. The upper two diagrams have a gluon emission from the
internal line of an adjacent propagator and the lower two diagrams have a gluon emission from the
external line of a gluon. In case of the limit that one of the gluons is soft, the singularities in the
matrix elements occur in the upper diagrams.
A.4.1 Color Flow
We denote the momenta of the gluon 1 and the gluon 2 as p1 and p2 respectively. We also
denote the color labels of p1 and p2 by tA and tB respectively, where tA,B indicate the color
matrix of SU(3). The diagram D1 in Figure A.1 is proportional to tBtA. The diagram D2 in the
figure is proportional to tAtB . Both diagram D3a and D3b are proportional to fABCtC , which can
be expressed by (tAtB − tBtA). We can write the amplitude in the limit of the soft p1 as
Mqq→Wgg = tAtB(D2 +D3) + tBtA(D1 −D3), (A.19)
where D1 and D2 are the amplitude from the Feynman diagram D1 and D2 respectively, D3 is the
sum of diagrams D3a and D3b. By squaring the amplitude in Equation (A.19), we obtain
|Mqq→Wgg|2 = NC2F
[|D2 +D3|2 + |D1 −D3|2]− CF Re[(D2 +D3)(D1 −D3)∗] ,
=
N2CF
2
[
|D2 +D3|2 + |D1 −D3|2 − 1
N2
|D1 +D2|2
]
, (A.20)
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Figure A.1: Feynman diagrams for the W boson + two jets process. The upper processes has a
gluon emission from the internal line. The lower processes has a gluon emission from the external
line.
where we use
tr(tAtBtBtA) = NC2F and tr(t
AtBtAtB) = −CF
2
. (A.21)
CF is the color factor and N is the number of colors. We can describe the color-ordered ampli-
tudes, |D2 + D3| and |D1 + D3|, in the limit of the soft p1 as the product of an eikonal term and
the matrix elements containing only one gluon,
D2 +D3 → ǫ
(
qµ
p1 · q −
pµ2
p1 · p2
)
Mqq→Wg
D1 −D3 → ǫ
(
pµ2
p1 · p2 −
qµ
p1 · q
)
Mqq→Wg, (A.22)
where q and q are the momenta of the annihilated partons, ǫµ is the polarization vector for gluon
p1. When the amplitudes deformed in the eikonal terms are squared, we can use the replacement
ǫµǫ
∗
ν → −gµν to sum over the gluon polarizations. We obtain the final result as
|Mqq→Wgg|2 = N
2CF
2
[
[q p2] + [p2 q]− 1
N2
[q q]
]
Mqq→Wg, (A.23)
where
a · b
p1 · ap1 · b ≡ [a b]. (A.24)
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From the viewpoint of the number of colors, there are the leading term and the sub-leading term
with 1/N2 in the parenthesis of Equation (A.23). The leading term has singularities along two
lines of color flow, one connect the gluon p2 to the quark and the other connect it to the anti-quark.
The sub-leading term has singularities along the line connecting the quark and the anti-quark.
Figure A.2 shows two examples of color flow in a W boson + two jets process with the soft gluon
p1. The left diagram is the leading color flow. The right diagram is the sub-leading color flow.
Figure A.2: Two examples of the color flow in the W boson + two jets process with the soft gluon
p1. The left diagram is the leading color flow. The right diagram is the sub-leading color flow.
The color flow in the sub-leading term does not relate the gluon color to the parent quarks.
A.4.2 Leading Logarithmic Term
In terms of the energy of the radiated gluon E and the angle between the gluon and a hard
and massless parton a or b, θa or θb, the eikonal factor in Equation (A.24) can be rewritten. By
combining the phase space for the radiated gluon, the factor is expressed by
[a b] → 1
E2
1
1− cos θaEdEd cos θa. (A.25)
When we consider the relationship between Equations (A.23) and (A.25), it is clear that the cross
section logarithmically diverges as either cos θa → 1, where the gluon is emitted collinear to
parton a, or E → 0, which is the limit of a soft gluon emission. We can describe the W + two
jets event by using the eikonal factor and the amplitude of the W + one jet. We try to extend this
argument to higher order of perturbation theory. The differential cross section dσ for a total W
production process except a W + 0 jet process is expressed by
dσ = σ0(W + 1jet)[1 + αs(c12L
2 + c11L+ c10)
+α2s(c24L
4 + c23L
3 + c22L
2 + c21L+ c20) + ...], (A.26)
where L represents the logarithm controlling the divergence, either soft or collinear, and the coeffi-
cients cij depend on color factors. Each gluon is added via the eikonal factorization and associated
with a αs factor. The size of L depends on the criteria used to define the jets, which are the mini-
mum transverse energy of a jet and the jet cone size. We can rewrite Equation (A.26) by the factor
αsL appears. The parenthesis in the equation is expressed by
[1 + ...] = 1 + αsL
2c12 + (αsL
2)2c24 + αsLc11(1 + αsL
2c23/c11 + ...) + ...
= exp [c12αsL
2 + c11αsL]. (A.27)
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The infinite series have been resummed into an exponential form. Equation (A.26) is also rewritten
as
dσ = σ0(W + 1jet) exp [c12αsL
2 + c11αsL]. (A.28)
The first term in the exponent is usually referred as the leading logarithmic term.
A.5 Parton Distribution Function
A.5.1 PDF Uncertainties
The PDF uncertainties are determined in global fits. They reflect the information available in
the underlying data and the way it constrains PDFs, therefore they are often described in the form
of confidence levels. The choice of the PDF data sets, the statistical treatment, and the form and
size of parton parametrization lead to different PDF uncertainties.
PDF determinations are roughly classified into two categories, methods based on a Hessian
approach and methods based on a Monte Carlo approach. In the Hessian approach, PDFs are
determined by minimizing a χ2 function defined by
χ2 =
1
Ndat
∑
i,j
(di − di)covij(dj − dj), (A.29)
where di,j are real data, di,j are theoretical predictions,Ndat is the number of data points, and covij
is the covariant matrix. We find the best fit point, where the χ2 is minimum, in the parameter space.
We evaluate and diagonalize the Hessian matrix of second derivatives of the χ2 at the minimum,
then we determine the range of parameter variation corresponding to a prescribed increase of the
χ2 function with respect to the minimum. The increase in χ2 which provides 68 % CL (1σ) is
∆χ2 = 1. In order to estimate a more realistic error for fits containing a wide variety of input
processes and data, we need to define a suitable tolerance parameter as ∆χ2 = T 2. For example,
CTEQ6.6 uses T = 10 at 90 % CL.
In the Monte Carlo approach, We determine PDFs by producing a Monte Carlo sample of Nrep
pseudo-data replicas. Each replica contains a number of points equal to the number of original data
points. The sample production process is as follows. In the limit Nrep → ∞, the central value of
the i-th data point is equal to the mean over the Nrep values that the i-th point takes in each replica.
The uncertainty of the same point is equal to the variance over the replicas, and the correlations
between any two original data points is equal to their covariance over the replicas. A PDF replica
is constructed from each pseudo data replica by minimizing a χ2 function. We calculate the PDF
central values, uncertainties and correlations by taking means variances and covariances over the
replica sample.
A.5.2 Parton Parametrization
There are PDF sets with the different number and choice of linear combinations of PDFs.
Generally, we can describe a PDF at some reference scale Q0 as the functional form:
fi(x,Q0) = Nx
αi(1− x)βigi(x), (A.30)
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where i indicates a type of parton, gi(x) is a function which tends to a constant for both x → 1
and x → 0, αi and βi are the parameters in gi. In case of the NNPDF data set, the function is
expressed by
fi(x,Q0) = ci(x)NNi(x), (A.31)
where NNi(x) is a feed-forward neural network with two hidden layers corresponding to low
and high values of x, ci(x) is a preprocessing function. The shape of NNi(x) is determined by
the fit parameters. We randomly choose the function ci(x) in a space of functions of the form
xαi(1− x)βi where αi and βi can take a acceptable values.
A.5.3 Theoretical Uncertainty
The main theoretical uncertainties are associated with the treatment of the strong interaction.
We should evaluate the variations on the values of αs and of the heavy quark masses, and the
uncertainties related with the truncation of the perturbative expansion, which are estimated by
varying the renormalization and factorization scales.
The choice of the αs is very important because the determination effects the parton distribu-
tions of gluon. There are two issues related with the value of αs in the fit. The first issue is the
choice of αs for which PDFs are made available. The second issue is the choice of the preferred
value of αs to be used when giving PDFs and their uncertainties. In case of the first issue, we
performed PDF fits for a number of different values of αs. We can choose any of the given PDF
sets with the reference values of αs. CTEQ, HERAPDF, MSTW and NNPDF adopt the policy of
the choice of αs. For ABKM and GJR, αs is given as the best fit value where the αs is treated as a
fit parameter. In case of the second issue, we employ the value of αs(MZ), which is taken as the
external parameter, for the preferred central value and uncertainty. The uncertainty on αs(MZ)
is included by repeating the PDF determination as αs is varied in a suitable range. CTEQ, HER-
APDF1.0 and NNPDF adopt this policy. The other policy for the preferred central value and
uncertainty treats αs as a fit parameter, therefore they depend on the PDF sets. MSTW, ABKM
and GJR08 adopt this policy.
When we compare results from different PDF sets, we consider that the usage of different αs
values on the PDF sets leads to different cross section predictions, which contain the contribution
from both αs and dependence of the PDFs on αs. By using the PDF sets with a common αs, we
can focus on the difference in the PDFs.
A.6 Distributions of Kinematic Variables for the Reweighting in tt +
jets Samples
We reweighted the real data for tt + LF jets, c-jets and the simulation data for tt + b-jets. We show
the distributions of kinematic variables used in the reweighing procedures.
A.6.1 Top pT and tt pT Sequential pT Reweighting
This reweighting factors are derived to match the prediction of the POWHEG+PYTHIA with the
data from the top quark pair differential cross section measurement at
√
s = 7 TeV [71]. In the
event selection, we require the single lepton triggers and a primary vertex with at least five tracks.
We also require exactly one isolated lepton and at least four jets where at least one jet is tagged by
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the b-tagging algorithm. The passed events need to have EmissT > 30 GeV and mWT > 35 GeV
where mWT is expressed by
√
2plT p
ν
T (1− cosφl − φν). Then, we apply a kinematic likelihood fit
to reconstruct a tt system. The differential cross section is measured in each bin of a kinematic
variable by considering the detector resolution and event selection efficiency. Equation (A.32) is
the formula used to derive the cross section.
dσ
dXj
≡ 1
∆Xj
· ΣiM
−1
ji [Di −Bi]
BR · L · ǫj , (A.32)
where ∆Xj is the bin width of a kinematic variable, M is the migration matrix which describes
the relationship between parton level events and detector level events by considering the effect of
the detector resolution, Di and Bi are the data and the expected background event yields in each
bin i of the kinematic variable at the reconstructed object level, respectively, L is the integrated
luminosity, ǫj is the event selection efficiency and BR is the branching ratio of tt → l + jets.
Figures A.3 and A.4 show the normalized differential cross sections for the transverse momentum
of the hadronically decaying top quark and for the transverse momentum of the tt system, respec-
tively. The normalized cross section is calculated by dividing by the measured total cross section
which is the integrated value over all bins. In the figures, the green circles indicate the values from
ALPGEN+HERWIG, the red squares indicate the values from MC@NLO+HERWIG, the blue
circles indicate the values from POWHEG+HERWIG and the pink triangles indicate the values
from POWHEG+PYTHIA. The gray bands indicate the total uncertainty on the data in each bin.
Figure A.3: Normalized differential cross sec-
tion for the transverse momentum of the hadron-
ically decaying top quark. The green circles
indicate the values from ALPGEN+HERWIG.
The red squares indicate the values from
MC@NLO+HERWIG. The blue circles indi-
cate the values from POWHEG+HERWIG.
The pink triangles indicate the values from
POWHEG+PYTHIA. The gray bands indicate
the total uncertainty on the data in each bin.
Figure A.4: Normalized differential cross sec-
tion for the transverse momentum of the tt
system. The green circles indicate the values
from ALPGEN+HERWIG. The red squares in-
dicate the values from MC@NLO+HERWIG.
The blue circles indicate the values from
POWHEG+HERWIG. The pink triangles indi-
cate the values from POWHEG+PYTHIA. The
gray bands indicate the total uncertainty on the
data in each bin.
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A.6.2 tt+b-jets Reweighting by Using the NLO SHERPA Sample
We employ the NLO SHERPA with OPENLOOPS [73] for the reweighting of tt+b-jets events.
This NLO level calculation provides the good description of the hard gluon emission such that the
gluon collinearly splits into a b-quark pair. We produce the simulation samples of tt + b-jets at the
center of mass collision energy of 8 TeV by using SHERPA and MC@NLO. We apply the standard
ttbb cut similar to our charged Higgs event selection and compare the differential cross sections
from SHERPA with the cross sections from MC@NLO. Figures A.5 - A.8 show the distributions
of the differential cross sections. In the figures, LO employs SHERPA for both generator and
parton shower with the MSTW2008LO parton distribution. NLO also employs the SHERPA. In
addition, NLO utilizes the OPENLOOPS program and the MSTW2008NLO parton distribution.
MC@NLO2b indicates the distributions obtained by switching off g → bb splittings in the parton
shower. The orange band on the MC@NLO distribution indicates the systematics uncertainties
originating from scale variations of the renormalization scale µR, the factorization scale µF and
the resummation scale µQ. In Figures A.7 and A.8, we additionally apply the event selection,
which requires the invariant mass of the first and second b-jets larger than 100 GeV, to the passed
events. Figure A.5 shows the cross section for the transverse momentum of the first light-flavour
jet. Figure A.6 shows the cross section for the invariant mass of the first and second b-flavour
jets. Figure A.7 shows the cross section for the transverse momentum of the first b-flavour jet.
Figure A.8 shows the cross section for the ∆R between the first and second b-flavour jets. In
Figure A.6, we study the contribution from the tt+ 2 b-jets events with double collinearly splitting
g → bb.
Figure A.5: Differential cross section for the
transverse momentum of the first light-flavour
jet.
Figure A.6: Differential cross section for the in-
variant mass of the first and second b-flavour jets.
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Figure A.7: Differential cross section for the
transverse momentum of the first b-flavour jet.
Figure A.8: Differential cross section for the ∆R
between the first and second b-flavour jets.
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Appendix B
Supplementation in Detector Parts
B.1 Absolute Luminosity for ATLAS Detector
The Absolute Luminosity For ATLAS (ALFA) detector is used for the measurement of pp
elastic scattering at small angles. We can estimate the absolute luminosity by using the elastic
scattering amplitude in the forward direction [129]. However, the measurement requires the spe-
cially prepared beam conditions due to small scattering angles of 3 µrad, which is smaller than
the nominal beam divergence. The ALFA detector is placed at ±240 m from the interaction point
in the Roman pot, which is the pot that is separated from the vacuum of the accelerator by a thin
window but is connected with bellows to the beam pipe and can be moved close to the beam. The
ALFA detector consists of scintillating-fibres and support structure made of titanium.
B.2 Luminosity Algorithms
B.2.1 EventOR and EventAND Algorithm
The LUCID, BCM and MBTS detectors are placed in the side-A of and the side-C of the
end-cap region symmetrically. each side of the detectors is segmented into a discrete number of
readout segments. We define a hit as a channel with a response above the threshold, which is
applied to the analog signal output from each channel. The EventOR and EventAND algorithm is
event counting algorithm which is valid in the condition of µvis << 1.
In an EventOR algorithm, a bunch crossing is counted if there is at least one hit on either the
A side or the C side. The probability of observing an OR event is expressed by
PEventOR(µ
OR
vis ) =
NOR
NBC
= 1− e−µORvis , (B.1)
where the raw event count NOR is the number of bunch crossings during a given time interval as
at least one pp interaction satisfies the event-selection criteria of the OR algorithm and NBC is
the total number of bunch crossings during the same interval. In the equation, we assume that the
number of interactions in a bunch crossing can be described by a Poisson distribution. The µvis is
expressed by
µORvis = − ln
(
1− NOR
NBC
)
. (B.2)
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In an EventAND algorithm, a bunch crossing is counted if there is at least one hit on both sides of
the detector. There are two cases satisfying the coincidence condition, one originates from a single
pp interaction and the other originates from different pp interactions in the same bunch crossing.
The probability of observing an AND event is expressed by
PEventAND(µ
AND
vis ) =
NAND
NBC
= 1− 2e−(1+σORvis /σANDvis )µANDvis /2 + e−(σORvis /σANDvis )µANDvis . (B.3)
B.2.2 Online Algorithm
We employ the LUCID and BCM detectors for the online luminosity algorithm.
For the LUCID detector, there are two main algorithms, which are LUCID-EventOR and
LUCID-EventAND, and two additional algorithms, which are LUCID-EventA and LUCID-EventC.
LUCID-EventA and LUCID-EventC require at least one hit on the side-A and side-C respectively.
Events passing these LUCID-EventA and LUCID-EventC algorithms are subsets of the events
passing the LUCID-EventOR algorithm. The single-sided algorithms are utilized for monitoring
the stability of the LUCID detector. A hit is defined as a PMT signal above a predefined threshold
which is set lower than the average single particle response.
For the BCM detector, there are two independent readout systems, which are BCMH and
BCMV. Each system has both EventOR and EventAND algorithms. A hit is defined as a single
sensor with a response above the noise threshold.
B.3 ATLAS Electronics
B.3.1 Front-end Electronics
There are the front-end electronics on the detector. The front-end electronics are composed
of an analog processing, a L1 buffer, an analog-to-digital conversion and a front-end link [130].
All detectors, except the LAr calorimeter and the CSC, perform the analog-to-digital conversion
before the L1 buffer. The L1 buffer of LAr and CSC detectors is an analog memory and the analog-
to-digital conversion is done only for those data corresponding to a L1 trigger before the data are
transmitted to the back-end electronics. All the front-end links treat digital information and trans-
mit optical signals to the back-end electronics. We employ application-specific integrated circuits
(ASICs) for many tasks such as TTC receiver, Amplifier, Digitizer, Control, Clock driver and so
on. The technologies of Durci Mixte sur Isolant Logico-Lineaire (DMILL) and Complementary
Metal-Oxide Semiconductor (CMOS) are introduced to the ASICs. 39 ASICs using 11 different
technologies have been designed and produced. The large number of ASICs are designed for the
liquid argon calorimeter because of the complex front-end electronics system. The front-end links
send data to the off-detector back-end electronics. There are two classes of links, one has link
speed of 40-80 Mbits/s and the other has link speed of the Gbits/s range. The first class provides
one or two fibers per detector module basically. The silicon pixels and strips detectors utilize the
first class. The second class can read out more channels on a single link, therefore, it requires high
speed serializers. There are two main serializers, one is the commercial G-Link chipset and the
other is the Gbit/s optical link (GOL). The GOL is a radiation-hard device developed at CERN in
0.25 µm CMOS technology. We employ multi-mode fibers and VCSEL with 850 nm wavelength
for the transmission. The LHC beam crossing clock, the L1A signal and some controls and timing
signals, either globally defined for ATLAS or specific to a given subdetector, are transmitted to the
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front-end detectors via the TTC links. The front-end ASICs are placed on front-end modules. The
pixel and silicon strip detectors have the hybrids housing naked dies. TRT and muon spectrometers
have small printed circuit boards. The calorimeters have large printed circuit boards.
B.3.2 Back-end Electronics
The main back-end module is the ReadOut Driver (ROD), which consists of VME64x modules
and a common VME64x single board computer, in the USA15 service cavern. The ROD has
detector specific configuration and provides interfaces to the data acquisition system (DAQ) and
to the trigger and timing distribution system. The main function of ROD is error detection and
recovery, data processing, and event formatting. The ROD employs the G-link interfaces for
receiving the data from the front-end modules, the S-links for transmitting the data to the DAQ
system and receiving the trigger and timing information from the TTC system. The S-link is a
CERN specification for an easy-to-use FIFO-like data-link which can be used to connect front-
end to read-out at any stage in a dataflow environment. The ROD constructs an event fragment,
which follows an ATLAS data format, by using the data received from the front-end electronics.
Then, The ROD transmits them to the DAQ through a 160 Mbytes/s S-link interface.
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