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Abstract
MOTION-INDUCED ARTIFACT MITIGATION AND IMAGE ENHANCEMENT
STRATEGIES FOR FOUR-DIMENSIONAL FAN-BEAM AND CONE-BEAM
COMPUTED TOMOGRAPHY
By Matthew Joseph Riblett
A dissertation submitted in partial fulfillment of the requirements for the degree of Doctor
of Philosophy at Virginia Commonwealth University.
Virginia Commonwealth University, 2018.
Director: Dr. Elisabeth Weiss
Professor, Department of Radiation Oncology
Four dimensional imaging has become part of the standard of care for diagnosing and
treating non-small cell lung cancer. In radiotherapy applications 4D fan-beam computed
tomography (4D-CT) and 4D cone-beam computed tomography (4D-CBCT) are two
advanced imaging modalities that afford clinical practitioners knowledge of the underlying
kinematics and structural dynamics of diseased tissues and provide insight into the effects of
regular organ motion and the nature of tissue deformation over time. While these imaging
techniques can facilitate the use of more targeted radiotherapies, issues surrounding image
quality and accuracy currently limit the utility of these images clinically.
The purpose of this project is to develop methods that retrospectively compensate for
anatomical motion in 4D-CBCT and correct motion artifacts present in 4D-CT to improve
the image quality of reconstructed volume and assist in localizing respiration-influenced,
diseased tissue and mobile structures of interest. In the first half of the project, a series of
motion compensation (MoCo) workflow methods incorporating groupwise deformable image
registration and projection-warped reconstruction were developed for use with 4D-CBCT

xiv
imaging. In the latter half of the project, novel motion artifact observation and artifactweighted groupwise registration-based image correction algorithms were designed and tested.
Both deliverable components of this project were evaluated for their ability to enhance image
quality when applied to clinical patient datasets and demonstrated qualitative and quantitative improvements over current state-of-the-art.

CHAPTER 1

INTRODUCTION

1.1

Opening Remarks
Every so often, I am taken aback by the sheer amount of knowledge and technology we

as clinicians, physicists, and patients have available at our fingertips in our ever-progressing
battle against cancer and other debilitating diseases. It’s incredible to think that we live
in a time where we have the ability to interrogate the interior of a patient and visualize
disease using high-resolution radiographic imaging techniques, to manipulate this data in
near-real time to better understand the underpinnings of normal and abnormal physiological
processes, and to exploit these insights to deliver tailored beams of high-energy radiation
to combat disease progression often with curative intent. These amazing advances have
personally affected me and my family and it is a fair bet to say that almost everyone in the
developed world today can share a similar story. This dissertation represents the culmination
of five years of work that I have conducted in a modest attempt to further improve just one
small part of the expansive fields of Medical Physics and Radiation Oncology.
The following chapter presents a foundational introduction to concepts broadly relevant
to the completed work presented in this dissertation. Section 1.2 sets the stage with an
understanding of the current practices and outcomes in radiation therapy and specifically
focuses the narrative on the treatment of non-small cell lung cancer. Section 1.3 briefly
discusses the use of modern imaging in radiation therapy workflows and stresses the need
to resolve respiratory motion in such modalities. The following two sections, Section 1.4
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and Section 1.5, take a deep dive into the two 4D radiographic imaging modalities used in
clinical radiotherapy that are at the heart of this work, beginning with the fundamentals
of radiographic imaging and computed tomography, progressing to the implementation of
4D reconstruction methods and a discussion of the deleterious impact of motion-related
reconstruction artifacts, and concluding with a survey of current methods used to correct
these motion-related errors. To better understand how patient motion is currently handled
clinically, Section 1.6 quickly touches on a number of techniques which account for or attempt
to limit patient motion in imaging. The chapter closes out in Section 1.7 with an overview
of the research to be presented in this dissertation, highlighting the clinical problem to
be solved, the targeted research objectives, and the innovations proffered by this work.
While this chapter is meant to introduce the reader to the larger concepts it does not cover
everything necessary to understand the methods and results of this research. In an attempt
to improve the readability of this dissertation, detailed introduction of certain task-specific
concepts (e.g., image registration, image assessment methods) has been reserved for later,
more appropriate points in the chapters that follow.
1.2

Lung Cancer and Radiation Therapy
The American Cancer Society (ACS) estimates that more than 234,000 men and women

in the United States will be diagnosed with lung or bronchial cancer in 2018, accounting for
approximately 13.5% of all cancer diagnoses. [1] Unfortunately, while lung cancer is the
second most diagnosed, it is currently the leading cause of cancer death and is expected to
claim the lives of more than 154,000 people - or approximately 1 in 4 cancer deaths. This
is due in large part to the fact that only 16% of lung cancers are diagnosed at an early
stage where the probability of survival is greatest. In most cases, diagnosis does not occur
until patients present with physical symptoms and the disease has progressed to an advanced
stage. Probability of survival decreases sharply from 53-92% for clinical Stages I and II at
60 months to 10-55% for Stage III and Stage IV at only 24 months. [2, 3, 4] The unfortunate
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reality of this disease is that approximately 50% of patients die within 1 year of diagnosis.
Treatment for lung cancer varies patient-to-patient and can consist of surgery,
chemotherapy, immunotherapy, and radiation therapy or some combination thereof
dependent on a number of factors including type (small or non-small cell), stage, and the
presence of specific molecular or genetic traits of the disease. Of all diagnosed cases, the
vast majority (approximately 84%) are non-small cell lung cancers (NSCLC) [1]. For early
stage NSCLC, surgery is used to remove bulk disease and may be coupled with concomitant
immunotherapy, chemotherapy or radiation therapy to treat any remaining microscopic
disease with the expectation of good patient outcome. On the other hand, diseases that
are deemed inoperable, due to size, advanced stage, or proximity to critical structures,
are generally treated with radiation, immunotherapy, and/or chemotherapy and carry a
somewhat poorer expected outcome for the patient.
A promising technique for both palliative and curative applications, radiation therapy
uses ionizing radiation with the intent to cause biologically irreparable damage to the diseased
tissue. It is currently understood that ionizing radiation, upon depositing energy within a
cell, produce highly reactive free radicals which cause damage to the structure of DNA
molecules. Should sufficient damage be incurred, the biological processes that allow the
cell to survive and proliferate are interrupted. In therapeutic applications, this mechanism
ideally results in cellular death and the destruction of cancerous tissue.
Modern radiation therapy treatments use one or more sources of indirectly (i.e.,
photons) or directly (i.e., electrons, protons, or heavy charged particles) ionizing radiation.
For treating lung cancer, most patients will receive this radiation, not from a naturally
radioactive source, but from a machine called a linear accelerator (LINAC) which can
produce a controllable, geometrically-confined beam of photons or electrons of a known
energy spectrum. Therapists capitalize on the ability to control this radiation beam to try
to focus radiation dose on diseased sites, called target volumes. Regrettably, in clinical
applications, radiation delivered using external beams of photons or electrons also passes
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through normal tissue structures along the way towards targeted volumes and frequently
causes regions of otherwise healthy tissue near the target volume to receive some appreciable
quantity of deposited dose. Delivering an effective therapeutic dose of radiation is therefore
an intrinsic optimization problem that balances the delivery of a high dose to a prescribed
target with the necessity of avoiding causing damage to normal, healthy tissue.
The quantity of radiation dose delivered is described in terms of energy deposited per
unit mass and can be measured in units of Gray (Gy), where 1Gy is equivalent to 1 Joule
(J) of energy deposited per kilogram (kg). It is common for NSCLC to be treated using
a prescribed dose of 60-70Gy [3, 5] to the target volume using photons of energies ranging
from 6-10MV.
For NSCLC, it has previously been estimated that for every 10Gy increase in target dose,
the risk of death from NSCLC drops by approximately 18% [6] and that as little as a 1Gy
increase in biologically effective dose (BED) results in a statistically significant improvement
in patient survival.[7] Martel et al. [8] suggested target doses of 85Gy may be required in
order to achieve 50% local control while others have shown promising results with target
doses as high as 102.9Gy [9, 10], both of which far exceed the more common 60-70Gy dose
prescriptions used presently. At the same time, increasing mean lung dose has also been
associated with significant increases in patient complications to radiation treatment, with
specific focus on the development of radiation pneumonitis and lung fibrosis. [11, 12, 13]
Collectively, these findings paint a cautiously optimistic picture promoting the delivery of
escalated doses for NSCLC. Conversely, the results of the recent multi-institutional Radiation
Therapy Oncology Group (RTOG) 0617 Phase 3 Trial [3] suggest that dose escalation for
Stage IIIA and IIIB NSCLC may not afford the benefits previously described, citing a
significant reduction in median overall survival when patients were treated with a high dose
treatment of 74Gy in 2Gy fractions compared to a standard 60Gy treatment, down from
28.7 to 20.3 months. A poorer coverage of the planning target volume (PTV) by the 95%
isodose line in high dose treatments was noted by the researchers and is suggestive of a
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greater difficulty associated with delivering such doses safely and precisely.
The precision with which we are currently able to treat these sites, however,
is anatomically-limited by target proximity to critical structures, including the heart,
esophagus, and spinal cord, and our confidence in being able to effectively spare these
structures. Prevailing uncertainties, including those sourced to geometry, setup, physician
delineation, and patient motion, augment the existing challenge of delivering a dose sufficient
to treat the underlying disease without delivering an excessive dose to surrounding healthy
tissues. In lung radiotherapy, uncertainty in tumor location and errors in the corresponding
target volume delineation are both greatly impacted by the presence of image artifacts,
degraded image quality, and inter-physician variation. [14]
1.3

Imaging And Respiratory Motion
When planning radiotherapy treatments for or near respiration-influenced tissues,

including the lung, bronchus, and liver, and pancreas, it is paramount that tissue deformation
and displacement be considered. The degree of displacement observed within and around
the lungs is highly dependent upon location [15]. Some anatomical regions (e.g., upper lung
lobes) exhibit little displacement over the course of the respiratory cycle, while others (e.g.,
lower lobes, diaphragm, liver) tend to exhibit a much higher amount of displacement. This
displacement is generally thought of a being quasi-periodic, in the sense that over the course
of the respiratory cycle, tissues that start at given point, displace due to inhalation and
exhalation, and should return to approximately the same location at the end of the cycle.
Clinically-relevant target volumes are frequently subject to large displacements: up to
2.5cm or more in the superior-inferior (SI) axis for targets proximal to the diaphragm. [16]
Weiss et al. [14] also notes that the largest displacements occur near the diaphragm in the
SI and anterior-posterior (AP) directions and indicates that motion for the heart, lungs, and
trachea are all dominated by their SI components.
Compounding the location-dependence of tissue motion is the property of hysteresis
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whereby the trajectory of tissue motion is dependent on the position in the respiratory cycle.
Hysteresis is described as a physical ‘lag’ between a change in state (e.g., tissue position) and
the force driving that change (e.g., muscular expansion and contraction causing respiration).
In lung tissues, hysteresis causes structures to move through one trajectory during inhalation
and a different trajectory for exhalation producing a somewhat elliptical motion path. [17].
Previous studies have found that the difference, described by the maximum distance between
these trajectories, can be clinically significant ranging from less than 1mm to 5mm or more
[14, 16, 18]
Furthermore, it has been shown that respiratory motion varies in terms of magnitude
and regularity both during and between image acquisitions and radiotherapy treatment
fractions. [14, 16, 19]. These types of changes pose a critical challenge to the accurate
delivery of radiotherapy and underscore the need for accurate, efficient, and in situ imaging
modalities that allow for characterization of anatomical motion while remaining robust to
motion-related errors.
At present, Computed Tomography (CT) and Cone-Beam CT (CBCT), are the most
called upon radiographic techniques for imaging patients with suspected or diagnosed
lung cancer pathologies. Thoracic CT is one of the primary modalities, alongside chest
radiography, used to routinely screen for lung cancer and is currently the only one indicated
by the American College of Radiology (ACR) to significantly reduce the mortality of
lung cancer in high-risk current and former cigarette smokers.

[20] Similarly, in lung

cancer radiotherapy workflows, CT imaging techniques have found great utility in patient
simulation, treatment response assessment, and daily patient setup verification procedures.
Specialized CT scanners are regularly used to acquire planning images of patients in a
simulated treatment geometry and the reconstructed image volumes are used by dosimetrists
to design the best course of treatment. To ensure that the planned geometry is duplicated
on the day of treatment, CBCT imaging is used by the therapy team to compute treatment
offsets, determine any necessary setup corrections, and assess the need for treatment
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replanning.
Over the past decade, increasing interest has been given to incorporating 4D-CT and 4DCBCT imaging methodologies into radiotherapy workflows. The added temporal component
better enables oncologists, dosimetrists, and physicists to properly account for respiratory
motion and the complications it poses: from adjusting tumor localization in treatment
planning, to permitting the implementation of motion management and active 4D treatment
techniques in delivery, 4D imaging is one of the cornerstones of ever-evolving image-guided
radiotherapy (IGRT) and so-called 4D radiotherapy techniques. It is important to note,
however, that while these 4D modalities can overcome obstacles faced by 3D methods,
they are not without difficulties of their own. The following sections will discuss in greater
detail modern 4D-CT and 4D-CBCT imaging techniques, challenges they face, and methods
currently in use or in development to curtail the manifestation of motion-related imaging
errors.
1.4

Four-Dimensional CT

1.4.1

Computed Tomography Fundamentals

In conventional radiographic imaging, kilovoltage X-rays, produced by bremsstrahlung
interactions in an electronic source, are transmitted through a volume to be imaged (i.e., a
patient) and onto a radiosensitive detecting surface (e.g., silver halide film or amorphous-Si
flat panel detector). While passing through the imaged volume, the distribution of X-rays
is modified as a product of scattering and absorption in the tissues and materials within
the volume. Differing radiographic material properties results in selective attenuation of Xrays within the volume and produces a spatially varying distribution which is subsequently
emitted from the volume opposite the source. It is this modified distribution of exiting Xrays that produces visible contrast between clinically-relevant media (e.g., air, bones, soft
tissue) and permits the formation of a 2D transmission image or “projection”.
Computed Tomography is a revolutionary extension of radiographic transmission
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imaging that permits the rendering of 3D structures from 2D projections.

Developed

concurrently by Hounsfield [21] and Cormack [22, 23], CT acquires digitized projections
from many different perspectives around an interrogated volume and uses this information
to computationally reconstruct a cross-sectional view of that volume. Per Hounsfield [24],
the development of tomographic imaging was aimed at addressing three critical shortcomings
of conventional radiographic imaging: 1. limited visibility caused by the superimposition of
anatomical structures, 2. limited soft-tissue contrast, and 3. inability to gauge physical
properties of imaged structures from “mean” absorption in projection images. Cormack’s
mathematical formalism for the reconstruction problem enabled the computation of these
tomographic cross-sections in both 2D slices and 3D volumes [22] and later paved the way
for additional tomographic modalities (e.g., positron emission tomography, PET) and early
3D dosimetry calculations [23]. Following initial clinical testing [25], CT imaging quickly
found use in hospitals and clinics around the world providing visual insights into the brain,
abdomen, and lungs [24]. For their efforts, Hounsfield and Cormack were jointly awarded
the Nobel Prize in Physiology or Medicine in 1979.
CT imaging technology has progressed far beyond the benchtop scanners and early
clinical units devised by Cormack and Hounsfield. Today, CT scanners can provide subminute imaging with sub-millimeter spatial resolution for diagnostic and simulation purposes.
Current scanners utilize a filtered X-ray source that emits a fan-shaped beam directed onto
one or more rows of detecting elements spaced equidistant from and opposite the source.
An example of a modern fan-beam CT scanner is presented in Figure 1 alongside a simple
illustration of the fan-beam geometry. Enclosed by a cowling or mechanical shroud, these
fan-beam CT scanners can collect projections at hundreds of angles during a continuous
revolution around a patient and can complete as many as 2–6 revolutions per second. [26]
Axial tomographic slice acquisitions can be made in sequential steps, between which the
patient is translated perpendicularly through the imaging plane, or continuously, where the
patient translates while the source and detector rotates, acquiring projections in a helical
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Fig. 1. Fan-beam CT geometry for clinical applications in radiotherapy . The left panel
presents an example of a modern clinical CT scanner (Philips Brilliance Big Bore,
Andover, MA) used in radiotherapy simulation applications. The right panel provides
a simple visualization of the fan-beam acquisition geometry used by such a scanner.
fashion. Reconstruction of fan-beam CT images is most commonly completed using some
variant of a Filtered Backprojection (FBP) or iterative algorithm [27, 28] to produce axial
slices which are then stacked into 3D volumes.
1.4.2

4D-CT Modality

For lung cancer radiotherapy, 4D-CT imaging has more recently become the standard
of care. Also referred to as respiration-correlated CT, 4D-CT extends 3D fan-beam CT and
acquires a series of axial image slices over a number of respiratory cycles to ensure adequate
temporal coverage of all spatial locations. [29] Use of a breathing signal, either obtained from
an external input device, such as an optical tracking system or ventilation probe, or derived
from an assessment of internal anatomy in the image itself, makes this respiration-sensitive
acquisition and reconstruction possible. Assembly of a full patient volume can be completed
either prospectively, where gating is used to capture projections of the patient only at selected
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respiratory phase or respiration amplitude within the breathing cycle, or retrospectively,
where CT projections are continuously acquired and later sorted into respiration-correlated
bins. [30, 31]
Two different approaches can be taken with respect to projection sorting prior to
reconstruction. The first, phase-sorting, is performed retrospectively and considers only
the phase within the respiratory cycle the patient displays for each projection acquired.
While this method can be easily implemented using a variety of respiratory signal sources,
variation in the magnitude of patient respiration can cause mobile structures in the resulting
reconstruction to appear somewhat blurred. This blurring manifests because there is no
strict constraint that ensures that imaged anatomy in one projection for a particular phase
will be found at the same location in all other projections ascribed the same phase. Consider
the example case of a patient who exhibits a regular respiratory pattern only to suddenly
take a deep breath: the magnitude of this deep inhalation could be considerably greater
than the typical respiration magnitude and it would subsequently position mobile structures
(e.g., diaphragm, chest wall, tumor) outside of their tidal range. Despite the fact that
this deep inhalation is not consistent with the patient’s regular respiration, the projections
acquired at end of this deep inhalation would still be binned with all other end-of-inhalation
projections and the lack of correspondence between positions of anatomical structures in
these scans results in a degraded reconstruction. Even worse, this method can promote the
manifestation of motion artifacts, like those seen in the following section.
Alternatively, amplitude-sorting takes a different approach and bins projection data
based on the relative displacement of anatomical structures. Completed either prospectively,
triggering acquisitions when anatomy falls within a certain range, or retrospectively, much
like the phase-sorting method, amplitude-sorting imposes the strict requirement that binned
projection sets contain only data acquired under a specific anatomical geometry (e.g.,
position of the diaphragm or tumor is consistent across all projections belonging to a given
amplitude bin). This resolves residual blurring and can greatly reduce the likelihood of
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experiencing 4D-CT motion artifacts in the 4D reconstruction. Unfortunately, this approach
is not without its downsides. In a prospective acquisition mode, amplitude-sorting can extend
the duration of a clinical scan if the subject consistently exceeds pre-defined amplitude limits
and in a retrospective approach, projections acquired outside of amplitude limits are rejected
wasting valuable imaging data. More importantly, the concept of amplitude sorting works
well for subjects that display regular respiration, however, for those that do not, rejection of
projections from aberrant respiration excursions sacrifices some knowledge of the underlying
patient respiration model.
With either approach, 3D reconstructions of patient anatomy are made using the
respiratory-correlated data which can arrest motion and represent instantaneous conditions
at specific respiratory phase locations. Arranging these reconstructed 3D volumes along the
temporal (respiration) axis is what permits visualization of 4D (3D+t) respiratory motion.
1.4.3

Motion Artifacts in 4D-CT

Artifacts stemming from anatomical motion frequently mire the quality of images
produced by 4D-CT imaging techniques. By several accounts, upwards of 50-90% of 4D-CT
images contain one or more discernable reconstruction artifacts linked to patient motion. [32,
33] When using 4D-CT to image respiration-influenced sites, motion artifacts manifest as
discontinuities between successive axial slices and are visually recognized by breaks in tissue
structures and surfaces that run perpendicular to the SI axis in coronal and sagittal views.
These reconstruction errors are the consequence of incorrect respiratory phase attribution to
acquired slices due to irregularity or variation in patient respiration during imaging. Figure
2 presents examples of motion-related artifacts in both free-breathing 3D-CT and 4D-CT for
comparison. While the artifacts in the free-breathing 3D image stem from patient motion
and appear similar to those in the 4D-CT image, it is important to note that they are the
result of tissue moving in and out of the imaging region over the course of the acquisition
and are not related to variation in patient respiration nor respiratory signal errors.
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Fig. 2. Comparison of motion-related artifacts that appear in 3D-CT and 4D-CT
reconstructions. The left panel shows a coronal slice of a free-breathing CT
image acquisition and the right panel a coronal slice of a 4D-CT acquisition from
approximately the same location in the same subject. Motion-related reconstruction
artifacts have been labeled in both images: A. repeated fine vessel structure(s) in
right lung; B. residual blurring and duplicated tumor anatomy in left lung; C. partial
anatomy truncation at diaphragm; D. duplicated diaphragm structure in right lung;
E. apparently missing vessel anatomy in right lung evidenced by sudden breaks that
occur across the image at that superior-inferior location; F. incomplete diaphragm
anatomy in right lung. Notice that the reconstruction artifacts in the CT image can
closely resemble artifacts in the 4D-CT image. For example, the duplication at B.
and the duplication at D. both appear as anatomical discontinuities that are visually
disjointed from the surrounding structures. While they may appear similar, it is
important to remember that the source of the artifacts differ: CT motion artifacts
stem from tissue moving in and out of the imaging frame during acquisition while
4D-CT motion artifacts are the result of incorrect phase attribution to acquired slice
information.
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To simplify discussion of reconstruction errors, Yamamoto et al. [32] provide a functional
taxonomy for motion artifacts that appear in 4D-CT, fitting them into one of four categories:
1. blurring that stems from high frequency motion not adequately sampled by the CT
scanner (e.g., cardiac motion), 2. incomplete anatomy which appears to be truncated,
missing a portion, or not completely reconstructed, 3. overlap of an anatomical structure
(possibly duplicated) on top of another, or 4. duplication of an anatomical structure or
portion of one in another location in the image. Frequently, the overlap and duplication
artifacts can appear quite similar in nature, but are distinguished by the condition that
duplication artifacts are disconnected from their source structure, while overlap artifacts
appear contiguous. Illustrative examples of each of these artifact types are presented in
Figure 3. Motion artifacts in 4D-CT may be most easily distinguished along the highcontrast borders of the lower lung lobes (e.g., diaphragm), however they can and frequently
do manifest in the middle and upper lobes of the lungs as well. Additional guidance for
recognizing and characterizing these artifacts is undertaken in Chapter 5.
It has been demonstrated that motion-related artifacts contribute to significant apparent
dislocation of reconstructed anatomy ranging in magnitude from 4.4 - 56 mm for various
thoracic structures, with the largest errors observed for structures in the lungs. [32] Error
in tumor volume delineation caused by these artifacts has also been shown to impact the
optimization of treatment delivery [34] and to cause systematic under- or overdosing of
target volumes and corresponding over- or underdosing of normal and critical structures,
thereby diminishing therapeutic outcome. A method to mitigate the manifestation of these
artifacts in reconstructed volumes would not only improve the quality of patient images,
but could similarly impact the accuracy of target localization and the confidence with which
radiotherapy treatment is delivered. Such advances could further permit more consistent
application of the adaptive and dose-escalating treatment methods discussed earlier.
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Fig. 3. Examples of 4D-CT reconstruction artifacts in 4D-CT imaging. Note that blurring
artifact is not strictly a reconstruction error, but is sourced to latent high-frequency
motion of tissue (e.g., cardiac tissue) during image acquisition. Note, the artifact
taxonomy used in this work was originally proposed by Yamamoto et al. [32]
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1.4.4

Existing Artifact Correction Techniques

A number of prospective image reconstruction methods have been investigated for
reducing the impact of motion-related reconstruction artifacts and improve image quality in
4D-CT. Notably, prospective respiratory displacement and velocity based cine 4D CT (PDV
CT) [35], which measures patient respiration and computes a “representative waveform” of
patient-specific displacement and respiration velocity parameters for triggering CT image
acquisition at specified respiration points, has been shown to greatly reduce the frequency
and magnitude of 4D reconstruction artifacts. This method has the distinct advantage of
prospectively collecting image data under very specific respiratory conditions, controlling
the acquisition so as to limit patient dose by reducing excess exposures and to avoid the
dilemmas faced by retrospective phase sorting methods in terms dealing with irregular
patient breathing and limited sampling of particular respiratory phases. Alternatively, the
novel fast helical 4D-CT method developed by Thomas et al. [36] pairs concurrent estimates
of patient respiratory volume and respiration velocity relative to a reference image frame
with a rapidly acquired series of 25 helical scans to compute a respiratory motion model via
deformable image registration that is resistant to hysteresis and irregular patient breathing.
Furthermore, by utilizing a low-dose acquisition protocol, this method is able to produce
an artifact-free image with greatly reduced image noise, all while delivering a dose to the
patient below that of currently available 4D-CT protocols.
Despite their great potential to improve 4D-CT imaging, one major disadvantage of
these methods, however, is their non-trivial impact on clinical systems and workflows.
Modification of clinical hardware controls, as required by the PDV CT method for triggering
image acquisition at specified respiratory conditions, would be restricted by a clinical
facility’s ability to adapt existing or acquire new CT imaging hardware capable of performing
such a scan. Similarly, the adoption of the fast helical method would be contingent on a
facility’s ability to build prolonged image acquisition (approx. 2.5 minutes per scan) and
reconstruction times (approx. 21 minutes per scan) into their existing clinical workflow.
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Additionally, these methods sacrifice information characterizing the irregularity of patient
respiration. Without these details, patient-specific determination of acceptable radiotherapy
treatments can be made more difficult: for example, patients which exhibit high irregularity
in respiration may be unsuitable for breath-hold techniques.

Similarly, the PDV CT

method selects specific respiration points for triggering acquisition which may inadvertently
underestimate the true extent of tumor motion (i.e., fail to capture frames representing
extreme inhalation or exhalation points and the relative frequency of such observations).
Misrepresentations of patient motion negatively impact the ability to accurately cover a
target using conformal therapies, establish margins, and optimize IMRT treatments.
Alternatively, some methods seek not to correct motion-based reconstruction artifacts,
but rather to detect their existence as a measure of image quality. Though a number
of approaches have been developed to detect artifacts, one of the most notable is the
measurement of mean square grey value difference (MSGVD) between two adjacent CT
slices. [37] This method characterizes discrepancies at slice interfaces by computing the
mean square value of intensity variations and is effective at identifying large discontinuities
between slices. Unfortunately, this method is also prone to failure around slice locations
where anatomical structures enter or exit the assessment region abruptly (i.e., apex of the
diaphragm) which causes the false-positive detection of artifact due to the sudden change in
mean gray value. More advanced methods [38] build on evaluation of intensity variations,
similar to the MSGVD method, but improve detection efficiency by cropping images to
regions of interest (i.e., only lung volumes), evaluating structures independently (i.e., only the
right lung), and thresholding image intensities to exclude known intensity “outliers” relative
to the ROI (i.e., bony anatomy). An alternative method of detecting motion artifacts in 4DCT reconstruction involves predicting their existence based on respiratory signal, however
this method has received criticism for having poor detection efficiency in a study by Han
et al. [39] In that same study, it was found that a more effective detection method was
through the use of a “bridge stack” method, which identified artifacts by using normalized
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cross-correlation convolution (NCCC) to determine the optimal alignment of two same-phase
CT slices acquired in sequence, based on the content of bridge stacks of slices produced by
observing slices in other respiratory phases, and compare that to what was actually rendered
by the 4D-CT. Collectively, these and similar methods of evaluating the existence of motion
artifacts in 4D-CT provide a foundation for image quality assessment as well as the framework
for assessing the effectiveness of motion artifact correction methods.
1.5

Four-Dimensional CBCT

1.5.1

Cone-Beam Computed Tomography Fundamentals

As an imaging process, cone-beam CT operates in much the same way as fan-beam
CT: radiographic projections are acquired at different angles around a patient and a 3D
image is reconstructed. One critical difference between the two, however, comes in the
form of the interrogating X-ray beam. Whereas CT projects a fan-shaped beam of X-rays
onto a row or rows of detecting elements spaced equidistant from the source, as seen in
Figure 1, CBCT projects a divergent conical beam of X-rays onto a flat panel detector array.
This divergent geometry complicates the otherwise simple CT reconstruction problem by
introducing the need to correct for inverse square law and non-normal incident radiation angle
effects for measured signal at each detecting element location. To address these challenges,
Feldkamp, Davis, and Kress [40] were first to propose a direct convolution-backpropagation
reconstruction algorithm for CBCT and demonstrated its utility in industrial imaging
applications. This algorithm, widely referred to as FDK, is still used commercially today
and has served as the foundation for many improved reconstruction methods, including
McKinnon-Bates (MKB) and Prior Image-Constrained Compressed Sensing (PICCS). These
algorithms will be discussed in greater detail later in Section 2.2.
Jaffray and Siewerdsen were the first to propose the use of on-board kilovoltage CBCT
imaging systems and performed the initial characterization of factors influencing clinical
reconstruction quality (e.g., projection sampling frequency, scatter, gantry flex). [41, 42, 43].
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Starting with benchtop prototypes, Jaffray and Siewerdsen were able to show that clinically
valuable images could be acquired via the cone-beam geometry. CBCT on-board imaging,
introduced commercially in the early 2000s for radiotherapy applications, has quickly gained
favor for a variety of treatments. Today, CBCT is routinely used to ensure correct patient
setup and to periodically review therapeutic conditions on the day treatment by acquiring
images of target anatomy in situ. [43, 44].
Commercial on-board CBCT imaging systems attach a kilovoltage X-ray source and
digital flat panel detector to the gantry orthogonal to the treatment head. This allows the
CBCT system to utilize the rotational mechanism of the LINAC to acquire an image of the
treatment volume with little additional hardware. An example of a modern CBCT imager
on a Varian LINAC is presented in Figure 1 alongside a simple illustration of the cone-beam
acquisition geometry.
Because LINAC gantries rotate very slowly (maximum of 1 revolution per minute),
current on-board CBCT imaging systems collect a complete single-revolution set of
projections over a substantially greater period of time (60–240 sec) than the typical duration
of a respiratory cycle (4–8 sec). As a direct consequence, the position of mobile anatomical
structures can vary dramatically between adjacent projections. This slow rotational speed,
compared to that of clinical CT, is unique to on-board CBCT imaging systems and is
a federally imposed safety measure by regulations governing the operation of imaging
devices which are not confined to enclosures like those of diagnostic tomographic scanners.
Unfortunately, when reconstructing 3D volumes from a set of CBCT projections, anatomical
regions and structures influenced by motion (e.g., respiration) during the imaging session
can appear blurred or distorted in the resulting 3D volume. This blurring can pose, at best,
an undue, though not insurmountable challenge to therapists and physicians [45] seeking to
clearly identify target volumes. At worst, however, motion complications in CBCT can result
in significant target localization discrepancies [46], especially for those volumes that fall in the
lower lobes of the lung near the diaphragm interface which tend to exhibit the greatest degree
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Fig. 4. Cone-beam CT geometry for clinical applications in radiotherapy . The left panel
presents an example of a clinical CBCT on-board imager mounted to a LINAC (Varian
TrueBeam, Palo Alto, CA) used in radiotherapy delivery applications. The right panel
provides a simple visualization of the cone-beam acquisition geometry used by such an
imaging system. Note the difference in beam shape compared to that of the fan-beam
geometry depicted in Figure 1.
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of displacement over the respiratory cycle. As Figure 5 illustrates, considerable degradation
can be caused by anatomical motion, but fortunately similar mechanisms to those used to
arrest motion and mitigate induced errors in CT can be applied to CBCT. [47]
1.5.2

4D-CBCT Modality

Much like 4D-CT, retrospective projection sorting based on a concurrently obtained
respiratory signal can be used to bin collected CBCT projections based on respiratory
phase or amplitude and subsequently reconstruct individual 4D image frames. Ideally, this
approach results in a 4D image which arrests the motion in each individually rendered
point in the respiratory cycle and minimizes the manifestation of motion blurring across the
reconstructed image. For Sterotactic Body Radiotherapy (SBRT) NSCLC treatments, it has
been shown that such 4D-CBCT techniques closely recover the respiratory motion captured
in 4D-CT. [48]
While this technique offers the potential of minimizing any negative effects caused
by motion blurring, the 4D reconstruction of CBCT data can often prove to be more
deleterious than advantageous. Because CBCT is a slowly rotating modality, few projections
can be acquired in a clinically reasonable amount of time, and further reduction by
respiratory phase binning results in significant angular undersampling. In 4D-CBCT this
undersampling produces streak or view-aliasing artifacts that pass through the axial plane
of the reconstructed image and additionally increases overall image noise. Practically, this
reduces contrast resolution and makes the delineation of lower contrast features, like blood
vessels and early disease progression far more difficult. Figure 5 highlights these differences,
and notably demonstrates that while motion blurring of tissue boundaries is largely
eliminated by 4D-CBCT, image quality is visibly impacted by projection undersampling.
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Fig. 5. Examples of respiratory motion-related artifacts in CBCT reconstruction of the lung.
The left column shows coronal (top) and axial (bottom) cross-sectional views of a
3D-CBCT reconstruction. Notice that the lung-diaphragm boundary in the coronal
view (arrows) appears blurred. Likewise, only large blood vessels are visible and they
also appear blurred. The center column shows views of the same data reconstructed
using respiratory phase-correlated 4D-CBCT. Notice that there is relatively little
blurring in the coronal view due to breathing (arrows) using this approach. However,
considerable streaking (view aliasing) artifacts are visible in the axial view due to
reduced angular projection sampling. The right column shows views of the same
data reconstructed using a motion-compensated 4D-CBCT approach. Notice that
this method has less motion blurring (arrows) and streaking artifacts compared to
the former two methods. All reconstructions were made using the FDK algorithm. A
similar figure is also presented in the manuscript contained in Appendix B.
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1.5.3

Existing Motion Compensation Methods

As previously noted, when reconstructing respiratory phase-correlated 4D-CBCT
images, acquired projections are retrospectively sorted into bins corresponding to a particular
phase of respiration. This simple approach takes into account only the projection data
contained in each binned subset during subsequent image reconstruction, leaving the vast
majority of available projection data unused.

Motion compensation (MoCo) methods,

however, consider all available projection information by estimating the patient motion
observed during image acquisition and adapting the reconstruction algorithm to account for
patient deformations at each respiratory phase point. This deformation reconciliation can be
implemented in a number of ways, either before or after completion of CBCT reconstruction.
The following subsections provide a description of these and related methods, discuss
examples in use or under development, and highlight the advantages and disadvantages
of each.
1.5.3.1

Backprojection-Deformation MoCo Methods

The first two motion compensation methods each combine backprojection and image
deformation operations to achieve improved reconstruction quality. By warping projection
data to a motion-corrected reference frame prior to image reconstruction using an a priori
deformation model of patient motion, acquired from 4D-CT planning images, the deformthen-backproject approaches of Li et al. [49] and Rit et al. [50] are able to utilize all
available projection data during each 4D frame reconstruction and mitigate the effects of
the angular undersampling problem faced by phase-correlated 4D-CBCT. The use of all
acquired projection data also carries with it an intrinsic reduction in the statistical noise in
the resulting reconstructed image which improves the visibility of finer anatomical structures.
Alternatively, the backproject-then-deform method proposed by Li et al. [51] and later Zhang
et al. [52] accomplishes motion compensation by warping reconstructed respiratory phasecorrelated image frames according to an a priori deformation model to a particular reference
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prior to frame superimposition. Again the motion model used in Li’s MoCo method is based
on a 4D-CT planning image. While it is possible in each of these MoCo approaches to
produce 4D motion models from 4D-CT planning images or mathematical representations
of lung trajectories, and these have been shown to offer an effective means of improving
reconstruction outcomes, the validity of these models for the duration of a treatment regime
can be called into question [16]: motion observed in preliminary planning images may differ
considerably from that seen several weeks into treatment. Such variation and its impact on
reconstructed image quality would be difficult to recognize prior to CBCT acquisition and
the application of an inaccurate motion model during motion compensated reconstruction
can actually degrade the quality of the resulting image over that of a simple 4D-CBCT
image.
1.5.3.2

Synthetic Projection MoCo Methods

A slightly different approach, taken by Brehm et al. [53], has demonstrated the ability
to compensate for both respiratory and cardiac motion in 5D-CBCT reconstruction applied
to small animal imaging. Building off previous development of robust, artifact model-based
registration methods and 4D-CBCT motion compensation [54, 55], a data-driven estimate
of 5D motion is achieved using initial phase-correlated FDK-reconstructed (PCF) images. A
simulated, artifact-free prior image is generated by segmenting the reconstructed volumes and
clustering critical regions, such as air, lung tissue, fat tissue, and bone based on pre-defined
thresholds. In turn, this simulated image is used to quantify the extent and location of viewaliasing artifacts via forward-projection and subsequent reconstruction, and subsequently
permits the estimate of the contribution to perceived deformation between image frames by
artifact alone. Coupling this artifact-sourced deformation knowledge with similar insights
from the initial PCF images, which describe deformation sourced to both motion and artifact,
it is possible to discern the contribution sourced to motion alone. Completing this process
for both respiratory and cardiac phase-correlated frames, a comprehensive 5D motion model
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is created. This method has the advantage of not relying on an a priori motion model,
thereby circumventing the limitation described for the previous two methods, and delivers
a near purely data-driven technique. Furthermore, the success of this method demonstrates
the feasibility of estimating subject motion directly from the registration of otherwise poorquality, view-aliased CBCT image frames. Related methods have also been applied to 4DCBCT reconstruction, considering only the respiratory motion component [55], with similar
outcomes. As a downside, however, this method requires additional effort to produce the
simulated prior images used to reduce the influence of artifact presence on motion model
estimation, and while it is successful, this makes the technique computationally expensive
and limits practical clinical utility.
1.5.3.3

Iterative MoCo Methods

An alternative approach to addressing patient motion in 4D-CBCT imaging is through
the application of iterative reconstruction techniques.

Wang and Gu proposed the

simultaneous motion estimation and image reconstruction (SMEIR) [56] algorithm for 4DCBCT, which consists of two alternating, iterative components: a model-based image
reconstruction and a motion model estimation. Using a modified version of the simultaneous
algebraic reconstruction technique (SART) [57], an initial ”primary” CBCT image is
reconstructed, from which an initial deformation vector field (DVF) between frames of the
4D image is computed to serve as a starting point for an iteratively computed patient motion
model. This DVF is subsequently used to warp a new SART reconstruction, which is in turn
forward-projected onto the acquisition geometry and a revised update of the motion model
is computed. This process is repeated until variation between the forward-projections and
actual projection data is minimized and a final motion-compensated CBCT reconstruction
is produced. This method has the distinct advantage of directly considering the deformation
between all frames of the 4D-CBCT image, and in using an iterative reconstruction approach
results in an image with reduced noise and no view aliasing artifact. Unfortunately, while
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this type of method can be effective at considerably improving image quality, it can also be
very sensitive to motion model parameter initialization. In cases where model parameter
initialization is not optimal, such methods may fail to arrive at a reasonable representation
of patient motion. Additionally, these iterative methods can be plagued by a loss of image
contrast and fine structural detail due to over-smoothing of image data [58], or by excessive
computational requirements, which can limit practical clinical utility.
1.6

Clinical Motion Management
Respiratory motion can be handled in a number of ways in radiotherapeutic applications.

In the most naı̈ve approaches, imaging which represents the magnitude of target motion,
through either 3D blurring or 4D extrema, is used to define a volume that encapsulates the
possible locations of mobile targets at any time point. One can intuit that this approach is far
from optimal, as the encapsulated volume can include not only target, but normal tissue as
well. It has been shown for patients with sufficiently small ranges of respiratory motion (i.e.,
less than 1 cm) that this scheme results in minimal impact to treatment dose distribution
[59], as indicated earlier, excessive dose to normal structures in the lungs can precipitate the
development of lung fibrosis, radiation-induced pneumonitis, and other complications.
Newer techniques seek to reduce this problem and limit target position uncertainty
through direct intervention or patient guidance. In the treatment of breast cancer, imaging
and dosimetric advantages can be realized by using active breath control (ABC) [60, 61],
voluntary patient breath-holding [62, 63], or guided respiration [64]. These techniques both
briefly arrest motion and move normal and critical structures, namely the heart, away from
treatment fields. While this is an effective approach for many thoracic sites, patients with
lung cancer can suffer from compounding conditions, like COPD and emphysema, which
limit respiratory function and may prohibit the effective use of these methods. Because of
their ability to circumvent these limitations, and by extension, afford additional avenues for
improving patient treatment, motion-compensation and correction methods will be the focus
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of this work.
1.7

Overview of Dissertation

1.7.1

Problem Statement and Purpose

Four dimensional (4D) imaging modalities offer physicians and radiation therapists
unparalleled access to the underlying kinematics and structural dynamics of diseased sites
to be treated and provide insight into the effects of regular organ motion and the nature of
tissue deformation over time. While these techniques can facilitate the use of more targeted
radiotherapies, issues surrounding image quality and accuracy currently limit the usability
of these images for this purpose.
When employing 4D-CT imaging for the planning of lung and upper abdominal
treatments, views of diseased tissues along a motion trajectory allow for temporally catered
treatment techniques, including respiration gating and adaptive radiotherapy, however it
is observed that motion-related artifacts frequently make the delineation of clinicallyrelevant volumes far more challenging. As discussed earlier, the vast majority of 4D-CT
images are suspected to contain one or more reconstruction artifacts linked to patient
motion [32, 33] which can manifest as significant apparent dislocations of anatomical
structures. Existing strategies to overcome these challenges, including PDV CT [35] and
rapid, repeated scan-based respiration model generation [36], require extensive modifications
to the clinical imaging hardware and existing 4D acquisition protocols and cannot be
completed retrospectively, limiting their utility in many current clinical settings.
The use of CBCT day-of-treatment imaging enables therapists to review treatment
plans and patient setup in situ and, if necessary, request modification to better suit
prevailing conditions.

However, the use of free breathing CBCT is limited by severe

motion artifacts which manifest as a result of acquisition time being much longer than the
respiratory cycle of a typical patient and, unfortunately, existing solutions to arrest motion in
reconstructed images, such as respiratory phase-correlated 4D-CBCT, frequently suffer from
26

poor image quality, unacceptably long scan times, or excessive patient dose. Methods have
been developed to address these limitations. Conventional MoCo reconstruction strategies,
including backproject-then-deform [49] and deform-then-backproject [50], utilize a patientspecific deformation model to adapt projection and image data for motion experienced during
CBCT acquisition. Alternative methods, such as simultaneous motion estimation and image
reconstruction (SMEIR) [56], iteratively optimize patient motion models to fit synthetic
projection data to raw CBCT acquisitions. While these approaches have the potential to
result in significant image quality improvements, they can be limited by the accuracy of an
a priori model, which may not remain valid over the course of treatment [16], by an over
sensitivity to initial reconstructed image quality or motion modeling parameter initialization,
by loss of contrast and fine structural detail due to over-smoothing of image data [58], or by
computational complexity.
1.7.2

Summary of Aims

The research objectives of the work to be presented are broken into two distinct specific
aims based on imaging modality. The first research aim seeks to reduce the manifestation
of view aliasing in 4D-CBCT imaging, while the second seeks to mitigate the effects of
motion-related sorting artifacts in 4D-CT imaging. In both cases, the overarching goal is to
improve image quality for the purposes of better visualization and localization of anatomical
structures in the lungs. The following summarizes the specific sub-aims for this work:
Aim 1: Develop and evaluate retrospective motion compensation methods for 4D-CBCT
A series of purely data-driven, retrospective motion compensation methods for 4DCBCT imaging using a selective combination of deformable image registration and projection
warped reconstruction will be developed and evaluated. Viability of the developed methods
will be assessed on the basis of robust image quality metrics. Factors impacting the outcome
of each developed method will be identified to later improve the robustness of the motion
compensation.
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S.A. 1.1 Develop a novel image quality improvement method combining groupwise
registration and motion compensated reconstruction for 4D-CBCT imaging: A
series of method workflows for performing groupwise image registration and
motion-compensated CBCT reconstruction will be developed. The standard FDK
technique will be employed to reconstruct CBCT volumes.
S.A. 1.2 Evaluate and compare the impact of alternative initial reconstruction techniques
and corresponding initial image quality on the ability of the developed method
to improve motion-compensated image quality: An evaluation of the impact of
alternative CBCT reconstruction methods, and their corresponding variation in
initial reconstruction image quality on developed method performance will be
made. Findings will be used to quantify the robustness of the developed method
and further tune method and model parameters as necessary. Comparison will also
be made between the developed method and state-of-the-art motion compensation
technique(s) with the goal of demonstrating equivalent or improved image quality
results.
Aim 2: Develop and evaluate a retrospective motion artifact correction algorithm for 4D-CT
In the second portion of this research effort, a motion artifact correction algorithm will
be developed and applied retrospectively to existing reconstructed 4D-CT image volumes.
Novel methods will be implemented to detect motion artifacts in images, weight affected
regions during a 4D groupwise image registration, and apply a suitable correction to the
reconstructed volume using temporally distributed artifact-free data to restore degraded
regions of the image.
S.A. 2.1 Develop and assess weighted groupwise registration-based image correction
algorithm: A retrospective 4D-CT motion artifact correction algorithm based
on a weighted groupwise registration scheme will be developed. Assessment of
sensitivity of the algorithm to registration parameters and variation in ascribed
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artifact weights will be made using simulated artifact-laden 4D-CT reconstructions.
S.A. 2.2 Develop suspected motion artifact observation and weighting algorithm: A purely
data-driven, retrospective algorithm will be developed for characterizing image
anomalies that may be indicative of motion artifacts in 4D-CT reconstructions
and assigning corresponding weighting factors describing the confidence in such
an observation. Method development and characterization of performance will be
evaluated using annotated, artifact-laden, clinical 4D-CT reconstructions.
S.A. 2.3 Implement and evaluate retrospective 4D-CT motion artifact correction algorithm:
The weighted groupwise registration-based image correction algorithm developed
in S.A. 2.1 and the artifact observation and weighting algorithm of S.A. 2.2 will
be combined into a single retrospective correction algorithm and implemented in
an image processing or registration framework. Evaluation of combined algorithm
performance will be made using clinical 4D-CT reconstructions. Comprehensive
assessment of algorithm performance will be made through comparison of corrected
4D-CT images to breath-hold CT images.
1.7.3

Innovation

The work to be presented in this dissertation describes four primary innovations
developed to mitigate the impact of motion artifacts and improved the image quality of
4D-CT and 4D-CBCT. The following subsections briefly summarize these innovations ahead
of more detailed discussion of developed methods and results in the chapters to come.
1.7.3.1

Groupwise registration applied to 4D-CBCT

In the first portion of this work, adaptation of existing image registration methods is
proposed as a robust and artifact-resilient means of estimating respiratory motion directly
from 4D-CBCT image frames. Subsequent application of the resulting deformation model
during MoCo reconstruction, as will be discussed later, will mitigate the introduction of
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image reconstruction errors. Modeling respiratory motion is accomplished using a deformable
image registration platform, such as those offered by the ITK [65] or elastix [66, 67] toolkits.
Instead of using conventional pairwise image registration approaches, where only two 3D
image frames from the 4D image are considered, groupwise 4D (3D+t) registration methods,
which consider all frames of the 4D image simultaneously, will be employed and evaluated
in the creation of a representative respiratory motion models.
Groupwise registration is used regularly in atlas and population-based image
registrations for its ability to reduce the influence that any one image has on the registration
of a group of images. This bias-reducing technique, when applied to 4D registrations,
utilizes the temporal redundancy of image content and intensity information to recover finer
details, reduce image noise, and improve edge sharpness as will be seen with more a detailed
description of theory and implementation of this registration technique in Chapter 2.
It is critical to note that, while groupwise registration methods have previously
been demonstrated to achieve clinically reasonable motion models when applied to 4D
modalities of CT, magnetic resonance (MR), and ultrasound imaging [68], assessment of
their effectiveness in 4D-CBCT applications remains to be conducted. Prior to clinical
utilization, it is imperative that groupwise methods extended to 4D-CBCT demonstrate
similar performance despite the presence of initial reconstruction errors and significant image
noise. In addition to being robust to initial reconstruction errors and image quality issues,
viable 4D-CBCT registration methods should efficiently produce motion models, in the form
of DVFs with little to no manual intervention: a so-called purely data-driven technique.
This condition, though not strictly required to realize clinical utility, intrinsically makes
the resulting method all the more appealing to clinical practitioners by affording a tangible
imaging benefit whilst not considerably interfering with existing workflow methods. The
first innovative contribution of this study is demonstration of the efficacy of groupwise image
registration methods that are robust to noise and image quality issues and produce realistic
transformations when applied to 4D-CBCT imaging.
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1.7.3.2

Motion Compensation Using Purely Data-Driven Motion Modeling

Motion-compensated reconstruction is used to recover image details, reduce motion and
reconstruction artifact impact, and improve overall quality of CBCT images. Though CBCT
MoCo is by no means a new concept, many previous works to correct for motion have relied
on a priori models of patient motion to accomplish this task [50, 49, 51, 69, 70], and as
discussed earlier suffer from the limitation of model validity over the course of treatment.
More recently, purely data-driven methods [53, 71] have started being investigated for their
intrinsic ability to avoid this model problem through the production of a patient-specific 4Dmotion model from the CBCT data acquired on day-of-treatment. These existing approaches,
as discussed earlier in Section 1.5.3, have demonstrated considerable advantages over their
a priori counterparts in terms of robustness to respiratory motion variation over the course
of treatment.
It is proposed that the adaptation and combination of two existing complementary
MoCo methods, namely the backproject-then-deform and deform-then-backproject methods
mentioned earlier, can be combined to overcome the method-specific limitations of each
and produce a novel, purely data-driven solution to perform motion compensation: first
employing the groupwise image registration algorithm, as described in Section 1.7.3.1, to
build patient-specific 4D motion models using day-of-treatment 4D-CBCT acquisitions and
subsequently applying these models during MoCo reconstruction to improve the quality of
4D-CBCT images. The development and testing of an imaging workflow to perform purely
data-driven MoCo CBCT is considered the second innovative contribution of this work.
1.7.3.3

Retrospective Observation of Potential Motion Artifacts in 4D-CT

Observation of medical image features, be they organ boundaries, radiotherapy targets,
or image artifacts is a non-trivial task. As highlighted earlier, for many existing use cases,
approaches have been developed to recognize discrete regions in 4D-CT images impacted
by artifacts. Unfortunately, much remains to be done to improve these methods in terms
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of detecting gross image artifacts and abnormalities – particularly those created by patient
motion in 4D modalities that can substantially degrade the quality of reconstructed images,
obscure the visibility of anatomical structures, and reduce the overall clinical utility of the
acquisition.
To enhance image quality in 4D-CT imaging, the task of developing a novel algorithm
for discerning the presence of reconstruction artifacts linked to patient motion and applying
corrective measures will be undertaken. Fundamentally, 4D-CT motion artifacts are able to
be observed, by either a human viewer or automated counterpart, due to the expectation
of smooth anatomical boundaries and the existence of temporally-redundant information
within the frames of the images. Structures which undergo motion in 4D-CT are anticipated
to appear in different physical slice positions in each frame of the image over the course of
the physiological cycle. It can also be observed that motion-related artifacts generally do not
move with the anatomy, but rather with the slice position. It can therefore be intuited that
a certain region of anatomy obscured by a motion artifact in one or two temporal frames is
very likely to be clear in several of the remaining frames.
The approach taken in this work capitalizes on recent advances in the fields of machine
vision and machine learning, and develops a method for observing and localizing “potential
motion artifacts” in 4D-CT images. A number of artifact observation model architectures
were developed and trained to automatically infer the existence of motion artifacts in images
based on a set of ground-truth annotations completed by conditioned human observers.
Implementation and testing of candidate artifact observation methods using clinical 4D-CT
image data is the third innovative contribution of this research.
1.7.3.4

Retrospective Correction of 4D-CT Motion Artifacts via ArtifactWeighted Groupwise Registration

Building on artifact observation methods, described in the previous subsection, and
the considerable amount of temporally-redundant image content that exists in 4D-CT image
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frames, it becomes theoretically possible to produce a method to selectively discard regions of
artifact-affected content in certain image frames and use the unaffected content of remaining
frames in order to recover these regions. The task of developing one such method, using a
modified groupwise image registration algorithm, similar to those discussed earlier for CBCT
image enhancement, is undertaken as the final component of this research project.
By introducing a spatiotemporal artifact weighting term into the groupwise algorithm,
a robust technique is developed that facilitates the registration of 4D-CT images while
minimizing the influence of motion artifacts. This is shown in Chapter 4 to permit the
reasonable mapping of image content from both artifact-free and artifact-affected regions to a
mean reference frame and, through weighted aggregation of this registered image content and
the correspondingly registered spatiotemporal artifact weights, mitigate the manifestation of
motion artifacts in the resulting image. Implementation of this artifact-weighted groupwise
image registration (AWGR) method and a corresponding evaluation of it’s ability to correct
motion artifacts in clinical 4D-CT images when combined with the artifact observation
method developed in Section 1.7.3.3 constitute a fourth and final innovative contribution.
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CHAPTER 2

4D-CBCT RECONSTRUCTION AND MOTION MODELING PRINCIPLES

2.1

Introduction
The first portion of this research project, S.A. 1, focuses on the development and

evaluation of retrospective methods for motion compensation in 4D-CBCT imaging in
order to improve image quality. In this chapter, the foundational principles of CBCT
reconstruction, motion compensation, and groupwise deformable image registration will be
described. The following chapter details the studies completed for Specific Aim 1 and the
results thereof which incorporate these methods to improve the image quality of 4D-CBCT
reconstruction.
2.2

CBCT Reconstruction Algorithms
Since the early imaging work of Feldkamp, Davis, and Kress [40], both the hardware to

acquire CBCT projections as well as the computational systems used to reconstruct them
have advanced considerably. Correspondingly the algorithms used for CBCT reconstruction
have progressed from a simple backpropogation formulation to now include a comprehensive
suite of geometrical and physical correction factors to more accurately represent acquisition
conditions, methods for incorporating subject motion in the backprojection process, and
even advanced iterative techniques to improve reconstruction image quality. As indicated in
the introduction, this is not to say that the FDK method is in anyway out of mode – in fact,
it is still considered to be a standard reference and is commonly used both academically and
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commercially. However, more and more reconstruction algorithms continue making their
way into clinical use every year.
To ensure that the methods developed in this project reflect state-of-the-art
reconstruction capabilities, two different CBCT reconstruction algorithms were included in
Specific Aim 1 studies: 1. the original FDK algorithm and 2. the newer PICCS algorithm.
The following subsections provide a detailed description of the two algorithms and makes
note of their respective pearls and pitfalls.
2.2.1

FDK Reconstruction Algorithm

As mentioned earlier, the FDK algorithm was the first true filtered backprojection
algorithm developed for the reconstruction of 3D CBCT images acquired using a divergent
beam X-ray source and a circular imaging trajectory: the geometry at the heart of all modern
CBCT imaging systems. The primary innovation of the FDK method was the development
of a ‘practical’ CBCT reconstruction algorithm.

Unlike earlier CBCT reconstruction

algorithms, the FDK method: 1. accounted for the divergent nature of the x-ray source,
2. intrinsically allowed for incomplete scanning geometries (i.e., circular arcs of projection
points common to modern clinical scanners instead of a sphere of projection points that
surround the imaged volume) and 3. provided a computationally efficient and accurate
avenue to reconstruction. [72]
The cornerstone of the FDK algorithm lies in its treatment of single cone-beam
projections as a series of ‘tilted’ fan-beam projections, each taken at a different cone angle.
As seen earlier in Figure 4, the fan and cone angles define the boundary of the CBCT
projection on the panel detector, unlike the CT geometry shown in Figure 1 that, in simple
treatments, is bounded by only the fan angle. It is straightforward to see that every point
on the detecting plane can be localized by a unique pair of fan and cone angle coordinates.
The FDK approach extends the familiar FBP approach used in fan-beam CT
by incorporating the cone angle coordinate in what is described as ‘weighted filtered
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backprojection’. Wang et al. [72] were first to provide a generalized mathematical description
of the component steps of this modified FBP algorithm. Li et al. [49] subsequently adopted
this formalism and later expanded it for implementation simplicity.

The filtering and

backprojection steps for cone-beam reconstruction are presented in Equations 2.1 and 2.2,
respectively.
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(2.2)

e (θ, u, v) describes the filtered cone-beam projection, R (θ, p, ζ),
In the filtering step, R
after being processed by the filter function f (i.e., convolution kernel), where (u, v) is the
intersection point on the detection plane of the projected ray passing from the source though
point (x, y, z) in the volume to be reconstructed g, p is the source to detector distance, ρ is the
source to axis distance, θ is the gantry angle of rotation, and ζ is the distance off mid-plane
of the ‘tilted’ fan beam component (constrained by v). Additionally, for the backprojection
step, s = −x sin θ + y cos θ describes the rotational coordinate system used to reconstruct
the imaged object g. Wang et al. [72] provides a visual depiction of this geometry.
As indicated earlier, Li expands this formalism for implementation purposes, rewriting
the backprojection step as a summation of intermediate reconstructions, geθi , at each
projection angle, θi . The intermediate reconstruction is expressed in Equation 2.3 and the
rewritten backprojection step is shown in Equation 2.4.

geθi (x, y, z) =

ρ2
e
2 R (θi , u, v)
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N
π X
g (x, y, z) =
geθ (x, y, z)
N i=1 i
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(2.3)

(2.4)

While the tangible benefits of this expansion may not be immediately discernible, from
a computational perspective, it should be clear that the rewritten backprojection step is
much more straightforward to implement algorithmically, and can be reduced to a set
of backprojection computations encompassing all projection angles followed by a simple
summation of the resulting intermediates. More importantly for efficient use of modern
computational hardware, this expansion allows the reconstruction problem to be solved
in parallel as each intermediate backprojection operation is independent of every other.
Furthermore, additional benefits will be revealed later in Section 2.3 as part of the discussion
of motion-compensated reconstruction.
The FDK algorithm, like most FBP reconstruction techniques carries the implicit
requirement of a minimum number of projections in order to sufficiently sample the imaged
volume and produce a reconstruction which does not suffer from view-aliasing artifact, like
those seen earlier in Figure 5. This lower bound for projection sampling is determined
by the Shannon-Nyquist sampling theorem and can be approximated for a given set of
reconstruction criteria using Equation 2.5.

P ≈N

π
2

(2.5)

In this approximation, P denotes the minimum number of projections required
to sufficiently sample an N × N dimension imaging plane.

A typical clinical CBCT

reconstruction may be of dimension 256 × 256 or 512 × 512 in the axial plane, which suggests
that acquisitions should consist of a minimum of approximately 402 or 804 projections,
respectively, in order to avoid the manifestation of aliasing artifacts. Indeed, it can be
observed that reconstructions which meet this requirement demonstrate markedly better
image quality over those which do not, as seen in Figure 6.
It was earlier indicated that a clinical CBCT scan will generally consist of approximately
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Fig. 6. Shannon-Nyquist sampling criteria impact on reconstruction quality. The left panel
presents a 512 × 512 axial view from an FDK reconstruction of a subject made with
47 projections. The center panel presents the same 512 × 512 axial view from an
FDK reconstruction of the subject made with 614 projections. The right panel also
presents the same 512 × 512 axial view from an FDK reconstruction of the subject
however was made with 2456 projections. From left to right, the projection counts
for each of these reconstructions are, respectively, far below, near, and far above the
Shannon-Nyquist limit of ∼800 projections. Notice how the manifestation of severe
view-aliasing artifact in the left panel diminishes as the projection count increases in
the center panel and ultimately disappears in the right panel.
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600-800 projections which, based on the sampling theorem presented in Equation 2.5, are
approximately sufficient for reconstructing a 3D volume without artifacts. The same cannot
be said for reconstructing a 4D volume and, as will be seen later in Section 2.3. The following
subsection describes an alternative reconstruction technique that utilizes compressed sensing
(CS) to mitigate the effects of projection undersampling.
2.2.2

PICCS Reconstruction Algorithm

The PICCS method was originally described by Chen et al. [73] as a means of improving
reconstructed image quality over that of existing FBP reconstruction techniques, like FDK,
in acquisition cases where the volume to be reconstructed is highly undersampled. More
specifically, the goal of the PICCS algorithm is to produce an accurate reconstruction from
a projection set that does not explicitly meet the Shannon-Nyquist projection sampling
frequency required to order to produce reconstructions without the considerable streaking
artifacts that would manifest in conventional FBP reconstructions. This feat is accomplished
through the application of compressed sensing reconstruction.
Fundamentally, CS reconstruction is designed to operate on ‘sparse’ sampling data
and to produce a ‘sparse’ reconstruction. Unlike traditional reconstruction methods, which
requires approximately N π2 projections to reconstruct an N × N image, it has been proven
that CS-based methods can accomplish the same with only S ln N projections when only
S voxels in the reconstructed image are ‘significant’. [73, 74, 75] While a reduction in the
number of projections required to reconstruct an image unaffected by view-aliasing artifacts
is highly desirable, one underlying assumption of this method seems to be unsatisfied: the
intensity patterns of medical images are not generally considered sparse.
CS-based reconstruction techniques navigate around this apparent limitation through
the use of sparsifying transforms. These mathematical transforms are known operations,
such as discrete gradient transforms or wavelet transforms, which can be used to reduce the
representation of image data to a sparse form. In the description of the PICCS reconstruction
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technique, a discrete gradient transform, shown in Equation 2.6 is used for simplicity.

∇m,n X (m, n) =

q

(Dx X)2 + (Dy X)2

(2.6)

By applying this transform to the image data, the boundaries of highly-contrasting
structures are highlighted, as X (m, n) represents the original image intensity at location
(m, n), Dx X = X (m + 1, n) − X (m, n) and Dy X = X (m, n + 1) − X (m, n) describe
the incremental changes (i.e., gradient) in image intensity in the x and y directions, and
∇m,n X (m, n) represents the resulting ‘gradient’ image. Chen et al. [73] indicate that
application of this simple transform to medical image data has been shown to produce
gradient images which are three or more times sparser than the original image, however
it should be noted that degree of sparsification will vary image-to-image and will depend
largely on the content of the image.
The CS reconstruction problem involves the solution of a minimization problem
constrained by the measured projections. This is expressed mathematically in Equation
2.7.

min |ΨX|l1 , s.t. AX = Y
X

(2.7)

In this formalism, Ψ denotes the sparsifying transform applied to the vectorized
reconstructed image, X, and |·|l1 denotes the L1-norm of the vector contained within. As
briefly noted, CS reconstruction is constrained by the requirement that the reconstructed
image must still satisfy the physical projection measurements made during CBCT
acquisition. This constraint is reflected by the condition AX = Y , where A describes the
projection measurements and Y describes the corresponding line integrals.
The PICCS method builds off of this formalism specifically to facilitate the
reconstruction of ‘dynamic’ images like those of respiratory phase-correlated 4D-CBCT,
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where projection data is highly undersampled. By using a prior image (e.g., 3D CBCT
reconstruction) which well-characterizes stationary portions of the image, it becomes possible
to retool the reconstruction process to focus only on moving portions of the image and
finesse the structure of motion-affected tissues. The PICCS approach, seen in Equation 2.8,
introduces an additional term to the minimization problem which evaluates the L1-norm
of the sparsified difference between the reconstructed image, X, and the prior image, Xp .
Beyond sparsifying the reconstructed image as a whole, this term goes one step further by
explicitly removing static regions of the image and subsequently sparsifying the remaining
dynamic portions of the image.



min α |Ψ1 (X − Xp )|l1 + (1 − α) |Ψ2 X|l1 s.t. AX = Y
X

(2.8)

As applied to 4D-CBCT of the lungs, however, the regions of motion (e.g., diaphragm,
blood vessels, heart) are not the only parts of the image that would appear to differ in
intensity from a prior image. View-aliasing artifacts, if reconstructed in the prior image,
will also be highlighted by the subtraction operation in the added prior-image term. This
can propagate these artifacts into the resulting PICCS reconstruction and degrade image
quality. However the inclusion of the original CS term and a parameter, α, that weights the
contributions of these terms to the cost of the minimization problem reduces the likelihood
of this occurring. This α parameter is generally weighted in favor of the prior-image term
(e.g., α = 0.91 per Chen et al.) and it can be observed that reducing it to 0 results in an
application of the pure CS reconstruction method with no prior-image constraint.
The PICCS algorithm, as described, solves the minimization problem iteratively using
two steps. The first uses the SART method to reconstruct an initial image, X i such that
AX = Y . Second, the total variation of the L1-norms of the gradient images in both terms
and the total variation of the image X are minimized using standard gradient descent. These
two steps are applied in an alternating fashion until either the number of iterations or the
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squared difference between adjacent reconstruction steps exceeds a predefined threshold.
As illustrated in Figure 7, the result of the PICCS reconstruction technique is an image
with greatly reduced view-aliasing and improved anatomical visibility, even if structures are
slightly blurred or show lower contrast.
One could easily consider the PICCS algorithm to be an extension of the FDK algorithm
or, by many measures, any other reconstruction algorithm as it simply relies on the existence
of a prior image to improve upon its reconstruction. There is no strict requirement that
this prior image be reconstructed using a particular approach. Better still, there is no
strict requirement that a PICCS reconstruction even be initialized with a CBCT image;
one could intuit that a sufficiently similar diagnostic CT image might be able to be used
under the right set of circumstances (e.g., similar patient position, FOV coverage, limited
anatomical variation). Regardless of choice of prior image, one underlying assumption is that
this image satisfies (or nearly satisfies) the Shannon-Nyquist sampling requirements for its
reconstruction. Effectively, this indicates that the prior image is reconstructed from sufficient
data to characterize all points in the image accurately thereby providing a valid starting point
from which to compute a PICCS reconstruction. For this reason, many implementations,
including those of Chen et al. [73] and Shieh et al. [76], utilize a 3D FDK reconstruction as
the constraining prior image.
As of yet, the PICCS method has not found considerable use outside of research settings,
however, its ability to reconstruct images from highly-undersampled projection sets while
avoiding the introduction of artifacts is not to be understated. As will be touched on later
in both this and the following chapter, these artifacts are one of the principle reasons
that motion-modeling is done predominantly using 4D-CT images instead of 4D-CBCT
images. By reducing the degree of view-aliasing artifacts present in the image, the PICCS
method offers a compelling reason to revisit this practice especially when applied to MoCo
reconstruction discussed in the following section.
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Fig. 7. Comparison of FDK and PICCS reconstructions. Both the 4D FDK (left) and 4D
PICCS (right) images were reconstructed from 39 phase-binned projections. The
PICCS method utilized a 3D FDK reconstruction rendered from all 605 projections
of the same acquisition as the prior image and was terminated after 30 iterations. It
is critical to notice how the static and high-contrast structures (e.g., ribs, spine) are
visible in both images, however the mobile structures (e.g., vessel trees) can appear
much clearer in the PICCS reconstruction due to the lack of artifact degradation.
Additionally, some image content that may erroneously appear structural in the
FDK image (i.e., vertical band in FDK coronal view denoted by an arrow) due to
view-aliasing is resolved in the PICCS reconstruction. That is not to say that the
PICCS reconstruction is without artifacts; due to the fact that the prior FDK image
is reconstructed from a projection set that did not fully satisfy sampling requirements,
some minor view-aliasing persists in the PICCS reconstruction. Interestingly, a new
truncation artifact, identified by two arrows in the coronal PICCS view, manifests
near the border of the FOV as a result of the iterative reconstruction approach
comparing a SART reconstruction to an FDK reconstruction. Careful tuning of PICCS
reconstruction parameters minimizes the occurrence of this artifact.
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2.3

Motion-Compensated Reconstruction
In the previous section, two different yet related reconstruction algorithms were

presented and their theoretical underpinnings explored.

Clinically, the FDK algorithm

has been in use since the early feasibility studies of Jaffray and Siewerdsen [41, 42, 43]
that paved the way for commercial scanners with more recent developments like PICCS
gradually making strides towards clinical utilization. Unfortunately, as indicated in the
introduction chapter, while these reconstruction methods work well when a sufficient number
of projections exist and the 3D volume imaged is relatively static, challenges remain when
it comes to reconstructing 4D images of dynamic structures using current clinical hardware.
As discussed earlier one of the principle problems with reconstructing 4D volumes is
that of projection undersampling. Unlike a 3D reconstruction, a 4D reconstruction considers
the dynamic nature of the imaged volume in the process of reconstruction and can utilize
only the subset of projection data that expresses a particular state of the imaged volume.
Unfortunately for 4D-CBCT, without modifying the method of acquisition (e.g., performing
multiple imaging revolutions, slowing gantry speed), the portion of projection data that
can be used to reconstruct any one frame of the 4D image can be a highly undersampled
subset of the projections acquired. For example, a respiratory phase-correlated 4D-CBCT
reconstructed from 600 projections at 10 respiratory phase points could be expected to have
approximately 60 projections (e.g., 50-70) per phase. This significant reduction in angular
sampling falls around an order of magnitude below the Shannon-Nyquist limit for a typical
clinical reconstruction and results in the severe view-aliasing artifacts seen earlier in Figure
5.
Motion-compensated reconstruction of respiratory phase correlated 4D-CBCT images
avoids this undersampling problem by making all acquired projection data available for the
reconstruction of each phase of the respiratory cycle. This is accomplished for backprojectionbased reconstruction methods by introducing one simple modification. Given a 4D model
of deformation over the course of the respiratory cycle, hθi , and a signal that denotes the
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corresponding phase belonging of each acquired projection, projection data are deformed
according to the model from their initial phase positions to a given target phase position
and subsequently reconstructed using otherwise standard backprojection operations. This
can be expressed as a modification of Equation 2.4 and as seen in Equation 2.10.

g 0θi (x, y, z) = hθi [gθi (x, y, z)]
N
π X
g (x, y, z) =
hθ [e
gθ (x, y, z)]
N i=1 i i

(2.9)

(2.10)

The specific hθi utilized for applying a deformation to the projection data can be
generated from a variety of sources. As discussed in the introduction, many existing MoCo
techniques utilize a motion model derived from a prior high-quality 4D-CT image, however
there is concern that this model may not accurately characterize motion that transpires in a
4D-CBCT acquired sometime later. The following section describes one promising method
that could overcome this problem when applied directly to 4D-CBCT for motion model
generation.
2.4

Groupwise Deformable Image Registration
One of the main innovative contributions of this work is the application of groupwise

deformable image registration to 4D CBCT reconstructions for the purposes of motion
modeling.

While groupwise registration techniques have been applied to a number of

applications and modalities[68], it is believed that this is the first instance in which
a spatiotemporal (3D+t) groupwise registration, free of any a priori understanding of
underlying motion, has been directly applied to clinical CBCT reconstructions. But before
jumping into a discussion of groupwise deformable image registration and the considerations
for its use in modern imaging, the following subsection provides a succinct overview of
fundamental concepts in image registration.
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Fig. 8. Simple illustration of the image registration formalism with example transform. In
this example, the content of the moving image, IM (y) located in the Y coordinate
system is pulled back to corresponding points in the X coordinate system of fixed
image IF (x) as defined by the transform h, such that Y = h (X).
2.4.1

Image Registration Fundamentals

Image registration is a process by which information at points in one image is mapped
to corresponding points in another image. The function determined during the course of
registration which describes this mapping between corresponding points in the two image
coordinate systems is referred to as a transform. The goal of a successful registration is
to determine a transform that accurately maps information in the first image, commonly
referred to as the ‘source’ or ‘moving’ image, to the coordinate system of the second image,
similarly referred to as either the ‘target’ or ‘fixed’ image. A basic example of this concept
can be seen in Figure 8.
There are many different types of transforms and even more ways of determining and
representing them computationally. Simple transforms include translation, rotation, scaling,
shearing, rigid (translation + rotation), similarity (rigid + scaling), and affine (similarity +
shearing) transformations. Examples of some of these transforms can be seen in Figure 9.
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Fig. 9. Examples of image transforms that may be used in image registration. Each panel
presents a different transformed image: (A) original image, (B) translation, (C)
rotation, (D) scaling, (E) shearing, and (F) non-rigid transform. The arrows in each
panel point from a point in the coordinate system of the original image (i.e., fixed
image) towards a corresponding point in the transformed image (i.e., moving image).
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These simple transforms are sufficient for cases where image content deforms in a uniform
fashion across the entire image. This condition, however, does not commonly hold in medical
images where anatomical structures deform in a varying manners across the image space.
For example, while the heart and lungs may change size and shape over the course of there
physiological cycles, the bones of ribs and spine immediately adjacent to these structures
do not and instead tend to translate and rotate instead. In order to correctly capture these
variations in the transform, a more complex non-rigid transform, like that shown in panel
F of Figure 9 is required.
A variety of non-rigid transform models exist. The most straightforward is a free-form
transform that ascribes a complete point-to-point mapping between the two images at the
physical location of every voxel center in the fixed image coordinate system. While this
transform is perfectly valid, the number of parameters that define it is exceptionally large
(e.g., 106 − 1010 ) and may be prohibitive for use in practical scenarios. Many non-rigid
transforms, instead, utilize some representation model, that can define the transform using
a relatively small number of parameters in a manner that is interpolatable across the image
space. Types of these representations include B-splines [77] and thin plate splines. Both of
these models allow a complex transform to be defined using a fraction of the parameters of
the free-form approach and each offers a unique set of benefits for the types of deformations
they can produce. Thin plate splines, for example, produce smoothly varying transform
models and can be defined by control points spaced at landmarks located non-uniformly
throughout the image volume. Alternatively, B-splines offer a computationally efficient
model with uniformly spaced control points and afford excellent local control over the
modeled transform. For the research conducted in the remainder of this work, B-splines
were adopted to represent non-rigid motion models based on their successful application in
previous studies [68] registering moving structures.
To determine the underlying transform between two images, most registration methods
apply a similar iterative algorithm. To start an initial transform (e.g., identity transform,
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small perturbations) is applied to map content of the moving image into the fixed image
space. Using a selected metric or set of metrics, the degree of correspondence or similarity
between the transformed moving and the fixed image is assessed. Based on the outcome
of this assessment, an optimization scheme makes adjustment to the initial transform
in an attempt to improve similarity between the fixed and transformed moving images.
This process is repeated, using the updated transform, until either a convergence criteria
(e.g., incremental changes in transform between iterations appears to stagnate) or stopping
condition (e.g., exceeding a predetermined number of iterations or threshold of image
similarity) is met. While the transform has already been discussed, the registration metrics,
one or more of which make up a registration cost function, and the optimization scheme
remain to be described.
For data-driven techniques, it is the content of the image (i.e., voxel intensities) that
directly drive the process of registering images. This is not to be confused with featuredriven registration, which capitalizes on the existence of additional information (e.g., point
landmarks, volume contours) to determine proper correspondence between images. While
similar in objective, the differences between these two classes of registration arise in the types
of similarity metrics that may be applied to assess the quality of the iterative transform. In
this work, emphasis is placed on the development of data-driven techniques, and so too will
discussion of applicable similarity metrics.
One of the most commonly applied similarity metrics is the Sum-of-Squared Differences
(SSD) which, as its name would suggest, computes the differences between the corresponding
voxel intensities of two images, squares them, and sums the results. This can be expressed
mathematically by Equation 2.11. Alternatively, the Mean Squared Error (MSE), which
computes an average instead of a summation of squared intensity differences, can be
expressed by Equation 2.12.

SSD (µ, IF , IM ) =

X

(IF (xi ) − IM (hµ (xi )))2

xi ∈ΩF
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(2.11)

M SE (µ, IF , IM ) =

1 X
(IF (xi ) − IM (hµ (xi )))2
|ΩF | x ∈Ω
i

(2.12)

F

In both expressions, IF and IM are the fixed and moving images respectively, xi are
the coordinates of voxel i in the fixed image domain ΩF , and mu represents the parameters
that govern the transform h. Both similarity metrics highlight dissimilarity between the
fixed and moving images, however they require that the distributions of voxel intensities in
the images are relatively similar; put in other words, these metrics work only for evaluating
images from modalities that produce similar images (e.g., CT to CT, x-ray to CT) and
will experience issues when applied to evaluate images stemming from different modalities
(e.g., CT to T1-weighted MRI, CT to PET). For multimodality data, it becomes necessary
to utilize an alternate metric which accounts for the distribution of intensities or spatial
description of the images, such as Mutual Information (MI) [78, 79], or structural entropy
[80]. As the research completed for this project was conducted using only single modality
images, the SSD-type metrics were used for simplicity in all registrations and the reader is
directed to the referenced literature for further discussion of alternative metrics.
The objective at each iterative update of the registration process is to improve the
similarity between the fixed and transformed moving images, however similarity alone is not
sufficient to ensure that the transform model produced by the registration is reasonable.
Unconstrained, it is possible for parameterized transform models, like B-splines, to yield
transforms that are unrealistic (e.g., fold physical space, high-expansion proximal to highcompression regions). To help avoid these issues, penalty terms can be added to overall cost
function. One very common example is the bending energy penalty [66] which penalizes
rapid changes in transformations which may be perceived as unrealistic. A registration
cost function, C, consisting of both a similarity term, S, and a penalty term for transform
regularization, P , can be expressed simply as a weighted summation as seen in Equation
2.13.
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C = w1 S + w2 P

(2.13)

While simple, this formalism illustrates an important characteristic of the overarching
registration problem: arriving at an optimal solution requires that it yields a transform
that when applied to the moving image produces a result similar to the fixed image and
simultaneously remains physically realistic. The task of maximizing the similarity term and
minimizing the penalty term is a non-trivial one.
The final component of an image registration algorithm is an optimizer.

This is

perhaps the most crucial element of the registration process as it governs how the transform
parameters are updated after each iteration. Like the similarity metrics discussed earlier,
there are any number of optimizers that might find use in image registration. One of the most
commonly used optimizers is the Standard Gradient Descent optimizer, which computes the
gradient of the cost function, g, for each transform parameter and, after applying a gain
factor, ak , updates the current iteration transform parameters, µk , to produce the transform
parameters for the next iteration, µk+1 . This update process aims to drive µ towards an
optimal set of transform parameters and can be seen expressed mathematically in Equation
2.14.

µk+1 = µk − ak g (µk ) s.t. g (µk ) =

∂C
∂µ

(2.14)

Collectively, the transform, the similarity or cost function, and the optimizer complete
the algorithmic mechanism for performing image registration.

As described, image

registration can be applied to compute a mapping of point correspondence between two
images of arbitrary dimensionality (e.g., 2D projections, 3D reconstructions), but is it
possible to register more than two images simultaneously? Not surprisingly, the answer
to this question is yes. The following section discusses the technique of groupwise image
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registration, which can be used to register two or more images simultaneously.
2.4.2

Groupwise Image Registration

The term groupwise registration simply implies a technique capable of registering a group
of images simultaneously instead of pairwise. Building off of the image registration formalism
described in the preceding subsection and illustrated in Figure 8, groupwise registration
extends the transform notation to consider multiple moving images at once. Additionally,
groupwise registration techniques may or may not use a pre-defined fixed reference image
depending on the application.
Some of the earliest groupwise image registration research conducted focused on
the generation of population atlases [81], which are normalized subject models with
corresponding delineations for anatomical structures. In the process of creating an atlas
via groupwise registration, collections of images from multiple subjects are simultaneously
registered to a target. It is important to highlight that atlas construction via groupwise
registration does not use an arbitrarily-selected fixed image, so as to avoid any bias in the
atlas towards one particular subject that may or may not adequately represent the population
average; an iteratively computed mean of the registered images is instead utilized for this
purpose. This registration process results in a transform that maps anatomical information
from the included subjects to the domain of an average anatomical model. Provided a
sufficiently large number of subjects are included in the registration, the rendered model
is said to be population-representative and can be used for the purposes of delineating
anatomical structures on a ‘standard’ model and coordinate system, culminating in the
production of an atlas.

The benefit of having this standardize atlas is that it allows

the corresponding set of delineations to be propagated, also via image registration, to
any other subject. In many applications, such as neurological imaging [81], this allows
for the automation or semi-automation of tasks including segmentation, contouring, and
landmarking of new subjects based on pre-existing analogs in the atlas.
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In more recent work, 4D motion modeling adopts a very similar approach for the
purposes of describing correspondence between images acquired at different time points
or phases of a physiological cycle [68]. In this application the underlying problem shifts
away from registering the unique anatomies of many subjects to some representative model.
Instead, motion modeling registers a series of images containing a common anatomy acquired
over some period of time, in which the anatomy shifts or deforms, to some target point within
the range of the observed deformation. Interestingly, the requirement that the target be
iteratively computed is no longer strictly necessary, as only one subject is being registered,
and methods using a predetermined target image have been explored.
In the general sense, groupwise registration can be described as the minimization of
a cost function similar to that of the MSE metric, where variation between each of the
registered images and the corresponding target contributes to the cost [82]. A general
formalism for groupwise registration cost is expressed in Equations 2.15 and 2.16. The
groupwise cost function computes the mean squared difference between voxel intensities in
¯ at all spatial locations, x ∈ X, and across
each image, Is , and an mean reference image, I,
all sampled images, s ∈ S.

C (µ) =

XX
2
1
Is (hµ (x)) − I¯µ (x)
|X| |S| x∈X s∈S
1 X
I¯µ (x) =
Is (hµ (x))
|S| s∈S

(2.15)

(2.16)

For registration of temporal data, such as 4D images for motion modeling, this groupwise
cost term can be modified to specifically reflect the spatiotemporal nature of the image. As
described earlier, in this application it is not so much that multiple images but multiple
time points, t ∈ T , in a single image that are being registered. The modified formalism for
spatiotemporal groupwise registration is presented in Equations 2.17 and 2.18.

53

C (µ) =

XX
2
1
I (hµ (x, t)) − I¯µ (x)
|X| |T | x∈X t∈T
1 X
I¯µ (x) =
I (hµ (x, t))
|T | t∈T

(2.17)

(2.18)

As with any registration cost function, additional similarity or penalty terms can be
added to this groupwise similarity term along the lines of 2.13 in order to modify the behavior
of the registration. It should also be noted that additional constraints can be included in
the optimization process to further ensure correct registration behavior. For the groupwise
registration of temporal data, Metz et al. [68] described a zero-displacement constraint which
requires that the average deformation in the time to be equal to the identity transform and
prevents operations, like translations and rotations, from rendering non-realistic transforms.
As discussed in Chapter 1, this type of groupwise registration has been applied and shown
to render realistic transforms representing the motion in 4D CT, MRI, and US modalities.
2.5

Remarks on Reconstruction, MoCo and Groupwise Registration
At this point, the reader is aware of how 3D and 4D CBCT images can be reconstructed

using two different techniques (i.e., FDK and PICCS) as well as some of the pros and
cons associated with each approach. Additionally, the concept of motion-compensation, as
applied to backprojection-based reconstruction techniques, has been presented as a method of
enabling better reconstruction of phase images of a 4D CBCT when a model of underlying
motion in the data is known. Finally, the core concepts of image registration have been
presented along with a discussion of how they are used to determine transforms that establish
correspondence between images. Specific focus was placed on groupwise registration and its
ability to concurrently register many images to an target not known a priori. In the following
chapter, each of these elements is put into practice to develop a method of performing datadriven motion modeling and MoCo reconstruction with 4D-CBCT images.
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CHAPTER 3

4D-CBCT MOTION COMPENSATION STUDIES

3.1

Introduction
The goal of S.A. 1 is the development and evaluation of retrospective motion

compensation methods for 4D-CBCT with image quality enhancement intent. To achieve
this goal a series of tasks and experiments were designed to systematically guide development
of such methods and characterize their performance. Initial tasks included the retrospective
collection and reconstruction of 4D CBCT projection data, the setup of a computational
workspace, and the refinement of a groupwise registration method that could be used to
generate motion models directly from 4D-CBCT reconstructions. These tasks are described
in Sections 3.2, 3.3, and 3.4, respectively. With these tasks completed, a series of three studies
were undertaken to gauge the ability of MoCo reconstruction to improve image quality when
applied using motion models derived from the groupwise registration of 1. FDK-based 4DCBCT reconstructions (discussed at length in Appendix B), 2. PICCS-based 4D-CBCT
reconstructions, and 3. 4D-CT planning images. Section 3.5 details these three studies and
Section 3.6 provides a numerical comparison of the results obtained from each. Of particular
note is subsection 3.7, which briefly describes the SPARE Challenge - a one minute 4DCBCT reconstruction challenge that transpired during this research project - and presents
some preliminary results relative to other state-of-the-art algorithms. This chapter closes
out with a discussion of the study findings in Section 3.8.
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3.2

CBCT Projection Dataset and Processing
To facilitate the development of both groupwise registration and MoCo algorithms

for 4D-CBCT, it was necessary to assemble and reconstruct 4D-CBCT acquisitions from
a series of subjects. Fortunately, this process was able to be completed retrospectively using
an anonymized set of CBCT acquisitions for 20 subjects that was collected as part of an
earlier research study. The following subsections describe this assembled dataset, discuss the
technique used to extract respiratory signal information directly from included projections,
and present a method employed to undersample projection data for simulation of clinical
acquisition conditions.
3.2.1

Dataset Description

The dataset used throughout S.A. 1 consisted of single-scan CBCT projection datasets
selected from a larger dataset of 4D-CBCT scans for 20 subjects undergoing concurrent
radiochemotherapy for locally-advanced non-small cell lung cancer.

The full dataset,

collected under an institutional review board approved protocol, is described in more detail
by Balik et al. [83], Roman et al. [84], and Hugo et al. [85] and can be found on The Cancer
Imaging Archive (TCIA).
As the work completed in this research project was proof-of-concept in nature, one
projection set was selected for each subject from those acquired during the first two weeks
of treatment for which a reasonable respiratory signal could be extracted. Each of the 4DCBCT datasets were acquired on a commercial CBCT scanner (On-Board Imager™, Varian
Medical Systems, Inc., Palo Alto, CA). Approximately 2150-2750 projections per subject
were acquired over a period of 8-10 minutes in half-fan mode with half bow-tie filter using
125 kVp, 20 mA, and 20 ms in a single 360◦ slow gantry arc. Audio-visual biofeedback was
used during acquisition in all subjects. A purely data-driven method of signal extraction,
discussed next in subsection 3.2.2, which extracts signal from the raw projection data, was
utilized for initial projection phase-binning prior to 4D reconstruction.
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3.2.2

Respiratory Signal Extraction from Projection Data

Prior to being able to reconstruct 4D-CBCT images from the collected projection data, it
was necessary to establish the position in the respiratory cycle (i.e., phase) of each projection;
without this information it is impossible to perform the phase-binning required to perform
a respiratory phase-correlated reconstruction or apply a phase-specific motion model during
MoCo reconstruction.
As alluded to in the preceding subsection, a purely data driven technique of respiratory
signal extraction was employed in this project. Known as the Amsterdam Shroud (AS)
method, this technique, described by Zjip et al. [86], tracks anatomy through the projection
space.

This is accomplished by first applying a vertical (ie.

SI) derivative filter to

each projection, computing a 1D horizontal projection through the derivative image, and
concatenating the resulting 1D vectors into a ‘shroud image’. An example such a shroud can
be seen in Figure 10 alongside a corresponding projection.
It is critical to note that this approach highlights high-contrast tissue boundaries with
horizontal components (e.g., diaphragm, airways, blood vessels, ribs) as brighter or darker
intensity spots in the 1D projection image. If these tissue structures move over the course of
the acquisition, the corresponding 1D projections reflect this movement in the SI direction.
It is understood that during respiration these structures move in a quasi-periodic manner
and the corresponding motion is visualized in the shroud image as a series of saw-tooth
shaped waves.
An implementation of this method is found in the open-source Reconstruction Toolkit’s
(RTK)[87] rtkamsterdamshroud, and was used to generate shroud images for each of the
20 subject projection datasets. Following AS generation, a simple alignment process was
used to compute vertical offsets between each column of the AS and the following one in the
projection dimension. The aggregation of these offsets produces a ‘signal’, with local peaks
and valleys that correlate with the end of exhalation and end of inhalation respiratory phases,
respectively. A respiratory phase signal [0.0, 1.0) is established by linearly interpolating
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Fig. 10. Amsterdam Shroud method used to facilitate purely data-driven respiratory signal
extraction from CBCT projection data. An example workflow presents how a CBCT
projection (top left) is modified by a vertical derivative filter (top center), projected
horizontally (top right), and concatenated to form a corresponding Amsterdam
Shroud. The periodic change in spatial location of high gradient points in filtered
and horizontally-projected 1D projection representations (i.e., single voxel columns
in the AS) can be easily observed moving along the concatenation dimension (i.e.,
left-right). This figure has been adapted from a similar one by Zjip et al. [86].
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between the projection indices of adjacent peaks in the AS-derived signal and conferring a
phase of 0 to the beginning-of-exhalation phase, and a phase of 0.9 to the end-of-inhalation
phase. The implementation of this signal extraction method can also be found in RTK as
rtkextractshroudsignal and it was employed in this project to produce respiratory phase
signals for each of the included subjects.
Interestingly, it was observed that the Amsterdam shroud and corresponding signal
extraction techniques routinely experienced difficulties producing respiratory signals for
the subject datasets (i.e., incorrect identification of local signal peaks and errors phase
attribution). It was determined that these issues could be traced to the impact of larger,
temporally-invariant features bounded by sharp intensity gradients (e.g., vertebrae) on the
shroud image; they tend to produce equally large and projection-invariant streaks in the
shroud image that can cause the offset computation component of the signal generation to
fail. Additionally, at certain points in the projection space, some of the larger signal carrying
structures move out of the field of view (FOV) or are obscured due to the mode of acquisition
and similarly cause a failure in the signal extraction process.
Upon further investigation, it was found that Zjip et al. [86] proposed an elegant
modification of the AS approach that handles these challenges: apply a horizontal derivative
filter to remove any content in the shroud that does not appear to change projection-toprojection (i.e., column-to-column) and highlight what signal remains. At the time these
signals were to be generated, this modification had not yet been integrated into the RTK
implementation; a standalone filtering application was written in Python to apply Zijp’s
correction to the RTK-generated images prior to signal extraction. Figure 11 highlights
the difference between the signal produced by the modified (i.e., derivative-filtered) and
unmodified RTK AS techniques. Additionally, this figure illustrates the straightforward
approach taken in this project to verify the accuracy of the derived signal by overlaying it
on the AS image and visually inspecting for correspondence between actual and identified
peaks (highlighted in red).
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Fig. 11. Derivative-filtered Amsterdam Shroud used for the improved extraction of respiratory
signal from CBCT projection data. The fine red lines on both the unmodified and
the derivative-filtered shroud images highlight the end-of-inhalation phase identified
by the signal extraction method. Visual inspection of the callout regions reveals
that the derivative-filtered shroud image produces a far more consistent extraction
of signal. Note the example (arrows) of an instance where the AS image failed to
identify any signal.
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While the AS method is generally considered to be a robust technique for extracting
a respiratory signal from projection data, it does not always produce a realistic signal.
For one of the subjects initially included in the study, an AS-derived respiratory signal of
sufficient accuracy could not be determined using the prescribed method and the subject
was subsequently removed from consideration for the remainder of the work.
3.2.3

Sampling Projections for Representation of Clinical Conditions

It was indicated that the subject datasets used in this study consisted of CBCT scans
that contained well over 2000 projections each; a projection count that is far above the usual
600-800 acquired in a clinical 1-minute CBCT scan. When reconstructed using the FDK
algorithm, these large projection sets produced CBCT images with very little in the way of
view-aliasing, as seen earlier in Figure 6. One of the purposes in using datasets with so many
projections was to test groupwise registration schemes, discussed later in Section 3.4, using
the highest quality reconstructions that could reasonably be achieved on modern hardware
so as to determine if any possibility existed that motion modeling could be achieved using
4D-CBCT images alone. As will be discussed in coming sections, it was determined that
motion modeling based on 4D-CBCT was feasible with these high-quality reconstructions.
Logically, it followed that the subsequent investigative step was to determine whether the
same held true for more clinically-representative projection sets.
The manuscript in Appendix B details the development of methods of sampling the highcount projection sets to produce clinically-sized datasets for each subject. While the reader
is encouraged to read this manuscript prior to the presentation of the MoCo reconstruction
studies and results in Section 3.5, the sampling methods and their implementation in the
research workflow are also briefly discussed here for convenience and improved readability.
Two distinct projection sampling methods were developed: Projection Striding (PS)
and the Phase-Binned Striding (PBS). The PS method samples the full projection dataset
with a uniform stride and subsequently performs a respiratory phase binning of the sampled
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set. Alternatively, the PBS method, performs a stride sampling of the full projection dataset
that is not strictly uniform by first phase-binning the projections and performing a uniform
stride sampling of each phase subset independently. Figure 12, reproduced from the original
work in Appendix B, depicts the differences between these two methods, both in algorithm
and in outcome.
The results of the two methods can vary considerably, despite the fact that they may
contain the exact same number of projections. The PS approach produces a downsampled
set of projections that are spaced uniformly around the acquisition trajectory, however,
they may not be uniformly distributed over respiratory phases (e.g., 4 projections at endof-inhalation and 90 projections at end-of-exhale) or angularly for a particular phase of the
respiratory cycle. This occurs when the stride sampling synchronizes with a specific phase or
phases of the respiratory cycle. Under this set of conditions, reconstructions can be severely
impacted by view-aliasing artifacts and display radically different degrees of image quality
phase-to-phase, as seen in Figure 12. PBS largely mitigates the likelihood of producing
respiratory cycle synchronization-related reconstruction failures by ensuring that each phase
of the subsampled dataset has approximately even angular sampling and that the relative
distribution of projections in each phase bin that is consistent with that of the full dataset.
After completing initial testing of both methods and observing the tendency for the
PS method to fail, the PBS method was used exclusively for this project. In order to
achieve a clinically-representative dataset size a sampling stride of 4 to reduce the number
of projections for each subject to approximately 540-690. Similarly, to generate respiratory
phase signals for the clinically representative datasets, the full projection set signal was
sampled alongside the projection data, ensuring that the resulting signal remained consistent
with the projections.
One factor that was thought could have a potential impact on the sampling method
and, consequently, the reconstruction rendered from the sampled projections, was the index
from which sampling commenced. This starting index implicitly defines what portion of the
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Fig. 12. Projection Striding (PS) and Phase-Binned Striding (PBS) sampling techniques
for generating clinically representative CBCT projection datasets from a highly
sampled CBCT dataset. In both techniques, the objective is to downsample
and extract a collection of projections belonging to a specific phase (shown in
yellow) from the remaining projections (shown in grey). At each step, the set of
projections is reduced (depicted as grey) according to either a uniform projection
stride sampling or phase-binning criteria. The upper-right panel shows that the PS
method may produce significant view-aliasing artifacts in regions of reconstructed
anatomy that have been severely undersampled.

The PBS technique does not

suffer from this problem as it produces a more even angular and phase-distributed
sampling of the projection space and results a more realistic representation of a
clinical reconstruction.
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dataset is sampled and what portion is rejected. For example, when applying a sampling
stride of 4 to a set of projections, a starting index of 0 would yield a sampled set consisting
of projections at the indices [0, 4, 8, 12, ..., n0 ] provided that N represents the number of
projections in the full dataset and N − 3 ≤ n0 ≤ N . Shifting this starting index to 1 instead
yields a sampled set consisting of projections at the indices [1, 5, 9, 13, ..., n1 ]. It can be seen
that this shift results in a completely new set of projections being sampled, however, both
angular spacing and sample size remain the same.
To ensure that choice of starting index (i.e., dataset portion) did not impact the
reconstruction quality, downsampled projection datasets were produced for five patients and
reconstructed at each of the four possible starting indices for a stride size of 4: [0, 1, 2, or3].
Axial and coronal views for each projection-downsampled reconstruction of one of the
subjects included in this study can be seen in Figure 13 along with corresponding views
of the reconstruction made using the full projection dataset.
Variation in image content between the 4 unique dataset reconstructions for each
subject and their corresponding full dataset reconstruction was evaluated by way of a
structural similarity (SSIM) index [88]. The SSIM measure of image similarity accounts
for characteristics of local intensity, contrast, and structure in evaluating two images and
has been described in the literature as a more effective comparison of image similarity than
common alternatives like MSE [89]. Additionally, SSIM has been shown to correlate well
with human perception measurements of image similarity and quality [90]. The comparisons
between downsampled and full reconstructions were aggregated for each starting index and
an ANOVA statistical test was performed.
Based on the results of this test, no statistical difference was found to exist between the
groups suggesting that the images reconstructed from the first 25% portion of the dataset
(i.e., starting index 0) showed no significant difference (p=0.9294) with those reconstructed
from the second, third, or forth 25% portions of the dataset (i.e., starting index 1, 2, and 3,
respectively) in terms of signal intensity, contrast, and structure. As these are the features
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Fig. 13. 4D-CBCT reconstructions of downsampled projection datasets defined by different
sampling indices. For this study a sampling stride of 4 was used, indicating 4 possible
starting indices: [0, 1, 2, 3]. All reconstruction views are of the end-of-inhalation
phase. The starting index describes the portion of the dataset used for reconstruction,
and choice of this parameter does have some impact on the resulting reconstruction.
Noticeably, the choice of a particular index results in a slightly different projection
geometry and correspondingly manifests slightly different view-aliasing artifacts (i.e.,
view-aliasing pattern rotated about the SI axis).
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Table 1. Initial FDK reconstruction parameters for rtkfdk.
Parameter

Value

Units

Image dimensions

512 × 100 × 512

Voxel spacing

0.88 × 2.00 × 0.88 mm

Hann cut-frequency

0.5

fraction of Nyquist frequency

Padding

1.0

N/A

Subset size

32

projections

voxels

that steer a data-driven (i.e., intensity-driven) image registration, it can be suggested that the
choice of starting index for projection sampling should not significantly impact the outcome
of an image registration made of the image reconstructed from the resulting downsampled
dataset.
3.2.4

Initial Reconstructions and Anatomy Masking

After extracting a respiratory phase signal from the AS image, both the full and
downsampled projection datasets where phase-binned and reconstructed using the FDK
algorithm as implemented in the rtkfdk application. Besides the projection sets and phase
signal, a series of additional reconstruction (e.g., voxel size, reconstruction shape) and
method parameters were set for all patients. A summary of these parameters is provided in
Table 1. All other parameters governing the reconstruction of the FDK image by rtkfdk
were left at their default settings. Additionally, a projection geometry file was created
from on the projection information provided by the Varian On-Board Imager using the
rtkvarianobigeometry application in order to define image origin and projection angles to
be used for the reconstruction.
The image dimension and voxel spacing define the physical size of the reconstructed
image volume. The Hann cut frequency defines a smoothing filter applied to reduce highfrequency noise that may be amplified during reconstruction; higher cut-frequencies produce
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images that are sharper and noisier. Similarly, for truncated projections, or where the FOV of
the projection does not fully encompass the imaged object, padding was applied to projection
data to ensure that values at the edge of the projections were always zero. This avoids the
formation of a bright ring around the reconstruction volume formed resulting from high-pass
filtering of truncated projections with non-zero edge values. Finally, the subset size, which
governs how many projections were processed at once by rtkfdk, was set to the number of
available cores on the reconstructing computer in order to ensure that the application made
use of all available resources.
Once reconstructed, the full and downsampled 4D FDK reconstructions were used as the
basis for motion modeling in a series of FDK-based MoCo studies, as will be further discussed
in Section 3.5.1. The reconstructed FDK images were also used to produce anatomical masks
for use during the registration phase of the MoCo workflow to limit the scope of problem to
permit deformation to occur only in regions within and around the subject. To efficiently
produce anatomical masks, an intensity threshold was applied to extract the bulk of subject
soft tissue anatomy and followed by opening and closing morphological operations to clean
residual high intensity voxels in the periphery of the reconstruction. It can be challenging,
using a simple threshold operation, to extract both soft tissue and lung volume without also
segmenting regions of the surrounding air space; this was no less the case in this study. The
masks resulting from the thresholding excluded large regions inside of the lungs; portions of
anatomy vital for inclusion in the generation of an accurate motion model. Fortunately, an
efficient method exists to fill these holes in the subject mask using a sequence of flood-fill,
inversion, and composition operations. A visual depiction of the masking method is shown
in Figure 14. A standalone application was written in Python to generate masks for each of
the 19 subjects in the study.
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Fig. 14. Method of extracting subject anatomy masks from CBCT images. Thresholding
of the reconstruction is first completed to capture the bulk of subject anatomy, as
defined by the high-contrast boundary between the subject’s surface and the surround
air volume. Morphological opening and closing is then applied to remove any small
masked spots in the periphery of the image and smooth the surface of the subject
mask. To efficiently fill holes in the subject mask, regions outside the mask are first
flood-filled up to the mask boundary in a temporary image, this flooded mask image
is inverted to highlight only those sections of the image no originally belonging to
either mask or flood (i.e., holes in the mask), and this inverted image is added back
the original mask.
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3.3

Computational Systems
Working with 4D image datasets for registration and reconstruction purposes can

pose a non-trivial challenge in terms of available computational capacity. To handle the
computational demands of the problems to be solved, a high-performance computational
(HPC) system was setup for the execution of all registrations, transformations, and
reconstructions in this project. The details of the machines contained in this system are
presented below in Table 2. All nodes utilized the Ubuntu operating system, shared access
to a common network file system (NFS) with 5TB of working space and 4TB of archive space
(later upgrade to 60TB of aggregated NFS storage) and communicated over a dedicated highspeed DDR Infiniband interconnect. Additionally, an array of NVIDIA M2050 GPUs was
shared across all nodes of the system using the rCUDA backend.
3.4

Data-Driven Motion Modeling via Groupwise Registration

3.4.1

Registration Framework

The open-source elastix toolkit [66, 67, 91], built on top of the Insight Segmentation
and Registration Toolkit (ITK) [65], was used to perform deformable image registrations
throughout the course of this research project. As a plug-and-play toolkit, the components
of the registration (i.e., cost function, transform, and optimizer) are written as plugins that
can be modularly exchanged as needed. This framework enabled rapid experimentation
with different registration schemes and allowed a robust set of registration parameters to be
determined prior to full-scale implementation of MoCo workflows. Additionally, the pluginstyle component infrastructure allows for custom cost functions to be written to extend the
capabilities of elastix. While no custom cost metrics were used in S.A. 1, a modification of
an existing cost function was made to facilitate the research conducted in S.A. 2. Over the
course of this project, versions 4.7 and 4.8 of elastix were used in conjunction with ITK
versions 4.8.2 and 4.9.1.
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Table 2. Summary of computational system used for registration and reconstruction tasks.
Computational Systems
CRAY CX1
Nodes

4 (single chassis, blade server configuration)

CPU

Intel L5520 QC (2 per node, 8 cores)

RAM

12 GB DDR3 (per node)

Local Disk

160 GB 5400 RPM SATA HDD (1 per node)

Interconnects

Gigabit Ethernet (2 per node); DDR Mellanox Infiniband (1 per node)
Sun x4600 M2

Nodes

1

CPU

AMD 8356 QC (8 per node, 32 cores)

RAM

64 GB DDR2

Local Disk

146 GB 10.2K RPM SAS HDD (3 per node; RAID 5)

GPU

Local NVIDIA M2050 (4 attached in external array; shared via rCUDA)

Interconnects

Gigabit Ethernet (4 per node); DDR Mellanox Infiniband (2 per node)
Sun x4500

Nodes

2

CPU

AMD Opteron 285 2C (2 per node, 4 cores)

RAM

16 GB DDR2 (per node)

Local Disk

500 GB 7200 RPM SATA HDD (48 per node; RAID 6; 2 OS + 2 hot-spare)

Interconnects

Gigabit Ethernet (4 per node); DDR Mellanox Infiniband (2 per node)
IBM x3850 M2

Nodes

1 (multiple chassis aggregation with IBM ScaleXpander)

CPU

Intel L7455 6C, (12 per node, 72 cores)

RAM

384 GB DDR3

Local Disk

73 GB 15K RPM SAS HDD (2 per node, RAID1), 146 GB 10.2K RPM SAS HDD (10 per node, RAID6)

Interconnects

Gigabit Ethernet (12 per node); DDR Mellanox Infiniband (2 per node)

70

3.4.2

Deformation Vector Field Motion Model

To represent the transform efficiently during registration, a representative B-spline
model was used following previously successful applications to respiratory motion modeling.
Touched on briefly in subsection 2.4.1, B-splines model a compact estimation of the freeform transform where, instead of defining the transform at each individual voxel, a series
of control points are used to describe it continuously over the whole image. These control
points are arranged in a grid spaced regularly over the image domain with additional control
points defined outside of the image volume in order to ensure that a valid transform can be
computed at any location in the image. A continuous transform function is resolved through
the linear combination of individual B-spline contributions at each location for which they
are defined. This linear combination of contributions from multiple local control point is
what grants B-spline models their primary advantage in image registration: namely, their
support for highly localized control over the modeled deformation.
When it comes using a B-spline models for transformation purposes, it can become
necessary to compute the free-form transformation at each point in the image. The method
by which this computation is completed for a cubic B-spline in 3D space [77], for example,
is expressed in Equation 3.1.
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3 X
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(3.1)

In this expression, nx , ny , and nz represent the size of the grid of control points, φi,j,k ,
in the x, y, and z dimensions, and βl , βm , and βn represent the lth, mth, and nth basis
functions respectively.
Fortunately for the author, this method did not have to be implemented de novo
in the course of this project. In addition to providing tools for image registration, the
elastix toolkit also includes a powerful application, transformix, for processing transforms
generated during registration. The most straightforward use of transformix is to deform
an image based on a transform computed during registration. For the purposes of motion
modeling, the generation of a deformation vector field (DVF) can be accomplished by
deforming all voxel centers in the image and computing their corresponding displacements.
Recalling the MoCo reconstruction formalism presented in Equation 2.9, this DVF facilitates
the deformation of projection data during the backprojection process and is at the core of the
motion-compensation approach. A method for computing a DVF from a transform model is
also included in transformix and is called upon extensively in this project.
3.4.3

4D-CBCT Registration Parameters

In order to determine whether it was feasible to model respiratory motion directly
from 4D-CBCT data using groupwise image registration, a determination had to be made
of registration parameters that would yield a desirable outcome. As can be seen from
the preceding sections, it is possible to adjust a large number of parameters in an image
registration making the task of tuning a registration scheme a non-trivial one. Some of these
parameters (e.g., choice of optimizer) determine the mechanism by which the registration
problem is solved and govern how quickly an optimal registration may be converged upon.
Others get at the underlying mechanics of the solution (e.g., B-spline grid spacing) and may
impact how well the registration problem can be solved by a specified registration scheme.
To limit somewhat the number of parameters evaluated during the development of a
4D-CBCT registration scheme, the initial approach drew inspiration from and built off of
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the multiresolution groupwise registration methods proposed by Metz et al. [68] for use
with images from a similar modality (i.e., 4D-CT). Further reduction of tunable parameters
was made possible through the use of elastix’s built-in automatic parameter estimation
routines, which attempt to determine the best optimizer settings for efficient registration
convergence. This left a much smaller number of parameters to search during algorithm
development; namely, various parameters settings were investigated for the number of
registration iterations, multiresolution hierarchy, and the choice of B-spline grid spacing.
The goal of multiresolution registration is to systematically align structures, by starting
with a downsampled resolution of the image and aligning larger, coarser structures before
gradually progressing to finer structures in finer image resolutions. In this use case, one
underlying condition reduces the value of this technique: 4D images to be registered
groupwise start out largely aligned, and it is mainly the smaller structures that need the
attention of registration. Additionally, knowing that the 4D-CBCT images encountered
clinically contain a large amount of structured degradation (i.e., view-aliasing artifacts),
which 4D-CT images, otherwise, do not, one simplification to the scope of the multiresolution
registration hierarchy proposed by Metz was adopted early on in development: instead of
using four different resolutions (i.e., 8.0x, 4.0x, 2.0x downsampled and original resolution),
the methods investigated utilized only two (i.e., 2.0x downsampling and original resolution).
3.4.4

Simple 4D Phantom and Registration Parameter Search

In order to better understand the effects that other parameters have on the registration,
a simple 4D thoracic phantom model/generator was also designed to produce images that
mimic the motion of a clinical subject while providing a testing ground for determining a set
of parameters that ‘work’ for registering CBCT images. The generator aspect of the Simple
Phantom for Evaluating Computed Tomography Registration (SPECTRE), harking back to
the early MIRD dosimetry phantoms, consisted of a geometrically-defined model containing
a set of simple anatomical structures (i.e. spinal cord, lungs, airways, ribs and a heart). A
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Fig. 15. SPECTRE phantom for simple 4D anatomical motion modeling and registration
development. The developed phantom model and image generator allows for the
inclusion of geometrically defined structures, including the heart (not shown), lungs,
airways, ribs, and spine. For each structure described in the model, a corresponding
motion can also be described to produce a full 4D representation. This phantom
was used to hand-tune initial registration parameters and gain an understanding of
parameter impact on registration outcome.
rendering of the assembled SPECTRE model as visualized in the slicing program, VV, can
be seen in Figure 15. Motion could be described for the phantom at time of generation in
all three axes over the time dimension, though in practice modeled motion for exploratory
efforts was limited to the SI direction.
The SPECTRE model proved to be very helpful when it came to narrowing a set of useful
registration parameters. Most importantly, the SPECTRE model, showcased the impact of
B-spline grid spacing on the resulting registration. While this may be intuitive to some, it is
worth mentioning that the grid spacing parameter directly defines the sphere of influence in
the image space that a particular control point affects. In cases of larger, smoothly-varying
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motion, a small number of control points spaced relatively far apart from one another may
be able to adequately model the underlying deformation and, conversely, a locally complex
motion would necessitate a larger number of control points spaced relatively close together.
In the thoracic region, both the smoothly-varying (i.e., motion of the diaphragm) and locallycomplex (i.e., sliding motion at the boundary of the lung) motion types are exhibited. Rather
naively, the early registration schemes developed for this project considered only the largerscale motion correspondingly choosing a large B-spline grid spacing (e.g. up to 128 mm).
While this did appear to capture the smooth motion of the diaphragm when applied to the
SPECTRE model, it also demonstrated a deleterious impact to structures near the lung. The
worst-impacted structure was the spinal column: otherwise expected to remain stationary,
the registered spinal column revealed considerable shearing the edges of the vertebrae closest
to the lungs. This occurrence, highlighted in Figure 16 for discussion purposes, quickly
steered the grid spacing selection process in the opposite direction. Not wanting to make the
registration overly complex, the grid spacing parameter was gradually adjusted downward
until no visible impact on the stationary spinal column was observed post-registration. At
the conclusion of this visual exploration, the best results found to occur with final B-spline
grid spacings between 8-16 mm. For comparison, the method proposed by Metz suggested
a final B-spline grid spacing of 13 mm.
Combining the the parameters of the Metz 4D-CT method with the insights of the
SPECTRE model, a set of registration parameters were further hand-tuned against the
registration of a clinical 4D-CBCT reconstruction. The registrations of this clinical image
confirmed that the registration scheme was performing as desired and that the frames of
the 4D image were being aligned as a result. Additionally, these preliminary experiments
with clinical data suggested that only a limited number of iterations were required at
each resolution to reach a relatively stable registration. The plots of cost metrics, seen in
Figure 18, suggest that registration cost stabilization may occur in as little 50-100 iterations
depending on the registration resolution. Additionally, Figure 18 highlights the progress of
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Fig. 16. Failure of registration with large B-spline grid spacings when applied to a simplified
version of the SPECTRE phantom. While the large grid spacing allows the B-splines
to successfully capture the motion of the spherical ‘lungs’ and produce a registration
that appears to be accurate, it cannot accommodate the complex local motion of the
lungs near the spinal cord. The grid spacing is too large to resolve the lack of motion
at the spine proximal to high motion in the lungs (e.g. sliding motion) and blurs the
registered spine.
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Fig. 17. Plots of cost over iteration number for clinical 4D-CBCT registration. Two different
resolution registrations are shown: Resolution 0 at 2X downsampling and Resolution
1 at original image resolution. The registrations performed included cost terms for
the groupwise metric (Metric 0) and the transform bending energy metric (Metric 1).
Three plots are presented for each resolution level: the total cost of the registration
(left), the cost of metric 0 alone (center), and the cost of metric 1 alone (right).
Note that the total registration cost appears to stabilize for Resolution 0 after
approximately 50 iterations and for Resolution 1 after approximately 100.
the registration aligning the frames of the clinical image over the course of the first two
iterations, both run for 100 iterations.
At the conclusion of the hand-tuning exercise, a set of registration parameters was
selected for use in the remainder of the project; these parameters are highlighted in Table 3.
3.5

Motion-Compensated Reconstruction Studies

3.5.1

FDK-based MoCo Study

An extensive study was conducted spanning the development of two groupwise
registration-based MoCo algorithms using 4D FDK reconstructions as their basis for motion
modeling, workflow implementation for applying motion compensation to clinical acquisitions
retrospectively, and evaluation of image quality improvement. This study is presented in a
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Fig. 18. Alignment of 4D-CBCT frames via groupwise registration results in good alignment
in as little as a one downsampled resolution. The upper panels of each column
showcase the mean image of the 4D-CBCT reconstruction. The panel on the left
shows that both the diaphragm and finer vessels of the lung are blurred, as would
be expected for a 4D volume exhibiting motion. Groupwise registration is shown in
the center panel (R0: 2X downsampled resolution) to result in an alignment of the
diaphragm structure and a clarification of some of the finer structures in the sagittal
view. The panel on the right shows that continued registration at the full resolution
(R1) results in even further improvement in alignment of structures.
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Table 3. Summary of registration parameters used for 4D-CBCT motion modeling.
Parameter

Value

Optimizer

Adaptive Stochastic Gradient Descent

Number of Resolutions

2 (2X downsampled and full resolution)

Transform

Cubic B-spline

Final B-spline Grid Spacing

16 × 16 × 16 mm

Grid Spacing Schedule

2.0; 1.0

Number of Spatial Samples

512000; 4096000

Number of Iterations

50; 50

Mask Erosion

Yes

manuscript accepted by the journal of Medical Physics and is included in Appendix B.
Because this study covers so much of the methods employed and analysis conducted in S.A.
1 and succinctly summarizes the research completed for S.A. 1.1, it is strongly recommended
that the reader reviews this manuscript prior to continuing with the remainder of this chapter.
It is critical that the reader return with the understanding that two different groupwise
registration methods were developed to model motion in 4D-CBCT reconstructions: 1. a
fixed-reference frame (FF) method which utilized a predetermined phase of the respiratory
cycle (i.e., end-of-inhalation) as a reference both for the registration and the resulting motion
model and 2. a mean reference frame (MF) method that instead made use of an iteratively
computed mean reference, as described by Equation 2.16. It is also necessary for the reader
to know the difference between the full-projection dataset that contained all projections for
each subject scan and the downsampled-projection dataset produced by application of the
sampling method described in subsection 3.2.3. Thirdly, the reader should come back to
this chapter aware of the metrics by which the MoCo techniques developed in this project
were evaluated: 1. recovery of Tissue Interface Sharpness (TIS), 2. improvement in image
noise within regions of interest (ROI), and 3. improvement in the local contrast-to-noise
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ratio (CNR) for regions containing fiducial markers. These three metrics build off of the
evaluation techniques developed in previous studies by Shieh et al. [92] specifically for CBCT
images. Finally, the reader should be aware of the conclusions of the study reported by the
manuscript; mainly, that it is possible to improve the image quality of a 4D-CBCT image
reconstructed using the FDK algorithm via a posteriori motion modeling based purely on the
groupwise registration of a clinical-quality 4D-CBCT image and the subsequent application
of MoCo reconstruction.
The following subsections describe the followup studies that were conducted for S.A.
1.2 to determine the effects of initial reconstruction methodology (i.e., FDK v. PICCS)
on MoCo reconstruction results and to compare the FDK-based MoCo method against a
current state-of-the-art method (i.e., MoCo using a prior CT-based motion model). The
same techniques that used to evaluate the FDK MoCo method outcomes were adopted for
both the PICCS and prior CT studies to facilitate direct comparison.
3.5.2

PICCS-based MoCo Study

Following the demonstration of a purely data-driven MoCo reconstruction workflow
using groupwise registration in fulfillment of S.A. 1.1, two additional studies were undertaken
to further characterize the proposed method. The first of those studies assessed the use of a
PICCS-based reconstruction in place of the initial FDK reconstruction for motion modeling.
The central premise of embarking on this line of inquiry was that the poor quality of the
initial FDK images used in the earlier experiments may have caused errors in the motion
model which may have negatively impacted the quality of the MoCo reconstructed image.
Because the PICCS reconstructions demonstrate a considerable reduction in view-aliasing
artifact compared to the FDK reconstructions, the operating theory was that this may result
in a somewhat improved registration, motion model, and subsequent MoCo reconstruction.
Much like the FDK-based MoCo experiments, phase-binned, downsampled projection
sets for each of the subjects were once again reconstructed, this time using the rtkpiccs
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implementation proffered by Shieh et al. [92]. Initial challenges were experienced when
attempting to load projection data with rtkpiccs; a reader for the format of the projections
(i.e., HNC) was incorporated into the rtkfdk application, however the rtkpiccs method
was unable to process this file type. Instead, a projection stack was generated for each
downsampled and phase-binned projection set for each subject formatted as a Meta format
(MHA) image using the rtkprojections application. Operating with this projection stack,
the rtkpiccs application was able to successfully produce PICCS reconstructions.
Recalling the PICCS description in subsection 2.2.2, the reconstruction process can
be very computationally expensive.

Working together with Dr.

Shieh, the rtkpiccs

application was successfully compiled to use GPU acceleration in a Linux environment,
greatly improving the speed of the reconstructions (i.e., minutes instead of hours per
reconstruction). Additionally, with the guidance of Dr. Shieh the PICCS parameters used
to reconstruct the 4D-CBCT images were tuned for the 19-subject dataset. Importantly the
factor governing the relative weighting of the CS and prior-image components in the PICCS
reconstruction, α was adjusted to be 0.5 and the number of iterations was set at 25. It
was found, and confirmed by Dr. Shieh, that a greater number of iterations can result in
severe truncation artifacts at the superior and inferior edges of the reconstructed volume.
The count of 25 was experimentally found to consistently produce reconstructions with little
truncation artifact.
The reconstructed phase images were stacked to produce a 4D PICCS image. Based
on the similar performance of the two groupwise registration methods when applied to the
FDK images, only the FF registration method was applied to the PICCS images for the
purposes of generating a motion model. Following registration, a MoCo FDK reconstruction
using the PICCS-derived motion model was conducted. The FDK method was chosen for the
subsequent MoCo reconstruction to limit the number of variables in the workflow assessment
and to facilitate a direct comparison of reconstruction quality based solely on a different
motion model. The results of this study, along with those of the study described in the
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following subsection, are presented in conjunction with the FDK-based MoCo study results
in subsection 3.6.
3.5.3

Prior CT-based MoCo Study

The second follow-up study to the FDK-based MoCo reconstruction work was to
compare the results of the FDK-based MoCo method to a current state-of-the-art motion
compensation technique. One of the most common approaches currently used for performing
CBCT motion compensation is to derive a motion model from a 4D-CT image acquired
prior to imaging. [50, 49, 51, 69, 70] While there is some indication that there is at
least a correlation between the motion exhibited in 4D-CT and that in 4D-CBCT [48],
it is generally understood that respiratory motion patterns vary day-to-day and even
acquisition-to-acquisition and the long-term validity of a 4D-CT based prior motion model
can be challenged. Nevertheless, this approach is commonly reported in the literature, and
comparisons between the FDK-based and PICCS-based MoCo methods and a CT-prior
method were made.
Because 4D-CT is a slightly different imaging modality and because subject positioning
in a 4D-CT image does not necessary correspond to equivalent positioning in a 4DCBCT acquisition, several pre-processing steps were necessary prior to performing motion
compensation. First, 4D-CT images were collected for each of the 19 subjects. Efforts
were made to gather 4D-CT scans either from simulation or from one of the early weeks
of treatment to ensure that there was as little anatomical change as possible between the
4D-CT and 4D-CBCT acquisitions. Next, the 4D-CT image were aligned to the 4D-CBCT
coordinate space. The average phase of the 4D-CT scan was rigidly registered to the average
phase image of the 4D-CBCT scan. By registering to an average 4D-CBCT, the influence
of view-aliasing artifacts present any one of the 3D-CBCT image frames on the registration
is minimized. While not strictly necessary, to simplify the process of applying the motion
model to the 4D-CBCT image, the 4D-CT prior image was transformed into the 4D-CBCT
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image space before undergoing groupwise registration.
Like the PICCS-based MoCo study, for the CT-prior assessment, only the FF groupwise
registration method was investigated for the production of a motion model and the
subsequent MoCo reconstruction was completed using the FDK reconstruction algorithm.
The results of this study are also presented in the following subsection, 3.6.
3.6

Comparison of FDK, PICCS, and prior CT-based MoCo Results
The following section supplements the presentation of the FDK MoCo results, presented

in the manuscript in Appendix B, by discussing the collective the findings from the main
studies completed for S.A. 1. Before transitioning into a numerical assessment of image
quality, the first sets of figures present side-by-side comparisons of the motion compensated
reconstructions from each of the three motion model sources against the original 4D-CBCT
reconstruction. Figure 19 highlights the reduction in view-aliasing artifact visible in the
axial views in MoCo reconstructions for each motion model. Similarly, Figure 20 highlights
the reduction in view-aliasing artifact visible in the coronal views in MoCo reconstructions
for each motion model. Additional views for all 19 subjects included in this project can be
found in Appendix C.
As in previous studies, the quality of the resulting images was evaluated by looking at
three separate criteria: 1. recovery of TIS at the diaphragm and the bronchus intermedius,
2. reduction of image noise in three regions of interest (air, aortic blood, and soft tissue),
and 3. relative improvement in local CNR at fiducial markers (only subjects PT-100 through
106). We will first look at the recovery of TIS in Figures 21-23.
From the plots of MoCo method results, a number of conclusions can be drawn.
First and foremost, it appears that, for resolving motion blurring, there is a clear benefit
to the application of MoCo for both the diaphragm and the bronchus intermedius sites.
Interestingly, the specific method by which the motion model is generated (i.e., FDK,
PICCS, or prior CT) appears to affect the degree to which motion blurring is resolved.
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Fig. 19. Axial comparison of FDK, PICCS, and prior CT-based MoCo reconstruction applied
to a clinically representative projection dataset. A. Initial FDK reconstruction, B.
FDK-based MoCo, C. PICCS-based MoCo and D. CT prior-based MoCo
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Fig. 20. Coronal comparison of FDK, PICCS, and prior CT-based MoCo reconstruction
applied to a clinically representative projection dataset.

A. Initial FDK

reconstruction, B. FDK-based MoCo, C. PICCS-based MoCo and D. CT prior-based
MoCo
The FDK and PICCS methods achieve similar recovery of TIS, however the PICCS model
achieves better median outcomes at the diaphragm while the FDK model achieves better
median outcomes at the bronchus intermedius. It is important to note, however, that for
the set of subjects evaluated in this study, the TIS recovery results for the FDK and PICCS
methods are statistically indistinguishable from one another. In comparison to the CT-Prior
model, both FDK and PICCS seem to do better recovering TIS overall, however at the
bronchus intermedius, the PICCS and CT-Prior model achieve similar results. It is clear
that there is a 10-20% gain in TIS recovery at the diaphragm when transitioning between
an a priori motion model (i.e., CT-Prior) and either day-of-treatment motion model (i.e.,
FDK or PICCS-based).
Turning to the noise reduction results, the first visibly apparent result is that the initial
PICCS, initial PICCS Mean, and registered PICCS mean images result in a considerable
reduction in image noise at each of the three assessed regions. On the surface this seems
to counter the need for the use of MoCo in this application, as the resulting PICCS MoCo
image reveals a noticeable dip in noise reduction compared to the preceding three images.
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Fig. 21. TIS recovery measured across all sampled interfaces relative to initial reconstruction
across the three respiratory motion models used for MoCo reconstruction. End-points
for the intermediate registration (Reg) results and the means of the initial FDK and
PICCS reconstructions (Mean) are also included for comparison.
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Tissue Interface Sharpness (TIS) Recovery: Diaphragm
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Fig. 22. TIS recovery measured across diaphragm interfaces relative to initial reconstruction
across the three respiratory motion models used for MoCo reconstruction. End-points
for the intermediate registration (Reg) results and the means of the initial FDK and
PICCS reconstructions (Mean) are also included for comparison.
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Tissue Interface Sharpness (TIS) Recovery: Bronchus Intermedius
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Fig. 23. TIS recovery measured across bronchus intermedius interfaces relative to initial
reconstruction across the three respiratory motion models used for MoCo
reconstruction. End-points for the intermediate registration (Reg) results and the
means of the initial FDK and PICCS reconstructions (Mean) are also included for
comparison.
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Improvement in ROI Noise: Air

80

Relative Improvement [%]

●

70

●

●

●

60
●
●
●

●
●
●
●

50
●
●

●

●

●

●
●

FDK Mean

FDK Reg

FDK MoCo

PICCS

PICCS Mean

PICCS Reg

PICCS MoCo

CT−Prior MoCo

Motion Compensation Method

Fig. 24. Reduction of image noise in air media relative to initial reconstruction across the
three respiratory motion models used for MoCo reconstruction. End-points for the
intermediate registration (Reg) results and the means of the initial FDK and PICCS
reconstructions (Mean) are also included for comparison.
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Improvement in ROI Noise: Aorta
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Fig. 25. Reduction of image noise in aorta relative to initial reconstruction across the
three respiratory motion models used for MoCo reconstruction. End-points for the
intermediate registration (Reg) results and the means of the initial FDK and PICCS
reconstructions (Mean) are also included for comparison.

90

Improvement in ROI Noise: Soft Tissue
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Fig. 26. Reduction of image noise in soft tissue relative to initial reconstruction across the
three respiratory motion models used for MoCo reconstruction. End-points for the
intermediate registration (Reg) results and the means of the initial FDK and PICCS
reconstructions (Mean) are also included for comparison.
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This can be rationalized by three points: 1. the iterative nature of the PICCS reconstruction
algorithm produces an initial image with less noise than the FDK approach, 2. taking the
temporal mean of an image (registered or otherwise) arbitrarily reduces the variation in
voxel intensities in a given area, and 3. noise reduction alone is not indicative of overall
image quality improvement and it must be carefully weighed alongside the preceding TIS
recovery results and the CNR results to follow. Keeping inline with earlier studies, we draw
similar findings from comparing the initial FDK mean and registered FDK mean images
also show reductions in image noise within anatomical structures (i.e., soft tissue and aorta).
One finding of note is that there appears to be little advantage to choosing a specific MoCo
method in terms of increased noise reduction, as the FDK, PICCS, and CT-Prior-based
methods produce similar gains at each of the three sites evaluated. If anything, there appears
to be a slight advantage to choosing the PICCS MoCo method in order to reduce noise within
anatomical sites and the FDK MoCo method to reduce noise in air space.
Finally, the results of the local CNR improvement analysis at fiducial markers paint
another interesting picture. The FDK-based MoCo method performs significantly better
(105% relative improvement) than either the PICCS (65%) or CT-prior (25%) based methods
at improving fiducial marker CNR. The prevailing theory as to why this occurs is that the
PICCS motion model is based on a more cartoon-y image (e.g., smoothed edges, reduced
noise, reduced contrast of fine structures) and that the registration which produces the model
intrinsically loses some ability to account for the fine structure motion exhibited by these
fiducial markers. While the PICCS MoCo does exhibit less local CNR improvement than the
FDK MoCo method, the CT-Prior performs even worse, presenting an average of only 25%
improvement over the initial 4D FDK image (which was notably degraded by view aliasing
artifacts and high noise). This too can be rationalized by the fact that the a priori motion
model, when properly rigidly-registered to the day-of-treatment CBCT image, has the ability
to capture and reasonably represent large, smoothly-varying deformations (e.g. diaphragm
motion), yet will fail with slight shifts in the location of finer structures (e.g. blood vessels
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Improvement in Fiducial Marker CNR
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Fig. 27. Fiducial marker CNR improvement relative to initial reconstruction across the
three respiratory motion models used for MoCo reconstruction. End-points for the
intermediate registration (Reg) results and the means of the initial FDK and PICCS
reconstructions (Mean) are also included for comparison. Note that these results
only reflect samples from those subjects with implant fiducial markers (i.e., PT-100
- PT-106).
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or fiducial markers) which are not likely to be accounted for in that rigid registration.
ANOVA with Games-Howell post-hoc testing revealed that all motion models resulted
in statistically significant changes in TIS and soft tissue noise relative to the initial
reconstruction, however no significant difference between the models could be ascertained
from current data. The same tests showed that only FDK-based motion models resulted in
a significant improvement in fiducial marker CNR relative to the initial reconstruction.
3.7

SPARE Challenge
Taking a brief tangent, a serendipitous opportunity presented itself during the final

months of this research. The SPARE Challenge, hosted by the University of Sydney’s
Australian Cancer Research Foundation (ACRF) Image X Institute and supported by the
American Association of Physicists in Medicine (AAPM), was a Sparse-view Reconstruction
Challenge for Four-dimensional Cone-beam CT (4D CBCT). The overarching goal of the
challenge was to survey and evaluate the ability of a variety of state-of-the-art algorithms
to reconstruct 4D-CBCT images from the data acquired during a one-minute clinical scan.
Invitations from the challenge organizers were extended to researchers in the field asking
for those interested in participating to reconstruct approximately 800 4D-CBCT frames in
the span of a three month challenge window. Three different datasets were released: 1. a
clinical set of Varian projections and prior CT images, 2. a clinical set of Elekta projections
and prior CT images, and 3. a Monte Carlo-simulated set of projections based on prior
CT images. No limit was placed on the type of algorithm that could be used for CBCT
reconstruction, except to say that, if it relied on either a respiratory phase or amplitude
signal, that it must make use of organizer-provided signals.
Given the nature of the Challenge and the fact that it coincided with the culmination
of this research, it seemed like a natural progression to pit the developed MoCo method
against others from around the world to see how it faired. Based on the results shown
above, the PICCS method was selected to render the initial reconstruction frame for the
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challenge workflow. Apart from minor adjustments to thresholds for the masking operation
and the removal of the Amsterdam Shroud and signal generation steps in favor of the
organized provided signals, the workflow developed for submission to the SPARE challenge
was identical to that run during the course of the aforementioned research.
Within hours of having received the data from the University of Sydney, the initial 4D
PICCS images had been reconstructed for all 80 submission cases (10 phase images per case;
800 reconstructions in total). Shortly thereafter, the full MoCo reconstruction workflow
was running along generating improved reconstructions. In only one instance during the
Challenge was manual intervention required: several weeks after releasing the data, an error
was spotted in the respiratory phase data for several of the Elekta cases. Upon notification
of this error, the workflow results for these subjects were discarded, the corrected data
was downloaded, and the MoCo reconstruction process was restarted. In total, the 800
reconstructions took approximately 23 days of wall time running in parallel on the HPC
system. This submission to the SPARE Challenge was one of the first received by the
organizers and was delivered before the original April 8, 2018 deadline. After submitting
our results, an extension was granted through April 30, 2018 for participants having trouble
submitting their own data. In early June, it was indicated that the results submitted from
the MoCo reconstruction technique described in the preceding chapters had ranked in the
top five methods.
Method performance was characterized using the Monte Carlo simulated CBCT data, as
a ground truth was available to compare against. The organizers of the challenge scored the
method on the basis of three criteria: 1. visual inspection, 2. similarity with ground truth
(RMSE and SSIM), and 3. geometric accuracy in PTV. Based on the preliminary results
offered by the organizers, it was determined that the top 5 methods each performed similarly
in terms of visual inspection; each method did better on some subjects and worse on others.
Numerically, the proposed method appears to have performed better than the other topperforming methods when it came to reconstructing PTV and lung volumes, displaying the
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second lowest error in PTV intensity and the lowest range of error in the lungs. Interestingly,
the submissions appear to indicate that the proposed method did slightly worse than the
other top methods when it came to reconstruction regions in the body and rib cage, as
revealed by a slightly greater RMSE in both. To evaluate the geometrical accuracy of the
method, a rigid alignment of the PTV volume was completed. The results for the proposed
MoCo method returned a mean 3D error magnitude of approximately 1 mm and the lowest
range of error magnitude amongst the top five performing methods.
Of particular interest was the fact that the proposed method stood alone in the SPARE
Challenge when it came to the use of a priori knowledge from CT data (e.g., CT simulation,
beam data, ground truth reconstructions). Of all of the methods submitted, the MoCo
methods developed in this project were the only competitive reconstruction methods that
were both purely data-driven and CBCT-based.
3.8

Conclusions: Aim 1
The objective of Specific Aim 1 of this research project was to develop and evaluate

retrospective methods for performing motion compensation with 4D-CBCT images. In
the first half of this aim, two groupwise registration methods were developed to model
4D respiratory motion directly using CBCT reconstructions. These methods demonstrated
an ability to capture details of respiratory motion in reconstructions of both clinicallyrepresentative and superior image quality. The respiratory motion models of 19 subjects,
each consisting of 2 reconstructions (i.e.

full and downsampled projection dataset

reconstructions, respectively), were computed and applied during a subsequent MoCo
reconstruction to improve the quality of the resulting CBCT image. Three image quality
metrics were defined and evaluated for all reconstructions in the 19-subject dataset.
Consistent with the goals of sub-aim 1.1, the combination of groupwise registration and
MoCo reconstruction into a single workflow was found to have produced a novel method for
improving image quality. The deliverable component of this portion of the study, namely
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workflow implementations of these methods and aggregated performance data assessed
using a retrospective clinical dataset, was described publicly in a manuscript accepted for
publication.
The goal of sub-aim 1.2 was to evaluate and compare the impact of alternative initial
reconstruction techniques and corresponding image quality on the developed MoCo method
performance. Two experiments were proposed to address this component: 1. evaluating
one or more alternate initial image reconstruction methods and 2. comparing proposed
method performance to that of current state-of-the-art techniques. The implementation of
a PICCS-based alternative workflow showed that there may be potential for gains in image
quality using PICCS under certain conditions, but that generally speaking, the PICCS and
FDK-based MoCo methods are not significantly different from one another. The second
experiment for this sub-aim implemented a current 4D-CT based motion modeling method
and evaluated its impact on the MoCo reconstruction outcome. As suspected, the prior CTbased MoCo method resulted in inferior reconstructions compared to the FDK and PICCS
methods, and was found to be statistically indifferent from uncompensated FDK when it
came to improving the local contrast to noise ratio near fiducial markers. The deliverable
components of this portion of the study were extensions to the developed workflow methods
(if needed) and aggregated performance data for the alternative reconstruction and state-ofthe-art methods assessed using a clinical CBCT dataset. This too was achieved during the
course of this research project: extending the MoCo method to include PICCS and collecting
relative performance figures for CT-based MoCo.
The addition of the SPARE Challenge only enhanced the outcome of this aim. While
there were no plans of performing a strict characterization of the developed methods’
performance against any sort of ground truth – this was simply a feasibility study –
the SPARE Challenge provided a convenient ground truth against which to compare.
Fortunately, the developed methods were found to be competitive with other state-ofthe-art methods and displayed excellent geometric accuracy, intensity accuracy, and visual
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similarity to the ground truth for the images reconstructed. This assessment, conducted by
an independent group of investigators supports the earlier assessments in this project that
the application of the developed MoCo methods to 4D-CBCT reconstruction can improve
image quality.
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CHAPTER 4

4D-CT ARTIFACT-WEIGHTED GROUPWISE REGISTRATION

4.1

Introduction
The goal of S.A. 2 is the development and evaluation of a retrospective motion artifact

correction algorithm for 4D-CT with image quality enhancement intent. Similar to S.A.
1, a series of tasks and experiments, organized into three sub-aims, were designed to
systematically guide the development of the underlying methods. The first of these sub-aims,
reported in this chapter, was to develop and assess a weighted groupwise registration-based
image artifact correction algorithm. Section 4.2 begins with a review of the theory behind
this artifact-weighted groupwise registration approach. A description of the generation of a
4D-CT image dataset with synthetically introduced motion artifacts is presented in Section
4.3. In conjunction with the generation of this dataset is the implementation of a series of
artifact weighting schemes, which are described in Section 4.3.3 and evaluated in the study
summarized in Section 4.4. The final portion of the chapter, Section 4.5, presents the take
away conclusions for S.A. 2.1.
4.2

4D-CT Artifacts and Artifact-Weighted Groupwise Registration
To correct for motion artifacts in 4D-CT images, a retrospective method building off

of the groupwise registration techniques discussed earlier was developed. Prior to exploring
this method, however, it is critical for the reader to understand the abstraction of a motion
artifact as it applies to 4D-CT. For the purposes of this research project, a motion artifact
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is defined as ‘any portion of a 4D-CT image in which subject anatomies are reconstructed in
a manner which calls into question their true position, shape, or configuration as a result of
subject motion during image acquistion.’ Admittedly this is a rather broad and potentially
subjective definition of what constitutes an artifact, yet for the work completed in this
project, it defines a straightforward objective (i.e., removing questionable regions in the
4D-CT reconstructions) while still providing flexibility to the method by which it is to be
achieved.
When we review the types of 4D-CT artifacts presented earlier in Figure 3, it is clear
to an observer in many cases where the imaged anatomy is reconstructed correctly (i.e.,
where observer confidence in the reconstruction accuracy can be high) and where it is
not. Considering first the overlap and duplication artifact types, a trained observer is
able to discern the boundaries of the true anatomy with relative ease: structures in the
duplicated or overlapping region includes repeated portions of the true anatomy which
can be visually matched to corresponding structures elsewhere in the image. Importantly,
the duplicated and overlapping structures are also frequently defined by sharp horizontal
discontinuities or cuts on either their superior or inferior edge which are visually inconsistent
with the shape of the affected anatomical structure (e.g., abrupt cut in the diaphragm or
chest wall, otherwise expected to characterized be smooth and continuous boundaries). In
the example figure, the overlap artifact presents as a region repeating the upper portion
of the diaphragm that is abruptly cut at its inferior border and overlaid on top of the
true diaphragm. Similarly, the duplication artifact presents as a repeated segment of the
diaphragm with an abrupt discontinuity, however it does not connect with the corresponding
section of the true anatomy. The incomplete artifact manifests as the apparent absence or
truncation of anatomical structures and can be somewhat more challenging to localize than
the previous two types. While the example for the incomplete artifact highlights a missing
portion of anatomy sandwiched between two portions of the true anatomy that define the
superior and inferior bounds of the absent region, this is not always the case. In many
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occurrences of the incomplete artifact, the upper portion of true anatomy is nonexistent (i.e.,
truncated diaphragm apex) leaving the corresponding upper bound of the artifact region in
question. The final categorization of motion artifact is blurring but, while its presentation is
directly sourced to patient motion, it occurs in structures which demonstrate high frequency
movement that is not easily resolved by the 4D imaging protocol (i.e., rapid cardiac motion)
and is not considered to be correctable in the scope of this research project.
One additional characteristic of motion artifacts that is critical to understand is their
persistence in spatial location throughout the 4D reconstruction. While not always apparent,
the areas where motion artifacts manifest in a 4D-CT image remain in more-or-less the same
spatial locations across the temporal dimension, regardless of the location of the imaged
anatomy. This characteristic of artifact affected regions is at the core of the corrective
method developed in this project: while artifacts largely remain stationary spatially, true
anatomy does not and instead moves in and out of artifact affected regions over the temporal
dimension of the image. Provided that at least one complete representation of the anatomy
can be ascertained by viewing all unaffected regions of image in 4D, it should be possible to
map the content of the true anatomy back to artifact affected regions using image registration
and subsequently correct for motion artifact image degradation.
The specific method developed to accomplish this task is referred to as Artifact-Weighted
Groupwise Registration. Given an a priori understanding of where artifacts do and do not
exist in the domain of a particular image, the AWGR method extends the groupwise methods
discussed in Section 2.4 to downweight the contributions of artifact-laden regions to the cost
of the registration. The general weighted groupwise cost function to be minimized during
registration can be expressed by Equations 4.1 and 4.2.

C (µ) =

XX
2
1
w (hµ (x, t)) · I (hµ (x, t)) − I¯µ (x)
|X| |T | x∈X t∈T
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(4.1)

I¯µ (x) =

X w (hµ (x, t)) · I (hµ (x, t))
t∈T

W

where W =

X

w (hµ (x, t))

(4.2)

t∈T

In this general expression, the term, w (x, t), defines weight ascribed to a given voxel of
the original 4D image, I (x, t), to characterize the presence of an artifact at that location.
These weights are assigned along the continuous scale [0, 1], where a weight of 0 indicates the
presence of an artifact and 1 indicates the presence of true anatomy. Values falling between 0
and 1 indicate some level of uncertainty with the identification of regional belonging to either
artifact or true anatomy classifications. This weight term can also be thought of as a weight
map, in the sense that weights are described in much the same format as an image: a discrete
value at each voxel in the spatiotemporal image domain. This representation is helpful in
considering how the weights are subsequently applied both during and after registration.
Over the course of the registration, groupwise registration systematically aligns each
frame of the 4D image to an iteratively computed 4D representation. The registration also
pulls the corresponding weight for each mapped voxel in the 4D image into the reference
image coordinate space in order to compute the weighted SSD between the deformed 4D
image and the iteratively-computed reference, thus minimizing the impact of artifact-affected
image content on the registration cost. Following registration, an artifact-corrected image
can be computed in the reference coordinate system by deforming both the original 4D image
and weight map, normalizing the deformed weight map along the temporal dimension, and
using the normalized weight map to perform a weighted aggregation of the deformed image.
This correction process is illustrated in Figure 28.
While the general groupwise registration technique has shown promising results when
applied to a number of applications, including those reported on in the preceding two
chapters, the effectiveness of weighted groupwise registration remains to be demonstrated.
Indeed, there are three principle questions that need answering prior to implementation of
this technique for 4D-CT image quality enhancement : 1. can AWGR actually produce an
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Fig. 28. 4D-CT motion artifact correction method based on AWGR used to mitigate artifact
impact and improve image quality. This simplified workflow illustrates how a 4D-CT
image and corresponding weight map are deformed and aggregated to produce a
corrected image with visibly reduced artifact.
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improved 4D-CT image, 2. what type of artifact weights (i.e., weighting scheme: step, linear,
gaussian, etc.) yield the best outcome, and 3. can artifacts be identified in images for the
purposes creating these weights? The following sections detail the studies conducted as part
of this sub-aim to tackle these questions. Note that the actual identification of artifacts used
to generate weight maps of the AWGR method is completed as part of S.A. 2.2.
4.3

Synthetic Artifact Generation
In order to characterize the ability of the AWGR technique to improve image quality

and to systematically test a range of permissible weighting schemes, the first task of this
sub-aim was to assemble a set of 4D-CT images with a known set of artifact locations. To
accomplish this task, a high-quality 4D-CT dataset, described in subsection 4.3.1, was used
as the base for the creation of a dataset that was synthetically laden with artifacts. The
method by which these artifacts were introduced is described in subsection 4.3.2 along with
a discussion of some of the considerations and limitations that go along with this dataset.
Finally a corresponding set of artifact weight maps were assembled using the known location
of the artifacts in the synthetic images and a variety of weighting schemes as described in
subsection 4.3.3.
4.3.1

DIR-LAB Dataset Description

The basis for the generation of a synthetic artifact-laden image dataset was the
Deformable Image Registration Laboratory (DIR-LAB) 4D-CT dataset.

[93, 94, 95]

Consisting of 10 thoracic 4DCT images acquired as part of the treatment planning process
for subjects undergoing radiotherapy at the University of Texas M. D. Anderson Cancer
Center, the 4D-CT dataset was made publicly available for use in applications researching
deformable image registration. Image data was provided in raw binary format. Descriptive
image headers were generated from the published details of the dataset and Metaformat
images were assembled for each of the 10 acquisitions using a standalone Python script. In
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addition to the raw image data, the DIR-LAB dataset also consisted of a set of manually
landmarked points for the two extreme respiratory phases, however these were unused for
the purposes of dataset generation. While the images contained in the DIR-LAB 4D-CT
dataset are clinical acquisitions, they are of particularly high image quality and exhibit
limited motion-related artifact degradation. It is for this reason that the DIR-LAB 4D-CT
dataset was selected to facilitate the generation of a synthetic dataset with known artifacts.
4.3.2

Generation of Synthetic Artifact Images and Artifact Maps

To generate a synthetic dataset of 4D-CT images with artifacts of known location, an
artifact generator was developed as a standalone Python application. Using one of the
4D-CT images from the DIR-LAB dataset, this artifact generator determined the random
placement of artifacts in each frame of the 4D-CT image. These ‘artifacts’ consisted of axial
slabs of image content of finite thickness drawn for adjacent temporal frames of the 4D-CT
image thereby providing anatomically realistic data for the sampled regions while rendering
subject anatomies in the slightly different positioning characteristic of clinically observed
artifacts.
Two governing parameters were provided to the developed artifact generator application.
The first, M axF describes the maximum number of artifacts permissible per image frame.
Based upon a review of clinical 4D-CT images, this value was set to a default setting of
5 for the application. The second governing parameter was the maximum ‘width’, M axW ,
permissible for the sampled axial slabs. A default value of 10 was determined for this
parameter also following a review of available image data. Additionally, several implicit
parameters of the artifact generator were determined at run-time based on the provided
4D-CT base image. Notably, the number of temporal frames, NT , for each image and the
size of the image in the SI axis (i.e., height of the imaged volume), SSI , were determined.
The placement of artifact regions within each synthesized image were defined by the
random sampling of four normal distributions, describing 1. the number of artifacts per
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Fig. 29. Samples of synthetically generated artifact-laden 4D-CT images with known artifact
locations. Note that the position and size of artifacts in each phase (i.e., temporal
frame) of the image is slightly different, as is their conspicuity when compared to
the original 4D-CT. Additionally, it is worth noting that the source of the artifact
content placed in the synthetic image differs for each artifact in each frame.
image frame, i, nF,i ∈ [0 : M axF ], 2. the ‘width’ along the SI axis of each described artifact,
j, in the ith image frame Wi,j ∈ [1 : M axW ], 3. the location of the imaged artifact in the SI
axis, li,j ∈ [0 : SSI − Wi,j ], and 4. the temporal source of the artifact content ti,j ∈ [0 : NT ]
provided that ti,j 6= i. To ensure that this sampling was repeatable, a unique seed value for
the utilized pseudo-random number generator (PRNG) was manually set for each synthesized
image. A 4D boolean mask image localizing the introduced artifacts in the image space,
referred to as the base artifact map (BAM), was rendered concurrently with the synthetic
image for later use in the definition of artifact weighting schemes and the evaluation of the
AWGR methodology. An illustration showcasing the development of a synthetic artifactladen image from one of the 4D-CT images in conjunction with the corresponding BAM can
be seen in Figure 29.
For each of the 10 4D-CT images included in the DIR-LAB dataset, a unique set of
10 synthetic artifact-laden images were produced using the developed generator, yielding a
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dataset consisting of total of 100 synthetic artifact-laden 4D-CT images with known artifact
locations. As visualized in Figure 29, the artifacts generated by this method can be both
conspicuous (viz. duplication artifacts in phase 2 and incomplete artifacts in phase 4) or
relatively subtle when compared to the corresponding regions of the original 4D-CT image.
Each of the synthetic images generated consisted of between 15 and 45 introduced artifact
regions distributed over 10 temporal frames ranging in width between 1 and 10 slices thick.
Corresponding BAM were produced for each synthetic artifact image.
4.3.3

Artifact Weighting Schemes

In order to better understand the mechanics of the AWGR algorithm and its sensitivity
to the nature of the a priori weight map, a series of weighting schemes were developed and
subsequently tested as part of the initial AWGR study detailed in Section 4.4. In addition to
the BAM, which can be equally considered as a step-wise (i.e., binary) weighting scheme, six
different weighting schemes were defined. Three of these schemes used a simple linear rolloff model to blur the edge of the step-wise weighting scheme. Roll-off widths of 3, 5, and 7
slice widths were defined. Similarly, the remaining three weighting schemes used a Gaussian
blurring model defined for the same three roll-off widths. Examples of the step-wise, linear,
and Gaussian weighting schemes can be seen in Figure 30.
Accounting for each of the 100 synthetic artifact-laden 4D-CT images generated in the
dataset described earlier, the seven different weighting schemes produced a total of 700
different artifact-weighting cases for evaluation. The following section describes the initial
AWGR study completed to determine whether image quality enhancements (i.e., motion
artifact mitigation) could be achieved for 4D-CT using the proposed method, and if so,
characterize the method’s sensitivity to the particular weighting scheme applied.
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Fig. 30. Seven evaluated artifact weighting schemes derived from the BAM produced
concurrently with the synthetic artifact-laden 4D-CT images.
4.4

Initial Artifact-Weighted Groupwise Registration Study
Using the datasets developed and weighting schemes defined in the preceding section, an

evaluation of the proposed AWGR scheme was undertaken in an initial study. The AWGR
method, proposed in Section 4.2 was implemented as an extension module in the elastix
registration framework as the AxialWeightedVarianceOverLastDimension cost metric. In
addition to the AWGR cost term, the Transform Bending Energy penalty term was also
included as part of a multi-metric, multi-resolution hierarchical registration approach in
order to ensure smoothness and realism of resulting registration. Capitalizing on the previous
groupwise registration studies completed by Metz et al. [68] for 4D-CT images and as part
of this research project for 4D-CBCT, a set of parameters was defined for the proposed
registration method. These parameters are summarized in Table 4.
Two different sets of registrations were completed during the course of the study. The
first set performed a groupwise registration of the original 4D-CT images free of synthetic
motion artifacts. The objective of these registrations was to establish a nominal baseline
DVF for each of the 10 4D-CT images, mapping all frames to an iteratively computed
mean reference frame, for use in subsequent evaluation of AWGR performance. In principle,
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Table 4. Summary of registration parameters used for AWGR of 4D-CT.
Parameter
Optimizer

Value
Adaptive Stochastic Gradient Descent
AxialWeightedVarianceOverLastDimension and

Metrics
TransformBendingEnergy
Metric Weights

(1.0, 0.005); (1.0, 20.0)

Number of Resolutions

2 (2X downsampled and full resolution)

Transform

Cubic B-spline

Final B-spline Grid Spacing

12 × 12 × 12 mm

Grid Spacing Schedule

2.0; 1.0

Number of Spatial Samples

200000; 2000000

Number of Iterations

50; 75

Mask Erosion

Yes
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the nominal DVFs for each image set define the ideal mapping that can be achieved in
the absence of artifact degradation. These baseline registrations were performed using the
proposed AWGR method using a uniform (i.e., all 1) weighting, indicating that no content in
the registered image is artifact-affected. Given this weighting scheme, it can be readily seen
that AWGR method reduces to the conventional (i.e., unweighted) groupwise registration
method discussed in Chapter 3. Repeating the same registrations using the conventional
approach and evaluating the registration results (i.e., transform parameters) confirmed this
to be the case.
The second set of registrations utilized the proposed AWGR method to register the
synthetic artifact-laden 4D-CT images. As indicated earlier, 700 different artifact-weighting
scenarios were evaluated. Additionally, an unweighted (i.e., uniform, all 1 weighting) series of
registrations were performed for the same 100 synthetic images again to serve as a baseline
for comparison resulting in a total of 800 registrations completed for the artifact-affected
4D-CT image dataset.
One critical concept to understand prior to evaluating the results of the AWGR method,
is that method performance was not characterized, nor should it be, by evaluating the
similarity of the image intensities in the pre- and post-AWGR registration images with
those of the original artifact-free 4D-CT images. One of the general strengths of groupwise
registration methods is the robustness with which they are able to arrive at solution which
minimizes variation between registered image frames. While valuable for 4D-CBCT motion
modeling, for 4D-CT, this can create a non-ideal situation where image content in and
around artifact-affected regions is unrealistically deformed to match the image intensities of
non-affected regions. Put another way, groupwise registration can tend to force alignment
between regions of images to achieve a reduction in registration cost even if those regions
should not be aligned (e.g., duplication artifact at diaphragm apex in one frame not being
expanded to align with true apex in another frame; matching intensities not structures).
Instead, the more effective avenue by which registration results can be compared is to
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interpret the similarity of the corresponding transforms. For successful registrations (i.e.,
ones where the artifact-laden portions of the image have little to no influence over the
resulting transform), one can expect to see high agreement between the transforms of
the original 4D-CT image registration and the synthetic artifact-laden 4D-CT images.
Critically, this would also imply that the transformed image would still show evidence
of the motion artifact, as it would not otherwise be forced into alignment with the true
anatomy. Conversely, for those cases where the AWGR method proves unsuccessful, the
residual influence of the artifact-laden portions of the image can be observed as a discrepancy
between the original 4D-CT and synthetic 4D-CT transforms. Figure 31 succinctly illustrates
this concept.
For each of the 800 synthetic artifact-laden 4D-CT image registrations, comparisons
between the resulting transforms and their corresponding original 4D-CT transforms were
made. Specifically, the L1N orm and RM SE between the two transforms were computed
for each registered case. The scope of the RM SE assessment was further narrowed to
evaluate the DVF only for regions included in and around artifact-affected regions, denoted
by RM SEROI . The results of these comparisons are summarized in Table 5.
Summarized, there does not seem to be any real difference between the results of the
step, Linear, Gaussian, or even uniform weighting schemes. Numerically, the eight different
weighting schemes appear to overlap almost entirely, minimizing what could be perceived as
any statistically significant benefit to choosing one weighting scheme over another. Indeed,
this conclusion appears to be reinforced when the results are plotted, as seen in Figure 32.
However, an alternative view of the results paints a more consequential picture arguing for
the utility of the AWGR method.
By computing instead the relative ratio of AWGR performance for each weighting
scheme against performance using a uniform weighting, and plotting the accumulation of
these cases over the range of this normalized error, it becomes possible to assess the potential
benefit the weighted groupwise method affords on a case-by-case basis. This plot, shown in
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Fig. 31. Illustration of successful and unsuccessful treatment of 4D-CT motion artifacts in
registration. The conventional (i.e., unweighted) groupwise registration method can
be seen to align all voxel intensities of the artifact-affected image to a mean reference,
yet renders an unrealistic transform model.

Alternatively, the AWGR method

discounts apparent registration failures at artifact-affected regions and can be seen
to produce a more reasonable transform model. The arrows in the transform images
highlight the discrepancy in the DVF at the artifact region in the conventional results
and the resolution of this discrepancy in the AWGR results. Similarly, the arrows in
the registered images highlight the assimilation (i.e., disappearance) of the artifact
content into the true anatomy when a conventional groupwise approach is applied,
while the AWGR preserves artifact content as a discrete portion of the registered
image. Note that the AWGR results pictured here stem from the application of a
step-wise weighting scheme.
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Fig. 32. Plot of similarity of AWGR and nominal transform. The results for seven different
weighting method are presented including step-wise, linear, and Gaussian schemes.
Both the linear and Gaussian weighting schemes were tested at three different roll-off
widths (i.e., 3, 5, and 7 voxels) and are indicated as such; for example, linear3
corresponds to linear weighting with a roll-off width of 3 voxels. Additionally, results
for a uniform (i.e., unweighted) scheme are also included. While there does appear to
be some variation between the different weighting schemes, this view of the data (i.e.,
population distribution-wise) does not seem to indicate any benefit to the inclusion
of weighting in the groupwise registration.
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Table 5. Summary of transform comparison results for AWGR.

Weighting Scheme

L1 Norm [mm]

RMSE [mm]

RMSE ROI [mm]

Step

0.32657 ± 0.10120

0.32283 ± 0.12643

0.54890 ± 0.15401

Linear (width 3)

0.32153 ± 0.11622

0.30586 ± 0.14320

0.47554 ± 0.13778

Linear (width 5)

0.31132 ± 0.10001

0.30121 ± 0.13138

0.48225 ± 0.13669

Linear (width 7)

0.33045 ± 0.09695 0.32251 ± 0.14110

0.50887 ± 0.13705

Gaussian (width 3) 0.30723 ± 0.09692 0.29584 ± 0.12888 0.47012 ± 0.13459
Gaussian (width 5)

0.30389 ± 0.10610 0.29537 ± 0.13452 0.47602 ± 0.14328

Gaussian (width 7) 0.31366 ± 0.09013 0.30118 ± 0.12629 0.48829 ± 0.12967
0.31390 ± 0.09206

Uniform

0.30292 ± 0.12075 0.53145 ± 0.14853

Figure 33, demonstrates that the step-wise weighted AWGR method performs better than
the unweighted (i.e., uniform weighting of 1) groupwise method in approximately 43% of
evaluated cases. Alternatively, when either a linear or Gaussian weighting scheme is applied,
the AWGR method appears to do better in approximately 72-80% of the evaluated cases
depending on the roll-off width of the weighting scheme.
4.5

Conclusions
The objective of Specific Aim 2.1 of this research project was to develop and assess a

weighted groupwise registration-based image correction algorithm for 4D-CT image quality
enhancement.

In this starting portion of S.A. 2, such a method was developed as a

modification of the groupwise registration methods employed throughout S.A. 1 and was
implemented in the elastix framework. Additionally, a method for synthesizing motion
artifact-affected 4D-CT images from artifact-free counterparts was developed. Using this
method, a ‘ground truth’ dataset consisting of 100 4D-CT images degraded by motion
artifacts and corresponding artifact maps localizing these artifacts in each image was
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Fig. 33. Relative distribution of normalized AWGR performance as computed by RMSE in
the artifact-affected regions of the synthetic 4D-CT images. The value of the curve
denotes the relative fraction of case for which the normalized error (i.e., ratio of
RMSE for weighted to unweighted registration methods) is less than or equal to
a given value. A normalized error less than 1.00 indicates that the RMSE for a
transform produced by a weighted groupwise registration is better than that of the
corresponding transform produced using the conventional groupwise method. The
opposite is true when the normalized error is greater than 1.00 and a value of exactly
1.00 indicates that there is no benefit to using one method over the other. Results
for seven different weighting method are presented including step-wise, linear, and
Gaussian schemes. Both the linear and Gaussian weighting schemes were tested at
three different roll-off widths (i.e., 3, 5, and 7 voxels) and are indicated as such; for
example, linear3 corresponds to linear weighting with a roll-off width of 3 voxels.
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produced using a publicly available, high-quality 4D-CT image dataset. Seven artifact
weighting schemes and a uniform weighting scheme were defined for the purposes of
identifying which, if any, resulted in superior registration outcome using the proposed
AWGR method. Weight maps were produced for each corresponding image-weighting scheme
pair based on the synthetic 4D-CT BAM, facilitating the execution of 800 comparative
registrations using the AWGR method.
Three core conclusions were drawn from this portion of the research project. First, it
was determined that the AWGR method does offer a functional means of mitigating the
manifestation of motion artifacts in 4D-CT images retrospectively when the location of
motion artifacts can be known. Secondly, it was demonstrated that the AWGR method has
the potential to reduce the error in resulting transforms relative to conventional groupwise
registration methods in approximately 72-80% of cases when non-binary weighting schemes
are employed (i.e., linear or Gaussian weighting). Finally, it was concluded that the AWGR
method is relatively insensitive to the choice of weighting scheme, provided that there is
some roll-off between identified artifact and non-artifact image regions. This finding seems
to suggest that there may be many different weighting schemes that produce desirable
registration outcomes using the AWGR method and that refinement of a specific scheme may
not be necessary. These findings constrain the research efforts undertaken in the following
chapter where an automated method of identifying the location of motion artifacts in 4D-CT
is developed.
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CHAPTER 5

4D-CT MOTION ARTIFACT OBSERVATION METHODS

5.1

Introduction
Building off of the knowledge and methods developed during the work reported on in

the previous chapter, the second sub-aim of S.A. 2 focused on the development of a suspected
motion artifact observation and weighting algorithm. Broadly speaking, this sub-aim sought
to produce an automated method of providing the a priori artifact knowledge required by
the proposed AWGR method using modern machine learning techniques.
As indicated in Chapter 1, many prior studies have attempted to develop techniques
for identifying or localizing artifacts in 4D-CT images. [37, 38, 39, 96]. Most of these
published works seek to tackle the challenge directly, by defining some criteria, threshold,
or metric that can be used to distinguish image content that is artifact-affected from that
which is not. Unfortunately, the methods reported upon in the literature almost always face
systematic impediments that limit their broader applicability to automated assessment of
clinical acquisitions (e.g., over sensitivity to intensity changes in the SI direction prompting
the erroneous identification of diaphragm apex as artifact). As such, automated localization
of 4D-CT motion artifacts remains a non-trivial challenge. Instead of seeking to develop an
analytical solution for the localization of motion artifacts, the work completed in this research
project pursues a radically different approach; one that capitalizes on recent developments
in machine vision, Deep Learning (DL), and Deep Neural Networking (DNN) to ‘learn’ the
representative features of 4D-CT images that differentiate artifact-affected from unaffected
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regions.
Section 5.2 provides a review of fundamental machine learning concepts, with special
emphasis on the Convolutional Neural Networking methods employed in this work.
Extending the concept of known artifacts and artifact locations put forth as part of the
AWGR technique, Section 5.3 describes a large dataset of 4D-CT images and corresponding
motion artifact annotations that was curated from observations made by trained volunteers.
The development of the system that facilitated the collection of these artifact annotations is
also detailed in this section. In Section 5.4, a CNN-based suspected motion artifact model
architecture is proposed, a series of variant models are trained using the curated annotation
dataset, and assessments of their effectiveness in automatically identifying motion artifacts
in 4D-CT images is reported. Finally, Section 5.5, summarizes the conclusions drawn from
the efforts undertaken for S.A. 2.2.
5.2

Machine Learning Fundamentals
Machine learning is not a particularly new discipline, having found its beginnings in

biomimetic research modeling decision functions after the synaptic activity of neurons found
in living organisms in the middle of the past century [97, 98]. The goal of machine learning
is to, for a given problem or task, develop a computational solution based solely on available
data or system rules without explicitly defining the solution programmatically. In practice,
machine learning provides an avenue for highly non-linear problems to be solved using a
combination of many simple linear or non-linear functions.
Historically, the earliest form of machine learning took was that of simple logic functions,
often referred to as McCulloch-Pitts neurons. [97] These neurons accept as input one or more
stimuli signals, perform a weighted summation of these inputs using a series of input-specific
weight terms, apply a simple threshold function, and return a corresponding low value if the
aggregated signal falls below the threshold or high value it exceeds the threshold. When the
aggregated input signal does exceed the defined threshold value, also known as an activation
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Fig. 34. Simple McCulloch-Pitts neuron example illustrating the formation of a non-linear
decision function based on a simple threshold model. The modeled function is XOR
given biploar input signals. The ranges of permissible threshold values, T, for each
neuron are indicated. Additionally, the weights are defined as either -1 or 1 and are
indicated by the values adjacent to the input connections.
threshold, it is said to have activated the neuron. Input to these neurons could be either
unipolar [0,1] or bipolar [-1,1] depending on signaling specifications. By stacking multiple
neurons together, where the output(s) of one or more neurons are fed as the input(s) into one
or more subsequent neurons, more and more complex, non-linear decision functions could
be assembled. For example, the ‘network’ that consists of three neurons arranged in two
layers shown in Figure 34 represents a hand-designed decision function, with corresponding
weights and activation thresholds, that renders exclusive or (XOR) behavior given a bipolar
signal for inputs A and B.
While this example demonstrates the general capability of neural models, it only
scratches the surface of what is actually possible. As indicated, the threshold and weight
values for each neuron and input signal were manually-defined in this example - seemingly
antithetical to the concept of machine learning. Transitioning to functional machine learning
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required the development of methods for determining, or learning, these values automatically
based on the constraints of the problem to be solved. Two distinct forms of learning
developed to fill this requirement: 1. supervised learning which uses a set of examples of
inputs and corresponding outputs to iteratively fit the network parameters to reproduce
the data-described behavior and 2. unsupervised learning, which instead defines a set
of behavioral conditions (e.g., input equals output, in the case of an autoencoder) that
must be achieved upfront but allows network parameters to be adjust to learn significant
representations within data it is subsequently presented. The major distinction between the
two approaches lies with the type of data available; for problems that have a representative
set of training data at their disposal, supervised learning offers an efficient route to the
development of models that learn a desired behavior, however when little or no pre-existing
data is available unsupervised learning is the only option.
In either learning case, the parameters that define the network, namely the weight and
bias terms, are determined systematically over a series of iterative updates. To accomplish
this, in the case of supervised learning, input examples taken from a training dataset are
fed into the model and the outputs produced (i.e., predictions) are compared against the
corresponding true outputs of the training dataset. Much like the image registration methods
described in the earlier chapters, the agreement between the predicted output and the
desired output values is assessed using some cost metric, or loss function. The choice of
a particular loss function is largely problem-specific, with regression type problems (i.e.,
continuous output values) typically employing metrics like MSE to reduce the difference
between the two output values while classification type problems (binary) may typically use
a single or multi-class cross-entropy term to maximize correct class assignment. At each
iterative step of the training process the value of this loss function, is used to systematically
update the network parameters according to some learning rule. Early learning rules, such
as the Perceptron [99] and Hebbian[100] learning rules defined a learning rate that was
multiplied by the loss term to compute a weight update applied prior to the next training
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iteration. While effective for small models and simple activation functions, like the step-wise
of hard activation function shown for the example in Figure 34, they quickly break down for
larger, more complex models.
The principal development that facilitated the training of larger neural network models
was that of backpropagation.[101] Unlike the simpler learning methods, backpropagation
allows error at the output layer to be passed back through the training network to each
individual neuron. The gradient of the loss function with respect to each neuron’s output,
is used to update all neurons within the network based on their relative contribution to the
output value. Provided these gradients neither vanish (i.e., reduce to 0) nor explode (i.e.,
approach infinity) during the course of training, this technique allows all neurons within the
middle layers of the network, also known as hidden units, to learn significant features that
describe the input data. Modern training techniques make use of a advanced optimization
techniques (e.g., Stochastic Gradient Descent, SGD; RMSProp, Adagrad [102]; Adam [103])
that minimize the likelihood of gradient-related training errors and data-overfitting through
the use of regularization, learning rate decay, momentum, and adaptive step sizes. [104]
Consequently, as the number of hidden units and layers of hidden units in a neural network
grows, so too does its capacity to learn increasingly complex functions.
5.2.1

Convolutional Neural Networks

When it comes to dealing with processing images, simple neural network models may
not be sufficient to properly and efficiently account for the spatial dependence and structure
of the underlying data. If we were to consider the problem of representing an image in
the traditional network architecture, each pixel or voxel would serve as an individual input
to the network. This is what is referred to as a dense or flattened representation of the
image. For example, a 2D slice from a modern medical imaging modality could indicate
a set of 65536 (256 × 256 image) or 262144 (512 × 512 image) initial inputs. Provided a
simple one-layer network is used, consisting of only 25 hidden neurons (i.e., learning only
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25 potentially distinct features), over 6.5 million weight values must be computed to define
the network. Given that these weights are trained, under a supervised learning approach,
by evaluating examples in a training dataset, it becomes clear that a very large number of
examples would be required to properly pose the training problem. The number of trainable
network parameters quickly grows larger as more neurons are added and, as such, limits the
practical utility of conventional network approaches for imaging applications.
Fortunately, a computationally efficient, multidimensional approach to neural
networking, called the Convolutional Neural Network (CNN), has been developed to handle
problems involving image-type data, or tensors. Instead of representing image features as
individual neurons that are fully-connected to the dense representation of the image tensor,
a collection of small learnable 2D or 3D filters are used to describe features which are to be
extracted when the filter is convolved with the tensor. There are two noteworthy advantages
to this approach. The first advantage is that features are described by a limited set of
parameters; for example a 5 × 5 filter describing a particular feature is defined by only 25
parameters (excluding bias term), instead of the tens or hundreds of thousands of parameters
for each feature neuron seen in the flattened approach. Second, CNNs implicitly capture a
set of locally descriptive features with spatial dependence. In practice, this means that the
filters learn to represent low-level features (e.g., edges, gradients, color patterns) that can
be found at more than one spatial location in the image. This reusability of feature filters
allows for the model representation to be greatly condensed.
However, these convolutional filters alone do not a CNN model make. In fact, there
are many different operations that can go into the making of a modern CNN. The following
subsections detail the component parts of a CNN and describe how each fits into the definition
and implementation of a modern model architecture.
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5.2.1.1

Convolutional Layers

The main component of all convolutional neural networks is the convolutional layer.
Convolutional layers are defined by one or more convolutional filters which are applied to an
input tensor to produce a series of filtered output tensors. It is the filters, also referred to as
kernels, in these layers that learn the defining features of the dataset in the course of model
training and make up the backbone of the modern CNN.
A simple illustration of a convolutional layer, consisting of 2 filters operating on a single
2D image is shown in Figure 35. It is important to note that the shape of the layer output
differs from that of the layer input. The shape of filters in the convolutional layers consists
of two components; shape in the spatial domain and number of image channels. While
the spatial shape of these filters is frequently defined as a small square (or cube for 3D
tensors; pixels to tens of pixels in size), however rectangular filters of uneven side length
and large-size filters have also been developed. The number of image channels describes the
depth of data being dealt with: for greyscale images, like those produced by most medical
imaging modalities, only one image channel is used (intensity), however for color and fused
images many more channels may be utilized (e.g., 3 for RGB color images, 4 for CYMK
color images, 2 for fused pair of greyscale images). In combination with the number of
filters included in each layer, the type of convolution (i.e., valid or same, discussed later in
subsection 5.2.1.7) these filter shape descriptors define the size of the output data produced
by a given convolutional layer.
One critical concept to understand about convolutional layers is that each filter in a
given layer learns a different feature from the other filters in that layer, as each is defined by
a unique set of filter weights and biases. Furthermore, the general type of feature learned
in a given convolutional layer will differ from that of an earlier or later layer. Filters that
operate in the earlier layers of a CNN architecture capture very-low level features, like edges
and gradients. These features produce filtered outputs that highlight these regions; greater
output signal is ascribed to regions of the filtered image which cause greater activation in
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Fig. 35. Illustration of convolutional layer and filters used in CNN network architectures. A
3 × 3 filter is applied to a 5 × 5 image with valid convolution and a stride size of 1
the filter. In turn, the filtered images are a reduced representation of the original image
based on those features. Progressing to deeper layers of a CNN, the features highlighted by
convolutional layers become increasingly macroscopic in nature, highlighting more complex
shapes and patterns in the filtered images (e.g., letters and numbers, dogs and cats, hearts
and lungs), and increasingly less spatially dependent (e.g., is there a dog in this image).
[105]
5.2.1.2

Activation Functions

Following convolution, each element of the filtered output is passed to an activation
function. A variety of activation functions have been developed, ranging from the hard
activation function shown for the McCulloch-Pitts example in Figure 34, which activates in
a step-wise manner after a signal threshold has been exceeded, to softer functions including
sigmoid, hyperbolic tangent, and rectified linear unit (ReLU) functions which provide a
smooth, continuous activation signal. In most CNN applications, these softer activation
function are used almost exclusively as the hard activation function frequently falls victim
to the exploding and vanishing gradient problem mentioned earlier preventing the optimizer
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Fig. 36. Illustration of pooling layers used in CNN network architectures.
from converging on an ideal learned solution. Depending on the architectural convention
adopted by a particular project, the process of applying these activations may be presented
as a discrete ‘layer’ following the convolution or incorporated as a post-processing step in the
convolution layer. The latter convention is adopted in all further discussion of this research
work.
5.2.1.3

Pooling Layers

On occasion, it may be desirable in a CNN to reduce the size and scope of the data being
passed between convolutional layers. A commonly used approach is to incorporate a pooling
layer in the network architecture, which operates as a simple convolutional filter with no
trainable parameters (i.e., weights and biases). Of those used regularly, two types of pooling
layer exist: 1. max pooling, which returns the highest tensor value within a filter window
and 2. average pooling, which computes the arithmetic average of the tensor values within
the filter window. One important distinction between the convolution and pooling layers is
that no activation function is typically applied to pooled output. A simple illustration of
these two pooling operations is shown in Figure 36.
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5.2.1.4

Fully-connected Layers

Depending on the problem to be solved, there may come a point, where the image
representation has been reduced to such a degree as to permit the use of more conventional
neural networking methods. Fully-connected layers operate on the flattened output from
a preceding layer and explicitly connect all elements to a series of neurons. These layers
are frequently included just prior to the final prediction layer in order to facilitate rapid
distillation of model knowledge that may no longer have a spatial dependence. While fullyconnected layers can be implemented using conventional neural networking methods, recent
studies have reported analogous function with increased network performance using layers
consisting of many 1 × 1 convolutional filters instead. [106] The output of these layers are
also passed through an activation function.
5.2.1.5

Prediction Layers

The final layer of a CNN can be considered an extreme version of a fully connected layer.
At the prediction layer, all learned features from the next-to-last layer are connected to a
single unit or vector representing the desired output (e.g., single regression value, vector for
class identification). Depending on the nature of the problem, different activation functions
may be applied to these output neurons. For example, a sigmoid activation function may be
used applied to binary outputs while a softmax activation function is more aptly applied to
a classification output. Other outputs, such as regression outputs, may apply no activation
function at all. The values returned by this prediction layer are what is compared against
desired output during model training and reported for model inference.
5.2.1.6

Dropout

One technique that is commonly used to improve the robustness of the features learned
by a CNN is that of dropout. [105, 107] Dropout prevents any one particular feature from
dominating activation and overfitting network parameters to a particular training set. This
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Fig. 37. Illustration of dropout method used in the training of CNN network models.
is accomplished by randomly setting a fraction (e.g., 50%) of the neuron output values of
a given layer to zero during each training iteration. Correspondingly, this causes affected
neurons to neither contribute to network predictions nor update weight parameters during
backpropagation; they effectively ‘drop out’ of the network temporarily while features are
being learned, requiring more robust features (i.e., ones tolerant to the absence of other
features; not co-adapted) to be learned. For inference use, this dropout functionality is
disabled and the outputs of dropout-affected layers is adjusted (i.e., multiplied by 50%) to
account for the presence of all learned features instead of just the random sample trained
against. Per Hinton et al. [107], this inference approach approximates taking the geometric
mean of all possible dropout network predictions. A simple example this dropout method is
shown in Figure 37.
5.2.1.7

Padding and Striding

Two remaining parameters that affect all of the preceding components, in one way or
another, are padding and striding. These two parameters define how filters are convolved with
a tensor and ultimately affect the type and shape of data produced by such a convolution.
Padding describes the practice of adding additional values to the borders of tensors to adjust
the size of the data being convolved, and is parameterized by a padding width. Frequently,
padding is added to an input tensor to ensure that the shape of the output tensor remains
127

Fig. 38. Illustration of image padding and filter striding used in CNN network architectures.
the same after convolution. This facilitates what is referred to as a same convolution.
Alternatively, when no padding is added to the tensor, the convolution operates only within
the bounds of the tensor, resulting in a reduction in size for the output; this is known as a
valid convolution.
The other parameter that impacts convolution and pooling operations is stride. The
stride of a convolution or pooling operation defines how the filter moves across the input
tensor. For a given stride size, the convolution filter is passed over the input tensor shifting
in unit increments of that stride size in each dimension. In cases where the stride size
is less than the size of the filter, regions of the input tensor are sampled repeated by
overlapping convolutions. When the stride and filter sizes are equal, each element in the
tensor contributes to only one convolution operation. In extreme cases where the stride size
is greater than the filter size, only a fraction of the tensor is sampled by the convolution
filter. Illustrations of both padding and striding are presented in Figure 38.
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5.2.2

Deep Neural Networking and Implementation Considerations

Originally designed for the purposes of efficiently classifying hand-written digits, CNNs
have seen a rapid series of advancements that have enabled their application in more and more
tasks – from image classification and segmentation to the generation of original artwork and
navigational assessments for self-driving vehicles. Much of the current progress stems from
the advent and democratization of inexpensive hardware specifically suited for undertaking
the computationally expensive task of training CNNs; the current standard technology is
the general purpose Graphics Processing Unit (GPU). In the past five years, the scope of
trainable CNNs has progressed from simple networks consisting of only a few convolutional
layers (i.e., less than ten) to so-called Deep Neural Networks which can span hundreds or
even thousands of complex layer and this has been largely made possible by GPUs with
greater computational power and larger memory stores. At the same time, training neural
networks has also become increasingly straightforward and can timely; one can implement
very simple networks in a matter of minutes using a programming framework like Keras [108],
Caffe [109], Tensorflow [110], or Theano [111, 112, 113], and proceed to train a functional
model in an afternoon, though this varies considerably problem-to-probem.
Medical imaging is one arena where considerable advances in CNN utilization are
currently being made. The medical nature of this discipline places additional constraints
on the development and utilization of trained models in practice. As indicated earlier, the
availability of curated clinical datasets remains somewhat limited, however groups including
the National Institutes of Health (NIH) and The Cancer Imaging Archive (TCIA) are making
great strides towards ameliorating this problem.
5.3

Artifact Observation Approach
One of the initial complications surrounding the prospect of localizing motion artifacts

in 4D-CT images was how to best view such errors in the image space. Expanding upon
the definition of a 4D-CT artifact outlined in Section 4.2, it was understood that motion
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artifacts manifest along the SI axis bounded by structural discontinuities between adjacent
axial slices. Logically, this reduces the utility that any individual axial slice provides to the
observation of a motion artifact: all content located in a given axial slice for a given phase was
acquired simultaneously under a specific anatomical representation and it does not provide
insight into the variation of this anatomy over the course of acquisition process. Instead,
it is understood that motion artifacts are only visible in the coronal and sagittal views of
the imaged volume. Additionally, it is understood that motion artifacts in 4D-CT images
manifest as axial-slabs of erroneous content, spanning both the lateral and anterior-posterior
dimensions of the image at a given SI slice index or indices.
When considering how to best view these artifacts, two different perspectives must be
considered. The first is that of a human observer, who, for the purposes of this research
project, provides expert delineation of artifacts in a series of images. Rendered on a 2D
computer screen, the human observer is implicitly limited to interpreting 2D representations
of the image data; these representations can be either cross-sectional (e.g., conventional image
slice) or projection (e.g., MIP, psuedo-3D rendering) in nature, yet nonetheless contain only
a limited view of the complete 3D or 4D nature of the image. The second perspective is that
of a computational system, which unlike its human counterpart is able to ‘view’ and operate
on a full 3D or 4D representation of image data all at once.
To reconcile the differences between these two perspectives a happy medium was adopted
for both artifact annotation and automated observation: 2.5D. Consisting simply of a pair of
intersecting 2D coronal and sagittal views, the 2.5D view allows a volume to be represented
in a human-interpretable fashion that conveys some degree of 3D knowledge without the
computational expense of a full 3D volumetric interpretation. An increasingly large number
of studies, particularly those focusing on computer aided diagnosis and automatic medical
image segmentation, have made use of similar 2.5D representations of image data and
demonstrated their effectiveness and computational efficiency. [114, 115, 116]
One vital point to be aware of when applying DNN techniques to a particular problem is
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that these methods are data-intense and can require hundreds, thousands, or even millions
of existing examples in order to learn a comprehensive set of features that can be used
to describe particular elements of interest. This poses a common challenge in medical
applications, where curated data examples are not always readily available. To address
this upfront, an interactive system was developed to facilitate the collection of 4D-CT
artifact annotations produced by trained volunteers (i.e., physicians, physicists, researchers,
and housestaff) for a series of clinical acquisitions. The following subsections discuss the
observation strategy devised for localizing artifacts in an image using a 2.5D approach and
provides an overview of the dataset collection process.
5.3.1

4D-CT Artifact Annotation System

With a general data representation in mind, an interactive system was developed to
facilitate the curation of a set of 4D-CT images with corresponding consensus-based motion
artifact annotations. The 4D-CT annotation system was designed to accomplish two primary
goals: 1. train human observers to recognize motion artifacts in 4D-CT images based on the
previously outlined artifact definitions and 2. collect from those trained observers artifact
annotations for a large set of clinical 4D-CT images. Implemented in Python using the Flask
micro-framework and SQLite database backend, the annotation system took the shape of a
portable web application that was served from an in-house server to annotator workstations
on the hospital network. A detailed view of the annotation system and all of its functionality
can be seen in Appendix D. The developed annotation system was named Vör after a Norse
goddess of the same name associated with wisdom and careful inquiry.
5.3.2

Generation of 4D-CT Artifact Annotations

A subset of clinical 4D-CT images for 20 subjects were collected retrospectively from
acquisitions acquired under an IRB approved protocol (HM10395). Each of the 4D-CT
images collected were acquired on a 16-slice helical CT scanner (Brilliance Big Bore, Philips
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Medical Systems, Andover, MA) with 3 mm slice thickness. All 20 images were respirationcorrelated CT reconstructions (phase binned) with 10 breathing phases that were acquired
prior to therapy as part of the simulation and setup process, and subsequently used for
radiotherapy planning.

One image pair consisting of coronal and sagittal views that

intersected at the apex of the right lung was extracted for each respiratory phase of each
subject image. In total 200 image pairs were extracted and subsequently loaded into the
4D-CT artifact annotation database.
Eight volunteers were recruited to annotate artifacts using the developed online
annotation system.

Prior to contributing to the annotation database, volunteers were

required to complete a short training module which introduced the concept of 4D-CT motion
artifacts, provided guidance regarding what is and what is not a motion artifact, walked
through the use of the developed annotation system, and allowed the prospective contributors
to practice their annotation skills on a series of example images. Views from this training
process can be found in Appendix D. Additionally, a complete reference of the guidance
given to annotators regarding the observation and identification of 4D-CT motion artifacts
in encountered images can be found in Appendix E. Of the eight recruited volunteers, seven
were able to complete the review and submission of annotations for all 200 image pairs
in the database. The eighth volunteer was able to complete annotations for only a portion
(approximately 21%) of the available image pairs. A total of 1441 annotations were collected.
From the annotations submitted, a consensus-based motion artifact observation training
dataset was assembled for the purpose of training CNN models to replicate these
observations. To do so, volunteer annotations were aggregated and normalized for each image
pair. These aggregated results provided a map denoting the probability that a given SI slice
was thought to contain an artifact based on the volunteer annotations. Figure 39 presents
two representative image pairs and corresponding aggregated artifact probability maps; one
depicting annotation consensus for an image pair thought to contain a large number of 4DCT motion artifact and the other depicting consensus for an image pair thought to contain
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Fig. 39. Illustration of two representative image pairs and observer annotations from the Vör
annotation system. One pair (top left) displays a relatively large number of motion
artifacts, as captured by the human observer consensus annotation map (tope right).
The other pair (bottom left) displays few visible motion artifacts and was annotated
(bottom right) accordingly.
few 4D-CT motion artifacts.
Patch-wise sampling of the artifact maps and image slices was subsequently completed.
Using a patch size of 25 voxels (SI and Lateral/AP, respectively) corresponding patches
were extracted from the sagittal image slice, coronal image slice, and artifact map using
a stride of 15 voxels across the image domain and stored in a compressed HDF5-format
dataset. Following this extraction, post-processing of the dataset was conducted to yield
subsets comprised of binary annotations (i.e., artifact or not artifact) based on a series of
predetermined thresholds of annotator agreement (e.g., a 0.7 threshold considers an image
slice to contain an artifact if 70% or more of the contributing annotators identified it as
such). Additionally, these thresholded subsets were balanced, such that there were an equal
number of training examples identified to contain artifacts as those that were not, in order
to minimize complications associated with training an CNN model on a highly unbalanced
dataset. These balanced datasets were produced at annotator thresholds of 25, 33, 41, 49,
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57, 65, 73, and 81%. The following section details how these datasets were used to train
CNN models for observing suspected 4D-CT motion artifacts.
5.4

Modeling Artifact Observation

5.4.1

Proposed Artifact Observation Architecture

Deriving influence from both the successful CNN architectures described in seminal
studies, including LeNet [117, 118, 119], ImageNet [105], GoogLeNet [120], and VGG [106]
as well as medical imaging-specific CNN designs [114, 115, 116, 121] a candidate architecture
for a new suspected artifact observation model was developed. For simplicity of visualization
and discussion, the proposed architecture is broken into two stages, an upper and a lower
stage. Renderings of the upper and lower stages can be seen in Figure 40 and Figure 41,
respectively. The proposed architecture was implemented in Keras, a Python-based machine
learning framework, using the Tensorflow backend for model construction compiled with
support for a consumer-grade GPU (TITAN X Pascal, NVIDIA, Santa Clara, CA) in order
to efficiently perform training, testing, and inference operations.
Input to the upper stage consisted of single channel coronal (xC) and sagittal (xS)
image patches of size 25 voxels. These patches were fed into separate, but identical, parallel
network branches. Each branch consisted of a series two convolutional layers (1A: 16 5 × 25
filters, stride 1 × 1, same convolution, ReLU activation; 1B: 16 5 × 25 filters, stride 1 × 1,
valid convolution, ReLU activation), a dropout layer (40%), two more convolutional layers
(1C: 32 3 × 25 filters, stride 1 × 1, valid convolution, ReLU activation; 1D: 32 3 × 28 filters,
stride 1 × 1, valid convolution, ReLU activation), a max pooling layer (1D: 1 × 2 filter, stride
1 × 2, valid convolution), a second dropout layer (40%), one convolutional layer (1E: 64 3 × 8
filters, stride 1 × 1, valid convolution, ReLU activation), a second max pooling layer (1E:
1 × 2 filter, stride 1 × 2, valid convolution), and one final convolutional layer (1F: 64 1 × 3
filters, stride 1 × 1, valid convolution, ReLU activation).
The lower stage of the network takes as inputs the activation outputs of the two
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Fig. 40. Illustration of proposed CNN architecture upper stage consisting of two parallel
network branches operating on either coronal or sagittal image patches.
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Fig. 41. Illustration of proposed CNN architecture lower stage which concatenates the output
of the two parallel network branches of the upper stage and briefly continues feature
learning in convolutional and fully-connected layers prior to prediction.
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parallel branches of the upper stage and immediately concatenates them along the last
tensor dimension (i.e., non-SI patch axis). This merged input is fed into two convolutional
layers (2A: 64 5 × 5 filters, stride 1 × 1, valid convolution, ReLU activation; 2B: 32 3 × 3
filters, stride 1 × 1, valid convolution, ReLU activation) before being flattened. The flattened
representation is then passed through a single, pre-prediction fully-connected layer consisting
of two neurons (i.e., artifact or not artifact). The activations of these two neurons were
fed into the prediction layer, which applied a softmax function to determine the binary
classification of the axial slice located at the center of the 25×125 input image patches. This
binary classification should also be considered the same as a step-wise artifact weighting, like
that necessary to implement the AWGR method. While the work of the previous chapter
demonstrated that the step-wise weighting scheme did not offer a stellar performance, a
promising method was devised, as will be discussed in Chapter 6, to render a weighting
scheme in line with the more successful roll-off schemes using the combination of multiple
model inferences for each SI slice index.
5.4.2

Training and Testing of Proposed Architecture

Training the proposed CNN architecture consisted of two phases. In the first, the
balanced-thresholded training datasets were further subdivided to facilitate assessment of
the proposed architecture’s ability at learning artifact-representative features and applying
them effectively on unseen data. For each balanced-thresholded training set, five separate
training sets were produced, each uniquely removing the data of 4 subjects (approximately
20% of the overall training set), in support of a 5-fold cross-validation assessment. In total,
40 training sets (8 threshold levels, 5 folds) were rendered. The proposed network was
trained using each training set, reserving 80% for training and 20% for in-training testing
and validation, for 30 epochs using the Adam optimizer and an image pair batch size of
128. At the conclusion of training for each dataset, the trained model was used to infer
artifact observations for the 4 removed (i.e., unseen) subjects for validation. Performance
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Table 6. Summary of 5-fold model training: Accuracy
Threshold

Fold A (100-103 excl.) Fold B (104-107 excl.) Fold C (108-111 excl.)

Fold D (112-115 excl.)

Fold E (116-119 excl.)

25%

0.62714

0.67847

0.68119

0.67632

0.63498

33%

0.69196

0.79968

0.64344

0.68364

0.65802

41%

0.73195

0.77180

0.62044

0.71848

0.65858

49%

0.76864

0.75385

0.63574

0.70886

0.61366

57%

0.78217

0.78153

0.65751

0.66609

0.57975

65%

0.81854

0.84689

0.66966

0.69822

0.57027

73%

0.77022

0.73866

0.68902

0.72126

0.51657

81%

0.84615

0.81090

0.69944

0.66705

0.62975

of each trained model was assessed on the basis of accuracy, sensitivity, specificity and the
Matthews Correlation Coefficient (MCC). The MCC, originally described by Matthews [122],
is generally considered a robust measure of binary classification quality [123] and has found
use in a number of machine learning applications. The expressions for these assessments can
be seen in Equations 5.1 – 5.4, where T P , T N , F P , and F N represent the true-positive, true
negative, false positive, and false negative inference counts, respectively. The results of the
5-fold training and cross-validation are summarized by metric in Tables 6 – 9. Additionally,
Table 10 provides a summary of average model performance across the 5 folds at each
threshold level.

Accuracy =

TP + TN
TP + TN
=
P +N
TP + FN + TN + FP

(5.1)

Sensitivity =

TP
TP
=
P
TP + FN

(5.2)

Specif icity =

TN
TN
=
N
TN + FP

(5.3)

TP × TN − FP × FN
M CC = p
(T P + F P ) (T P + F N ) (T N + F P ) (T N + F N )
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(5.4)

Table 7. Summary of 5-fold model training: Sensitivity
Threshold

Fold A (100-103 excl.) Fold B (104-107 excl.) Fold C (108-111 excl.)

Fold D (112-115 excl.)

Fold E (116-119 excl.)

25%

0.38462

0.57931

0.48838

0.47231

0.34990

33%

0.46154

0.71499

0.42165

0.45149

0.38914

41%

0.57318

0.62696

0.34344

0.53452

0.42071

49%

0.65444

0.62012

0.39391

0.52089

0.32914

57%

0.69231

0.66023

0.44379

0.40604

0.23977

65%

0.83432

0.79327

0.43924

0.50714

0.24704

73%

0.69034

0.62968

0.52071

0.61369

0.14320

81%

0.83728

0.76134

0.51932

0.43559

0.38715

Table 8. Summary of 5-fold model training: Specificity
Threshold

Fold A (100-103 excl.) Fold B (104-107 excl.) Fold C (108-111 excl.)

Fold D (112-115 excl.)

Fold E (116-119 excl.)

25%

0.86966

0.77763

0.87401

0.88033

0.92005

33%

0.92238

0.88437

0.86522

0.91578

0.92691

41%

0.89073

0.91665

0.89744

0.90244

0.89645

49%

0.88284

0.88757

0.87757

0.89682

0.89818

57%

0.87204

0.90283

0.87122

0.92614

0.91973

65%

0.80276

0.90052

0.90009

0.88931

0.89349

73%

0.85010

0.84763

0.85733

0.82883

0.88994

81%

0.85503

0.86045

0.87957

0.89850

0.87236

Table 9. Summary of 5-fold model training: Matthews Correlation Coefficient
Threshold

Fold A (100-103 excl.) Fold B (104-107 excl.) Fold C (108-111 excl.)

Fold D (112-115 excl.)

Fold E (116-119 excl.)

25%

0.29077

0.36417

0.39277

0.38626

0.32860

33%

0.43259

0.60815

0.32008

0.41468

0.37486

41%

0.48923

0.56796

0.28934

0.46992

0.36058

49%

0.55187

0.52689

0.31018

0.45078

0.27644

57%

0.57369

0.58040

0.34845

0.38892

0.21753

65%

0.63740

0.69781

0.38235

0.42902

0.18419

73%

0.54747

0.48907

0.40147

0.45313

0.04982

81%

0.69242

0.62487

0.42760

0.37691

0.29679
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Table 10. Summary of average trained model performance
Threshold

Accuracy

Sensitivity

Specificity

MCC

25%

0.65962 ± 0.02628

0.45490 ± 0.09065

0.86434 ± 0.05244

0.31924 ± 0.05256

33%

0.69535 ± 0.06149

0.48776 ± 0.13013

0.90293 ± 0.02686

0.39069 ± 0.12297

41%

0.70025 ± 0.06034

0.49976 ± 0.11561

0.90074 ± 0.00982

0.40050 ± 0.12068

49%

0.69615 ± 0.06928

0.50370 ± 0.14062

0.88860 ± 0.00888

0.39230 ± 0.13856

57%

0.69341 ± 0.08746

0.48843 ± 0.18821

0.89839 ± 0.02587

0.38682 ± 0.17492

65%

0.72072 ± 0.11318

0.56420 ± 0.24744

0.87724 ± 0.04190

0.44144 ± 0.22636

73%

0.68714 ± 0.09977

0.51952 ± 0.21898

0.85477 ± 0.02230

0.37429 ± 0.19955

81%

0.73066 ± 0.09351

0.58814 ± 0.20029

0.87318 ± 0.01713

0.46132 ± 0.18703

From these results, one can immediately take away that the proposed network
architecture has demonstrated the capacity to learn what does and does not constitute a
4D-CT motion artifact in these image patches. Because the dataset was balanced prior
to training, any assessed accuracy measurement above 0.50 demonstrates that the network
has learned and is not randomly guessing (accuracy=0.50). Turning to the sensitivity and
specificity measures, it can be noted that the trained models exhibit a moderate sensitivity
and high specificity across all threshold levels. These characteristics indicate that the trained
models possess a strong ability to rule out what is not artifact (i.e., correctly identify actual
unaffected region as unaffected) and a lesser ability to rule in what is artifact (i.e., correctly
identify actual artifact as artifact). While specificity remains stable across all annotation
threshold levels, there is a discernible trend in sensitivity increasing for higher threshold
levels. A proper interpretation of this trend would be to say that models trained using
data from higher annotation consensus thresholds exhibit a greater ability to correctly
identify actual artifacts as artifacts. The MCC measures also indicate that each trained
model demonstrates a moderate (0.30-0.39) to strong (0.40-0.69) positive relationship (i.e.,
predictive capacity).
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Following the characterization of the proposed model architecture at each threshold
value using the 5-fold training datasets, the second phase of training repeated the training
of models using all available annotation data for each of the 8 artifact threshold levels.
Again the Adam optimizer was employed and the prescribed data split (i.e., 80% training,
20% test) from the first phase was retained, however, the number of training epochs was
increased from 30 to 100 to support additional learning. These eight second-phase models
were subsequently applied during the final component of this research project, as described
in Chapter 6.
5.4.3

Future Directions

One of the challenges associated with this sub-aim was the generation of a high-quality
curated dataset of motion artifact-affected and unaffected 4D-CT image regions from which
to train an artifact observation model. The approach taken in this work, to collect a series of
annotations from trained observers, is an effective if time consuming and occasionally errorprone approach of accomplishing this task. Based on feedback from the volunteer annotators
recruited for this study, a number of improvements could be made to the annotation system
that may have resulted in the generation of a higher quality training dataset. Among
the possible improvements identified were 1. the ability to zoom in on image pairs, 2.
visualization of corresponding image pairs for the 4D-CT phases immediately adjacent to
the one being annotated (i.e., additional context for the observer), 3. the ability to review and
edit one’s annotations, 4. inclusion of additional training examples on which to practice, and
5. further refinements to the definition, descriptively or visually, of 4D-CT motion artifacts.
Each of these could be implemented to improve this study long-term, but were out of the
scope of the proof-of-concept work completed as part of this dissertation.
As the field of DL is ever changing, and new network architectures and layers continue
to emerge, a logical future direction of this work would be to continue to refine the
proposed artifact observation model to make use of the latest-and-greatest developments. A
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straightforward extension would be to consider the possibility of implementing a 3D model,
which uses volumetric input patches, instead of the 2.5D model proposed. For the purposes
of this study, the 2.5D model was selected for its past success in radiological applications,
but more so for its condensed, small-memory footprint that allowed it to comfortably train
on the GPU hardware available. Furthermore, experimentation aimed at improving the
implementation efficiency of the model is more than warranted. At present, the proposed
model infers the classification of only a single slice located at the central SI index of the
input coronal and sagittal views, however if the proposed model were to be implemented as
a fully-convolution method it may be possible to predict all image slices in a single inference.
5.5

Conclusions
The purpose of S.A. 2.2 was to develop a purely data-driven, retrospective algorithm

for characterizing image anomalies (i.e., learning image features) that may be indicative
of motion artifacts in 4D-CT reconstructions and returning a corresponding factor (i.e.,
artifact weight) describing such an observation. With the proof-of-concept demonstration of
functional models trained to make observations of artifacts in previously-acquired clinical
images, this retrospective method was realized.

Models developed in this portion of

the research project used an original CNN architecture specifically catered to artifact
observation. Using 5-fold cross-validation, it was shown that the proposed models, when
trained on a dataset of clinical 4D-CT images and corresponding artifact annotations
produced by a consensus of trained human observers, were able to accurately and specifically
identify artifact-affected regions in previously unseen image data. The binary output of
the trained models corresponds to the step-wise weighting scheme demonstrated in the
previous chapter. The deliverable product of this sub-aim, namely one or more potential
artifact observation methods, was implemented using an open-source, portable deep learning
framework and an assessment of each method’s ability to detect artifacts in artifact-laden
4D-CT images was completed.
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CHAPTER 6

4D-CT MOTION ARTIFACT CORRECTION WORKFLOW

6.1

Introduction
The final component of this research project was the tying together of the deliverable

components of S.A. 2.1 and S.A. 2.2 into a unified workflow for retrospectively correcting
motion artifacts in 4D-CT reconstructions, as seen in Figure 42. Unlike previous ones, this
sub-aim consisted of only a single task: applying the artifact observation method developed in
S.A. 2.2 to clinical 4D-CT images to produce artifact weightings in order to facilitate the use
of the corrective AWGR method proposed in S.A. 2.1 to reduce the impact of motion-related
errors on image quality. Section 6.2 provides an overview of the full AGWR-based motion
artifact correction workflow implemented in this sub-aim. Applying the implemented method
to a set of clinical 4D-CT images, Section 6.3 describes the methods of assessment used to
evaluate image quality improvement and summarizes observed results. Finally, Section 6.4,
summarizes the conclusions drawn from S.A. 2.3.
6.2

Workflow Implementation
To combine the two components of the AWGR-based artifact correction method into

a functional workflow, a number of small linker functions had to be implemented. First
and foremost, the production of an artifact map was accomplished by transitioning artifact
observation models trained in the previous chapter to a standalone inference engine. Written
in Python, this inference engine took as input a 4D-CT image and, provided a user-defined
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Fig. 42. Illustration of unified AWGR workflow combining the deliverable components of
S.A. 2.1 and S.A. 2.2.
set of coronal and sagittal indices, sliced the image into a set of 25 × 125 image patch pairs in
the coronal and sagittal views that intersected at the apex of the diaphragm in the right lung.
This process was retained from the slicing methods previously defined for training dataset
generation, as described in subsection 5.3.2, and expanded to include additional coronal and
sagittal slices immediately adjacent to those defined by the user-provided indices (i.e., within
±5 slices). This expanded image patch set was extracted so as to provide a large number of
input samples for each SI index. Because motion artifacts manifest as axial slabs of erroneous
content, it can be easily understood that artifacts seen in one image pair at a given SI index
should still be visible in another image pair at the same SI index extracted from sagittal
and/or coronal views at a slightly shifted slice index. Logically, it follows that the model
predictions for this set of closely related SI-specific patches should unanimously produce
inferences of artifact or not artifact under ideal conditions, however in practice, variation
in image content is apt to affect model predictions. Taking the average of model inferences
within this finite sampling window converts the binary classification output into a continuous
output approximating the probability of a particular axial slice containing artifact content;
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in other words, a continuous artifact weight value. The inference engine was developed to
systematically compute these continuous artifact weights automatically for each slice index
by passing slice-specific batches of image pairs to the trained artifact observation model.
Once artifact weights had been computed for all slices in the image, they were assembled
into a 1D SI vector, broadcast through a volume identical in size to the original 4D-CT
image, and stored to disk as an artifact map image. Examples of annotations produced by
this inference engine are presented in Figure 43.
A further enhancement to the artifact map generation portion of the AWGR correction
workflow came by aggregating multiple artifact maps produced by models trained at
different annotation consensus thresholds. The four top-performing models, quantified by
maximum MCC, were utilized to generate a set of candidate artifact weight maps which
were then averaged to produce a unified artifact weight map; those utilized included the
65% (M CCM ax = 0.69781), 81% (M CCM ax = 0.69242), 33% (M CCM ax = 0.60815), and
57% (M CCM ax = 0.58040) annotation consensus threshold models. The combination of
the artifact maps from multiple models served to smooth abrupt artifact identifications,
bringing the resulting map closer in line with the linear and Gaussian roll-off weighting
schemes presented in Chapter 4.
Following the generation of an artifact weight map, the AWGR method, developed in
Chapter 4, was applied using the map to register and deform the 4D-CT to an iterativelycomputed mean reference frame (approximately the 30% respiratory phase). The transform
parameters produced by the registration were also applied to deform the artifact weight map
into the same reference coordinate space. A weighted aggregation of the deformed image
intensities was performed to produce an artifact-corrected CT image at the reference frame.
To return to a 4D-CT image, the transform would be inverted [68] and applied to deform
the artifact-corrected CT image back to each phase of the respiratory cycle. An example
showcasing the pre- and post-artifact correction CT images at the 30% respiratory phase are
shown in Figure 44.
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Fig. 43. Sample of artifact weight maps produced by trained observer models to support the
AWGR-based motion artifact correction workflow as applied to dataset described in
subsection 6.3.1. Pairs of coronal and sagittal views are shown for three different
subjects alongside the corresponding artifact maps inferred by a trained artifact
observation models. Artifact maps (i.e., weight maps) are shown on a [0,1] scale;
0: artifact (dark), 1: not artifact (light). In Panel A, the artifact map inferred has
identified the duplication artifact above the dome of the diaphragm as well as some
artifacts that appear to stem from cardiac motion. Panel B again demonstrates
how the artifact inferences have picked up on an overlap artifact at the dome of the
diaphragm as well as several smaller artifacts in the more superior portions of the
lungs. Note that the surface of the subject in Panel B shows several small periodic
breaks that are consistent with 4D-CT motion artifacts; in many cases these too
are inferred to be artifacts. Finally, Panel C highlights a subject with larger, more
noticeable artifacts (i.e., duplication and/or overlap in the diaphragm) as well as
some tissue breaks in the upper lobes of the lungs. In this case, several artifacts
appear to be inferred only around the discontinuities in tissue and do not fully cover
what could be considered an actual artifact. This highlights one of the limitations of
the current observer models.
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Fig. 44. Example of CT image pre- and post-artifact correction via AWGR
application.

workflow

Arrows in both image sets highlight areas where visible artifact

degradations have been reduced in the artifact-corrected 4D-CT image. The region
circled in blue encompasses the tumor volume.
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The complete AWGR-based artifact correction workflow was scripted in Bash and
called upon the elastix registration framework implementation and the standalone Python
applications developed in the earlier portions of this Specific Aim. The availability of Bash
and Python on most Linux an UNIX operating systems and the ability to compile elastix
for deployment on such systems makes this scripted workflow both portable, in the sense
that it can run on a variety of hardware and software configurations, and extensible, meaning
that modifications to the workflow can be made easily should the need or desire arise. All
scripted and coded algorithms for this workflow have been or will be made open-source with
the publication of this document.
6.3

Evaluation Using Clinical 4D-CT Images
To evaluate the ability of the proposed AWGR-based artifact correction algorithm

to improve image quality, a small proof-of-concept study was undertaken. The following
subsections describe a clinical 4D-CT dataset that was corrected using the proposed method,
a set of assessments used to characterize image improvement, and the results of those
assessments.
6.3.1

Dataset Description

A subset of clinical 4D-CT images for 10 subjects were collected retrospectively from
acquisitions acquired under an IRB approved protocol (HM11817). Each of the 4D-CT
images collected were acquired on a 16-slice helical CT scanner (Brilliance Big Bore, Philips
Medical Systems, Andover, MA) with 3 mm slice thickness. Like those collected for the
artifact annotation dataset, all 10 images were respiration-correlated CT reconstructions
(phase binned) with 10 breathing phases that were acquired prior to therapy as part of the
simulation and setup process, and subsequently used for radiotherapy planning. Additionally,
breath-hold CT images, acquired on the same scanner, were collected for each of the 10
subjects to serve as an artifact-free reference image during later analysis. While not acquired
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concurrently with the 4D-CT images, the breath-hold CT images selected were drawn
from scans conducted during the first week of treatment in order to minimize anatomical
differences. All images were exported from MIM version 6.7 (MIM Software Inc., Cleveland,
OH).
6.3.2

Artifact Correction Results

In order to assess the tangible image improvement proffered by the AWGR visual
observations and quantitative assessments were made. Touching first on visual changes,
one immediately observable effect of the AWGR correction is a reduction in image noise.
The utilization of the AWGR method, like the 4D groupwise registration methods seen in
S.A. 1, reduces image noise in registered image volume via aggregation of image content
from multiple frames. While not the principal goal of this work, a reduction in image noise
could be a valuable side-effect, particularly for low-dose 4D-CT protocols which generally
exhibit higher image noise than their 3D counterparts. A second major improvement is
the mitigation of some larger motion artifacts. In the example comparison in Figure 44, a
sizable artifact impacting the heart and mediastinum in the pre-correction image appears to
be largely corrected in the corrected image. Strictly speaking, while correction of cardiacrelated motion artifacts was not the objective of this work, these types of artifacts do manifest
similarly to respiration-related motion artifacts and it is promising to see that the AWGR
method makes an attempt to resolve them. In a very similar fashion, smaller errors in the
reconstructed anatomy (i.e., minor discontinuities along smooth structures) appear to have
also been resolved. Looking again at the example in Figure 44, the disjointed boundaries
of some structures (e.g., airways) in the pre-correction image that appear to be affected
by motion artifacts are smooth and continuous in the corrected image. Fortunately, this
smoothing does not arbitrarily affect every structure in image volume. The tumor volume,
circled in blue in the example does not appear to be impacted by any motion artifacts
in the pre-correction image and remains unaffected post-correction. Additional examples
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comparing the pre- and post-correction images for all ten subjects can be found in Appendix
F.
To numerically evaluate the capabilities of the proposed method, the pre- and postcorrection 4D-CT images were first compared to a reference standard known to be free of
artifacts: a breath-hold CT image. To account for changes in underlying anatomy and
positioning between the 4D-CT and breath-hold acquisitions, the pre- and post-corrected
images of each subject were registered to a corresponding breath-hold CT image using a
locally-rigid, coarse grid deformable registration. [124, 125] The gross tumor (GTV) and
contralateral lung volumes for each subject were contoured by a physician on the breathhold, pre-correction 4D (30% phase), and post-correction 4D (mean phase) images. The
delineated structures in the 4D images were deformed using the corresponding registration
transforms to the breath-hold coordinate system. Comparisons of the delineated structures
was made by computing the difference between the Dice Similarity Coefficients (DSC) of
the pre-correction–breath-hold contours and the post-correction–breath-hold contours. The
DSC describes the extent of overlap between two sets of data (e.g., binary mask images);
a greater DSC corresponds to a greater overlap. The expression for DSC can be seen in
Equation 6.1.
T
2 |X Y |
DSC =
|X| + |Y |

(6.1)

On average, the change in DSC between the lung volumes of the pre- and post-corrected
4D-CT images was 1.03%±1.06%; between tumor volumes was 1.7%±1.9%. While seemingly
modest, the significance of these changes was assessed by first evaluating the repeatability
d describing a 95% confidence interval for the two DSC assessments. [126]
coefficient, RC,
The expression for this repeatability coefficient is shown in 6.2 for scenarios involving two
samples of the same subject (i.e., pre- and post-correction DSC shift relative to breath-hold).
The wSD term describes the standard deviation of sample differences within the subject set
√
divided by 2.
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√
d = 1.96 2 · wSD2
RC



d DSCP ost − DSCP re + RC
d
(CILower , CIU pper ) = DSCP ost − DSCP re − RC,

(6.2)

(6.3)

To assess DSC change in each subject, a confidence interval describing the change in
DSC was computed using 6.3, where the upper and lower bounds of the interval are described
by CIU pper and CILower , respectively. Interpreting the intervals computed for each subject,
those that contained the value 0 indicated that there was no significant change. Out of the
ten subjects evaluated, two (20%) showed significant changes in the lung DSC and another
two (20%) showed a significant change in GTV DSC, all of which were improvements in
contour overlap. Collectively, these results indicate that the use of AWGR-based artifact
correction method may afford some benefit to improving the quality of 4D-CT images as well
as the representation of anatomical information therein contained. While the improvements
in image quality, as defined by the DSC assessments completed, are modest, human observer
assessments painted a different picture of image quality improvement.
In order to assess the capability of the proposed method to produce images which appear
improved to human observers when compared to the original images, a group of 6 volunteers,
previously trained during the collection of data in S.A. 2.2 to recognize and annotate 4D-CT
artifacts, was tasked with evaluating the pre- and post-correction images. Pairs of pre- and
post-correction 30% respiratory phase images were assembled in MIM as discrete sessions
per subject. For identification purposes, the pre-correction image was randomly assigned
one of two labels (i.e., Image A or Image B) in each session; the post-correction image
was assigned the remaining label. Session views were established, showing three views (i.e.,
axial, coronal, and sagittal) of Image A in the top half of the application window and three
equivalent views of Image B in the bottom half. The view locations of the two images were
also synchronized so that scrolling through slices in any one view of Image A affected a similar
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shift in perspective in Image B, and vice versa. The volunteer observers were instructed to
determine, for each session, which image (i.e., A or B) presented with fewer 4D-CT artifacts.
If the volunteers found two images to present no observable change, they could alternatively
determine that neither image showed fewer artifacts.
After collecting all 60 observations (10 image pairs; 6 observers) a striking observation
was reached. For eight of the ten image pairs, human observers unanimously identified the
post-correction image as having fewer 4D-CT artifacts than the corresponding pre-correction
image. For each of the remaining two images, one observer noted that there did not appear
to be a difference between the pre- and post-correction images (i.e., neither showed fewer
artifacts), while the remaining five each identified the post-correction image as having fewer
4D-CT artifacts. A table compiling the volunteer observations is shown in Table 11. The
near uniform consensus amongst these volunteers led the author to draw the conclusion
that the proposed method may offer considerable opportunity to reduce the appearance and
impact of 4D-CT artifacts. Following on the heels of this study, future investigation is clearly
warranted.
6.3.3

Future Directions

Collectively, the results generated by the application of the AWGR-based artifact
correction method to the small subject dataset included in this evaluation indicate that
the method may afford some benefit to improving the quality of 4D-CT images as well as
the representation of anatomical information therein contained. As the research conducted
in this project centered around demonstrating algorithm proof-of-concept, there remains
plenty of room for further refinement of algorithm components, characterization of its
performance in a wide variety of clinical situations, and evaluation of its clinical impact
in future investigations.
In the course of implementing the AWGR-based artifact correction workflow in this
sub-aim, one notable deficiency to the method, as currently described, came to light. For
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Table 11. Summary of volunteer observations post-artifact correction identifying either the
pre- or post-correction image as presenting with reduced artifact impact (i.e.,
improved image quality). For images showing no discernible difference, observers
noted that neither image showed a reduction in 4D-CT artifacts.
Subject

Pre-Correction Image

Post-Correction Image

Neither

PT3

0

5

1

PT4

0

6

0

PT5

0

6

0

PT6

0

6

0

PT7

0

6

0

PT8

0

6

0

PT9

0

6

0

PT14

0

5

1

PT15

0

6

0

PT16

0

6

0
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those cases where 4D-CT motion artifacts are large and persist through all phases of the
4D-CT image, the current correction workflow does not perform particularly admirably. The
challenge in these types of cases stems from a lack of unaffected anatomical information in
these regions of the artifact down-weighted image to replace artifact affected content; in other
words, for some anatomical locations in the image, there are no phases that expose unaffected
information capable of being mapped back by registration for corrective purposes. Presently,
the artifact observation models and inference engine have a tendency to down-weight these
locations rather uniformly in the temporal dimension causing the AWGR component of the
workflow to treat these special regions as is no artifact down-weighting had occurred at all.
One potential solution to this problem that could be the focus of future work is to introduce
something analogous to artifact ‘severity’ to the observer model and weighting scheme.
At the crux of this suggestion is the fact that, while an artifact may persist throughout
all phases of an image at a given spatial location, it does not all uniformly degrade the quality
of the image at each phase. Consider for instance the case of Subject 3 in this evaluation:
a series of duplication and incomplete artifacts caused a large portion of the diaphragm to
manifest erroneously throughout all ten phases of the image. While these artifacts were
identified by the artifact observation models in each phase, there were some phases where
the artifact resulted in little impact to the rendered anatomy (e.g., small discontinuity along
the diaphragm boundary, but otherwise complete diaphragm structure) and other phases
where the artifacts were far more impactful (e.g., incomplete reconstruction of the diaphragm
appearing as a missing portion of anatomy sandwiched between two completely reconstructed
portions of anatomy). These varying artifacts are shown in Figure 45.
Because all of these aforementioned artifacts were confidently identified by the observer
models, they were all ascribed similar weights in the generated weight map used for AWGR
and, as a result, the down-weighting of these phases did not pose a conducive computational
problem for artifact correction. Alternatively, if the degree to which an artifact impacts the
image quality were somehow taken into consideration, it becomes possible to place greater

154

Fig. 45. Example of challenging case for proposed AWGR workflow due to the persistence
of an artifact affecting a large portion of anatomy across all 10 phases. Notice
that at the 40% and 80% respiratory phases, the artifacts result in a substantial
loss of anatomical information.

Alternatively, while the 60% respiratory phase

still demonstrates the presence of an artifact, less of the diaphragm appears to be
negatively impacted by the artifact and more image content, which could be otherwise
be useful to the AWGR method, is exposed.
emphasis on the down-weighting of more impactful artifact regions and thereby permit less
impactful artifacts to contribute to the registration and artifact correction process when no
better alternative exists: a algorithmically coded instance of ‘choosing of one’s battles’, if
you will. There is existing literature to suggest that mechanisms to accomplish this type
of comparison already exist. Cui et al. [96] and Castillo et al. [127] have both proffered
methods of comparing 4D-CT artifacts against one another for the purpose of assessing 4DCT reconstruction quality. Incorporating such a consideration into the observer model or
into the artifact map generation process may offer a means of modifying the returned weights
to account for artifact severity and address this observed AWGR method deficiency.
As with most imaging studies, the consideration of additional images or different sources
of data (e.g., different scanner types, different institutions) should also be included in the
consideration of future research. While the gains observed in this study prompt additional
refinement of the proposed methods, they, as currently described, may function better or
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worse when applied to 4D images produced by GE, Siemens, or Toshiba scanners. The only
way to find out for sure is to apply the proposed method to such acquisitions and evaluate
the resulting images.
Another possible extension to this work would be to integrate the artifact-observation
model directly into the elastix implementation of the AWGR method. While outside the
scope of this project, such an integration could greatly simplify the utilization of the proposed
approach clinically. Along the same lines as the future directions noted for the artifact
observer models, a practical improvement would be to implement the inference side of the
observation (i.e., artifact map generation) as a fully-convolutional or reduced condensed
network. The deep-learning framework used to develop the observer models, Tensorflow,
includes a proprietary software from NVIDIA called TensorRT that allows trained models
to be ‘pruned’ and condensed in order to speed up inference.
6.4

Conclusions
The purpose of sub-aim 2.3 was to join together the work completed in sub-aims 2.1

and 2.2, to produce a functional AWGR-based 4D-CT motion artifact correction workflow,
and subsequently perform assessments of the developed method’s ability to correct 4DCT motion artifacts in clinical images. To achieve these ends, the artifact observation
networks developed during sub-aim 2.2 were integrated in an inference engine to produce
artifact weight maps for 10 clinical 4D-CT images. These images and their corresponding
artifact weight maps were then processed by the AWGR method developed in sub-aim 2.1
to yield artifact-corrected CT images. The 30% phase image of each 4D-CT image pre- and
post-correction were successfully registered to breath-hold CT images that were artifact-free
by nature. Physician delineated contours of the GTV and contralateral lung for both the
pre- and post-correction images were propagated via this registration into the the breathhold coordinate system and compared with corresponding contours via the DSC. Statistical
testing demonstrated that the proposed method resulted in a significant improvement in
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DSC assessed for the post-correction and breath-hold CT images when compared to that
assessed for the pre-correction and breath-hold CT images for 20% of evaluated subjects.
Modest changes in both lung and tumor contour DSC were observed with the application of
the proposed method, at approximately 1.0% and 1.7%, respectively. The limited number of
subject datasets evaluated during this sub-aim was sufficient to identify a possible deficiency
in the proposed method that may limit its utility, at least in current form, when applied to
images with severe artifacts. Going forward, the resolution of this deficiency, for which a
proposed solution was offered, will be of peak interest, however it is outside the scope of the
proof-of-concept study presented in this dissertation. And with the closing of this sub-aim,
so closes Aim 2.
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CHAPTER 7

CONCLUSIONS

The prevailing goal of the research presented in this dissertation was to develop simple and
effective methods by which to improve image quality in two radiographic imaging modalities
commonly used in the radiotherapy workflow: 4D-CT and 4D-CBCT. As temporally-resolved
imaging modalities, prime contributors to image degradation are reconstruction artifacts
linked to patient motion. In two specific aims, retrospective methods were developed to aid
in mitigating the manifestation of these artifacts in these modalities.
In Specific Aim 1, the objective was to develop and evaluate methods for performing
motion compensation with 4D-CBCT images retrospectively.

To facilitate this motion

compensation, two groupwise registration methods were proposed and refined in order
to model 4D respiratory motion using only day-of-treatment CBCT reconstructions.
Respiratory motion models were produced for 19 subjects, each consisting of 2
reconstructions (i.e. full and downsampled projection dataset reconstructions, respectively),
and were subsequently applied in a MoCo reconstruction to improve the quality of the
resulting CBCT image. To gauge the potential gains offered by the developed method,
three image quality metrics were defined and evaluated for all reconstructions in the 19subject dataset. It was found that the novel combination of groupwise registration and
MoCo reconstruction produced a functional method for improving image quality. Building
on this finding, two additional experiments were undertaken; the first being to evaluate
alternate initial image reconstruction methods. A PICCS-based alternative workflow was
implemented and revealed the potential for gains to be made in terms of improved image
158

quality under certain conditions, however, it was determined that the two evaluated MoCo
methods, on the whole, were not significantly different from one another.
Additionally, the proposed MoCo method was compared to current state-of-the-art
techniques for addressing motion in 4D-CBCT reconstruction. A current 4D-CT based
motion modeling method was implemented and its impact on the MoCo reconstruction
outcome was evaluated against the proposed method. As initially suspected, this CTbased MoCo method resulted in inferior reconstructions compared to the previously tested
FDK and PICCS methods. Critically, no statistical difference was found between the CTbased MoCo reconstruction and the uncompensated FDK image in terms of improving
the local contrast to noise ratio of fine structures (i.e., fiducial markers).

Finally, in

a twist of fate, the MoCo methods developed for this Specific Aim were pitted against
the competing approaches of research groups from around the world during the SPARE
Challenge. Successful completion of the Challenge offered independent insights indicating
the favorable performance of the developed methods which were revealed to demonstrate
excellent geometric accuracy, intensity accuracy, and visual similarity to the ground truth
for the images reconstructed.
For Specific Aim 2, development of a retrospective motion artifact correction algorithm
for 4D-CT was pursued.

Consisting of two parts, an artifact correction workflow

was developed which used a novel artifact-weighted groupwise registration method to
selectively map true image content onto artifact-affected regions with corrective intent. The
effectiveness of this proposed AWGR method was tested in simulacra by injecting artificial
motion artifacts into 10 clinical reconstructions sourced from the publicly accessible DIRLAB dataset at known locations. Provided an indication of the possible location of artifacts
in the image (i.e., weights), it was subsequently demonstrated that the AWGR method
was able to successfully recover original image content. An 800 registration assessment of
weighting strategies was made, which determined that non-binary weighting schemes resulted
in greater AWGR performance as defined by the similarity of the registration-generated
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transform to an expected transform. Based on these findings, a machine-learned method
was developed to observe 4D-CT images and automatically infer the presence and location
of motion artifacts to support the AWGR method. To facilitate the development of this
method, a large dataset of over 1400 artifact annotations produced by human observers was
curated through a purpose-built, web-based annotation system. An original CNN-based
artifact observation model was designed and trained using the compiled artifact annotation
dataset. Cross-validation testing highlighted the generalizability of the trained model to
infer artifact regions accurately and specifically in previously unseen images.
The two components of the 4D-CT artifact correction method were combined in the
final portion of this Specific Aim. An evaluation of the efficacy of the combined method
was made using a set of 10 clinical 4D-CT acquisitions. Comparing physician-delineated
contours of relevant structures in the 4D-CT images pre- and post-artifact correction to
analogous contours in artifact-free breath-hold CT images illustrated the potential for at
least modest improvements in image quality. Significant improvements in DSC for both lung
and tumor contours were seen for 20% of artifact-corrected CT images. Possible limitations
to the proposed AWGR-based correction method were identified and suggestions were made
for future improvements.
Overall, the methods investigated and developed in course of this research were shown to
offer potential avenues for improving the quality of imaging conducted during the application
of clinical radiotherapy.
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Appendix A

ABBREVIATIONS

3D

Three Dimensional Volumetric

3D-CBCT

Three-Dimensional Cone-Beam Computed Tomography i.e. ‘CBCT’

3D+t

Volumetric and Temporal i.e. ‘4D’

4D

Four-Dimensional i.e. ‘spatiotemporal’

4D-CT

Four-Dimensional Computed Tomography

4D-CBCT

Four-Dimensional Cone-Beam Computed Tomography

AAPM

American Association of Physicists in Medicine

ABC

Active Breath Control

ACS

American Cancer Society

ACR

American College of Radiology

ACRF

Australian Cancer Research Foundation

AS

Amsterdam Shroud

AWGR

Artifact-Weighted Groupwise Registration

B-Spline

Basis Spline

BAM

Base Artifact Map

BED

Biological Effective Dose

CBCT

Cone-Beam Computed Tomography

CNN

Convolutional Neural Network

CNR

Contrast-to-Noise Ratio

COPD

Chronic Obstructive Pulmonary Disease
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CPU

Central Processing Unit

CS

Compressed Sensing

CT

Computed Tomography

DL

Deep Learning

DNN

Deep Neural Network

DSC

Dice Similarity Coefficient

DVF

Deformation Vector Field

FB

Free-Breathing Re. respiratory control during imaging and/or treatment

FBP

Filtered Backprojection

FC

Fully-Connected Re. layers of a neural network

FBCT

Fan-Beam CT i.e. ‘CT’

FDK

Feldkamp-Davis-Kress Reconstruction

FOV

Field of View

GPU

Graphics Processing Unit

GTV

Gross Tumor Volume

IGRT

Image Guided Radiation Therapy

IMRT

Intensity Modulated Radiation Therapy

J

Joule

kVp

Kilovoltage Potential

ITK

Insight Segmentation and Registration Toolkit

LINAC

Linear Accelerator

mAs

Milliamp-Second

MCC

Matthews Correlation Coefficient

MI

Mutual Information

MKB

McKinnon-Bates Reconstruction

MoCo

Motion Compensation

MSGVD

Mean Squared Grey Value Difference
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NCCC

Normalized Cross-Correlation Convolution

NCI

National Cancer Institute

NIH

National Institutes of Health

NSCLC

Non-Small Cell Lung Cancer

PDVCT

Prospective Respiratory Displacement and Velocity-based Cine 4D CT

PICCS

Prior Image Constrained Compressed Sensing Reconstruction

PRNG

Pseudo-Random Number Generator

PTV

Planning Target Volume

ROI

Region of Interest

RTK

Reconstruction Toolkit

RTOG

Radiation Therapy Oncology Group

SART

Simultaneous Algebraic Reconstruction Technique

SBRT

Stereotactic Body Radiation Therapy

SI

Superior-Inferior

SMEIR

Simultaneous Motion Estimation and Image Reconstruction

SNR

Signal-to-Noise Ratio

SSD

Sum of Squared Differences

TCIA

The Cancer Imaging Archive

TIS

Tissue Interface Sharpness

VCU

Virginia Commonwealth University
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Abstract
Purpose:
15

To demonstrate the feasibility of using a purely data-driven, a posteriori
respiratory motion modeling and reconstruction compensation method to improve 4DCBCT image quality under clinically relevant image acquisition conditions.

Methods: Evaluated workflows that utilized a combination of groupwise deformable image

20

25

30

registration and motion-compensated image reconstruction algorithms.
Groupwise
registration is an approach that simultaneously registers all temporal frames of a 4D image
to a common reference instead of one at a time so as to minimize the influence of any
individual time point on the global smoothness or accuracy of the resulting deformation
model. Four-dimensional Cone-Beam CT (4D-CBCT) Feldkamp-Davis-Kress (FDK)
reconstructions were registered to either iteratively computed mean respiratory phase
(mean-frame) or preselected respiratory phase (fixed-frame) reference images to model
respiratory motion. The resulting 4D transformations were used to deform projection data
during the FDK backprojection operation to create motion-compensated reconstructions.
Tissue Interface Sharpness (TIS) was defined as the slope of a sigmoid curve fit to a mobile
tissue boundary and was used to evaluate image quality in regions susceptible to motion
artifacts. Image quality improvement was assessed for 19 clinical cases by evaluating
mitigation of view-aliasing artifacts, TIS, image noise reduction, and contrast for implanted
fiducial markers.

Results: Average (standard deviation) diaphragm TIS recovery relative to initial 4D-CBCT
35

reconstructions was observed to be 87% (46%) using fixed-frame registration alone; 87%
(47%) using fixed-frame with motion-compensated reconstruction; 101% (68%) using meanframe registration alone; and 99% (65%) using mean-frame with motion-compensated
reconstruction. Noise was reduced in sampled soft-tissue ROIs by 58% for both fixed-frame
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registration and registration with motion-compensation and by 57% and 58% on average
for the corresponding mean-frame methods, respectively. Average improvement in local
CNR was observed to be respectively 93% and 98% for fixed-frame registration and
registration with motion-compensation methods and 116% and 111% for the corresponding
mean-frame methods.

Conclusion: Data-driven groupwise registration and motion-compensated reconstruction
45

offer a feasible means of improving the quality of 4D-CBCT images acquired under clinical
conditions. The addition of motion compensation reconstruction after groupwise registration
visibly reduced the impact of view-aliasing artifacts for the clinical image datasets studied.

Keywords
50

cone-beam computed tomography; image reconstruction; groupwise image registration;
motion-compensation; lung cancer
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To ensure correct patient setup and periodically review therapeutic progress in radiation
therapy, it is common to acquire images of target anatomy in situ using Cone-Beam CT
(CBCT) imaging.1, 2 Current CBCT imaging modalities acquire a complete single-revolution
dataset over a substantially greater duration (60-240 sec) than the period of the typical
respiratory cycle (4-8 sec) of a patient. Due to respiratory motion, the position of
anatomical features can vary dramatically between adjacent projections.
When
reconstructing 3D volumes, anatomical regions and structures influenced by respiratory
motion can appear blurred or distorted in the resulting 3D volume (see leftmost panel,
Figure 1). The resulting degraded image quality can result in significant target localization
discrepancies3, 4 due to loss of contrast and lack of clear anatomical boundaries.
One potential solution to this problem is to use respiratory correlated CBCT (4DCBCT).5 In this approach, images are retrospectively reconstructed from phase-binned
subsets of projections to effectively arrest the motion in a series of rendered phases of the
respiratory cycle. Such techniques have been adopted clinically because it has been shown
that 4D-CBCT imaging can recover respiratory motion similar to that recovered by 4DCT.6 However, in 4D-CBCT, reduction of the available projections per phase by respiratory
phase binning results in significant angular undersampling of the imaged volume, resulting
in streak or view-aliasing artifacts that contribute to an increase in image noise (see center
panel, Figure 1).
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Figure 1: Examples of respiratory motion related artifacts in CBCT reconstruction of the
lung. The left column shows cross-sections of a FDK 3D-CBCT reconstruction. Notice that
the lung-diaphragm boundary (arrows) appears blurred. Likewise, only large blood vessels
are visible and they also appear blurred. The middle column shows the same data
reconstructed using respiratory phase-correlated FDK 4D-CBCT. Notice that there is
relatively little blurring due to breathing (arrows) using this approach. However,
considerable streaking (view aliasing) artifacts are visible due to reduced angular projection
sampling. The right column shows the same data reconstructed using motion-compensated
4D-CBCT. Notice that this method has less motion blurring (arrows) and streaking artifacts
compared to the former two methods.
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To address the limitations of 4D-CBCT, a range of improved acquisition and
reconstruction methods have been investigated. One such approach, gated CBCT7, avoids
view-aliasing challenges upfront by monitoring patient respiration and prompting the
acquisition of uniformly spaced projection of data around the patient only at pre-defined
points in the respiratory cycle. This prospective approach effectively arrests respiratory
motion in reconstructions and eliminates reconstruction errors caused by limited projection
data, but carries the implicit penatlies of increased acquisition time and limited insight into
patient motion.
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Alternatively, motion compensation (MoCo) reconstruction methods, which estimate
patient motion observed during CBCT acquisition and subsequently adapt all available
projection data to account for any observed deformations between respiratory phases8–14 and
motion-correction methods, which apply similar motion-based adjustments to reconstructed
CBCT volumes, have been developed. MoCo can be implemented either before or after
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completion of CBCT reconstruction. Motion correction10, 15 and earlier MoCo reconstruction
strategies8, 9, 16 utilize patient-specific deformation models estimated a priori from 4D-CT to
adjust projection or reconstructed image data to account for motion likely experienced
during CBCT acquisition. However, the clinical utility of such methods may be limited by
the accuracy of the a priori model, which may not remain valid over the course of
treatment.17 Conversely, Brehm et al.11–13, Zhang et al.16, and Wang and Gu14 each proposed
strategies that generalize the MoCo approach without utilizing an a priori motion model.
The MoCo technique proposed by Brehm11–13 uses a simulated, artifact-free prior image,
generated by segmenting an initial reconstructed volume, to directly determine the impact
of reconstruction artifacts on the image. Zhang16 demonstrated the ability to generate a
realistic motion model directly from six-phase thoracic CBCT reconstructions when
regularized by principle components analysis (PCA). Similarly, Wang and Gu proposed
the simultaneous motion estimation and image reconstruction (SMEIR) method14 that seeks
to iteratively update a motion model to minimize the difference between synthetic projection
data forward projected through an iterative reconstruction and raw CBCT projections.
In the Brehm et al., Zhang et al., and Wang and Gu approaches, estimation of the
motion model is performed in a phase-by-phase manner, which does not fully exploit the
temporally redundant nature of data in 4D-CBCT image: regions of anatomy that are
impacted by motion or reconstruction artifacts in one temporal frame may be unaffected in
one or more adjacent temporal frames. In this paper, we present a new MoCo approach that
uses groupwise registration to build the underlying motion model. Our approach
incorporates this temporal redundancy of the data into the registration scheme to mitigate
the possible manifestation of phase-specific registration bias, which may otherwise occur in
conventional phase-to-phase registrations, and ensure that reasonable motion modeling is
achieved consistently across all respiratory phases. Details of the groupwise approach are
discussed later in the Methods section. Groupwise registration has been previously
demonstrated to produce reasonable models of subject motion when applied to 4D-CT,
dynamic magnetic resonance (MR), and ultrasound (US) images.18, 19

Methods

Free-Breathing CBCT Projection Dataset

135

CBCT projection datasets used in this study were from a larger dataset of 4D-CBCT
scans from 20 subjects undergoing concurrent radiochemotherapy for locally-advanced nonsmall cell lung cancer.20, 21 This dataset, collected under an institutional review board
approved protocol, is described in more detail by Hugo et al.22 To demonstrate proof-ofconcept in this study, one projection set was selected for each subject from those acquired
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during the first two weeks of treatment for which a reasonable respiratory signal could be
extracted. Each of the 4D-CBCT datasets were acquired on a commercial CBCT scanner
(On-Board Imager™, Varian Medical Systems, Inc., Palo Alto, CA). Approximately 21502750 projections per subject were acquired over a period of 8-10 minutes in half-fan mode
with half bow-tie filter using 125 kVp, 20 mA, and 20 ms in a single 360° slow gantry arc.
Audio-visual biofeedback was used during acquisition in all subjects. A purely-data driven
method of signal extraction, discussed later, which extracts signal from the raw projection
data, was utilized for initial projection phase-binning prior to 4D reconstruction.

Full v. Clinically-Representative Dataset
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The acquisition technique used in this study is not representative of standard clinical
techniques. Notably, the number of projections and scan duration far exceed the more
typical 600–800 projections and 1–2-minute scan duration of a routine clinical CBCT scan
on the same hardware. While advantageous for the reconstruction of 4D volumes, the
correspondingly fine angular resolution of the projection data greatly reduced the degree of
image noise and view aliasing artifact otherwise expected in a clinical image. To evaluate
the efficacy of the proposed methods under clinical conditions, a clinically-representative,
reduced projection dataset was produced for each subject by systematically sampling a
portion of the corresponding full projection dataset.
Figure 2 illustrates two techniques that were investigated to create a downsampled set
of projections from the full dataset. The first approach, called Projection Striding (PS),
samples the full projection dataset with a uniform stride and then performs respiratory
phase binning of the sampled projections prior to reconstruction. Unfortunately, this
approach can develop reconstruction failures, as shown in Figure 2. Failure occurs when the
stride sampling synchronizes with a given phase of the respiratory cycle resulting in an
uneven angular distribution of projections across phase bins. The second approach, called
Phase-Binned Striding (PBS), performs non-uniform stride sampling of the full projection
dataset such that each phase bin has approximately the same number of projections and
these projections form an approximate uniform angular sampling of the circle. PBS mitigates
the likelihood of developing the respiratory cycle synchronization-related reconstruction
failures observed during application of the PS method. This is because the subsampled
dataset has approximately even angular sampling and a relative distribution of projections
in each phase bin that is consistent with that of the full dataset. For this study, the PBS
method was used with a step size, or downsampling factor, of 4 to reduce the number of
projections for each subject to approximately 540-690.
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Projection Striding Method
n

n

0

0

n

n

FDK

0

0

Full Projection Set

Step 1: Striding

Step 2: Phase Binning

Resulting Projection Set

■ Target Phase ■ All Others

Step size, m=2

Select only phase, p=X

Uneven angular sampling

Resulting Reconstruction

Phase-Binned Striding Method
n

n

0

Full Projection Set
■ Target Phase ■ All Others

175

180

185

0

n
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n

FDK

0

Step 1: Phase Binning

Step 2: Striding

Select only phase, p=X

Resulting Projection Set

Step Size, m=2

Approx. even angular sampling

Resulting Reconstruction

Figure 2: Illustration of workflow for generating clinically representative projection CBCT
datasets from a highly sampled CBCT dataset using the Projection Striding (PS) and PhaseBinned Striding (PBS) techniques. In both techniques, the objective is to downsample and
extract a collection of projections belonging to a specific phase (shown in yellow) from the
remaining projections (shown in grey). At each step, the set of projections is reduced
(depicted as grey) according to either a uniform projection stride sampling or phase binning
criteria. The upper-right panel shows that the PS method may have significant view-aliasing
artifacts in regions of reconstructed anatomy that have been severely undersampled. The
PBS technique does not exhibit an undersampling problem since it has a more even angular
and phase-distributed sampling of the projection space and results a more realistic
representation of a clinical reconstruction.

Respiratory Signal Acquisition
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A respiratory signal is required to facilitate the initial phase-binning of the projection
datasets and, later, the application of phase-specific motion compensation. The Amsterdam
Shroud (AS) method23 was used to generate shroud images and respiratory signals for the
full projection dataset of each patient using the algorithm implementation available in the
Reconstruction Toolkit (RTK).24 Routine difficulties were experienced in signal extraction
from the raw shroud image within projection spans that included (1) anatomical regions
dominated by large, temporally-invariant features of sharp intensity gradients (i.e.
vertebrae) and (2) when mobile tissue structures moved out of the projection field of view
(FOV) due to the half-fan CBCT acquisition mode utilized. Following Zijp et al.23, we
applied a temporal derivative filter to the shroud image to highlight periodic motion
exhibited by the diaphragm and other high-intensity structures, thereby correcting these
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issues. Out of the 20 subjects in the original database, a respiratory signal could not be
reliably extracted from the projection set of one subject (102) using the shroud-based
method, so this subject was excluded. To generate signals for the clinically representative
datasets, the full projection set respiratory signal was sampled along with the projection
data, so the respiratory signal remained consistent with the projections.

Projection Sorting and Initial FDK Reconstruction
205

210

After acquiring a respiratory signal from the shroud image, projections were sorted into
ten phase bins according to their respective position in the respiratory cycle. Initial 4D
patient image reconstruction was accomplished for both the full and clinically-representative
datasets using the RTK implementation of the Feldkamp-Davis-Kress (FDK) reconstruction
algorithm.25 The phase-binned datasets were reconstructed individually and stacked
temporally to create the initial 4D-CBCT image used for image registration and motion
modeling.

Groupwise Registration and Motion Modeling
215

220

225

Groupwise 4D (3D+t) registration was used to create a representative respiratory motion
model instead of using a conventional, frame-to-frame registration approach. Groupwise
registration simultaneously registers more than two images in the spatial domain, S, as
opposed to pairwise registration, which co-registers a pair of images. For spatiotemporal
data, groupwise registration simultaneously registers N temporal frames of a 4D image
𝐼(𝒙, 𝑡), 𝑡 ∈ 𝑇 = {1, 2, … , 𝑁}, to a common reference frame using a time-varying transform
𝒉1 (𝒙, 𝑡) . In this work, the transformation 𝒉1 (𝒙, 𝑡) was parameterized using a linear
combination of B-splines with weights and the 4D images registered were constructed from
a stack of N=10 temporal image frames each corresponding to a phase-binned reconstruction
from a different point in the respiratory cycle. The common reference frame may be an
average coordinate system that does not correspond to one of the original 4D image18, or
the coordinate system of one of the temporal frames19. Both approaches were used and
compared.
Eqn. 1:
𝐶34 (𝜇) =

230

@
1
8 8 9𝐼 :𝒉1 (𝒙, 𝑡); − I1̅ (𝒙)?
|𝑆||𝑇|
𝒙∈C A∈B

Eqn. 2:
I1̅ (𝒙) =

1
8 𝐼 :𝒉1 (𝒙, 𝑡);
|𝑇|
A∈B
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Eqn. 3:
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𝐶44 (𝜇) =

@
1
8 8 9𝐼 :𝒉1 (𝒙, 𝑡); − 𝐼44 (𝒙)?
|𝑆||𝑇|
𝒙∈C A∈B

Eqn. 4:
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𝐼44 (𝒙) = 𝐼(𝒙, 𝑡44 )

Two hierarchical, groupwise image registration methods were assessed. The first
evaluated method, a modified version of the groupwise method proposed by Metz et al.18
detailed in Equation 1, was used to compute the cost of a transform, 𝒉1 (𝒙, 𝑡), mapping the
frames of the 4D-CBCT image to an iteratively computed mean reference frame, 𝐼1̅ (𝒙), seen
in Equation 2, by minimizing the variance of voxel intensities along the temporal dimension
of the 4D image. This mean reference frame (MF) method initially included a bending
energy penalty term26 in the cost function to restrict the flexibility of the transform.
However, after preliminary testing, it was found that the bending energy penalty did not
have much effect on the registrations evaluated, and it was excluded from all final
registrations.
The second method assessed in this study registered all phases of the 4D image set to a
target image phase 𝐼44 (𝒙), as seen in Equation 3. Instead of defining the deformation
between the initial image and some iteratively-generated mean image, this second fixedreference frame (FF) approach directly computes the deformation to a reference, 𝐼44 (𝒙),
seen in Equation 4, for a chosen time point, 𝑡44 , in the respiratory cycle. For this study,
the end of inhalation frame of the 4D image was selected as the fixed frame because it
generally possessed the least sorting-related artifact relative to the other frames. While the
cost functions of the two approaches are otherwise very similar, in implementation, the FF
method is less computationally expensive and offers modest speed improvements over the
MF approach.
All registrations were implemented in elastix v4.8.27, 28 Both methods were applied using
a hierarchical registration scheme consisting of two resolution levels. For both methods,
the first resolution used a 2x downsampled image and computed cubic B-spline transform
parameters on a 32mm grid spacing. A full-resolution image and 16mm grid spacing were
used in the second resolution of both methods. Anatomical masks were used to confine the
registration to the subject body in the image and minimize the influence of view aliasing
and reconstruction artifacts in non-subject regions.
For both techniques, the result of the registration is a spatiotemporal transformation
represented by a set of b-spline transform parameters (i.e. control points). A dense
deformation vector field (DVF) was created using elastix, which was subsequently used as
the motion model for motion-compensated reconstruction.
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Motion Compensated Reconstruction

275

280

285
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300

To improve image quality using knowledge of subject motion, MoCo reconstruction was
employed. The motion-compensated algorithm utilized in this study, originally described
by Rit et al.9, backprojects the projection data into the subject space to produce a
tomographic image. However, unlike the FDK approach which backprojects along straight
lines of x-ray acquisition, the algorithm used in this study backprojects along curved
trajectories that compensate for motion. In this study, the motion model computed in the
preceding groupwise registration facilitates this warping in both the spatial and temporal
domains. The RTK implementation of this motion compensated FDK algorithm was used
to perform the MoCo reconstruction. Rather than using the phase-binned projection subsets
produced for the initial FDK reconstruction, all available projection data were utilized in
the reconstruction of the MoCo image volumes.

Workflow experiments
To evaluate the impact of each component of the MoCo workflow on the quality of the
reconstructed images, two experiments were performed. First, the impact of type of
groupwise registration (MF versus FF) on image quality was assessed. While both the MF
and FF methods discussed have the demonstrable potential to produce a realistic model of
subject deformation, they vary in computational expense and complexity. In the second
experiment, to evaluate the tangible contribution of MoCo reconstruction towards
improving image quality, the results of a workflow with and without the MoCo
reconstruction component were compared. The workflow without MoCo is termed the
‘registration-only’ result, as it consists of using the motion model from groupwise
registration to deform each frame of the 4D image to the reference, and then averaging the
registered 4D image along the temporal dimension to produce an improved 3D image at the
reference image position.
Additionally, evaluation of method performance was carried out for the two proposed
motion compensation methods using both the full and the downsampled projection datasets
to demonstrate proof-of-concept using clinically-representative images. Analysis of image
quality improvement was completed for both the registration-only results and the MoCo
reconstruction results. In total four methods (MF vs FF, +/- MoCo) were evaluated for
each subject in each of the two datasets (full and downsampled projection sets).
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Image Quality Assessments

310

Image quality performance of the proposed methods was evaluated by visual inspection
and three quantitative measures: (1) Tissue Interface Sharpness (TIS), a measure of the
sharpness of high contrast tissue interfaces subject to motion, (2) image noise in
homogeneous regions of interest, and (3) local contrast-to-noise ratio (CNR) measured at
fiducial markers. The details of these assessments are provided in the following subsections.

1. Tissue Interface Sharpness
315

320
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330

335

Motion blurring in reconstructed CBCT images is most visible in the direction of
motion, which should be improved by 4D and MoCo reconstruction methods. To
characterize the degree of motion blur in the Superior-Inferior direction, Tissue
Interface Sharpness (TIS) is defined as the magnitude of the intensity gradient across
interfaces approximately parallel to the axial imaging plane. Notably, high-contrast
tissue interfaces that meet this definition include the lung-diaphragm interface and
medial wall of the bronchus intermedius.
To compute the TIS semi-automatically, we identified three locations of interest,
field of view (FOV) permitting, at both the apex of the lung-diaphragm and the
bronchus intermedius interfaces and sampled image intensities in rays traversing the
selected interfaces. To reduce the influence of noise in the TIS assessments, a set of
→
rays, 𝒓 , spaced one voxel width apart were cast along the superior-inferior (Z) axis
at each identified location: forming an NxN voxel sampling region in the axial (XY) plane centered about the voxel (x0, y0) as defined in Equation 3. In this study, a
sampling region width of N=5 was used to produce a total of 25 sampled rays per
TIS measurement. Following intensity normalization of the set of rays to a range of
[0,1], a sigmoid curve function, Si(z), as defined in Equation 4, was fit to each ray
→
intensity profile, 𝑟H (𝑧). Shown in Equation 5, for each ray index, the coefficient bi,
which characterizes the peak slope of the fit sigmoid curve, was recorded. The
remaining parameter, ci, corresponds to the offset of the interface boundary along
the intensity profile dimension as determined by the sigmoid inflection point. Per
Equation 6, averaging the individual ray measures produces the TIS measure for a
given interface location. A diagram depicting the generalized method is shown in the
left panel of Figure 3.
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340
Figure 3: Illustrations of image quality assessments. Left: Tissue Interface Sharpness (TIS)
is computed using a sigmoid curve fit to intensity profiles across high-contrast tissue

interfaces. Right: ROI-based sampling of image noise in air, soft tissue, and the aorta
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permits direct characterization of visual image quality.
→
𝑟H (𝑧)

Eqn. 3:
= 𝑟 (𝑥H , 𝑦H , 𝑧)
→

(𝑖 − 1) − (𝑖 − 1) 𝑚𝑜𝑑 𝑁
𝑁−1
𝑁−1
→
?V , P𝑦N + W(𝑖 − 1) 𝑚𝑜𝑑 𝑁X − 9
?U , 𝑧Y ,
= 𝑟 LM𝑥N + P
U−9
𝑁
2
2
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Eqn. 4:
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Eqn. 5:

1 − 𝑆H (𝑧)
?
𝑆H (𝑧)
(𝑧 − 𝑐H )

−𝑙𝑛 9
𝑏H =

Eqn. 6:
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It is important to note, that while the initial 4D-CBCT image suffers from noise
and reconstruction artifact degradation, the interfaces evaluated in this study are
expected to be crisp in the sense that little motion blurring exists in the initial 4D
reconstruction and the corresponding gradient of image intensities at these locations
are expected to be high. The introduction of any motion blurring which may be
sourced to errors in respiratory motion modeling or model application in the MoCo
reconstructions would therefore be expected to reduce the measured intensity
gradients at these interfaces. Therefore, comparisons of method performance were
completed by evaluating the recovery of TIS in the MoCo images as a relative ratio
to that of the initial 4D-CBCT reconstruction.

2. ROI Sampling of Image Noise
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A second measure of visual image quality is established by the observation of
statistical image noise in key regions of interest (ROIs). Key sites for evaluation
were identified: 1. the aorta, for describing quality of the central region of the
reconstructed image; 2. the soft tissue, for describing the variability of image
intensities in a reasonably homogeneous region towards the periphery of the FOV;
and 3. the air space around the subject, for capturing the effects of the streaking and
view aliasing in a homogeneous region of the image. This method is also depicted in
Figure 3.

3. Local Contrast-to-Noise Ratio for Fiducial Markers

385

The third quantitative measure of image quality utilized was an assessment of the
local contrast-to-noise ratio (CNR) in the region immediately surrounding a fiducial
marker. The purpose of this evaluation was to quantify the visibility of fine, highcontrast structures, like blood-vessels or fiducial markers. The local CNR assessment
method for fiducial markers, originally proposed by Shieh et al.29, was adopted for
use in this study. Of the subjects included in this study, six had between 1–3 visible,
implanted markers for which an average measure of local CNR was computed.

196

14
390

Results

Quantitative Performance
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Performance of the proposed methods was characterized for each study subject using the
image quality assessment measures described in the preceding section. Notably, TIS
recovery was only evaluated at the diaphragm interface for the 10 subjects where the
structure was visible within the field of view. TIS recovery at the bronchus intermedius,
and all three noise reduction measures were evaluated for each of the 19 subjects. In Table
1, the average method performance in the full projection subject dataset is highlighted.
Figure 4 demonstrates the variability in image quality improvement for each subject in the
full projection dataset under the evaluated methods by presenting the average of TIS
recovery metrics for the three evaluated interfaces as a relative percentage of those from
the initial 4D-CBCT reconstruction. Similarly, Table 2 and Figure 5 present comparable
results for the downsampled projection subject dataset.
Table 1: Summary of method performance averaged over the 19 subjects of the full-projection dataset as
quantified by the image quality measures of TIS at the diaphragm and bronchus intermedius and noise of
three ROIs (air, aorta, and soft tissue). Percentage metrics presented represent the relative percentage of TIS
recovered across the three evaluated interfaces relative to the initial 4D-CBCT reconstruction.

Reference Frame and Method
Average of
4D-CBCT

Fixed Frame (FF);
Registration Only

Fixed Frame (FF);
MoCo Recon.

Mean Frame (MF);
Registration Only

Mean Frame (MF);
MoCo Recon.

TIS Recovery

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Diaphragm

95.7%

(39.0%)

98.5%

(20.0%)

98.4%

(19.9%)

122%

(43.8%)

121%

(43.4%)

Bronchus
Intermedius

82.5%

(20.7%)

95.4%

(9.24%)

94.9%

(10.3%)

94.3%

(20.4%)

93.8%

(21.8%)

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Ambient Air

64.4%

(9.95%)

64.1%

(8.86%)

67.6%

(11.2%)

62.7%

(9.98%)

67.6%

(11.4%)

Aorta

59.5%

(6.82%)

57.0%

(5.86%)

57.3%

(5.44%)

59.0%

(5.55%)

58.2%

(5.55%)

Soft Tissue

52.3%

(11.7%)

42.7%

(8.41%)

43.5%

(9.42%)

40.5%

(8.64%)

41.7%

(8.95%)

ROI Noise
Reduction

410
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Table 2: Summary of method performance averaged over the 19 subjects of the downsampled-projection
dataset as quantified by the image quality measures of TIS at the diaphragm and bronchus intermedius and
noise of three ROIs (air, aorta, and soft tissue). Percentage metrics presented represent the relative percentage
of TIS recovered across the three evaluated interfaces relative to the initial 4D-CBCT reconstruction.

Reference Frame and Method
Average of
4D-CBCT

Fixed Frame (FF);
MoCo Recon.

Mean Frame (MF);
Registration Only

Mean Frame (MF);
MoCo Recon.

TIS Recovery

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Diaphragm

78.6%

(57.1%)

86.5%

(46.4%)

87.2%

(47.4%)

101%

(68.1%)

99.3%

(65.3%)

Bronchus
Intermedius

77.7%

(27.2%)

87.5%

(22.9%)

85.4%

(21.5%)

88.4%

(27.7%)

85.2%

(26.7%)

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Mean

Std. Dev.

Ambient Air

65.4%

(4.29%)

65.5%

(4.82%)

69.7%

(4.78%)

65.4%

(3.58%)

69.5%

(4.62%)

Aorta

64.7%

(2.78%)

66.8%

(2.94%)

65.8%

(3.84%)

66.7%

(3.83%)

65.5%

(2.82%)

Soft Tissue

59.8%

(6.28%)

58.1%

(6.19%)

58.0%

(5.97%)

57.3%

(7.39%)

57.9%

(6.26%)

ROI Noise
Reduction

420

Fixed Frame (FF);
Registration Only

Figure 4: Variability in individual subject TIS recovery across each of the assessed methods.
Results are shown for the analysis of the full projection subject dataset.
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Figure 5: Variability in individual subject TIS recovery across each of the assessed methods.
Results are shown for the analysis of the downsampled projection subject dataset.

Local CNR was assessed for 6 subjects containing a total of 11 fiducial markers. Figure 6
depicts the range of fiducial marker CNR improvement relative to that of the initial FDK
reconstruction for each of the evaluated methods across both the full and downsampled
projection datasets.
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Assessment of Marker Contrast−to−Noise Ratio (CNR) Improvement across Proposed Methods

Improvement over Initial FDK CNR, [%]

Full Projection Dataset

300

200

100

0
FF Registration−Only

435

440

Downsampled Projection Dataset

FF MoCo

MF Registration−Only

MF MoCo

FF Registration−Only

450

455

460

MF Registration−Only

MF MoCo

Reference Frame and Method

Figure 6: Plot of relative improvement of fine structure contrast, as measured by local CNR of
fiducial markers, compared to that of the initial FDK reconstruction. Outliers, shown as red points,
are improvement observations that fall more than 1.5 times the interquartile range above the upper
quartile and below the lower quartile.

Visual Observations of Image Enhancement

445

FF MoCo

The researchers observed that the proposed methods demonstrated the ability to remove
view-aliasing artifacts and clarify the visibility of small structures (i.e. vessel trees) for the
dataset utilized. Figures 7 and 8 offer representative examples of the types of improvement
achievable through the proposed MoCo methods for reader inspection by highlighting one
of the evaluated subjects using the full projection dataset and the downsampled datasets,
respectively. The left-most column in both figures contains the preliminary reconstructions
that were used as the basis for comparison for the results of each proposed method. It is
important to note that the reference frame (initial FDK) for the FF and MF methods differ;
the end of inhalation image frame is used as the reference for the FF method while the
mean respiration frame is used for the MF method. The end of inhalation frame shown for
the FF method highlights the considerable amount of noise and view aliasing typically
observed in 4D-CBCT acquisitions while the mean reference frame pictured for the MF
method illustrates the potential for motion blurring in both 3D- and 4D-CBCT
reconstructions.
Looking at the registration-only results, the FF method shows a visible improvement in
image noise and a correspondingly improved visibility of finer vessel structures in the upper
lobes of the lungs as seen in the coronal view. Alternatively, the MF method results reveal
a reduction in motion blurring along the diaphragm and larger vessel interfaces. The
addition of MoCo reconstruction further enhances the results of the registration-only

200

18

465

470

approaches by minimizing the incidence of the view aliasing artifacts as seen in the axial
views. The most visible examples of these improvements can be seen in views of the
clinically-representative downsampled dataset results, shown in Figure 8. Similar image
enhancement effects were also observed for the other 18 subjects in the study.

Figure 7: Coronal and axial slices of initial FDK image, the registration-only results, and MoCo
reconstruction results for PT-105 using the full projection dataset.
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Figure 8: Coronal and axial slices of initial FDK image, the registration-only results, and MoCo
reconstruction results for PT-105 using the downsampled projection dataset.

Discussion

480

485

490

In this study, we presented two methods of performing motion modeling using groupwise
deformable image registration and adopted the use of MoCo reconstruction to enhance the
quality of reconstructed 4D-CBCT images. While this study does not represent the first
groupwise registration nor the first MoCo reconstruction of 4D-CBCT images, to the best
of our knowledge it is the first time that both have been combined to produce a purely
data-driven, a posteriori reconstruction technique aimed at improving image quality. The
purely data-driven methods proposed produce representative models of subject respiration
directly from day-of-treatment CBCT acquisitions and circumvent the need for either an a
priori motion model or an external respiratory signal. Applying this motion model during
MoCo reconstruction facilitates the use of all available CBCT projection data to produce a
visibly clearer reconstruction impacted by fewer view aliasing artifacts.
Two resulting images were produced for each of the two proposed methods,
characterizing the outcome of applying the groupwise registration transform to the initial
FDK reconstruction as well as that of the MoCo reconstruction. For the FF method, the
registration-only images show improvements in image noise in bulk tissue and reductions in
the effects of view-aliasing. The corresponding results from the MoCo reconstruction
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suggest additional gains in mitigating streaking (view-aliasing) effects as well as slight
enhancement of fine structures as indicated by the CNR assessments performed. The MF
method registration-only approach demonstrated considerable reduction in motion blurring
compared to the initial mean frame reference. This is particularly apparent in subjects
where the diaphragm is visible. The MoCo reconstruction results for the MF method reveal
similar motion blurring mitigation as well as reductions in view-aliasing impact. While the
differences between the registration-only and MoCo reconstruction results are at best subtle
when using the full projection dataset, as seen in Figure 7, they become more apparent in
the results for the downsampled dataset, seen in Figure 8.
To consider the quantitative performance of the proposed methods, evaluation of TIS
recovery and noise reduction in three ROIs was made. Looking at TIS recovery, which
serves as a surrogate measure for the arresting of subject respiratory motion, Figures 4 and
5 show that each proposed method was generally able to recover a substantial amount of
the sharpness of the initial tissue interface. For the full and downsampled cases, the MF
method was routinely able to recover more of the interface sharpness than the FF method
at both the diaphragm and the bronchus intermedius interfaces and on average enhanced
the contrast of the assessed diaphragm interfaces beyond that of the reference image. It is
suggested that the iteratively computed reference frame used by the MF method may be
the source of this discrepancy in performance, providing a lower noise reference point for
the groupwise registration. The FF method, on the other hand, is limited by the quality of
the fixed reference frame selected from the initial 4D-CBCT image. It is for this reason
that the end-of-inhalation reference was chosen, as image frames reconstructed at this
reference point in the respiratory cycle can benefit from an increased number of projections
being acquired at the momentary pause in subject motion and greater initial reconstruction
quality.
The characterization of noise in three ROIs was used to provide insight into the visual
quality of the images. Evaluation of ROIs in the aorta, soft tissue, and air media were
made to provide quality measures in well-sampled, homogeneous, and view-aliased regions
respectively. Table 1 shows that for the cases which employed the full projection dataset
noise reductions achieved for each of the proposed methods fell slightly short of that realized
by averaging the temporal frames of the initial 4D-CBCT images. However, in the
downsampled cases, it appears that proposed methods achieve approximately the same
amount of noise reduction as averaging. This is suspected to be a consequence of the
improved initial image quality in the full dataset cases, where temporal averaging may
appear to reduce image noise in the ROIs, but contribute to reduction in the visibility of
small structures and tissue texture.
It is clear from this variability in TIS and ROI noise performance that a method which
benefits one subject may not benefit another; in other words, there is no apparent one-size203
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fits-all method for motion compensation. It is, however, worth noting that Figures 4 and 5
demonstrate that for approximately half of subjects evaluated, each of the proposed methods
appear to achieve similar image quality outcomes. In the course of this study, evaluation
of subject factors that might contribute to the success or failure of a particular method for
a particular subject was considered, but was ultimately deemed to be outside the scope of
this work and, instead, focused on demonstrating the feasibility of the proposed methods.
Analysis of underlying subject factors, acquisition conditions, and their impact on the
performance of the proposed methods may be undertaken as part of future work.
To contextualize the proposed method and presented results, comparisons can be drawn
to related motion-compensated reconstruction methods previously described in the
literature. The MoCo methods presented by Brehm et al.11, 12 initially demonstrated the
feasibility of computing a respiratory motion model directly from the registration of CBCT
datasets (both simulated and measured) instead of prior CT images for the purposes of
performing a motion-compensated reconstruction. These studies utilized a cyclicallyconstrained, demons-based registration algorithm to model the deformations between
adjacent 3D-CBCT frames and subsequently composed these deformations to produce a full
4D motion model. The proposed methods in this work instead utilize variations of a
groupwise registration algorithm to directly compute a 4D motion model from 4D-CBCT
images thereby overcoming the need to compose successive DVFs and the potential error
associated with this process. The SMEIR method presented by Wang and Gu14 notably
demonstrated an ability to improve image quality by simultaneously estimating respiratory
motion during an iterative reconstruction. While effective, it was demonstrated that the
SMEIR method had the potential to oversmooth certain anatomical features (i.e. Tumors
or vessels) resulting from the use of a prior image reconstructed using Total Variation
leading to errors in local motion estimates which in turn affect reconstructed image quality.
Furthermore, the researchers indicated that there is potential for the method to error in
cases of irregular patient respiration where the number of projections utilized to reconstruct
any given frame of the 4D image varies considerably from the next. The proposed method
does not incorporate any explicit image smoothing in its initial FDK reconstruction but still
accomplishes a smooth deformation via a B-spline representation of the registration
transformation. Additionally, the methods presented in this study have been shown to
robustly produce improved images in cases of varying projection counts per reconstructed
frame, as is the case in the clinical dataset used in this study. Finally, a number of
alternative methods of improving image quality, including the works of Shieh et al.30 with
the AAIR method and Chen et al.31 with the PICCS method, have shown promising results
using iterative reconstruction techniques which capitalize on data in prior reconstructed
images instead of motion-compensation. The approach we evaluated here could be
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integrated with these alternative techniques, by using one of these iterative reconstruction
methods as the initial reconstruction input into the groupwise registration algorithm.
There are several known issues and limitations associated with the data and methods
proposed in this study. First, in addition to the issues identified by Hugo et al.22 for the
dataset utilized in this study, the clinically-representative downsampled dataset was
produced artificially rather than through a standard clinical acquisition. Second, and on a
related note, this retrospective dataset did not afford any sort of standard, such as gated
CBCT acquisitions, to allow for a comprehensive characterization of the proposed methods
abilities to accurately reconstruct subject anatomy. Evaluating the reconstruction accuracy
of the proposed methods along these lines is the subject of future planned studies. Finally,
while the methods proposed offer an avenue for improving the quality of 4D-CBCT images
taken under clinical conditions, the implemented workflow remains far from optimized for
a clinical environment. While any tomographic reconstruction is computationally
demanding, the proposed techniques carries the added expenses of generating motion models
and performing MoCo reconstruction. To illustrate this point, it is worth noting that in
their non-optimized state, the workflows presented can take between 6–10 hours to complete
the MoCo reconstruction of a single subject. However, both groupwise registration and
MoCo reconstruction are highly parallelizable, e.g., through implementation on graphics
processing units. The results of this study can aid in selection of a workflow, which we then
plan to optimize for eventual clinical use.

Conclusions
The overarching objectives of this study were achieved through the demonstration of the
feasibility of using a purely data-driven, a posteriori respiratory motion modeling and
reconstruction compensation method to improve 4D-CBCT image quality.
We
demonstrated that groupwise registration methods can be successfully applied to 4D-CBCT
to produce models of subject motion under clinically realistic acquisition conditions. We
also demonstrated that it is possible to improve the quality of 4D-CBCT image frames by
performing groupwise registration of the initial 4D image and averaging the resulting aligned
frames in order to reduce image noise and motion blurring. Applying the registrationderived motion model in a MoCo reconstruction, it was shown that 4D-CBCT image quality
can be enhanced with visible reduction in view aliasing artifact and mitigation of motion
blurring. While response varied subject-to-subject, the proposed methods, on average, each
demonstrated a similar ability to improve CBCT image quality, under both clinically
superior and clinically relevant conditions, as measured by the defined TIS and ROI noise
metrics.
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Appendix C

SAMPLES OF 4D-CBCT MOCO RECONSTRUCTION VIEWS

The following appendix includes a visual sampling of coronal and axial views from the
different MoCo reconstruction workflows for a collection of the 19 subjects included in the
study for 4D-CBCT motion compensation.
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Fig. C1

Axial views of PT100 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C2

Coronal views of PT100 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C3

Axial views of PT101 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C4

Coronal views of PT101 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C5

Axial views of PT103 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C6

Coronal views of PT103 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C7

Axial views of PT104 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C8

Coronal views of PT104 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C9

Axial views of PT105 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C10 Coronal views of PT105 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C11 Axial views of PT106 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C12 Coronal views of PT106 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C13 Axial views of PT107 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C14 Coronal views of PT107 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C15 Axial views of PT108 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C16 Coronal views of PT108 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C17 Axial views of PT109 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C18 Coronal views of PT109 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C19 Axial views of PT110 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Fig. C20 Coronal views of PT110 for end-points in the MoCo methods evaluated. For the
methods based on motion models stemming from groupwise registration of FDK
or PICCS images, the 0% phase of the initial 4D reconstruction (i.e., FDK or
PICCS), a mean image of the initial reconstruction, the registration image (i.e.,
4D phases deformed to 0% phase and aggregated), and the FDK-based MoCo
reconstruction at the 0% phase are shown. For the method utilizing a prior CTbased motion model, only the MoCo reconstruction is shown.
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Appendix D

VÖR 4D-CT ARTIFACT ANNOTATION SYSTEM

The following appendix includes views from the developed 4D-CT artifact annotation
system, Vör. These views provide and overview of the system framework, highlight the
instructions given to volunteer annotators for identifying artifacts in images, and showcases
examples of the annotation interface in use.
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Fig. D1 Main user dashboard of the Vör Annotation System rendered in the Google Chrome
web browser. This is the first view of the annotation system that users visit after
authentication. In this view, volunteer annotators are presented with an overview
of the annotation project and top-level instructions and are able to access relevant
project information, complete training, and check their progress in the system
leaderboard via the sidebar. Additionally, the persistent navigation bar at the top
of the screen allows users to return to this dashboard or access user account settings
at any time. The rendering presented also includes a navigation tab for
administrative tasks that is only available to the annotation system developers.
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Fig. D2 View of the Background section (1 of 4) accessed from the dashboard sidebar. The
content of this section provides the annotators with basic background and
motivation information behind the development of the Vör system for 4D-CT
artifact annotation collection.
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Fig. D3 View of the Background section (2 of 4) accessed from the dashboard sidebar. The
content of this section provides the annotators with basic background and
motivation information behind the development of the Vör system for 4D-CT
artifact annotation collection. Continued from Figure D2.
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Fig. D4 View of the Background section (3 of 4) accessed from the dashboard sidebar. The
content of this section provides the annotators with basic background and
motivation information behind the development of the Vör system for 4D-CT
artifact annotation collection. Continued from Figure D3.
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Fig. D5 View of the Background section (4 of 4) accessed from the dashboard sidebar. The
content of this section provides the annotators with basic background and
motivation information behind the development of the Vör system for 4D-CT
artifact annotation collection. Of particular interest in this view is the explanation
of the name chosen for the annotation system. Continued from Figure D4.
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Fig. D6 View of the Artifact Reference section (1 of 5) accessed from the dashboard sidebar.
The content of this section provides the annotators with guidance for observing
and annotating suspected 4D-CT artifacts in presented images. This information
is first presented to the annotators during the completion of the training module
(seen in Figure D20), however it is made available for review at any time via the
system dashboard.
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Fig. D7 View of the Artifact Reference section (2 of 5) accessed from the dashboard sidebar.
The content of this section provides the annotators with guidance for observing
and annotating suspected 4D-CT artifacts in presented images. This information
is first presented to the annotators during the completion of the training module
(seen in Figure D20), however it is made available for review at any time via the
system dashboard. Continued from Figure D6.
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Fig. D8 View of the Artifact Reference section (3 of 5) accessed from the dashboard sidebar.
The content of this section provides the annotators with guidance for observing
and annotating suspected 4D-CT artifacts in presented images. This information
is first presented to the annotators during the completion of the training module
(seen in Figure D20), however it is made available for review at any time via the
system dashboard. Continued from Figure D7.
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Fig. D9 View of the Artifact Reference section (4 of 5) accessed from the dashboard sidebar.
The content of this section provides the annotators with guidance for observing
and annotating suspected 4D-CT artifacts in presented images. This information
is first presented to the annotators during the completion of the training module
(seen in Figure D20), however it is made available for review at any time via the
system dashboard. Continued from Figure D8.
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Fig. D10 View of the Artifact Reference section (5 of 5) accessed from the dashboard
sidebar. The content of this section provides the annotators with guidance for
observing and annotating suspected 4D-CT artifacts in presented images. This
information is first presented to the annotators during the completion of the
training module (seen in Figure D20), however it is made available for review at
any time via the system dashboard. Continued from Figure D9.
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Fig. D11 View of the Vör system Leaderboard. The primary purpose of this view is to
provide the annotators a straightforward way to see how far they have progressed
in the annotation process. On a lesser note, the comparison of annotator progress
to other volunteers is also intended to serve as a passive motivation to encourage
completion of the annotation process.
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Fig. D12 View of the Contact Us page accessible from the system dashboard. The purpose
of this view is to provide the volunteer annotators the information necessary to
contact any of the primary researchers operating the system should questions or
issues arise at any point in the annotation process.
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Fig. D13 View of the Account Summary accessible as an entry under the Account tab in
the top navigation bar. In this view, annotators are able to view their account
information as well as update their user password.
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Fig. D14 View of the Account Settings also accessible as an entry under the Account tab
in the top navigation bar. In this view, annotators are able to more extensively
modify their account information, demographics, and communication preferences.
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Fig. D15 View of the Admin Panel dashboard accessible via the Admin tab in the top
navigation bar. In this view, administrators are able to add, edit, and remove
system users, access detailed information about annotation progress, reset the
annotation system, backup and restore vital system files, correspond with users,
and send system-wide announcements. Additionally, administrators have easy
access to functions that restart the annotation system or place it into a
‘Maintenance Mode’ for development. This view is only available to system

administrators.
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Fig. D16 View of the Annotation Progress summary accessible from the administrative
dashboard. In this view, administrators are able to view the progress of each
annotator and the overall coverage of the current dataset. Additionally,
administrators have easy access to a friendly reminder function for each annotator
that distributes a text and/or email, depending on communications preferences,
updating them on their current progress and providing links back to the
annotation system. This view is only available to system administrators.
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Fig. D17 View of the Announcements panel accessible from the administrative dashboard.
In this view, administrators are able to compose, edit, or delete system-wide
announcements that are displayed on the main dashboard page. This view is

only available to system administrators.
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Fig. D18 View of Step 1 of the Annotation Training Module which must be completed by
each prospective system user prior to contributing annotations to the main
dataset. This component of the training module provides the trainee with a brief
introduction to the training process.
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Fig. D19 View of Step 2 of the Annotation Training Module which must be completed by
each prospective system user prior to contributing annotations to the main
dataset. This component of the training module provides the trainee with a
conceptual background regarding 4D-CT motion artifacts and the problems they
pose for imaging and radiotherapy applications.
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Fig. D20 View of Step 3 of the Annotation Training Module which must be completed by
each prospective system user prior to contributing annotations to the main
dataset. This component of the training module provides the trainee with
guidance for the observation and annotation of artifacts in encountered images
and describes the types of artifacts that will be encountered. Information
contained in this training step is also duplicated in the printable Artifact
Reference section (Figures 6–10) accessible to annotators at any time from the
system dashboard.
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Fig. D21 View of Step 4 of the Annotation Training Module which must be completed by
each prospective system user prior to contributing annotations to the main
dataset. This component of the training module describes the method for which
the 4D-CT artifact annotation dataset is being collected and why it is this data
is critically important to its development.
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Fig. D22 View of Step 5 (1 of 3) of the Annotation Training Module which must be
completed by each prospective system user prior to contributing annotations to
the main dataset. This component of the training module introduces trainees to
the annotation user interface (UI) utilized throughout the annotation collection
process. An example image is presented in a functional annotation UI and is
accompanied by descriptive and visual indications of what should be considered
artifact and how the image should be annotated.
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Fig. D23 View of Step 5 (2 of 3) of the Annotation Training Module which must be
completed by each prospective system user prior to contributing annotations to
the main dataset. This component of the training module introduces trainees to
the annotation user interface (UI) utilized throughout the annotation collection
process. An example image is presented in a functional annotation UI and is
accompanied by descriptive and visual indications of what should be considered
artifact and how the image should be annotated.

254

Fig. D24 View of Step 5 (3 of 3) of the Annotation Training Module which must be
completed by each prospective system user prior to contributing annotations to
the main dataset. This component of the training module introduces trainees to
the annotation user interface (UI) utilized throughout the annotation collection
process. An example image is presented in a functional annotation UI and is
accompanied by descriptive and visual indications of what should be considered
artifact and how the image should be annotated.
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Fig. D25 View of Step 6 of the Annotation Training Module which must be completed by
each prospective system user prior to contributing annotations to the main
dataset. This component of the training module provides three example images
consisting of both a coronal and sagittal view of a 4D-CT image and prompts the
trainees to annotate artifact regions. This is the first full-scale UI experience
that prospective annotators have with the Vör system. Annotations provided by
the users were recorded for this training step however were not included as part
of the annotation dataset.
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Fig. D26 View of the final Annotation Training Module page indicating that the trainee
has successfully completed all required components of the module and that they
are now considered capable of contributing to the project as trained annotators.
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Fig. D27 View of the Annotation UI (1 of 2) for an example image pair. In addition to the
instructions and functions presented to the annotators, then trainees, during the
training module, a progress bar indicating how many annotations have been
completed is shown at the top of the page.
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Fig. D28 View of the Annotation UI (2 of 2) for an example image pair. In addition to the
instructions and functions presented to the annotators, then trainees, during the
training module, a progress bar indicating how many annotations have been
completed is shown at the top of the page.
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Fig. D29 View of the Annotation UI when all image pairs currently available for annotation
have been reviewed by a given annotator.
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Appendix E

VÖR 4D-CT ARTIFACT ANNOTATION REFERENCE GUIDE

The following appendix includes a copy of the artifact annotation reference guide provided
volunteers that contributed to the 4D-CT artifact annotation dataset.
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Artifact Reference Guide - VÖR Image Annotation System

5/7/18, 11(17 AM

4D-CT ARTIFACTS: OBSERVATION AND TYPES
There are several different types of artifacts that may be encountered in a given 4D-CT acquisition. Here,
we will learn the guidelines for observing artifacts, explore how we define different types of artifacts and
highlight examples of artifact delineations in clinical images.
Much of the content contained in this section is critical for contributors to be aware of while annotating
images for this study. For convenience, contributors may want to consider printing a copy of this page for
easy reference and keeping it close by during artifact observation.

GUIDING PRINCIPLES FOR ARTIFACT OBSERVATION
The following list provides basic guidance for understanding 4D-CT artifacts as they apply to this research
work. This bulletted set of principles should be at the foundation of any artifact observation made by
contributors to this study.
1. ARTIFACTS CAN APPEAR ANYWHERE IN AN IMAGE
Though artifacts may be most easily distinguished along the high-contrast borders of the lower
lobes (e.g. diaphragm), they can and frequently do occur in the middle and upper lobes of the
lungs as well. When looking for artifacts in images, extra care must be taken in these regions
which may conceal artifact manifestation.
2. ARTIFACTS APPEAR AS OUTLIERS
An easy way to think about a potential artifact is as a region of image content that we are not
convinced is real – what doesn't seem correct. To identify the boundaries of an artifact region,
we should look along the superior-inferior (SI; head-to-toe) axis in both the coronal and sagittal
views for any abrupt changes in anatomy, any disconinuities along otherwise smooth boundaries,
and any sudden changes in image intensity. Not all instances that meet these conditions will be
artifacts, but this is a good place to start searching.
3. ARTIFACTS APPEAR AS HORIZONTAL BANDS
Due to the method by which images are acquired, artifact regions manifest as horizontal bands
(or 'axial slabs') of affected anatomy which span the anterior-posterior (AP; front-back) and
lateral (LAT; left-right) axes of the image and exhibit a finite width in the SI axis. In turn we
should look for corresponding anatomical anomolies and discontinuities that run horizontally
http://0.0.0.0(5000/artifacts
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across (AP and laterally) the image to decide where a particular artifact begins and ends along
the SI axis. The superior and inferior boundaries of an artifact-laden region may or may not be
visibly defined. Frequently, one boundary may be clearly visible while the other is not (See artifact
at marker '1' in Figure 1). By searching the anatomical context in other parts of the image, one may
be able to locate and/or confirm these boundaries (Compare artifacts at markers '1' and '2' in Figure
1).
4. ARTIFACTS MAY NOT APPEAR IN EVERY IMAGE
While the literature would suggest that most (50-90%) acquried images do suffer from at least
one artifact, there is no rule that says ALL images have artifacts. In fact, of the samples included
in our dataset, there are many images that do not appear to have ANY visible artifact - so do not
think that you need to identify something in every acquisition and be able to recognize good
images as well as bad ones.

TYPES OF 4D-CT ARTIFACTS
For this study, we have adopted the four-group artifact taxonomy originally described by Yamamoto et al.
(http://dx.doi.org/10.1016/j.ijrobp.2008.06.1937) for simplicity and consistency with published literature.
It is critical that contributors to this study understand the types of artifacts that may manifest and how we
define them in the scope of our research. The following subsections describe each of four artifact types,
presents a clear visual example, and provides a suggested annotation based on our definition of the artifact.

INCOMPLETE STRUCTURES
The first type of artifact is an incomplete structure. This type is perhaps the most easily discerned, as
it manifests as expected anatomy otherwise missing in the image: diaphragm dome(s) truncated at the
superior boundary, sudden intrusive discontinuities along smooth tissue interfaces, etc. Like most 4DCT artifacts, incomplete structure artifacts can be spotted by their flat edges (e.g. the truncated
diaphragm). In many cases, the extent to which anatomy is affected may be unknown (See marker '1' in
Figure 1) and an observer will have to intuit this extent from context (i.e. shape of nearby structures).
However, when incomplete structure artifacts occur entirely within a smooth anatomical structure,
such as the diaphragm (See markers '2' and '3' in Figure 1), the superior and inferior boundaries of the
artifact may be very apparent to an observer. The key take-away point for this artifact is: context
matters and that observers should make use of the surround anatomy to for both identification and
localization of artifacts.

http://0.0.0.0(5000/artifacts
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Fig 1: Example image slices showcasing a typical incomplete structure artifact. The upper panels present 4DCT views in the coronal (left) and sagittal (right) views. Callouts have been added to these panels to highlight
the location of visible artifacts. The lower panels provide a visual example of a corresponding annotation (red
highlighted region) for these suspected incomplete artifacts. Yellow dashed lines have been added to
delineate boundaries of anatomical structures (i.e. the dome of the diaphragm) which may be reasonably
intuited by an observer.

DUPLICATE AND OVERLAPPING STRUCTURES
The second and third type of artifacts are the duplicate and overlapping structure artifacts,
respectively. These, like the incomplete structure artifacts, are generally easily located by horizontal
discontinuities in the image, however manifest as repeated content instead of missing content. The
main difference between the duplicate and overlapping structure artifacts is whether the repeated
image content connects to a structure or not. Overlapping structure artifacts appear as repeated
structures physically connected to normal anatomy in the image (See marker '1' in Figure 2). Duplicate
structures, on the other hand, appear as distinct, disconnected structures away from nearby anatomy
(See marker '2' in Figure 2). For these two artifact types, it is generally straightforward to identify both
the superior and inferior boundaries of the artifact-laden region.

http://0.0.0.0(5000/artifacts
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Fig 2: Example image slices showcasing typical duplicate and overlapping structure artifacts. The upper
panels present 4D-CT views in the coronal (left) and sagittal (right) views. Callouts have been added to these
panels to highlight the location of visible artifacts. The lower panels provide a visual example of
corresponding annotations (red highlighted region) for these suspected duplicate and overlapping artifacts.
Yellow dashed lines have been added to delineate boundaries of anatomical structures (i.e. the dome of the
diaphragm) which may be reasonably intuited by an observer.

RESIDUAL BLURRING (NOT CONSIDERED)
The fourth and final type of 4D-CT artifact is residual blurring. This artifact manifests around regions
of anatomy that exhibit rapid and/or high degrees of motion which fail to be resolved in the
acquisition. The visible 'haze' around structures affected by residual blurring is the result of that
structure moving too quickly for the imager to resolve to a specific location in the reconstruction;
presenting similarly to a partial volume averaging of the region with and without the struture present.
In thoracic imaging, this frequently presents in and around the heart and mediastinum and is
understood to be the result of cardiac motion. Unfortunately, the methodology that we propose to
correct motion-related artifacts in 4D-CT, like others that came before it, is ill-equipped to correct for
this type of artifact - largely because there is no perceptible error in the position of the anatomy in the
image. For this reason, no observations or annotations of residual blurring should be made at this
time.
GUIDANCE FOR RESIDUAL BLURRING ARTIFACTS: At this time, disregard these in observations and DO
NOT INCLUDE in annotations.

http://0.0.0.0(5000/artifacts
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Fig 3: Example image slices showcasing typical residual blurring artifacts. The upper panels present 4D-CT
views in the coronal (left) and sagittal (right) views. Callouts have been added to the coronal panel to highlight
the location of blurring artifact near the heart. Because we cannot say with any certainty which boundary of
the blurring (blue dashed lines; denoted by markers '1' and '2') accurately represents the position of the
anatomy, the lower panels reflect the lack of any corresponding annotations for this suspected artifact. Yellow
dashed lines have been added to delineate boundaries of other anatomical structures (i.e. the dome of the
diaphragm) which may be reasonably intuited by an observer.

A NOTE ON ARTIFACTS IN UPPER LOBES
As indicated earlier, 4D-CT artifacts can occur anywhere in the image -- including in the upper lobes of
the lung. Unlike the overlap and duplication artifacts which appear to have clear boundaries, upper
lobe artifacts appear as small discontinuities or jogs along the surface of the patitent, may be difficult
to clssify as one particular type of artifact, and may or may not display clear anatomical breaks in the
interior patient anatomy. There is a general consensus that artifacts manifest in a somewhat periodic
fashion. For the purposes of our application, the impact of these smaller artifacts is somewhat less
than the more easily observed artifacts in the lower lobes showcased earlier. Nonetheless, it is critical
that observers note these locations in annotations. An example image displaying these artifacts and
corresponding annotations is shown in Figure 4.
GUIDANCE FOR UPPER LOBE ARTIFACTS: Looking along the anterior surface of the chest in the sagittal
view, highlight the location of these discontinuities.

http://0.0.0.0(5000/artifacts
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Fig 4: Example image slices showcasing typical artifacts in upper lobes. The left panel presents a 4D-CT
sagittal views. Callouts have been added to the sagittal panel to highlight the location of these artifacts along
the anterior patient surface. The right panel provides a visual example of corresponding annotations (red
highlighted region) for these suspected artifacts.

Copyright © M. J. Riblett 2018
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Appendix F

SAMPLES OF 4D-CT ARTIFACT-CORRECTED VIEWS

The following appendix includes a visual sampling of coronal and axial views for each of
the 10 subjects included in the study for 4D-CT motion artifact correction. Images are
shown for the free-breathing 30% respiratory phase reconstructions for each subject, before
and after artifact correction.

268

Fig. F1 Pre- and post-artifact correction 4D-CT images (PT3). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F2 Pre- and post-artifact correction 4D-CT images (PT4). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F3 Pre- and post-artifact correction 4D-CT images (PT5). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F4 Pre- and post-artifact correction 4D-CT images (PT6). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F5 Pre- and post-artifact correction 4D-CT images (PT7). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F6 Pre- and post-artifact correction 4D-CT images (PT8). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F7 Pre- and post-artifact correction 4D-CT images (PT9). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F8 Pre- and post-artifact correction 4D-CT images (PT14). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F9 Pre- and post-artifact correction 4D-CT images (PT15). The top panel shows the
original 4D-CT image (30% respiratory phase) and the middle panel shows the
artifact-corrected 4D-CT image (mean reference frame). Contours are shown for
the GTV and contralateral lung volumes produced from the post-correction images.
The bottom panel presents a difference image comparing the pre- and postcorrection images.
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Fig. F10 Pre- and post-artifact correction 4D-CT images (PT16). The top panel shows
the original 4D-CT image (30% respiratory phase) and the middle panel shows
the artifact-corrected 4D-CT image (mean reference frame). Contours are shown
for the GTV and contralateral lung volumes produced from the post-correction
images. The bottom panel presents a difference image comparing the pre- and
post-correction images.
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