ABSTRACT In this paper, a novel strategy for the importance analysis of structural performance models under both aleatory and epistemic uncertainties is presented. Random variables and fuzzy numbers are adopted for the representation of the two types of uncertainty respectively. Based on the statistical moments of the model outputs, two categories of importance measures are proposed under a hybrid framework composed of probability theory and fuzzy logic. The first category is for the input factors with aleatory uncertainty, while the other is for the input factors with epistemic uncertainty. In order to depict the credibility of the important measures of the random factors, a stability indicator is further introduced. Under the hybrid framework, the statistical moments of the performance outputs are fuzzy membership functions instead of deterministic values. Therefore, the importance measures are defined based on the area differences between conditional and unconditional membership functions. For the estimation of the proposed importance measures and stability indicator, a uniform discretization of the fuzzy membership function is first performed to combine the fuzzy factors with the random samples. Then, the Monte Carlo simulation (MCS) and Gorman and Seo's three-point estimates (GSP) are employed as uncertainty propagation methods to address the statistical moments of the performance outputs. Finally, the proposed importance measures and stability indicator are studied through two numerical examples by MCS and GSP comparatively for demonstrating their benefits in stability, applicability, and efficiency.
I. INTRODUCTION
Structure performance functions are mathematical models built based on the physics of a structure for representing its mechanical properties. There are multiple sources of uncertainty that origins from the inputs of a structure performance model. According to their properties, these uncertainties are generally categorized as either aleatory uncertainty (also known as objective uncertainty) or epistemic uncertainty (also known as subjective uncertainty). An aleatory uncertainty is presumed to be the intrinsic randomness of a phenomenon, while an epistemic uncertainty is caused by the lack of knowledge or data [1] , [2] . Historically, probability theory has provided the best mathematical structure for
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representing aleatory uncertainty [3] - [6] . Numerous methods have been developed based on probability theory to pursue accurate and efficient results of either the probability of failure or the uncertainty in the outputs of the structure performance functions [7] - [12] . Compared to its counterpart, the representation and quantification of epistemic uncertainty is something new and much more challenging [1] , [2] , [13] - [16] . As a result, many works on uncertainty analysis have either only focused on the aleatory uncertainty or treat both types of uncertainty under the framework of probability theory [15] , [17] . However, in engineering practice, setting up of a model involves a substantial amount of subjectivities as well as approximations due to the lack of information or data [18] - [20] . Therefore, epistemic uncertainty is inevitable in model based design and analysis. In order to decrease the gap between model and reality, many researchers started to search new ways for understanding and investigating the epistemic kind of uncertainty [20] - [22] . Aside from the probability theory, in recent years, there are several strategies were proposed for representing epistemic uncertainty, including but not limited to fuzzy sets theory, possibility theory, imprecise probability, and etc. On the other hand, the probabilistic representation and quantification of both aleatory and epistemic uncertainty has been criticized as inappropriate by many researchers [2] , [13] , [15] . Therefore, novel approaches are needed for the importance analysis of models with both aleatory and epistemic uncertainties. A systematic review of non-probabilistic representation of multiple types of uncertainty is conducted in the recent paper by Kang et al. [23] . The commonly used non-probabilistic methods, namely, the evidence theory, interval analysis, fuzzy interval analysis and possibility theory are thoroughly investigated in the review paper. Those methods are compared based on their qualities in either compensate the conservatism due to epistemic uncertainty or satisfy the duality axiom. Among which, the fuzzy interval approach is a combination of the probability theory and the fuzzy set theory. It allows the adequate consideration of both aleatory and epistemic uncertainty simultaneously. The effect of aleatory uncertainty is presented by random variable, while the effect of epistemic uncertainty is presented by fuzzy numbers. Therefore, this hybrid representation is well suited for structure performance function in presence of both aleatory and epistemic types of uncertainty.
Importance measures were originally introduced to assess the contribution of the components to the overall system reliability [24] . The identification of the risk/safety importance of basic events or components allows tracing system bottlenecks and provides guidelines for effective actions of system improvements [25] , [26] . In previous studies of Borgonovo [27] , a number of uncertainty importance measures proposed in the past are investigated and compared comprehensively to shed some light on their characteristics and applicability for modelers, decision makers and analysts. The importance measures are classified into four categories, i.e. non-parametric techniques [28] , variancebased sensitivity indices [29] , moment-independent importance measures [30] and derivative-based global sensitivity measures [31] . However, all the importance measures consider different source of uncertainty only under the mathematical framework of probability theory, which is inadequate for models with epistemic uncertainty due to the lack of knowledge or data. Therefore, it is imperative to develop new importance analysis techniques that appropriately represent and quantify the contributions of both aleatory and epistemic uncertainty.
In order to assess the importance of different input factors of a structure performance function involving both aleatory and epistemic uncertainty, there are three issues that need to be addressed. First, it is crucial to provide appropriate representations for both aleatory uncertainty and epistemic uncertainty. Second, to define credible global importance measures for the contribution of the uncertainty in the inputs to the model output. Finally, to apply mathematically rigorous approaches to propagate the uncertainties from the inputs to the system outputs. For the purpose of settling these issues, in this paper, two categories of importance measures are proposed based on the statistical moments of the model outputs under a hybrid framework that composed of probability theory and fuzzy logic. The first category is for the random input factors with aleatory uncertainty, while the other for the fuzzy input factors with epistemic uncertainty. A stability indicator is further presented for depicting the credibility of the importance measures of the random factors. Under the hybrid framework, the statistical moments of the performance function are fuzzy membership functions instead of deterministic values. Therefore, the estimation of the proposed importance measures is conducted by quantifying the overall differences between the conditional membership functions and the unconditional membership functions. For integrating the fuzzy numbers with the random samples, a uniform discretization of the fuzzy membership function is performed. Then, the Monte Carlo simulation (MCS) and Gorman & Seo's three-point estimates (GSP) are employed as uncertainty propagation methods for estimating the statistical moments of the performance outputs. Furthermore, two numerical examples with different degree of nonlinearity are tested using MCS and GPS respectively for demonstrating the benefits of the proposed importance measures and stability indicator.
The remaining of this paper is organized as follows. In section II, a structure performance model and representation of the uncertainties with random variables and fuzzy numbers are interpreted. Then two uncertainty propagation approaches are provided based on Monte Carlo simulation and Gorman & Seo's three-point estimates [32] , [33] in section III. In section IV, importance measures are established based on the membership functions of the statistical moments about the performance response. Then two stability indicators for estimating stability of the aleatory uncertainty are proposed to assess the credibility of the importance measures. In section V, two numerical examples are presented to demonstrate the advantages of the proposed importance measures and stability indicators. Finally, the conclusion of this paper is given in section VI.
II. PROBLEM FORMULATION
As the most well-known mathematical structure for representing aleatory uncertainty, probability distributions are applied here to represent the uncertainty in the input variables with aleatory uncertainty. The fuzzy numbers [13] , [34] , which is a branch of the fuzzy set theory, is employed in this paper to quantify the input variables with epistemic uncertainty. A fuzzy numberp is defined as a convex fuzzy sets over the universal set R with membership function µ(x) ∈ [0, 1] [13] , [29] , [30] . µ(x) = 1 only for x = x, where x denotes the modal value (or center value) ofp, as shown in Figure 1 . For example, a triangular fuzzy numberp can be Figure 1 illustrates a typical triangular fuzzy number and its discretization. The membership function of which can be expressed by
where ∀x ∈ R. Other than triangular fuzzy numbers, there are Gaussian fuzzy numbers, quasi-Gaussian fuzzy numbers, exponential fuzzy numbers, quasi-exponential fuzzy number and many other types of membership functions, depending on the characteristics of the epistemic uncertainty involved in a parameter.
The input factors of a performance function is usually formulated in terms of a vector X = (X 1 , · · · , X i , · · · , X N ), in whichX i are variables corresponding to each factors. Since there are two categories of input factors considered in this paper, the input factors of the performance function here is formulated in terms of two sub-vectors, i.e. a random sub-
with the number of n random variables, and a fuzzy sub-vector
with the number of m fuzzy numbers. The probability density function of X R i is denoted by f X Ri (x Ri ), while the membership function of X F j is µ X Fj (x F j ). Accordingly, the structure performance function is given by Y = g(X R ; X F ). For simplification issues, all the input variables are assumed to be mutually independent throughout this paper.
III. UNCERTAINTY PROPAGATION APPROACHES
The statistical moments of the response of a performance function expose important characteristics of the probability distribution of the outputs. By applying the empirical distribution systems, the entire distribution function and the failure probability can be estimated based on the first four moments for a diverse range of function applications [20] .
In some special cases, such as when a performance function is normally distributed, the reliability index and failure probability can be precisely determined based its first two moments [36] . Therefore, the importance measures in this work will be established based on the statistical moments of the performance functions.
In this section, the Monte Carlo simulation (MCS) and Gorman & Seo's three-point estimates (GSP) are applied respectively for the propagation of the aleatory uncertainty from input variables to the first two moments of the performance functions, i.e. the mean and variance of the output Y . The MCS method is a classical sampling based computational algorithms depending on random samples to estimate the moments. The computational result of MCS method converges towards the exact solution as the number of sampling points approaches infinite. The estimations by MCS method is generally trustworthy when the sampling size is large enough. Therefore, the result of which is often employed in literatures for making comparisons with alternative methods. While the GSP method is a numerical integration based method for the estimation of the statistical moments as well as the probability distribution of a performance output. The first step is to calculate the statistical moments of the performance output using full factorial numerical integration that constructed by the full tensor product rule and the threenode quadrature formula. Then, the complete probability distribution or the tail region probability can be estimated using empirical distribution systems based on the calculated statistical moments. The GSP can be implemented with the technique of design of experiments using Gaussian, trapezoidal or Clenshaw-Curtis quadrature rules depending on the distribution types of the input random factors. The reader is referred to [33, Sec. 2] for more information on the mathematical details of the GSP for the propagation of aleatory uncertainty from the input variables to the statistical moments of the output. The computational costs, accuracy and robustness of the GSP methods are also studied through several cases in [33] .
If the fuzzy input vector X F is fixed at a nominal value X * F , the performance function would be g(X R ; X * F ). In this case, only random variables remain in the function. Then the MCS and GSP methods can be applied to calculate the first two moments of the performance function. The remaining question is how to determine the nominal values according to the membership functions of these fuzzy numbers. Therefore, a discretization of the fuzzy membership function is performed.
Take the one dimensional fuzzy numberp in Figure 1 for example. The µ axis from 0 to 1 is divided into discrete levels as [µ k , µ k+1 ] with constant spacing µ = µ k+1 −µ k , where k = 0, 1, · · · , n k , and µ 0 = 0, µ n k = 1. Under a certain membership level µ k , the membership interval
w . Therefore, the discretized on dimensional fuzzy numberp VOLUME 7, 2019 FIGURE 2. Combination of discretized points under µ k (2D).
can be represented as (x
In the two dimensional case as shown in Figure 2 , for a fuzzy vector X F = (X F 1 , X F 2 ), under a certain membership level µ k , there are n w × n w discrete numbers after the discretization. Analogically, in higher dimensional cases, such as a m dimensional fuzzy vector
w discrete numbers can be obtained under µ k . Each discretized point under a membership level µ k can be seen as a realization of the fuzzy number at µ k .
For a performance function with both aleatory and epistemic uncertainty, i.e. Y = g(X R ; X F ), the fuzzy vector that representing input factors with epistemic uncertainty are uniformly discretized at each membership level. The input vector of the performance function has only random variables left by fixing the fuzzy inputs at each discretized point. Then, the MCS or GPS method are performed to estimate the first two moments (i.e. EY and DY) of the performance function respectively at these points. 
IV. IMPORTANCE MEASURES
The ultimate goal of the importance measures in this paper is to quantify the influence of variations in the input factors (either with epistemic or aleatory uncertainty) to the location and uncertainty of the performance output Y . The first two statistical moments, i.e. the membership functions of EY (or DY ) are used for carrying the information of the output location and uncertainty respectively. All the measures are constructed based on a series of area differences (AD) between unconditional and conditional membership functions of EY (or DY ). For the matter of convenience in illustration, we denote the first two statistical moments of the performance output by M r , where r = (1, 2), so M 1 = EY , and M 2 = DY . The membership function of the output moments considering uncertainty in all input random variables and fuzzy numbers is termed as the unconditional membership function (UMF) of M r , which is denoted by µ M r (M r ). The membership function of M r with one of the input random variable fixed is termed as the random conditional membership function (RCMF). If a random variable X R j is fixed at a random sampling point x * Ri , the corresponding RCMF denoted by µ M r |X Ri (M r ). While the membership function of M r with one of the input fuzzy number fixed is termed as the fuzzy conditional membership function (FCMF). If the fuzzy number X F j is fixed at a discrete point x (k) F j w under membership level µ k , the corresponding FCMF is denoted by µ The unconditional membership function (UMF), a random conditional membership function (RCMF) and a fuzzy conditional membership function (FCMF) are illustrated in Figure 3 . The shaded areas are areas indicate where the UMF and the RCMF/FCMF do not overlap with each other, i.e. the differences between the union and intersection of the unconditional and conditional fuzzy sets. The more influence that an input contributes to the statistical moments of the output, the larger the differences in the two fuzzy sets, and the greater the area differences. Therefore, the area differences are the critical elements for the construction of the proposed uncertainty importance measures in this paper. By fixing a fuzzy/random input at a discretized/sampling point, the RCMF and FCMF can be obtained using the uncertainty propagation approaches in Section III.
A. IMPORTANCE AND STABILITY MEASURES OF RANDOM VARIABLES
The importance measure of a random variable X R i is defined as the expected AD between the UMF and RCMF. The AD between UMF and RCMF is illustrated by the dashed areas in Figure 3 . Let S
denotes the AD when X R i is fixed at a sample point, well then
The lower limit of the integral in Eq. (2) is −∞ when r = 1, 0 when r = 2. Let the setting of X Ri varies over its entire range, the expected AD is given by
Therefore, the importance measure of a random variable X R i denoted by δ
Based on the importance measure of random variable defined in Eq. (4), a stability indicator, denoted by Cov
, is constructed for indicating the importance of the sampling location of a random input to the output moments. The stability indicator is defined as the coefficient of variation of AD for quantifying the dispersion the AD for random variables, i.e.
B. IMPORTANCE MESURE OF FUZZY NUMBERS
The importance measure of a fuzzy input factor X F j is defined as the expected AD between the UMF and FCMF. The AD between UMF and FCMF under membership level µ k is represented by the grey areas in Figure 3 . Let S (M r ) x F j (µ k ) denote the AD when X F j is fixed at a discrete point under level µ k , which is
The expected S (M r )
x Fj (µ k ) is obtained by fix X F j at all discrete points under a membership level µ k , denoted byS
The expected S
is a function of the membership level µ k , and µ k ∈ [0, 1]. Therefore, the importance measures of fuzzy number X F j is defined by the integral of S
Since all the importance measures are defined on the first two statistical moments of the performance output, which allows for the consideration of the importance of an input uncertainty to both the location and variation of Y . The importance measures and stability indicators are further studied through two numerical examples via two different approaches in Section V. 
V. NUMERICAL EXAMPLES A. A RECTANGULAR CROSS-SECTION CANTILEVER BEAM
A rectangular section cantilever beam is shown in Figure 4 (10) respectively, where ∀E ∈ R, ∀b ∈ R.
The results of importance and stability measures estimated by MCS and GSP methods for the random variables are listed in Table 1 . The results of the importance and associated stability measures for the two random variables by the two methods are almost identical. The function evaluations of the MCS method for random variables is 2663.3 × 10 7 times, while the function evaluation of GSP method 4.7940 × 10 7 times, which is only 0.18% of that of the MCS. The importance measures of the fuzzy factors are listed in Table 2 . For fuzzy numbers, the number of function evaluations of MCS method is 3061.3 × 10 5 , while the GSP is 5.5103 × 10 5 times, also only about 0.18% of the MCS method. The graphical comparisons of the expected AD (i.e.S (M 1 )
as a function of the membership level by the two methods is shown in Figure 5 and Figure 6 . It is noted that in Figure 5 , Figure 6 , theS
curves are also quite close to each other for both fuzzy factors E and b. Therefore, not only that the GSP method is computational efficient, the accuracy of which are also comparable with that of the MCS method.
According to the result for the two random inputs shown in Table 1 , the uncertainty in the beam length L have a larger impact than that of the distributed load ω on both the expectation and variation of the performance response. The stability indicators of L for the variance of the performance response is quite small, only about 0.1. Therefore, the sampling location of L have very little influence on the variance of the performance response. Among the two fuzzy factors, i.e. the sectional dimension b and Young's modulus E shown in Table 2 , the sectional dimension b have a greater impact on both the mean and variance of the performance output. Reducing the uncertainty in b will be helpful for decreasing the uncertainty in the expectation and variance of the performance output.
B. A TOP EVENT Y
The unavailability of a top event Y in a fault tree analysis is expressed by:
where X 1 ∼ X 7 are bottom events that are mutually independent of each other. X 1 ∼ X 4 are normally distributed random factors with aleatory uncertainty, while X 5 ∼ X 7 are factors with epistemic uncertainty that represented by fuzzy numbers. The distribution parameters of X 1 ∼ X 4 are listed in Table 3 . 
.39 1+(X 6 − 30.39) /3 for 27.39 < X 6 < 30.39 1−(X 6 − 30.39) /3 for 30.389 < X 6 < 33.39 0 for X 6 ≥ 33.39,
and
where
The results of the proposed importance and stability measures for the random variables by MCS and GSP are listed in Table 4 . The total number of function evaluations for random variables is 53.253 × 10 9 by the MCS 9.4897 × 10 9 by GSP. The results of GSP again shows desired consistency with that of the MCS. The results of the importance measures or fuzzy factors are listed in Table 5 , the function evaluations for which are 497.79 × 10 7 times by MCS and 8.0643 × 10 7 times by GSP. The results generated by the two methods again match quite well. The graphical comparisons of theS
(µ k ) curves by the two methods are depicted in Figure 7 and Figure 8 . Both two figures shows that the two sets ofS (M 1 ) x F j (µ k ) curves generated by the two methods are quite close to each other.
As shown in Table 4 , the rank of the importance measures of the random inputs for the mean of the top event Y is X 2 → X 1 → X 4 → X 3 , while the rank for the variance of the top event Y is X 1 → X 2 → X 4 → X 3 . Comparatively speaking, X 1 and X 2 are the importance input factors for Y . On the other hand, the stability indicators of X 1 and X 2 are both considerably small for the variations of Y . That is to say, VOLUME 7, 2019 the impact of sampling location of X 1 and X 2 on the variance of the performance response can be overlooked. For the three fuzzy factors shown in Table 5 , the ranks of the importance measures for both the mean and variance of the top event Y are X 6 → X 5 → X 7 . Therefore, in order to reduce the uncertainty in the expectation and variance of Y, uncertainty reduction for X 6 and X 5 is suggested.
On the other hand, almost all results in Tables 1, 2 , 4 and 5 and Figures 5 ∼ 8 indicate that importance measures by GSP are a little bit smaller than that of the MCS, especially when the second moment of the performance function is considered, i.e. when r = 2. In these cases, it is the task of the stability measure to determine which result is more credible. Since the stability measure is coefficient of variation of the expected area difference, the importance criterion with a smaller stability measure is preferred. In table 1 and 4, the results of Cov
shown that sometimes the accuracy of GSP is even higher than that of the MCS method. The results also show that the rankings of the importance of the input variables when the first moment of performance (r = 1) is considered is the same as the rankings when the second moment of performance (r = 2) is considered. In Figure 4 ∼ 8, all thē S (M r ) x F j (α) curves decrease monotonously as the increase of the membership levels. Which indicates that the higher the membership level, the less difference between the conditional and unconditional membership functions.
By conducting comparative study for the proposed importance measures and stability indicators through the two numerical examples, the application of MCS and GSP method shows very strong consistency. Therefore, the feasibility and accuracy of both methods is indisputable. When it comes to the number of function evaluations, the MCS method is 557 times of the GSP method in the first case. In the second example, the function evaluation of MCS method is 6 times of the GSP method for random variables and 62 times for fuzzy numbers. Among the two methods, the GSP method is undoubtedly much more efficient. Furthermore, since the results of the proposed importance measures are undeviating from one method to another, the aim of stability mentioned in [37] is accomplished. As the two examples are quite different in the degree of nonlinearity as well as the number of variables, the methods studied in this paper are applicable to a diverse range of engineering applications.
VI. CONCLUSION
New importance measures for structural performance functions with both aleatory and epistemic uncertainties are proposed in this paper. The representation of the two types of uncertainty is made possible by using random variables for the aleatory uncertainty and fuzzy numbers for the epistemic uncertainty. Under the hybrid framework that composed of probability theory and fuzzy logic, all the importance measures are global indicators that constructed based on the area differences between the unconditional and conditional membership functions of the statistical moments about the performance response. A stability indicator is further introduced for depicting the credibility of the importance measures of the random factors.
For the estimation of the proposed importance and stability measures, a uniform discretization of the fuzzy membership functions is performed for combing the fuzzy numbers with the random samples. Then, the Monte Carlo simulation (MCS) and Gorman & Seo's three-point estimates (GSP) are employed as uncertainty propagation methods for estimating the statistical moments of the performance functions. Finally, the importance measures and stability indicator are studied through two different numerical examples, i.e. a cantilever beam and a top event of a fault tree analysis. The results of which by MCS and GSP show great consistency. Which proves that the proposed importance measures are not only rigorous in the mathematical way, but also stable from one estimation method to another, and are suitable to diverse engineering applications.
In the future, several issues related to the proposed importance measures need to be investigated. First, efficient algorithms for estimating the importance measures of high dimensional problems should be developed. Second, uncertainty reduction or other techniques should be performed for high ranking important input factors to reduce their impact on the output. Finally, it is also of our interest to employ the proposed importance measures to a broad field of real engineering applications for verifying their performances in practice. 
