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1. ユーザの知識を推定する意義 
	 近年, Web 上の情報量は急激に上昇しており, 膨大な情報
の中から個人に適した情報を選択し，個人に適した方法で
表示することが重要となってきている. このようなサービ
スはパーソナライゼーションと呼ばれ, システムがパーソ
ナライゼーションを行うために必要なユーザのプロファ
イル情報を取得する技術はユーザプロファイリング技術
と呼ばれている[1].  
	ユーザのプロファイル情報としてはユーザの知識・興味・
嗜好・目的・状況といったものが挙げられるが, 本稿では
特にユーザの知識について着目する.  
	 システムがユーザの有する知識の分野・量を取得するこ
とで, システムはユーザが理解できる形に情報を加工して
提供するパーソナライゼーションシステムを実現するこ
とができる. 我々はユーザの知識を獲得・活用するアプリ
ケーションの一例として, 個人適応型注釈付与システムの
構築を目指している. このシステムはユーザからのフィー
ドバックを用いてユーザの知識の分野・量を推定し, ユー
ザに必要な注釈のみを入力文書へ付与する.  
	 本稿では, このようなシステムに必要とされるユーザの
知識推定の手法を提案する.  
2. 知識推定に関連する先行研究 
	 ユーザの知識を推定する研究としては, 一般的な語彙に
ついての語彙数を推定する研究が挙げられる[2]. このよう
な語彙数の推定を行う研究は, 外国語学習における能力測
定や一般教養の多寡の測定ができる一方で, ユーザがどの
分野に詳しいかといった情報が得られないことが課題と
して挙げられる.  
	 また, ユーザの専門知識を推定する研究としては, 片山ら
のトピック適応を利用したユーザの知識推定が挙げられ
る[3]. これは, 大規模なコーパスから潜在的なトピックを
推定し, 入力文をトピックの混合として捉えるトピック適
応の考え方を知識推定に応用した研究である. 対象分野を
「コンピュータ」とし, コンピュータに関連する記事のコ
ーパスから潜在的なトピックを 20個生成する. 事前に人手
で用意しておいたコンピュータ関連の用語 400 語を被験
者に知っているか尋ねるアンケートを行い, その結果を入
力し, 被験者各人のトピックの混合比を決定することで, 
個人の得意分野の難易度を低く, 不得意分野の難易度を高
く見積もり, コンピュータ分野内のより詳細な専門知識を
推定している. この方法では, 日本語全体における細分化
された分野の個人の知識情報を網羅するには, 潜在的なト
ピック数を非常に大きく設定する必要があり, 計算が困難
になってしまうという課題がある. また, 対象分野を絞っ
て知識を推定する場合にはその分野のコーパスと専門用
語を手動で作成する必要があり, この研究での成果をその
ままアプリケーション開発に応用することは難しいとい
う課題がある.  
	 本稿では, このような課題を解決するためにユーザがど
の分野に詳しいかを取得し, 様々なアプリケーションへの
応用が容易なユーザの知識推定手法を提案する.  
3. Wikipedia の最短経路カテゴリ木を利用したユー
ザの知識推定手法 
3.1. Wikipedia とその基本構造 
	 Wikipedia とは, 質・量ともに史上最大の百科事典を共同
作業で創り上げることを目標としたフリーなオンライン
百科事典のことである.  
	Wikipedia は主に「記事」「見出し語」「カテゴリ」によっ
て構成されている. 「記事」と「見出し語」に関しては, 一
般的な百科事典と同様に, 見出し語と呼ばれるタイトルが
あり, その事柄を説明する記事がつくという構造になって
いる. また, 「カテゴリ」は Wikipedia の編集者が見出し語
を分類するために作られた概念である. 例えば, 日本とい
う見出し語に対しては, 日本の概念の説明などの日本に関
連する事柄が記事として付与されており, 島国というカテ
ゴリに属しているといった構造がある.  
3.2. 言語資源としての Wikipedia の優位性 
	2017 年 2 月現在, 日本語版 Wikipedia の記事数は約 104 万
記事である. 『広辞苑	 第六版』の収録項目数が約 24 万項
目であることと比較すると一般的な国語辞典よりも
Wikipedia の見出し語数の方が多いことがわかる. これは, 
Wikipedia には人名や曲名などの固有名詞が含まれている
ことや専門的な用語が含まれていること, 新語が含まれて
いることなどが原因として挙げられる. 固有名詞, 専門用
語が多く収録されているという点で, 一般的な辞書の収録
語よりも Wikipedia の見出し語の方が専門用語知識推定に
用いる際の辞書として適している.  
	 また, Wikipedia には構造化されたダンプデータが配布さ
れていて, システム上で扱いやすいというメリットがある. 
ダンプデータには「記事」「見出し語」「カテゴリ」のデー
タや[カテゴリ – カテゴリ]間の関係, [カテゴリ – 見出し語]
間の関係のデータなどが含まれ, リレーショナルデータベ
ースに容易に投入できる SQL 形式や XML 形式での配布
が行われている. 同様の形式で多言語に渡るデータがある
	ため、同じ仕組みで多言語に展開できる可能性があるとい
うメリットもある.  
	 Wikipedia にはこのようなメリットがある一方で, ユーザ
登録をすれば誰でも編集が出来るという Wikipedia の性質
上, 信頼性の低い記事, 完成度の低い記事, 中立でない記事
が存在したり, 記事の分野によって記事の量や粒度に偏り
が生まれたりすることがあるという課題もある.  
	このようなメリット・デメリットを総合的に判断して, 本
稿の提案手法では専門用語辞書として Wikipedia の見出し
語を, 専門用語を含むコーパスとして Wikipedia の記事を
用いた.  
3.3. 最短経路カテゴリ木 
	 Wikipedia のカテゴリは複数の親カテゴリ, 複数の子カテ
ゴリを持っている. そこで, ソフトウェア工学に関連する
カテゴリのみを集めようとした場合に, 全ての「ソフトウ
ェア工学」カテゴリの子カテゴリ, および子孫カテゴリを
集めるということが考えられる. しかし, 全ての親子カテ
ゴリ同士を関連付けていると, 全く関連のないカテゴリが
ソフトウェア工学の子孫カテゴリに存在してしまうとい
う問題がある. 例を挙げると,  
 
ソフトウェア工学>形式手法>意味論>誤謬>認知バイアス>迷信>占い 
 
のように, ソフトウェア工学に関連のあるカテゴリを抽出
しようとしても占いに関連するカテゴリが大量に混じっ
図 1. 最短経路カテゴリ木の一部（主要カテゴリ〜ソフトウェア工学）  
てしまうという事態が起こる. このような問題を解決すべ
く, なるべく結びつきの強い親カテゴリのみを残して, そ
の他の親カテゴリとの関係は切り捨てるための方法が「主
要カテゴリ」からの最短経路で繋がっているカテゴリとの
結びつきのみを残すという方法である. 「主要カテゴリ」
とは, 全てのカテゴリの祖先となるような主要なカテゴリ
のみを集めたカテゴリであり, 「主要カテゴリ」から任意
のカテゴリまでの最短のパスの関係だけを残したものを
最短経路カテゴリ木と定義する. 「主要カテゴリ」から「占
い」カテゴリまでの最短経路は以下のようになる.  
 
主要カテゴリ > 文化 > サブカルチャー > オカルト > 占い 
 
このように, 最短経路上にある結びつきの強いカテゴリと
の繋がりだけが残ることで, 「ソフトウェア工学」に関連
する用語を抽出したい場合には最短経路カテゴリ木の「ソ
フトウェア工学」以下のカテゴリ木を抽出するだけで, ノ
イズとなる子孫カテゴリを除去することができる.  
	 また, 最短経路のみを抽出することで, 任意のカテゴリの
親カテゴリが一意に定まるため[カテゴリ – カテゴリ]間の
関係全体が木構造になり, 構造がシンプルで計算が行いや
すくなるというメリットも生まれる.  
	 本稿では, この最短経路カテゴリ木を知識の体系として
扱い, 木上にユーザの知識の有無をマッピングしていくこ
とで, ユーザの知識を推定する手法を提案する.  
図 2. 最短経路カテゴリ木の一部（ソフトウェア工学以下） 
	3.4. 提案手法 
	 本節では, Wikipedia の最短経路カテゴリ木を利用し, ユ
ーザの専門用語知識を推定する方法について示す.  
	 まず, 最短経路カテゴリ木を分割し, 分割された木の中に
あるカテゴリに含まれる記事と見出し語を全て抽出する.
今回の実験では, 実際の最短経路カテゴリ木を見て程よい
粒度になると考えられた主要カテゴリからの距離が４の
カテゴリを全て抽出し, そのカテゴリ以下のカテゴリ木を
抽出したものを一つの分野カテゴリ木と定義する.  
	 次に, ユーザの専門用語に対するの[既知,未知]の二値を
システムに入力する. 入力された[既知,未知]の二値を目的
変数とし, とその単語の分野カテゴリ木内での出現頻度の
対数を説明変数とするロジスティック回帰を行う.  
	 最後に, 回帰式から既知になる確率が 50％以上となる出
現頻度の単語については既知と推定し, 未知になる確率が
50％以上となる出現頻度の単語については未知と推定す
る. また, 複数のカテゴリに属している見出し語も多く存
在するため, 複数の分野カテゴリに同一の見出し語が出現
した場合は, 一つでも既知と推定される分野カテゴリ木が
あればその見出し語については既知と推定する.  
	以上が本稿の提案する知識推定方法の一連の流れである.  
4．実験 
	 実験では, 3.4.で提案した手法でどの程度ユーザの専門用
語知識が推定できるかを検証するためのデータを取得す
る.  
4.1．実験準備 
	 対象の分野カテゴリ木は最短経路カテゴリ木から「ソフ
トウェア工学」カテゴリ以下のカテゴリを抽出したカテゴ
リ木を対象とする.被験者の属性から全く専門知識のない
被験者から豊富な専門知識を有する被験者までが揃って
いる分野であることや分野カテゴリ内に無関係なカテゴ
リを含んでいないことから対象の分野カテゴリ木として
「ソフトウェア工学」カテゴリ以下のカテゴリを選定した.  
	 抽出した分野カテゴリ木は図 2 のようになり, 分野カテ
ゴリ木中のカテゴリ数は 50で, 分野カテゴリ木中の全ての
見出し語は 1418 種類であった.  
	 この分野カテゴリ木中からの 1418 の見出し語から、実
験のアンケートに使用する単語 200 語を抽出した。単語は
カテゴリ木中で出現頻度の高い単語から, 出現頻度が低い
単語までがバランス良く選出されるように機械的に選出
した.  
表 1. アンケートに使用した単語の例 
4.2．実験方法 
	被験者 26名を対象とし, 被験者に実験準備で抽出した 200
単語を提示し, それぞれについて以下の４段階の回答項目
で答えさせた.  
4. この単語の意味を知っていて, 具体的な説明ができるほど詳しい 
3. この単語の意味を知っているが, 具体的な説明ができるほど詳しくはない 
2. この単語の意味を知らないが, 意味が推測できる 
1. この単語の意味を知らないし, 意味の推測もできない 
	 被験者はソフトウェア工学に関する専門的な勉強をして
いない一般の大学生や, 専門的な勉強をしている大学生, 
専門知識を業務で利用している社会人など, ソフトウェア
工学に対して様々なレベルの被験者に協力を依頼した.  
4.3. 実験結果 
	分野カテゴリ木中の 1418 記事中で, 1418 語の各見出し語
が出現した回数を出現頻度とし, その度数と各単語の回答
平均の分布は以下の図 3 のようであった.  
図 3. アンケートに用いた各単語の回答平均出現頻度 
	 分野カテゴリ木中で出現頻度が高い単語ほど, 回答平均
が高い傾向が見られた. この傾向を利用し, 5.2.では見出し
語の分野カテゴリ木中での対数出現頻度を指標として扱
い, ユーザの専門用語知識推定を試みる.  
5. 二項分類精度の検証 
	 実験結果を利用し, ユーザの入力された単語に対する[知
らない（未知）, 知っている（既知）]の二項データから, ユ
ーザの入力されていない単語の[未知, 既知]の二項データ
を推測し, その応用可能性を検証した.  
5.1. 前処理 
	 前処理として, アンケートの 4 段階のデータを二値デー
タに変換した.  
	 また, アンケートに使用した各単語の難易度を表す指標
として, 各単語に「ソフトウェア工学」の分野カテゴリ木
中での出現頻度を対数変換した値を付与した.  
5.2. 分類方法 
	 二項分類を行う機械学習の手法であるロジスティック回
帰分析をクラウド型の機械学習サービスである Azure 
Machine Learning を用いておこなった.特定のユーザの 200
データをランダムに 2分割し, 片方を学習データ, テストデ
ータとして, ロジスティック回帰での二項分類を行った. 
目的変数としてはそのユーザ既知か未知かの二値, 説明変
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	数としては抽出したカテゴリ木内での出現頻度を対数変
換した値を用いた.  
 
5.3. 性能評価 
	 前処理をしたデータからモデルを学習させ, 被験者ごと
にテストデータの二項分類を行った結果の性能を精度
（Accuracy）で求めた. 精度は, ユーザの既知単語集合を T, 
ユーザの未知単語を F, システムの推定結果が既知の単語
を P, システムの推定結果が未知の単語を N とすると以下
の式で算出される.  
	 また, 入力単語の全てを未知として分類する学習なしの
モデルを用意し, 性能の比較を行った（図 9）. 
図 4. ユーザの知識量の違いによる推定精度の推移 
	 被験者ごとに見ていくと, 被験者 1~10 の専門的な知識が 
あまりない被験者では学習ありのモデルと学習なしのモ
デルであまり差が見られなかった. 一方で, 被験者 11〜26 
の専門的な知識を有する被験者では, 学習ありのモデルの
精度が高くなっていた. これは, 学習なしのモデルでは全
ての単語に対して未知と推定するために正しく分類でき
ていない既知単語に対して, ロジスティック回帰のモデル
では, ユーザの知識量を把握して出現頻度の高い単語に対
して既知と判定したことによるものである.  
6．アプリケーションへの応用 
	 ユーザの知識情報を活用したパーソナライゼーションシ
ステムの一例として, 我々は個人適応型注釈付与システム
を構築している. 個人適応型注釈付与システムでは以下の
一連の流れで注釈を付与している.  
①入力文書の中から, Wikipediaの見出し語になっている単
語を抽出し, 注釈候補語とする 
②注釈候補語の難易度とユーザの知識マップを照らし合
わせ, ユーザが理解できないと推定された単語を注釈語と
して, 注釈を付与する 
③ユーザは入力文書に付与された注釈を見て, その単語を
知っていたか知らなかったかをシステムに入力し, システ
ムはその入力を基に知識マップを更新する 
図 5. 個人適応型注釈付与システムのシステム概要 
 
	 このように, ユーザからのフィードバックをユーザの知
識マップに反映させることで, 長期的なシステムの利用に
より, 個人に適応した注釈結果を提示することを目指して
いる.  
7．まとめ 
	 ユーザの専門用語知識推定の手法として, Wikipedia の最
短経路カテゴリ木から分野カテゴリ木を抽出し木中の出
現頻度を特徴としてどの分野のどのレベルまでを理解し
ているかを推定する方法を提案した. ユーザの知識を学習
したモデルを利用することで, ユーザの専門知識の量によ
ってユーザが任意の専門用語を知っているか知らないか
を推定し, 専門知識を有するユーザに対して分類が有効で
あることを示した.  
	 また, 個人適応型注釈付与システムの構成についても例
示し, アプリケーションへ応用する際の仕組みや課題につ
いて検討した.  
	 今後の課題としては, 最短経路カテゴリ木から分野カテ
ゴリ木に分割する際の分割方法や, 様々な分野カテゴリ木
を横断したユーザの知識推定の精度評価, 応用アプリケー
ションの構築が挙げられる.  
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