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STABILIZATION FOR THE TRANSMISSION PROBLEM OF THE
TIMOSHENKO SYSTEM IN THERMOELASTICITY WITH TWO
CONCENTRATED MASSES
WAEL YOUSSEF
Abstract. In this paper, our main goal is to study the stability of the ther-
moelastic Timoshenko beam with locally distributed temperature. Then, we
consider the transmission problem of the Timoshenko system in thermoelas-
ticity with two concentrated masses. We show the non-exponential stability
by using a result introduced by J. E. Muñoz Rivera and R. Racke [18] based
on the Weyl theorem. Otherwise, we prove the polynomial stability by using
a frequency domain method.
1. Introduction
The suppression of vibration of elastic structures is one of the important topics
in the material science. One interesting problem is the stability of solutions of wave,
elastic and thermoelastic equations. To stabilize the oscillations in the solutions
of wave equations, diﬀerent types of dissipation mechanisms have been introduced
to work either on the domain, part of it, or at a portion of the boundary. In this
paper, we are interested for a model which defines the oscillation of a plate which
is composed of a purely elastic part connected by a vibrating concentrated masses
with two another thermoelastic parts (see Fig. 1). Thereby we have material with
localized thermoelastic eﬀect.
In this work, we shall study the transmission problem for the following Timo-
shenko beam which is composed of three components, one elastic and two thermoe-
lastic. It is governed by the following partial diﬀerential equations:
(1.1)
8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
1'tt   k('x +  )x = 0 in (0; L) n (0;1);
2 tt   b xx + k('x +  ) = 0 in (0; L) n (0;1);
1tt   k1(x +	)x = 0 in  (0;1);
2	tt   b1	xx + k1(x +  ) + x = 0 in  (0;1);
t   xx + 	xt = 0 in  (0;1)
(;t;	;	t; )(x; 0) = (
0;1;	0;	1; 0)(x);
(';'t;  ;  t)(x; 0) = ('
0; '1;  0;  1)(x);
Date: September 3, 2019.
Key words and phrases. Thermoelasticity, Timoshenko beam; Transmission problem.
1
2 WAEL YOUSSEF
with t > 0, 0 < x < L, and  :=]0; c[[ ]d; L[, where 0 < c < d < L. 1, 2, k, b, 1,
2, k1, and b1 are positive physical constants.  is the coupling parameter.
b b
Termoelastic part Termoelastic partelastic part
0 c d L
The system satisfies the following boundary conditions
(1.2) (t; x) = 	(t; x) = (t; x) = 0; x = 0; L
and the following transmission conditions
(1.3)
8>>>>>><>>>>>>:
k'(t; x) = k1(t; x); b (t; x) = b1	(t; x) (x = c; d);
x(x) = 0 (x = c; d);
 Mtt(c; t) = k1(x +	)(c; t)  k('x +  )(c; t);
 M	tt(c; t) = b1	x(c; t)  (c; t)  b x(c; t);
Ntt(d; t) = k1(x +	)(d; t)  k('x +  )(d; t);
N	tt(d; t) = b1	x(d; t)  (d; t)  b x(d; t);
where M;N > 0. The energy of solutions of the system (1.1)-(1.3) is defined by
E(t) = E1(t) + E2(t) + M
2
jt(c; t)j2 + M
2
j	t(c; t)j2 + N
2
jt(d; t)j2 + N
2
j	t(c; t)j2;
where
(1.4) E1(t) = 1
2
Z d
c
 
1j'tj2 + 2j tj2 + bj xj2 + kj'x +  j2

dx
and
(1.5) E2(t) = 1
2
Z

 
1jtj2 + 2j	tj2 + b1j	xj2 + k1jx +	j2 + jj2

dx:
Now, let us multiply the first equation of (1.1) by 't and the second by  t, then
integration over (c; d). Again, we multiply the equation by t and the fourth by
	t, then integration over . Thus, by using the boundary conditions (1.2) and the
transmission conditions (1.3) we get
(1.6)
d
dt
E(t) =  
Z

jxj2dx  0
which called the dissipation relation.
Recently, the stabilization of the transmission problems have attracted vast interest.
In [7] Z-J Han and G-Q. Xu investigated a transmission problem between elastic
and thermoelastic materials which are connected by a vibrating concentrated mass.
They proved that this system is not exponentially stable, but they establish a
polynomial stability with estimation of the optimal decay. C.A. Raposo et al. [20]
studied a transmission problem for the Timoshenko beam by considering the case
when a part of the beam has friction and the other is purely elastic. They proved
the exponential decay for the solution. In [14], S. A. Messaoudi and B. Said-Houari
established the exponential stability of the solution of a 1D linear thermoelastic
3transmission problem, where the heat conduction is described by the theories of
Green and Naghdi. J. E. Munõz Rivera and R. Racke [18] considered transmission
problems between a (thermo)viscoelastic system with KelvinVoigt damping, and a
purely elastic system. They proved that neither the elastic damping by KelvinVoigt
mechanisms nor the dissipative eﬀect of the temperature in one material can assure
the exponential stability of the total system when it is coupled through transmission
to a purely elastic system. By using Weyls theorem on perturbations of the essential
spectrum. They showed the lack of exponential stability. Moreover, they proved
the polynomial stability by using an extension of a result Borichev and Tomilov
[3]. Also, we refer the readers for some other results on the transmission problems
[1, 13, 19, 22] and on the thermoelasticity [2, 10, 15, 16, 21].
This paper is organized as follows. In section 2 we prove the well posedness of
the system (1.1)-(1.3) by formulating an appropriate Hilbert state space setting.
In Section 3 the nonexponential stability is established. Section 4 is devoted to the
polynomial stability.
2. Well-Posedness
First, we need to introduce the following spaces:
H1 :=
8>>>><>>>>:
('; ;;	; ) 2  H1(]c; d[)2   H1()3;
(t; x) = 	(t; x) = (t; x) = 0; x = 0; L:
k'(t; x) = k1(t; x); b (t; x) = b1	(t; x); (x = c; d)
x(x) = 0; (x = c; d)
9>>>>=>>>>; ;
L :=

L2(]c; d[)
2


L2()
2
;
and
H := H1  L2  C4:
Now, consider the bilinear form h defined over HH by:8>>>><>>>>:
h(W1;W2) :=
Z d
c
h
1u1u2 + 2v1v2 + b 1x 2x + k('1x +  1)('2x +  2)
i
dx
+
Z

h
1p1p2 + 2q1q2 + b1	1x	2x + k1(1x +	1)(2x +	2) + 12
i
dx
+Mz1z2 +Mw1w2 +Nr1r2 +Ny1y2:
for all
W1 := ('1;  1;1;	1; 1; u1; v1; p1; q1; z1; w1; r1; y1) 2 H
and
W2 := ('2;  2;2;	2; 2; u2; v2; p2; q2; z2; w2; r2; y2) 2 H:
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Then, for W := ('; ;;	; ; u; v; p; q; z; w; r; y) 2 H, we have
h(W;W ) = 0 )
Z d
c
h
1juj2 + 2jvj2 + bj xj2 + kj'x +  j2
i
dx
+
Z

h
1jpj2 + 2jqj2 + bj	xj2 + kjx +	j2 + jj2
i
dx
+M jzj2 +M jwj2 +N jrj2 +N jyj2 = 0
) u = v = 0 on (c; d); p = q = 0 on ;
x +	 = 	x =  = 0 on ;
 x = 'x +  = 0 on (c; d):
So 	 = cte on , but 	(0) = 0. Hence 	 = 0 and so x = 0 on . Therefore,
 = cte on . The fact that (0) = 0 leads to 	 = 0 on .
On the other hand, by the transmission conditions, we have b (x) = b1	(x); (x =
c; d). Then  = 0 on (c; d) and we get that ' = 0 on (c; d) because k'(x) =
k1(x); (x = c; d). Therefore, W = 0H.
Consequently, h is an positive-definite inner product of H associated to the energy
norm. Thereby H is a Hilbert space under this norm.
Define the linear operator A by:
D(A) :=
8><>:
('; ; !;;	; ; u; v; p; q; z; w; r; y) 2 H=
('; ;;	; ) 2 H1 \
h 
H2(]c; d[)
2   H2()3i ;
(u; v; p; q; xx   qx) 2 H1; z = p(c); w = q(c); r = p(d); y = q(d)
9>=>; ;
and
AW =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
u
v
p
q
xx   qx
k
1
('xx +  x)
b
2
 xx   k
2
('x +  )
k
1
(xx +	x)
b
2
	xx   k
2
(x +	)  
2
x
  1
M

k1(x +	)(c)  k('x +  )(c)

  1
M

b1	x(c)  (c)  b x(c)

1
N

k1(x +	)(d)  k('x +  )(d)

1
N

b1	x(d)  (d)  b x(d)

1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
:
Then the system (1.1) can be reformulated into an evolution problem of first order
on H in the form
(2.1)

W 0(t) = AW (t); t > 0;
W (0) = W 0 2 D(A):
5Now, we are ready to summarize the well-posedness result in the following theorem.
Theorem 2.1. The operator A generates a C0 - semigroup S(t) of contractions
on H. In addition, for any initial data W 0 2 D(A), W (t) is a strong solution of
(2.1) i.e. W (t) 2 C1

[0;1);H

\ C0

[0;1); D(A)

.
Proof. For W = ('; ;;	; ; u; v; p; q; z1; z2; r1; r2) 2 D(A), a straightforward cal-
culations leads to
(2.2) <hAW;W i := <h(AW;W ) =  
Z

 jxj2 dx  0:
Next, let us prove that
(2.3) AW = (f1; f2; :::; f9; f10; f11; f12; f13)
has a unique solution, for any (f1; f2; :::; f13) 2 H.
In order, the first forth equations of (2.3) imply that
u = f1; v = f2; p = f3; q = f4:
From an other side, substituting of q in the forth equation of (2.3) and using the
standard elliptic PDE theory yield to the existence of the unique solution
 2

H1c (0; c) \H2c (0; c)

of the equation 
xx = f4x + f5;
(0) = 0; x(c) = 0:
where, for j 2 N,
Hjc (0; c) :=

f 2 Hj(0; c)=f(0) = 0	:
Similarly, for the existence of the unique solution
 2

H1d(d; L) \H2d(d; L)

;
where
Hjd(d; L) :=

f 2 Hj(d; L)=f(L) = 0	:
It remains to establish the existence of ('; ;;	) satisfying
k('xx +  x) = 1f6;(2.4)
b xx   k
2
('x +  ) = 2f7;(2.5)
k1(xx +	x) = 1f8;(2.6)
b1	xx   k1(x +	) = 2x + 2f9;(2.7)
k1(x +	)(c)  k('x +  )(c) =  Mf10;(2.8)
b1	x(c)  b x(c) =  Mf11   (c);(2.9)
k1(x +	)(d)  k('x +  )(d) = Nf12;(2.10)
b1	x(d)  b x(d) = Nf13 + (d):(2.11)
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For this claim, consider the continuous and coercive linear form8>><>>:
B
 
('; ;;	); (e'; e ; e; e	) := Z d
c
h
b x e x + k('x +  )(e'x + e )idx
+
Z

h
b1	xe	x + k1(x +	)(ex + e	)idx
for ('; ;;	); (e'; e ; e; e	) belong to the Hilbert space
G :=

('; ;;	) 2  H1(]c; d[)2   H1()2=(t; x) = 	(t; x) = 0; x = 0; L;
k'(t; x) = k1(t; x); b (t; x) = b1	(t; x); (x = c; d)

:
Let F be the continuous linear form defined by8>><>>:
F(e'; e ; e; e	) :=  1 Z d
c
f6 e'dx  2 Z d
c
f7 e dx  1 Z

f8edx  2 Z

f7e	dx
+Nf12 e'(d) +Mf10 e'(c) +  Nf13 + (d) e (d) +  Nf11   (c) e (c):
By applying the Lax-Milgram theorem, there exists a unique ('; ;;	) in G such
that
B
 
('; ;;	); (e'; e ; e; e	) = F(e'; e ; e; e	)
for every (e'; e ; e; e	) 2 H. Therefore, the (2.3) has a unique solution W 2 D(A)
and so 0 2 (A). Thus, by the resolvant identity, for  > 0, we have R(I A) = H
(see Theorem 1.2.4 in [12]). So, by applying the Lumer-Philips theorem the proof
is achieved. 
3. Nonexponential stability
We start this section by some notations and definitions. Let X be a Banach
space. A bounded operator S 2 L (X) is called a Fredholm operator if there is
T 2 L (X) such that IdX   TS and IdX   ST are compact. We denote by
ess(S) := Cnf 2 C;  IdX   S is a Fredholm operatorg
the essential spectrum of S. Moreover , we define the essential spectral radius by
ress(S) := maxfjj;  2 ess(S)g:
For more details see [4], pp. 248-250.
The proof of the nonexponential stability is based on the following theorem proved
by J. Rivera and R. Racke [18] which based on the Weyl theorem (theorem 3.3 page
3748).
Theorem 3.1. Let H1 be a Hilbert space with norm k : kH1 , and let ? * H2  H1
be a closed subspace with orthogonal projection P : H1  ! H2. Let Sj = (Sj(t))t0
be a C0-semigroup on Hj for j = 1; 2. If there exists t0 > 0 such that for t  t0 > 0
we have
(1) ress(S2(t))  1,
(2) S1(t)  S2(t) : H2  ! H1 is compact,
then S1 is not exponentially stable.
7Now, let us establish the following observability result which will plays an im-
portant role for the proof of the main theorem in this section.
Lemma 3.1. Let T > 0. There exists a positive constant C such that
(3.12)
8>><>>:
Z T
0
j't(c)j2dt+
Z T
0
j't(d)j2dt
+
Z T
0
j('x +  )(c)j2dt+
Z T
0
j('x +  )(d)j2dt  CE(0)
and
(3.13)
Z T
0
j t(c)j2dt+
Z T
0
j t(d)j2dt+
Z T
0
j( x)(c)j2dt+
Z T
0
j( x)(d)j2dt  CE(0):
Proof. Let  2 C1([c; d]) be a given function satisfying (c) =  (d) = 2, where
 > 0. Multiplying the first equation of (1.1) by (x)('x +  ) and integrating the
resulting equation over [0; T ] [c; d] we get
(3.14) 1
Z T
0
Z d
c
'tt(x)('x +  )dx  k
Z T
0
Z d
c
('x +  )x(x)('x +  )dx = 0
Therefore,
(3.15)
8>><>>:
 1
Z T
0
Z d
c
(x)'t('xt +  t)dxdt+ 1
Z d
c
(x) ['t('x +  )]
T
0 dx
+k
Z T
0
Z d
c
x
2
j'x +  j2dxdt  k
Z T
0

(x)
2
j'x +  j2
d
c
dt = 0
thus,
(3.16)
8>>>>>>><>>>>>>>:
1
Z T
0
Z d
c
x
2
j'tj2dxdt  1
Z T
0

(x)
2
j'tj2
d
c
dt
+1
Z T
0
Z d
c
't tdxdt+ 1
Z d
c
(x) ['t('x +  )]
T
0 dx
+k
Z T
0
Z d
c
x
2
j'x +  j2dxdt  k
Z T
0

(x)
2
j'x +  j2
d
c
dt = 0
Hence,
(3.17)
8>>>>>>>>>><>>>>>>>>>>:
1
Z T
0
j't(c)j2dt+ 1
Z T
0
j't(d)j2dt
+k
Z T
0
j('x +  )(c)j2dt+ k
Z T
0
j('x +  )(d)j2dt =
 1
Z T
0
Z d
c
't tdxdt  1
Z d
c
(x) ['t('x +  )]
T
0 dx
 k
Z T
0
Z d
c
x
2
j'x +  j2dxdt
So, by the Cauchy-Shwarz inequality and the definition of E we get (3.12).
The estimation (3.13) is obtained by multiplying the second equation of (1.1) by
(x)('x +  ) and repeating the same arguments to get (3.12). 
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Now, define the semigroup S0 by the following initial boundary value problem over
(0; L):
(3.18)
8>>>><>>>>:
1 e'tt   k(e'x + e )x = 0 in (0; L) n (0;1);
2 e tt   b e xx + k(e'x + e ) = 0 in (0; L) n (0;1);
(e'; e't; e ; e t)(x; 0) = (e'0; e'1; e ; e 1)(x) in (0; L) n
with boundary conditions
(3.19)
( e'(t; x) = e (t; x) = 0 (x = c; d);e'x(x; t) = e x(x; t) = 0 (x = c; d):
and initial condidtions
(3.20) e'(0; x) = e'0; e (0; x) = e 0 in (c; d):
Therefore, the above system is conservative i.e.
E(e'; e ; e; e	; e; eu; ev; ep; eq; ez; ew; er; ey)(t) = E(e'; e ; e; e	; e; eu; ev; ep; eq; ez; ew; er; ey)(0); 8t > 0:
Note that, in  the problem is purely thermoelastic. However, in (0; L) n  the
energy is conservative i:e:
(3.21) E1(t) = E1(0); 8t > 0:
Therefore, the semigroup T associated to (3.18), (3.19), and (3.20), defined on the
Hilbert space
H0 :=
 
H10 (]c; d[)
2   f0g3  L2(]c; d[)2  f0g2  f0Cg4
by
S0(e'0; e 0; 0; 0; 0; e'1; e 1; 0; 0; 0; 0; 0; 0) := (e'; e ; 0; 0; 0; e't; e t; 0; 0; 0; 0; 0; 0)
is a unitary semigroup. Hence, ress
 
S0(t)

= 1. We attract the attention of the
readers to that in this case, the problem is purely elastic in (c; d).
Theorem 3.2. The semigroup S with S(t) = eAt is not exponentially stable.
Proof. Firstly to choose a Hilbert space H0, we proceed as Rivera and Racke in
[18]. Let ('n0 ;  n0 ; 0; 0; 0; 'n1 ;  n1 ; 0; 0) be a bounded sequence of initial data in
H0 :=
 
H10 (]c; d[)
2   f0g3  L2(]c; d[)2  f0g2:
Let ('n;  n;n;	n; n) be the corresponding solution to the transmission problem
(1.1)-(1.2) with associated semigroup S(t) = eAt and let (e'n; e n) be the solution
of the uncoupled system (3.18)-(1.3) with (en; e	n; en) := (0; 0; 0) with associated
semigroup S0(t) = e
eAt. Let
n := 'n   e'n; n :=  n   e n; n := n   en = n;
n := 	n   e	n = 	n;  := n   en = n:
Our claim is to show that there exists a subsequence of (n; n; n; n; n) converges
in H. 
9Therefore (n; n; n; n; n) satisfy the following system
(3.22)
8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
1
n
tt   k(nx + n)x = 0 in (0; L) n (0;1);
2
n
tt   bnxx + k(nx + n) = 0 in (0; L) n (0;1);
1
n
tt   k(nx + n)x = 0 in  (0;1);
2
n
tt   bnxx + k(nx + n) + nx = 0 in  (0;1);
nt   nxx + nxt = 0 in  (0;1)
(n; nt ; 
n; nt ; 
n)(:; 0) = (0; 0; 0; 0; 0) in ;
(n; nt ; 
n; nt )(:; 0) = (0; 0; 0; 0) in (0; L) n:
The corresponding boundary conditions satisfied
(3.23)
8<: 
n(t; x) = n(t; x) = n(t; x) = 0; x = 0; L:
n(t; x) = n(t; x); n(t; x) = 	n(t; x); n(t; x) = n(t; x); x = c; d:
n(t; x) = 'n(t; x); n(t; x) =  n(t; x); (x = c; d):
For the associated energy to (3.22)-(3.23)
(3.24)
8>><>>:
En(t) = 1
2
Z d
c
 
1jnt j2 + 2jnt j2 + bjnx j2 + kjx + j2

dx
+
1
2
Z

 
1jnt j2 + 2jnt j2 + bjnx j2 + kjnx + nj2 + jnj2

dx:
by a straightforward calculation, we have the identity
(3.25)
8>>>><>>>>:
d
dt
En(t) + 1
2
Z

jxj2dx = k(x + )t
d
c
  bxt
d
c
+ k(x + )t
c
0
+k(x + )t
L
d
  bxt
c
0
  bxt
L
d
+ t
c
0
+ t
L
d
+x
c
0
+ x
L
d
:
Hence, using the conditions (3.23) in (3.25) we get
(3.26)
8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
d
dt
En(t) + 1
2
Z

jxj2dx = k('x +  )(d)'t(d)  k('x +  )(c)'t(c)
 e'x(d)'t(d) + e'x(c)'t(c)  b x(d) t(d)  b e x(d) t(d)
+b x(c) t(c) + b e x(c) t(c) + k(x +	)(c)t(c)  kex(c)t(c)
 k(x +	)(d)t(d) + ex(d)t(d)  b	x(c)	t(c) + be	x(c)	t(c)
+b	x(d)	t(d)  be	x(d)	t(d) + 	t(c)(c)  	t(d)(d)
+ex(c)(c) + ex(d)(d):
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Thanks to the fact that (en; e	n; en) := (0; 0; 0), (3.26) implies
(3.27)
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
d
dt
En(t) + 1
2
Z

jxj2dx = k('x +  )(d)'t(d)  k('x +  )(c)'t(c)
 e'x(d)'t(d) + e'x(c)'t(c)  b x(d) t(d)  b e x(d) t(d)
+b x(c) t(c) + b e x(c) t(c) + k(x +	)(c)t(c)
 k(x +	)(d)t(d)  b	x(c)	t(c)
+b	x(d)	t(d) + 	t(c)(c)  	t(d)(d):
Therefore, integrating over [0; T ], we obtain
(3.28)8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:
En(t)  k
Z T
0
('x +  )(d)'t(d)dt  k
Z T
0
('x +  )(c)'t(c)dt
 
Z T
0
e'x(d)'t(d)dt+ Z T
0
e'x(c)'t(c)dt  bZ T
0
 x(d) t(d)dt  b
Z T
0
e x(d) t(d)dt
+b
Z T
0
 x(c) t(c) + b
Z T
0
e x(c) t(c) + k Z T
0
(x +	)(c)t(c)
 k
Z T
0
(x +	)(d)t(d)dt  b
Z T
0
	x(c)	t(c)dt
+b
Z T
0
	x(d)	t(d)dt+ 
Z T
0
	t(c)(c)dt  
Z T
0
	t(d)(d)dt:
Due to (1.3) the sequences 'nt (c); 'nt (d);  nt (c), and  nt (d) are bounded inH1(0; T ).
Therefore, the sequence (n; n; n; n; n) has a convergent subsequence in L2(0; T ).
Hence, S(t)  S0(t) is compact.
4. Polynomial Stabilisation
Lemma 4.1. There is no eigenvalue on the imaginary axis i.e. we have
(4.1) iR  (A);
Proof. Suppose that there exists  2 R such that eigenvalue and
W = ('; ;;	; ; u; v; p; q; z1; z2; r1; r2)
be the normalized eigenfunction, i.e.,
(4.2) AW = iW:
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Therefore, we have
u(x) = i'(x); x 2 (c; d);(4.3)
v(x) = i (x); x 2 (c; d);(4.4)
p(x) = i(x); x 2 ;(4.5)
q(x) = i	(x); x 2 ;(4.6)
xx   qx = i(x); x 2 (4.7)
and so we have
2'+
k
1
('xx +  x) = 0; x 2 (c; d)(4.8)
2 +
b
2
 xx   k
2
('x +  ) = 0; x 2 (c; d)(4.9)
2+
k
1
(xx +	x) = 0; x 2 (4.10)
2	+
b
2
	xx   k
2
(x +	)  
2
x = 0; x 2 (4.11)
 M2(c) = k(x +	)(c)  k('x +  )(c);(4.12)
 M2	(c) = b	x(c)  (c)  b x(c);(4.13)
N2(d) = k(x +	)(d)  k('x +  )(d);(4.14)
N2	(d) = b	x(d)  (d)  b x(d):(4.15)
We have
(4.16) RehAW;W iH = Re
 
ikWk2H

=  
Z

jxj2dx = 0:
So, x = 0 on . In addition, by (1.2) we have (0) = (L) = 0. Hence,  = 0 on
. Next, thanks to (4.26), qx = 0 on . Thus, q = 0 on  because q(0) = q(L) =
0. Therefore, (4.32) leads to 	 = 0 on . Then, by (4.11) and the conditions
(0) = (L) = 0 we get  = 0 on . Next, the transmission conditions, (4.12),
(4.13),(4.14), and (4.15) give
(4.17) '(x) = 'x(x) =  (x) =  x(x); x = c; d:
Now, denote by Y = (';'x;  ;  x). then from equations (4.33), (4.34), and the
boundary conditions (4.17), we obtain the following system
(4.18) Y 0 = MY and Y (c) = Y (d) = 0;
where Y is is a real square matrix of order three. Then the ordinary diﬀerential sys-
tem (4.18) has the unique solution Y = 0. Consequently, W = 0 which contradicts
that W 6= 0.

For the polynomial stabilisation, the following theorem introduced by B. Rao
and Z.Liu [11] will be used.
Theorem 4.1. there exist two constants Cm > 0 independent of W 0 2 D(Am)
such that
(4.19) kS(t)W 0kH  Cm

ln t
t
m
48
(ln t)kW 0kD(A); m 2 N
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Proof. To conclude the mentioned polynomial stability, we must prove the following
two conditions:
(4.20) iR  (A);
and
(4.21) lim
 !1
1
48
k(iI  A) 1k < +1:
We will establish these conditions by contradictions. The proof of the condition
(4.20) is standard.
Now, suppose that the condition (4.21) is false. Then, there is a real sequence (n)
and a sequence
Wn = ('n;  n;n;	n; n; un; vn; pn; qn; zn1 ; z
n
2 ; r
n
1 ; r
n
2 ) 2 D(A)
such that
(4.22) jnj  ! +1;
(4.23) kWn kH= 1;
and
(4.24) lim
n !1
48
n k(inI  A)WnkH = 0:
So
(4.25) 48n

(inI  A)

Wn = (fn1 ; f
n
2 ; :::; f
n
9 ; f10; f11; f12; f13)  ! 0 in H;
Therefore, in H1(]c; d[) we have the following convergence
(4.26) 48n

in'
n   un = fn1  ! 0;
(4.27) 48n

in 
n   vn = fn2  ! 0;
In H1() we have the following convergence
(4.28) 48n

in
n   pn = fn3  ! 0;
(4.29) 48n

in	
n   qn = fn4  ! 0;
In L2() we have the following convergence
(4.30) 48n

in
n   nxx + qnx

= fn5  ! 0:
In L2(]c; d[) we have the following convergence
(4.31) 48n

inu
n   k
1
('nxx +  
n
x )

= fn6  ! 0;
(4.32) 48n

inv
n   b
2
 nxx +
k
2
('nx +  
n)

= fn7  ! 0;
In L2() we have the following convergence
(4.33) 48n

inp
n   k
1
(nxx +	
n
x)

= fn8  ! 0;
(4.34) 48n

inq
n   b
2
	nxx +
k
2
(nx +	
n) +

2
nx

= fn9  ! 0;
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Also, In C we have the following convergence
(4.35) 48n

inz
n
1 +
1
M
 
k(nx +	
n)(c)  k('nx +  n)(c)

= fn10  ! 0;
(4.36) 48n

inz
n
2 +
1
M
 
b	nx(c)  n(c)  b nx (c)

= fn11  ! 0;
(4.37) 48n

inr
n
1 +
1
N
   k(nx +	n)(d) + k('nx +  n)(d) = fn12  ! 0;
and
(4.38) 48n

inr
n
2 +
1
N
   b	nx(d) + n(d)  b nx (d) = fn13  ! 0;
Note that
kWn k2H =
Z d
c
h
1junj2 + 2jvnj2 + bj nx j2 + kj'nx +  j2
i
dx
+
Z

h
1jpnj2 + 2jqnj2 + bj	nx j2 + kjnx +	nj2 + jnj2
i
dx
+jzn1 j2 + jzn2 j2 + jrn1 j2 + jrn2 j2:
The main goal is to prove that kWn k2H ! 0 to get a contradiction with (4.23).
On the other side, we have The proof will contains several steps.
Step 1. Thanks to (4.25), we obtain
(4.39) Reh(48n (in  A))Wn;WniH =
Z

j24n nx j2 dx  ! 0
Hence
(4.40) 24n 
n
x  ! 0 in L2():
Thanks to the Poincaré inequality, we have also
(4.41) 24n 
n  ! 0 in L2():
Step 2. In this step, to achieve the proof, we shall establish that
un; vn  ! 0 in L2(c; d);(4.42)
 nx  ! 0 in L2(c; d);(4.43)
'nx +  
n  ! 0 in L2(c; d);(4.44)
Firstly, dividing (4.26), (4.27), (4.28), and (4.29) by 49n and using the fact that un,
vn, zn, pn, qn, and rn are bounded from (4.23) lead to
(4.45) 'n;  n  ! 0 in L2(c; d):
(4.46) n;	n  ! 0 in L2():
Next, eliminating un in (4.31) by (4.26) then taking the inner product of resulting
equation with
1
48n
(c  x)'nx in L2(c; d) and integrating by parts lead to
(4.47)
8>><>>:
 1
2
Z d
c
jn'nj2 + 1 c  d
2
jn'n(d)j2   k
2
Z d
c
j'nx j2 +
k
2
j'nx(d)j2
 k
Z d
c
(c  x) nx'nx  ! 0:
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The sequence k'nxkL2(c;d) is bouded. Indeed,
k'nxkL2(c;d)  k'nx +  nkL2(c;d) + k nkL2(c;d);
k'nx +  nkL2(c;d) is bounded from (4.23) and k nkL2(c;d) is bounded from (4.45).
Therefore, the last term in (4.47) converges to zero thanks to (4.45). Thus, (4.47)
gives
(4.48)  1
2
Z d
c
jn'nj2 + 1 c  d
2
jn'n(d)j2   k
2
Z d
c
j'nx j2 +
k
2
j'nx(d)j2  ! 0:
Similarly, eliminating vn in (4.32) by (4.27) , then taking the inner product of
resulting equations with
2
48n
(c  x) nx in L2(c; d) and integrating by parts lead to
(4.49)
8>><>>:
 2
2
Z d
c
jn nj2 + 2 c  d
2
jn n(d)j2   b
2
Z d
c
j nx j2 +
b
2
j nx (d)j2
+k
Z d
c
(c  x) nx'nx + k
Z d
c
(c  x) nx'n  ! 0:
The last term in (4.49) converges to zero due to (4.45) and the fact that k nxkL2(c;d)
is bounded by (4.23). Hence (4.49) leads to
(4.50)  2
2
Z d
c
jn nj2 + 2 c  d
2
jn n(d)j2   b
2
Z d
c
j nx j2 +
b
2
j nx (d)j2  ! 0:
Adding (4.48) and (4.50) leads to
(4.51)
8>>>>><>>>>>:
 1
2
Z d
c
jn'nj2   2
2
Z d
c
jn nj2   k
2
Z d
c
j'nx j2  
b
2
Z d
c
j nx j2
+1
c  d
2
jn'n(d)j2 + 2 c  d
2
jn n(d)j2 + k
2
j'nx(d)j2
+
b
2
j nx (d)j2  ! 0:
In the following steps and calculation, we shall denote by k : kd := k : kL2(d;L).
Step 3. Our target in this step is to prove that all the terms defined at x = d in
(4.51) tend to zero. Only, the transmission conditions will give back information
from the thermoelastic part of the beam to the elastic part. Let us start with the
term n n(d). So by the Gagliardo-Nirenberg inequality, we have
(4.52) jn n(d)j2 = jn	n(d)j2 . k	nkdkn	nxkd:
Eliminating qn in (4.30) by (4.29) then taking the inner product of resulting equa-
tion with
1
37n
	nx in L2(d; L) and integrating by parts lead to
(4.53) i
Z L
d
12n 
n	nx +
Z L
d
11n 
n
x	
n
xx  

11n 
n
x	
n
x
L
d
+ i
Z L
d
j6n	nx j2  ! 0:
The first term tends to zero since 12n n  ! 0 by (4.40) and 	nx is bounded in
L2(d; L) due to (4.23). The second term can be written asZ L
d
12n 
n
x
	nxx
n
:
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So this term tends to zero since
	nxx
n
is bounded from the dividing of (4.34) by 49n
and 12n nx tends to zero in L2(d; L) by (4.40). About the boundary term, using the
transmission conditions on nx gives
11n 
n
x	
n
x
L
d
=  11n nx (L)	nx(L):
By the Gagliardo-Nirenberg inequality we have11n nx (L)	nx(L) . k24n nxk 12d nxxn
 12
d
k	nxk
1
2
d
	nxxn
 12
d
:
Now, dividing (4.29) by 9n implies that
qnx
n
is bounded in L2(d; L). Then, dividing
(4.30) by 9n yields to
nxx
n
is bounded in L2(d; L). Consequently, the first three
terms in (4.53) tend to zero and so
(4.54) k6n	nxkd  ! 0:
Therefore,
(4.55) kn	nxkd  ! 0:
On the other hand, 	n is bounded in L2(d; L) from the Poincaré inequality and
since 	nx is bounded in L2(d; L) from (4.23). Thus, using (4.55) in (4.52) leads to
(4.56) n n(d)  ! 0:
Now, let us prove that
(4.57) kn(x +	n)kd  ! 0:
For this goal, eliminating qn in (4.34) by (4.29) then taking the inner product of
resulting equation with
1
46n
(x +	
n) in L2(d; L) and integrating by parts lead to
(4.58)
8>>>>>><>>>>>>:
 
Z L
d
4n	
n(x +	
n) +
b
2
Z L
d
2n	
n
x(x +	
n)x
  b
2
h
2n	
n
x(x +	
n)
iL
d
+
k
2
Z L
d
jn(nx +	n)j2
+

2
Z L
d
2n
n
x (x +	
n)  ! 0:
By the poincaré inequality we have
k4n	nkd  k4n	nxkd:
Hence, thanks to (4.54)
(4.59) 4n	
n  ! 0 in L2(d; L):
So (4.59) and the boundedness of x +	n in L2(d; L) due to (4.23) give
(4.60)
Z L
d
4n	
n(x +	
n)  ! 0:
Next, we have
(4.61)
Z L
d
2n	
n
x(x +	
n)x =
Z L
d
3n	
n
x
(x +	
n)x
n
 ! 0
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since 3n	nx  ! 0 in L2(d; L) thanks to (4.54) and
(x +	
n)x
n
is bounded in
L2(d; L) by dividing (4.33) by
1
49n
. The last term in (4.58)
(4.62)
Z L
d
2n
n
2x(x +	
n)  ! 0
Thanks to (4.40) and the fact that x +	n is bounded due to (4.23). Now, about
the boundary terms in (4.58), by the Gagliardo-Nirenberg inequality we have for
x = d; L
(4.63)
8<:
j2n	nx(x)(x +	n)(x)j .
k6n	nxk
1
2
d
	nxxn
 12
d
kx +	nk
1
2
d
 (x +	n)xn
 12
d
:
Thus, (4.54) and the boundedness of
	nxx
n
, x +	n, and
(x +	
n)x
n
yield
(4.64)
h
2n	
n
x(x +	
n)
iL
d
 ! 0:
Consequently, (4.60), (4.61), (4.62), and (4.64) imply (4.57). Next, by the trans-
mission condition and the Gagliardo-Nirenberg inequality, we have
jn'n(d)j = jnn(d)j . knnxk
1
2
d knnk
1
2
d :
Next, the Poincaré inequality leads to
(4.65) jn'n(d)j . knnxkd:
Therefore, the inequality
kxkd  C

kx +	nkd + k	xkd

leads to
(4.66) knnxkd  ! 0
and so (4.65) gives
(4.67) jn'n(d)j  ! 0:
Step 4. In this step, the claim is the proving that the last two terms in (4.51) tend
to zero. Firstly, by the transmission conditions (1.2) and the Gagliardo-Nirenberg
inequality we have
j'n(d)j = jn(d)j . knk 12d knxk
1
2
d :
Thus, (4.67) gives
(4.68) j'n(d)j  ! 0:
Repeating the same process yields also
(4.69) j n(d)j  ! 0:
Dividing (4.26) and (4.27) by 48, the sequence n('nx+ n) is bounded in L2(]c; d[).
On the other side, dividing (4.31) by 49n , the sequence
('nx +  
n)x
n
is bounded in
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L2(]c; d[). By the Gagliardo-Nirenberg inequality we have
(4.70) j('nx +  n)(d)j . kn('nx +  n)k
1
2
d
 ('nx +  n)xn
 12
d
:
Hence, the term ('nx +  n)(d) is bounded in C.
Repeating the same argument, we have (nx +	n)(d) is bounded in C. Therefore,
dividing (4.37) by 49n , we have
(4.71) rn1  ! 0 in C:
Moreover, thanks to (4.37) we have
(4.72)  (nx +	n)(d) + ('nx +  n)(d) = o(1):
Similarly, we prove that
(4.73) zn1  ! 0 in C
and
(4.74) (nx +	
n)(c)  ('nx +  n)(c) = o(1):
Now, by the Gagliardo-Nirenberg inequality we have
(4.75) j(nx +	n)(d)j . kn(nx +	n)k
1
2
d
 (nx +	n)xn
 12
d
Since
(nx +	
n)x
n
is bounded in L2(d; L), using (4.57) in (4.75) gives
(4.76) j(nx +	n)(d)j  ! 0:
Therefore (4.72) gives
(4.77) ('nx +  
n)(d)  ! 0 in C:
In addition,
j'nx(d)j  j('nx +  n)(d)j+ j n(d)j:
Therefore,
(4.78) j'nx(d)j  ! 0:
Similarly, we can prove that
(4.79) j'nx(c)j  ! 0:
It remains to show that
j nx (d)j; j nx (c)j  ! 0:
Dividing (4.27) by 48, the sequence n nx ) is bounded in L2(]c; d[). On the other
hand, dividing (4.32) by 49n , the sequence
 nxx
n
is bounded in L2(]c; d[). Applying
the Gagliardo-Nirenberg inequality we get
(4.80) j nx (d)j . kn nxk
1
2
d
 nxxn
 12
d
:
Hence, the term  nx (d) is bounded in C.
Repeating the same argument, we have 	nx(d) is bounded in C. Therefore, dividing
(4.38) by 49n , we have
(4.81) rn2  ! 0 in C:
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Moreover, thanks to (4.38) we have
(4.82)  b	nx(d) + n(d)  b nx (d) = o(1):
Same procedures lead to:
(4.83) zn2  ! 0 in C
and
(4.84) b	nx(c)  n(c) + b nx (c) = o(1):
Now, by the Gagliardo-Nirenberg inequality we have
(4.85) j	nx(d) 

b
n(d)j . kn	nxk
1
2
d
	nxxn
 12
d
+ knk 12d knxk
1
2
d :
Since
	nxx
n
and nx are bounded in L2(d; L), using (4.41) and (4.55) in (4.85) gives
(4.86) 	nx(d) 

b
n(d)  ! 0 in C:
So, due to (4.82), we obtain
(4.87)  nx (d)  ! 0 in C:
Similarly, we prove that
(4.88)  nx (c)  ! 0 in C:
Hence, thanks to (4.78), (4.79), (4.87), and (4.88), we get from (4.51) that
(4.89)  1
2
Z d
c
jn'nj2   2
2
Z d
c
jn nj2   k
2
Z d
c
j'nx j2  
b
2
Z d
c
j nx j2  ! 0:
Consequently,
(4.90) n'n; n n  ! 0 in L2(c; d)
and
(4.91) 'nx ;  
n
x  ! 0 in L2(c; d):
Thus, (4.90), (4.26), and (4.27) imply that
(4.92) un; vn  ! 0 in L2(c; d):
Also, (4.91) with (4.45) leads to
(4.93) 'nx +  
n;  nx  ! 0 in L2(c; d):
Moreover, since all results obtained on L2(0; c) are also obtained by the same way
on L2(d; L), thanks to (4.55) and (4.57) we have
(4.94) nx +	
n; 	nx  ! 0 in L2():
Also, the poincaré inequality, (4.55), and (4.57) give
(4.95) nn; n	n  ! 0 in L2():
Therefore, by dividing (4.28) and (4.29) by 48n we get
(4.96) pn; qn  ! 0 in L2():
In addition, dividing (4.41) by 24n leads to
(4.97) n  ! 0 in L2():
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Finally, (4.92), (4.93), (4.94), (4.96), and (4.97) imply
(4.98) kWn kH ! 0:
This a contradiction with (4.23) and the proof is achieved. 
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