We propose a novel support vector regression approach called e-Distance Weighted Support Vector Regression (e-DWSVR). e-DWSVR specifically addresses two challenging issues in support vector regression: first, the process of noisy data; second, how to deal with the situation when the distribution of boundary data is different from that of the overall data. The proposed e-DWSVR optimizes the minimum margin and the mean of functional margin simultaneously to tackle these two issues. In addition, we use both dual coordinate descent (CD) and averaged stochastic gradient descent (ASGD) strategies to make e-DWSVR scalable to largescale problems. We report promising results obtained by e-DWSVR in comparison with existing methods on several benchmark datasets.
Introduction
Support Vector Regression (SVR) has recently received much attention due to its competitive performance [1] [2] compared with other regression approaches, including the method of least squares [3] , the XCSF algorithm [4] , the logistic regression [5] , and Neural Networks (NN) [6] . In this paper, we aim to develop a novel SVR approach by considering the recent progress in the support vector (SV) theory and addressing the limitations of existing SVR approaches.
In general, SVR constructs decision functions in high dimensional space for linear regression while the training data are mapped to a higher dimension in kernel Hilbert space. ε-SVR [7] [8] (the symbol ε is replaced by e in the rest of this paper, and thus e-SVR is used) is the first popular SVR strategy and the other one is v-SVR [9] . e-SVR aims to find a function whose deviation is not more than e, thus forming the so-called e-tube, to fit all training data. In order to find the best fitting surface, e-SVR tries to maximize the minimum margin containing data points in the e-tube as much as possible, which is similar to SVM. As for v-SVR, it adds a parameter v to the original e-SVR to control the number of support vectors and adjust the parameter e automatically [10] .
Background on support vector theory
Let S = {(x 1 , y 1 ), (x 2 , y 2 ), ..., (x n , y n )} be a training set of n samples, where x i ∈ R m are the input samples and y i ∈ R are the corresponding target values. For regression, the objective function is f (x) = w · φ(x) + b, where w ∈ R m and φ is the mapping function induced by a kernel K, i.e., K(x i , x j ) = φ(x i ) · φ(x j ), which projects the data to a higher dimensional space.
The e-SVR process.
According to [7] [8] , the objective function f (x) is represented by the following constrained minimization problem:
In the above, C is a parameter that denotes the trade-off between the flatness of f (x) and sums up to which deviations larger than e are tolerated. ξ = [ξ 1 , ξ 2 , ..., ξ n ]
T and ξ
T are regarded as the slack variables measuring the distances of the training samples lying outside the e-tube from the tube itself. After applying the Lagrange multiplier, the minimization problem can be handled as the dual optimization problem:
And the final objective function becomes
Recent progress in the SV theory
SVM aims to maximize the minimum margins, which denotes the smallest distances of all instances to the separating hyperplane [1] [2] . The optimization problem is represented as follows:
The DWD method [11] uses a new criterion for the optimization problem [12] . We denote the functional margin as u i = y i (w · φ(x i ) + b) and let r i = y i (w · φ(x i ) + b) + ξ i be the adjusted distance of the i-th data to the separating hyperplane. So the solution of DWD is given below:
Furthermore, the LDM method optimizes the margin distribution to solve the optimization problem [13] [14] . Thus the optimization problem becomes
where
is the label set. LDM offers two strategies to solve Formula (1): for small and medium datasets, Formula (1) can be solved by the CD method [13] , and for large-scale problem, ASGD is used [13] [15] [16] . ASGD solves the optimization objective by computing a noisy unbiased estimate of the gradient and it randomly samples a subset of the training instances rather than all the data. Our method uses a similar implementation of the CD and ASGD methods, which will be introduced in detail in the next section.
The proposed e-DWSVR
In this section, we describe the novel e-DWSVR method, which applies the idea of the mean of functional margin and employs a similar solution as in LDM, that is, we use the CD strategy to handle general conditions and adopt the ASGD strategy to deal with large-scale problems.
Formulation for e-DWSVR
For regression problems, the input is X = [φ(x 1 ), φ(x 2 ), ..., φ(x n )] and the target is y = [y 1 , y 2 , ..., y n ]
T , where y ∈ {−∞, +∞}. In order to simplify the complexity brought by the bias term, we enlarge the dimension of the vectors w and φ(x i ) to handle the bias term [17] , i.e.,
. Thus the form of the regression function becomes f (x) = w ·φ(x). Then the margin in the regression analysis will be the distance of a point to the fitting hyperplane, i.e. |w · φ(x i ) − y i | / w . Based on the concept of margin, we give the definition of functional margin.
The functional margin can describe the difference between the real values and the estimated value. It also has a significant connection with the geometrical distance. In fact, the functional margin is the adjusted distance of the data to the separating hyperplane. If the value of w is determined, the ranking of all data points to the fitting surface with respect to the margin can be decided by functional margin. Then the mean of the functional margin in regression is defined by Definition 2 as follows.
Definition 2: mean of the functional margin in regression:
Based on the above definitions, we will not only maximize the minimum margin, but also minimize the mean of the functional margin at the same time, in order to obtain a better tradeoff between the distribution of the whole data and the distribution of support vectors. e-DWSVR considers the influence of all data to the fitting surface, as this is closer to the actual distribution of the internal data.
To illustrate the difference of the optimal objectives between e-SVR and e-DWSVR, we use an example for comparison among linear regression, e-SVR and e-DWSVR on an artificial dataset. The distribution of the whole data is shown in Figure 1 (a), where those sparse quadrate points are the noise and the red solid line with points is drawn by linear regression. Figure 1 (b) is the enlarged version of the dotted box in Figure 1 (a) for better observing the differences among the three methods.
In Figure 1 (b) the points show the distribution of most non-noisy data and the black dotted lines represent the data on the boundary. The red solid line with points is part of the line in Figure 1 (a). The blue dashed curve is drawn by e-SVR and the red solid curve is drawn by e-DWSVR.
Obviously, the curve drawn by linear regression is far from the dataset, which indicates that the linear regression is more sensitive to noisy points, and this makes the curve in a wrong direction. e-SVR and e-DWSVR are not affected easily by noise points, so the blue dashed curve and the red solid curve are within area of non-noisy data. However, the regression model implemented by e-SVR is controlled by the support vectors (those boundary points). Once the internal data distribution is different from the edge points (which is the case in Figure 1(b) ), the regression model will not achieve good performance. e-SVR produces the blue dashed curve which is different from the red solid curve.
Because e-DWSVR considers the influence of all data to the fitting surface, it is obvious the red solid curve drawn by e-DWSVR is closer to the actual distribution of the internal data.
(a) The whole data with noise (b) The distribution of data without noise Figure 1 (a). Due to the outliers, the line produced by linear regression will be different from the correct curve (line A). The blue dashed curve produced by SVR will be very close to line B. While the red solid curve produced by eDWSVR is closer to line B, thus a better result can be produced.
As in the soft-margin e-SVR [1] , we also consider complicated conditions. So, the final optimization function has the following form:
3.2 e-DWSVR for medium-scale regression with kernel.
Considering the mean of the functional margin in the constrained minimization problem, we can obtain the following form:
Here we omit the yy T term inγ because it is regarded as a constant in an optimization problem. Obviously, the high dimensionality of φ and its complicated form makes Formula (2) more intractable. To simplify this formula, we take the suggestion from [18] and the optimal solution w in LDM [13] . We first give the following theorem. Theorem 1. The optimal solution w for Formula (2) can be represented as the following form: where
T are the parameters of e-DWSVR.
PROOF. We assume that w can be divided into the span of φ(x i ) and an orthogonal vector, i.e.,
where u satisfies φ(x k ) · u = 0 for all u, that is, X · u = 0. Then we obtain the following formula: Hence, the second term of Formula (2) is independent of u considering Formula (4). Furthermore, note that the constraints of Formula (2) are also independent of u, so the last term of Formula (2) can be considered as independent of u. To simplify the first term, we have In the above "≥" becomes "=" if and only if u = 0. Thus, setting u = 0 strictly reduces the first term of Formula (2) without affecting the rest terms. Based on all above, w in Formula (2) can be represented in the form of Formula (3). Q.E.D.
According to Theorem 1, Formula (2) can be cast as where Q = 2λ 1 G T G/n + G, p = −2λ 1 Gy/n and G = X T X. The minimization problem which has been simplified can be transformed into a dual formulation with the Lagrange multipliers, so the Lagrange function of Formula (5) leads to where η, η * , β, β * are the Lagrange multipliers. To satisfy the KKT condition, we set the partial derivatives (α, α * , ξ, ξ * ) to zero and obtain the following formulas: By substituting Formulas (7) and (8) into Formula (6) and inspired by reference [19] , Formula (5) can be written as follows to compute the values of [β, β * ] separately. where H = GQ −1 G, and Q −1 stands for the inverse matrix of Q and e means the all-one vector.
So Formula (9) can be solved by the CD method as in [20] [21] . This method continuously selects one variable for minimization and keeps others as constants. In our situation, we minimize β k ∈ β by fixing other β l =k , where β = [β, β * ], and min is the k-th element of the gradient ∇f (β ). Obviously f (β ) is independent of t, so we omit this part of Formula (10). Hence f (β + te k ) is transformed into a simple quadratic function.
After calculating β = [β, β * ], we can obtain (α − α * ) according to Formula (7) as (α − α
. Therefore, we obtain the final fitting function
Algorithm 1 presents the detailed steps of the CD method used for efficiently updating β = [β, β * ].
Algorithm 1 Kernel e-DWSVR
Input: Dataset X, λ1, C, ε
1: for inter = 1, 2, ..., maxInter do 2:
for i = 1, 2, ..., n do 8:
end for 11:
end for 12:
if β converge then break; 13:
end if 14: end for 3.3 e-DWSVR for large-scale regression.
Although the CD method can solve e-DWSVR efficiently, it is not a best strategy for dealing with large-scale problems. To further improve the scalability of e-DWSVR, we also apply ASGD method to e-DWSVR.
We reformulate Formula (2) as follows to solve large-scale problems,
Computing the gradient of w in Formula (11) is time consuming because we need all the training instances for computation. Considering this issue, we use Stochastic Gradient Descent (SGD) [22] to compute a noisy unbiased estimation of the gradient, and this is done by randomly sampling part of the training instances.
Therefore, we give an unbiased estimation of the gradient ∇g(w) in our case. For denoting the last term of (11) formally, we define a function s(w) that has different values under different constraint conditions, as shown below:
Theorem 2. An unbiased estimation of the gradient ∇g(w) has the following form:
, where one instance (x i , y i ) is sampled randomly from the training set.
PROOF: The gradient of g(w) has the form ∇g(w)
s(w), where Q = 2λ 1 X T X/n + I and p = −2λ 1 Xy/n. Note that Considering the linearity of expectation, and with Formula (12), we have This leads to a conclusion that ∇g(w, x i ) is a noisy unbiased estimation of the gradient. Q.E.D.
Then, the stochastic gradient can be updated iteratively with the following form: where ϕ t is the learning rate at the t-th iteration.
The good choice for ϕ t can be obtained by the form ϕ t = ϕ 0 (1 + aϕ 0 t) −c by ASGD, where a, ϕ 0 , and c are constants [23] . And we computew t at each iteration in addition to updating the ordinary stochastic gradient in Formula (13) asw t = 1 t−t0 t i=t0+1 w t , where t 0 decides when to perform the averaging process. This average can also be calculated in a recursive manner as w t+1 = δ t w t+1 + (1 − δ t )w t , where δ t is the rate of averaging and δ t = 1/ max{1, t − t 0 }.
Finally, Algorithm 2 provides the detailed steps of ASGD for large-scale problems, where T * n determines the number of iteration. T means the adjustment of the whole times of iteration which is set as same as [13] ; u means ∇g(w, x i ), and its initial value is 0.
Algorithm 2 Large-scale Kernel e-DWSVR
Input: Dataset X, λ1, ε Output:w Initialization: u = 0, t = 1 1: while t ≤ T * n do 2: Randomly select one instance (xi, yi) from the training set; 3:
Compute ∇g(w, xi); 4:
wt+1 ← ϕt∇g(w, xi) + wt; 5:wt+1 ← δtwt+1 + (1 − δt)wt; 6:
t + +; 7: end while
Experiments
In this section, we report the effectiveness of e-DWSVR in comparison with other regression methods to assess whether our method has better fitting quality.
Experimental setup
We select sixteen datasets from UCI [24] to evaluate these methods. This includes eight medium-scale datasets and eight large-scale datasets. The numbers of samples and features for each dataset are indicated in Table 1 and 2. For instance, Slump (103 / 7) means the sample size is 103 and the number of features is 7 for the Slump dataset. All features of datasets and target set are normalized into [0,1] for balancing the influence of each feature. After normalization, we take a preprocess of the PCA with the contribution to 95% for feature extraction. During the construction of the regression model, we divide the datasets into training sets and testing sets by 5-fold cross validation, and the experiments are repeated for 30 times. For medium-scale datasets, we evaluate both the linear and RBF kernels [1] , and the average values and standard deviation are recorded. For large-scale datasets, only the linear kernel is evaluated. In addition, we record the time cost.
e-SVR, NN [6] , linear regression and logistic are compared with our method. For e-SVR and e-DWSVR, parameters C and e are both needed when building models. So these parameters are optimized during the experiments to select the best parameters for regression. For e-DWSVR, parameter λ 1 is fixed to 1; parameter T , t 0 , and ϕ t have the same values as in [13] . All optimization are processed on testing sets.
The mean square error (MSE) [25] and R-square (R2) [26] are commonly used evaluation metrics in regression, and thus they are chosen in our research for evaluation. All experiments are tested with MATLAB on a PC, which has a 2.50 GHz CPU and 8 GB memory.
Result and discussion
For medium-scale datasets, Figure 1 shows the results of MSE on all methods, including linear kernel function and RBF kernel function for e-DWSVR and e-SVR. Table 1 summarizes the results of R2 on all methods. In most datasets, e-DWSVR performs better than other methods. Obviously, the fitting quality of e-DWSVR is much better than e-SVR, which means e-DWSVR is more competitive than e-SVR. In Table 2 , the best R2 on each dataset is indicated in bold. The evaluation of MSE on the medium-scale datasets. It can be seen that e-DWSVR and e-SVR present the advanced results for RBF kernel. Also, e-DWSVR achieves the smallest MSE and largest R2 in most datasets, which means that e-DWSVR can provide better fitting quality. In addition, e-DWSVR performs significantly better than e-SVR for both linear kernel and RBF kernel. Values of x axis (from left to right) are comparison methods: 1. e-DWSVR-RBF (red), 2. e-SVR-RBF (blue), 3. e-DWSVR-Linear (green), 4. e-SVR-Linear (purple), 5. linear regression (cyan), 6 . NN (yellow), 7. logistic (black). For large-scale datasets, Figure 2 and Table 2 summarize the results for the linear kernel. As one can see, e-DWSVR performs better than other regression methods on some datasets, and it always performs better than e-SVR. In addition, linear regression did not return the results on some datasets after 48 hours (indicated as NA in Table 2 ). 
Time cost and parameter effect
In Figure 3 we present a comparison of CPU time taken between e-SVR and e-DWSVR on each dataset. e-SVR for large-scale problems was implemented by the LIBLINEAR [17] package and e-DWSVR was implemented by ASGD. According to Figure 3 , e-DWSVR cost less time than e-DWSVR on most datasets, and it is only slightly slower than e-SVR on two datasets.
Furthermore, Figure 4 shows that the MSE on the medium-scale datasets does not have much difference with the change of the parameters. This indicates that the performance of e-DWSVR is not sensitive to the parameters, which shows the robustness of e-DWSVR. 
Conclusion and future work
In this paper, we propose e-DWSVR, a novel and promising SVR algorithm. e-DWSVR overcomes the limitations of existing SVR systems and outperforms other regression methods on several benchmark datasets. We envision great application potential of e-DWSVR in various problems, including feature extraction, anomaly detection, and complex data interpretation. In the near future, we will apply e-DWSVR to solve several real-world problems, including bioinformatics anaysis and financial data prediction and anomaly detection.
