ABSTRACT The subpixel-shifted (SPS) images acquisition method based on imaging system has the limitations of complex structure, difficult production and high cost. Therefore, this paper proposes an image super-resolution reconstruction method based on registration. In the first phase, the registration algorithm is used to select the SPS images. In order to improve the accuracy of the registration algorithm, a registration algorithm combining SIFT-FLANN and misregistration points elimination (SFME) is proposed. In the second phase, an interpolation of nonuniformly spaced samples based on pixel gray correction is proposed to get the high resolution (HR) image. Experiments show that the images selection method can obtain higher-precision SPS images, and the reconstruction method can reconstruct HR image with better visual and higher spatial resolution. Finally, the image magnification factor and the number of SPS images used in the reconstruction process are analyzed to describe the practical application value of the methods proposed in this paper.
I. INTRODUCTION
A clear image Super-resolution (SR) [1] - [3] , [34] technology is of critical importance in such numerous areas of image processing applications as security, surveillance, military reconnaissance and medical imaging. The goal of SR is to enhance a low resolution (LR) image to higher resolution by filling missing fine details in the LR image. This field can be divided into Single-Image SR (SISR) and Multi-Image SR (MISR) the focus of this paper.
SISR concerns the problem of estimating an underlying HR image, given a single LR image of the scene, under the assumption that the original imaging set up is not available. Note that most of the recent SISR methods fall into the example based methods which try to learn prior knowledge from LR and HR pairs, thus alleviating the illposedness of SISR. With the rapid development of deep learning techniques in recent years, it has a wide range of applications in the fields of image segmentation [32] , recognition [33] and image style transfer [35] . Deep learning based SR models also have been actively explored and
The associate editor coordinating the review of this article and approving it for publication was Sudhakar Radhakrishnan. often achieve the state-of-the-art performance on various benchmarks of SISR. A variety of deep learning methods have been applied to tackle SR tasks, ranging from the early Convolutional Neural Networks(CNN) based method (e.g., SRCNN [4] ) to recent promising SR approaches using Generative Adversarial Nets (GAN) (e.g., SRGAN [5] ). In general, the family of SISR methods using deep learning techniques can be divided into three major aspects: different types of network architectures [3] , [6] , [7] , different types of loss functions [8] , [9] , different types of learning principles and strategies [10] - [12] etc. Recently, Zhang et al. [36] proposed a principled formulation and framework by extending bicubic degradation based deep SISR with the help of plug-and-play framework to handle LR images with arbitrary blur kernels. Deep learning based SISR methods depend on the dataset, and the training process has a large time complexity.
MISR improves the spatial resolution by exchanging temporal information of a sequence of subpixel-shifted LR images for spatial information. Because MISR can make full use of the complementary information of multi-frame images, the reconstructed images have better visual effects compared with SISR methods'. Concerning reconstruction-based MISR approaches, extensive works have been put forward focusing VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ on the design of regularization to realize favorable results. Tikhonov regularization SR method [13] , as a representative method, introduces smoothness constraints to suppress the noise but results in the loss of detailed information in edge regions. To realize edge preserving, total variation (TV) operator is introduced as a regularization term [14] , however, leads to the deterioration of smoothness in local flat region. Motivated by bilateral filter, Farsiu et al. [15] proposed the bilateral total variation (BTV) operator measured by L1 norm, which integrates TV with bilateral filter and realizes superior performance and robustness. Due to the performance and simplicity of BTV, further improvement has attracted extensive investigation, Li et al. [16] proposed the locally adaptive bilateral total variation (LABTV) operator measured by fuzzy-entropy-based neighborhood homogeneous measurement, realizing locally adaptive regularization. Wang et al. [17] proposed an end-to-end Multi-Frame fast upscaling technique (MFFU), which designed upscaling filters in LR space for periodic sub-locations respectively and shuffle the filter results to derive the final reconstruction errors in HR space. MFFU not only reduced the computational complexity, but also realized superior performance with fewer blurring artifacts. Kato et al. [18] proposed a multi-frame SR method based on sparse coding and sub-pixel accuracy block matching [SC] , which was shown to perform comparable or superior to conventional super-resolution methods through experiments using various images. The multi-frame (MFCNN) video SR method in [19] improves the resolution of a given frame based on the pixel values in the adjacent frames, within distanced on either side, which is an effective MISR method using deep learning. Li et al. [37] presented a novel fast spatio-temporal residual network (FSTRN) to adopt 3D convolutions for the video SR task in order to enhance the performance while maintaining a low computational load. In their paper, they proposed a fast spatio-temporal residual block(FRB) that divide each 3D filter to the product of two 3D filters, which have considerably lower dimensions. Furthermore, a cross-space residual learning that directly links the low-resolution space and the high-resolution space was designed, which can greatly relieve the computational burden on the feature fusion and up-scaling parts. Inspired by DBPN [12] , Recurrent Back-Projection Networks(RBPN) [38] was proposed, which used the idea of iteratively refining HR feature maps representing missing details by up-and down-sampling processes to further improve the quality of SR. And it's a modular architecture, in which temporal and spatial information is collected from video frames surrounding the target frame, combining ideas from single-and multiple-frame super resolution. So far, hard-then-soft SR [39] has been widely used in the MISR, which is an effective SPS images super-resolution method. First to get the LR images with known subpixel shifts for the same scene using the imaging system and then software algorithm is used to reconstruct a HR image. To take an example, the high mode proposed by the French SPOT5 satellite [20] , which was simultaneous imaging by using two CCDs with a 0.5 pixel offset in the direction of the line array, and increasing the sampling frequency to obtain two frames of SPS images, then the HR image with twice the resolution is obtained by reconstruction. In addition, Germany's BIRD satellite [21] and Leica's aerial camera ADS40 [22] also used the similar method to improve the image spatial resolution. In the research of Liu et al. [23] , the microscopic stage was used to realize the two-dimensional shift of the camera, and the target of the fixed distance was imaged to obtain the SPS images, and the HR image with the spatial resolution increased by 1.4 times was obtained by interpolation reconstruction. Li et al. used the spectroscopy method [24] to obtain four frames SPS images for the same target, and reconstructed the HR image with nearly double the resolution. Liu et al. separated the optical path according to the principle of crystal refraction [25] , and used the polarizing plate to control the on-off imaging of the optical path to obtain SPS images, then reconstructed the HR image.
It is effective to enhance the spatial resolution by hardthen-soft SR methods, but the imaging system mentioned above is complicated and difficult to be realized. In this paper, we present an images super-resolution reconstruction method based on registration, which comprises two phases: images selection and image reconstruction: (i) In the images selection phase, a registration algorithm combining SIFT-FLANN with misregistration points elimination is proposed to select the desired frames. (ii) In the image reconstruction phase, when the subpixel-shifted images are given, the interpolation of nonuniformly spaced samples based on region point correction is proposed to reconstruct the HR image.
The major contributions of this paper are summarized as follows: (1) We propose a method for acquiring SPS images, which does not depend on the hardware system and can acquire images flexibly and efficiently. (2) A registration algorithm combining SIFT-FLANN and misregistration point elimination is proposed, which has a higher registration accuracy by eliminating the registration pairs with larger error. (3) Inspired by the interpolation of non-uniformly spaced samples [26] , we propose an interpolation of non-uniformly spaced samples based on pixel gray correction to reconstruct better HR image. (4) Compared with the SISR methods using deep learning, our method is free with training, so there is no need for training data and training time and has an advantage in computational efficiency. In addition, our method has low computational complexity and good reconstructed image visual effect compared with some MISR methods.
The remainder of this paper is organized as follows: In Section II, the detailed principles of the registration and reconstruction methods in this paper are given. In Section III, the experimental evaluations demonstrating the effectiveness of registration and reconstruction methods are presented. In addition, the magnification and the number of LR images in the reconstruction process are analyzed. Finally, the paper is concluded in Section IV. 
II. PRINCIPLE
In the actual application process, the imaging system is affected by the external environment and platform motion, which causes the imaging system to have irregular jitter. This kind of jitter will cause shift and rotation between the images captured by the imaging system. Since the image capturing time interval is on the millisecond level, the images can be considered as LR images with uncertain displacement for the same scene, so that the desired SPS images can be selected from the LR images by using registration method, then the reconstruction method is processed to reconstruct the HR image. During the first phase, the rotation angle between the images is set to zero, and shift-only SPS images are obtained. Fig. 1 illustrates the SPS images super-reconstruction method based on SFME registration proposed in this paper.
A. IMAGES SELECTION BASED ON SFME 1) SPS IMAGES SELECTION
If the image magnification during reconstruction is M , the number of SPS images required for the reconstruction will be M 2 , and the minimum offset of the desired subpixel shifts of SPS images will be 1/M pixels. For example, when M = 2, the number of SPS images is 4, and the desired subpixel shifts are (0, 0), (0, 0.5), (0.5, 0), (0.5, 0.5). It is thus possible to select the SPS images that approximately meet the desired subpixel shifts from the input images according to the image magnification. Fig.2 illustrates the procedure of SPS images selection based on the SFME registration method. The process is distributed into three phases: reference image selection, images registration, and approximate SPS images selection.
In the first phase, one frame is randomly selected as the reference image from the input images. In the images registration phase, the SFME registration method is used to estimate the subpixel shifts of the input images relative to the reference image, and a set of real subpixel shifts are obtained, which contain shifts in both X and Y directions. In the final phase, a set of desired subpixel shifts are input, and the real subpixel shift whose subpixel offset from the desired subpixel shift is the minimum is chosen as the selected subpixel shift, shifts of which in both the X and Y directions should be less than the error threshold T 1 .And the images corresponding to the selected subpixel shifts will be the selected SPS images.
Theoretically, the smaller the error threshold T 1 is, the smaller the error between the selected images and the desired images will be. The comprehensive consideration will be that when error threshold takes one-half of the reciprocal of the magnification, it can ensure the validity of the SPS images and get as many images as possible.
2) THE PRINCIPLE OF SFME
In order to ensure the effectiveness of the selected SPS images, it is necessary to choose a higher precision images registration method. At present, the commonly used registration methods include SIFT-based registration algorithm, Harris-based registration algorithm, and Keren algorithm. Among them, the SIFT-based algorithm has the advantages of good stability and accurate matching respected to other registration algorithms. The realization principle of SIFT-based algorithm includes five phases: generation of scale space, extreme value detection of scale space, determination of key point direction parameters, generation of key point descriptors and matching of feature points.
In the last phase, the FLANN feature point matching strategy uses Euclidean distance as the criterion, so there are mismatches such as one-to-many, many-to-one, matching irrelevant points in the matching pairs, which leads to a decrease in registration accuracy. Aiming at this shortcoming, this paper proposes a method based on angle offset to select matching pairs, which eliminates the matching points with larger errors, thus improving the overall registration accuracy of the algorithm.
In the two registration images with small deformation angles, if feature points are extracted in the area with overlapping content and a matching series of correct matching pairs are formed between the two images. Then the connection between the corresponding matching pairs should be a parallel or approximately parallel. According to this principle, the matching pairs that match the offset angle are selected, and the matching pairs with larger errors are eliminated.
The method of selecting matching pairs based on angular offset is divided into three phases. In the first phase, the matching pairs obtained by the FLANN algorithm are sorted according to the matching distance from small to large, and the first N matching pairs are extracted. In the second phase, the two images to be registered are placed in the same coordinate system, and calculate the average of the inclination angles of the N matching pairs as the reference angle. In the third phases, the matching pair are eliminated when the error between it's angel with the reference angle is bigger than the error threshold T 2 , and the threshold is given by Eq. (3).
where I ix , I ix and I iy , I iy are the horizontal and vertical coordinates of the matching pair, respectively, and θ i is the inclination of the ith(i = 1, 2 . . . N) matching pair, N is the total matching logarithm, andθ is the reference angle. Through the above process, a certain number of matching pairs with higher accuracy can be obtained. By calculating the registration pairs, the relative shifts between the two images can be obtained.
B. MULTI-FRAME IMAGES RECONSTRUCTION
In this section, the SPS images obtained by the images selection are input, and then the multi-frame images reconstruction is performed. The images reconstruction process consists of three phases: multi-frame images mapping, pixel gray value correction, and ''holes'' interpolation.
In the first phase, the corresponding HR grid is first established according to the magnification. The SPS images are mapped into the HR grid according to the desired subpixel shifts to obtain an initial HR image, as represented in Fig.3 .
There is an error between the desired subpixel shifts and the real subpixel shifts, and the error is ignored in the first phase, resulting in an error in the initial HR image. In order to reduce the above error to estimate a more accurate image, a pixel gray value correction method is proposed to correct the estimated HR image. Assuming that in the original SPS image, it is a linear law between two neighboring points. After mapping into the HR grid, the two points follow a linear law approximately. And the point's data between the two points can be corrected with this linear law. At the same time, the SPS image with the real subpixel shift of (0, 0) is completely accurate data in the first phase, so the linearity of this image can be utilized to correct the error of other SPS images in the mapping process.
The Fig.4 is the pixel gray value correction with magnification of 2. For the SPS image with desired subpixel shifts of (0.5, 0.5), which is corrected with four points data in the diagonal direction. And correction is performed using four adjacent data in the horizontal and vertical directions when the desired subpixel shifts are (0, 0.5) or (0.5, 0). The point correction process is defined as (4)- (6) , as shown at the bottom of the next page, where X (i, j) represents the gray value of the coordinate (i, j) in the corrected image, x is the gray value of the coordinate (i, j) before correction, W x is the displacement error of the SPS images in the X direction, and W y is the displacement error of the SPS images in the Y direction.
In the final phase, when the images magnification is M, the desired SPS images' number is equal to M 2 , but the number of SPS images would be less than M 2 after images selection, which causes some ''holes'' in the initial estimation image. Interpolation methods are generally used to interpolate these ''holes''. For example, Wang et al. [27] proposed an interpolation method using non-uniform B-spline surfaces. Li [28] proposed a cubic B-spline interpolation method based on image gradients. In this paper, an iterative interpolation method based on Gaussian kernel is used to interpolate the ''holes'' by image region self-similarity. The kernel function model is defined as:
where X 0 and Y 0 are the coordinate values of the center point of the point diffusion function. The normalized function of σ (x, y) is expressed as:
The interpolation of the image can be expressed as:
where f (x, y) is the initial HR image before interpolation and f (x, y) is the HR image after interpolation. Then the residual δ between f (x, y) and f (x, y) is calculated. When the error is less than the error threshold T 3 or the iteration's time exceeds the maximum, the f (x, y) is the final HR image. Otherwise, the HR image would be interpolated again and the δ is equal and given by:
III. EXPERIMENTS AND ANALYSIS
In this section, we will show some experimental results of our proposed method compared with some state-of-the-art methods. In Section A, we will analyze the accuracy of the proposed SFME registration method and select SPS images using our registration method. Section B shows the experimental results of the real images. And Section C gives the experimental results comparing the state-of-the-art methods with ours. In most studies, natural images are used for reconstruction, and the reconstruction parameters such as PSNR, MSE, etc. are calculated to evaluate the quality of the reconstructed image, but the spatial resolution improvement of the reconstructed image relative to the original image's cannot be evaluated. Performing the experiments not only uses set5 and set14, but also uses the 1951_USAF resolution test card for the next experiments.
A. SFME REGISTRATION METHOD
In order to analyze the accuracy of the SFME registration algorithm, we use four images as the test data. The images in Fig. 5(a) are down-sampled with factor 4× to obtain 16 frames with known shifts and the matching pairs N in Eq. (3) is 200.
1) REGISTRATION ACCURACY ANALYSIS
Considering the first frame as the reference one, the 16 frames are evaluated by SIFT-based registration algorithm, Harrisbased registration algorithm and proposed registration algorithm. The registration result is shown in Fig. 5(b) . The standard point represents the real subpixel shifts between the down-sampled images, and the registration point represents the subpixel shifts calculated by the algorithm. The registration includes two directions of X and Y. The higher the coincidence of the registration point and the standard point is, the smaller the registration error would be, that indicates the higher the registration accuracy is.
The maximum error δ max and mean error δ ave of the registration point in the X and Y directions are calculated to evaluate the registration accuracy, respectively. The δ max and δ ave are defined as: 
where S i and S i are the values of the standard point and the registration point in the X and Y directions, respectively, and the calculation results are listed in Table 1 . Table 1 shows that our methods outperform all previous methods in the image I and III, and it has the smallest maximum error and average error in both the X and Y directions. And the maximum error of the method in the X and Y directions are 0.0354 and 0.0374 respectively. Compared with the maximum error of 0.1294 and 0.0722 in the two directions of the SIFT registration algorithm, the registration accuracy is improved greatly.
2) IMAGE SELECTION
In order to validate the performance of the proposed images selection method, the 1951_USAF resolution test card is photographed by the pco.edge camera to obtain 300 frames LR images with an image size of 2048×1536. The images with an image size of 115×131 are taken from the original images for experimentation to improve the calculation speed, as shown in Fig.6 .
In the next section, a reconstruction experiment with magnifications of i2, 3 and 4 will be performed. So the minimum subpixel shift of the desired SPS images will be 1/2, 1/3 and 1/4pixels respectively, and the desired number of SPS images are 4, 9 and 16. The images selection results are shown as Fig.7 , where the standard points represent the shifts of the desired SPS images relative to the reference one, and the registration points represent the shifts of the selected images relative to the reference one. It can be seen that the displacements between the selected SPS images are not completely equal to the desired SPS images', and there is a small error between them. In order to ensure the effectiveness of the selected SPS images, the displacement errors of the selected image and the desired image should less than the threshold T 1 in both X and Y directions, as shown in the dotted box in Fig.7 . Finally, 4 frames with 1/2 subpixel shifts, 8 frames with 1/3 subpixel shifts and 12 frames with 1/4 subpixel shifts are selected.
B. THE REAL IMAGE EXPERIMENT
To further demonstrate the effectiveness and efficiency of the proposed MISR method, eight methods are selected to compare with our work. As Bicubic interpolation serves as the simplest SR approach, it is selected as a baseline method. Serving as most cited method in the field of MISR for the performance and simplicity, LABTV [16] and MFFU [17] are selected besides. As the popularity of learning-based approaches increases, we also select the sparse coding method for MISR(SC) [18] and MFCNN [19] as two state-of-the-art methods in this field. In addition, SRCNN [4] , VDSR [7] and DBPN [12] considered as stateof-the-art SISR methods are also introduced in the comparison. And the datasets are the SPS images obtained in section A. The implementations are all from the publicly available codes provided by the authors. The training data used in MFCNN, SRCNN, VDSR, and DBPN are public data set which all contain a wide variety of images. Although the training data in the four original paper are inconsistent, they are used in the original article for training, indicating that the parameters of network model can be optimized through their respective data sets. In addition, our MISR method does not require training data, and the four deep learning methods that requires training data only need to be compared with our method, and does not need to be compared with each other. so even if the training data are inconsistent, the comparison of experiments is reasonable. So the training data of the MFCNN, SRCNN, VDSR, and DBPN are all set using the original paper. Fig.8-10 are the reconstruction results, it can be seen that the reconstruction effect of Bicubic is not obvious, and the spatial resolution is almost no improvement compared with the original image. The details of other MISR reconstructed images are prominent, but there is blurring phenomenon. Compared with the other eight methods, our method generates sharper edges and fine details, effectively alleviate the blurring effects with fewer artifacts and realize superior visual quality, which demonstrates the effectiveness of our MISR technique, especially when the magnification is 4. In addition, in order to evaluate the resolution improvement of the reconstructed image relatively to the original image, the highest resolution density value in the resolution test card is defined as the spatial resolution of the image [29] . Therefore, the actual improvement of the spatial resolution of the reconstructed image relative to the original image resolution is defined as:
1) SUBJECTIVE EVALUATION
where N 1 and N 2 are the spatial resolution of the reconstructed image and LR image respectively, d 1 is the minimum distinguishable line pair width of the original image, and d 2 is the minimum distinguishable line pair width of the reconstructed image, that can be found in the line pair width specification table corresponding to the resolution test card. Table2 is the resolution improvement of the reconstructed images with magnification of 4. It shows that the spatial resolution of the reconstructed images by SC, MFCNN, LABTV, MFFU, SRCNN, VDSR, DBPN and the proposed method has been improved, indicating that the selected SPS images can provide effective complementary information. In addition, the reconstructed image of our method has a higher spatial resolution improvement of 2×, which indicates that the proposed method can restore more detailed information, so that the reconstructed image has a better visual effect. 
2) OBJECTIVE ANALYSIS
In addition, for quantitative evaluation of the reconstructed images of different methods, the average gradient ∇G, the information entropy H and the image sharpness S are employed, according to which, the higher the value of the index, the better the image quality. The assessment results are reported in Table3 in cases where magnifications are 2, 3 and 4, respectively. The ∇G, H and S are defined as:
Table3 exhibits that the proposed reconstruction method plays an important role in improving image quality of reconstruction procedure. Our method produces higher ∇G, H and S value compared with the other methods, which shows that the method in this paper not only improves the image clarity, but also enriches the image details and has a good visual.
In particular, when the magnification is 4, the ∇G, H and S of our method are the highest compared with other methods, indicating that the method has better reconstruction results with a big magnification.
C. COMPARISON WITH STATE-OF-THE-ART METHODS
In this section, extensive experimental results are presented to demonstrate the effectiveness and efficiency of the proposed MISR method through equipping it to various state-of-theart methods. The SISR methods VDSR [7] and DBPN [12] are selected. The MISR methods are SC [18] , LABTV [16] , MFFU [17] , and the Bicubic interpolation is presented as the baseline. We carry out extensive experiments using 2 datasets: Set5 and Set14.
PSNR [30] and SSIM [31] are used to quantitatively evaluate the proposed method. Note that higher PSNR and SSIM values indicate better quality. As used by existing networks, all measurements used only the luminance channel (Y). The best PSNR and SSIM results of compared methods are reported in the corresponding paper [7] , [12] , [17] . In our scenario, for Bicubic and SISR methods, only the target LR image(first LR image)is utilized for reconstruction, and for MISR methods, same registration procedure is adopted.
We show the quantitative results and computational time in the Table 4 and visual comparison is exhibited in Fig.11 . As the methods are written in different programming languages, the comparison of their test time may not be fair, but still reflects the main trend. Our method outperforms all MISR methods in these datasets. Moreover, our methods are relatively fast. Compared with the superior SISR methods VDSR [7] , the PSNR and SSIM value of our method are improved, and they are reduced a little compared with DBPN [12] . Although SISR methods have a short test time, it requires a lot of data to train, and the training process takes a lot of time. Our method is free with training process, and just takes a few seconds to reconstruct the image which greatly reduces computational complexity compared with the SISR methods.
When there is a ground truth (GT) image, PSNR and SSIM are used to evaluate the similarity between the reconstructed image and the GT image. Higher PSNR and SSIM values indicate the more realistic the reconstructed image is with the GT image, but it does not mean that the reconstructed image contains more detailed information. When using real images, there is no GT image, so we use ∇G, H and S to evaluate the reconstructed image. The higher the ∇G, H and S, the more detailed information the reconstructed image contains, and the better the visual effect of the image. The experimental results show that our method is more advantageous for real images.
D. MORE ANALYSIS
During the reconstruction process, different numbers of SPS images can be used to reconstruct different magnifications, and reconstructed images with different visual and spatial resolution are obtained. Therefore, this section will focus on the magnification and number of SPS images during reconstruction.
1) ANALYSIS OF THE MAGNIFICATION
In this subsection, the 1953_USAF resolution test card image is down-sampled with factor 8, and 64 LR images with different shifts are simulated. Set the magnifications M from 2 to 8, and select the SPS images with the number and subpixel shifts corresponding to the magnification from the 64 LR images for reconstruction. The spatial resolution of the reconstructed images relative to the original images is increased as shown in Fig.12 .
When the magnification is in the range of 2-4, the spatial resolution improvement of the reconstructed image is increasing with the increasing of the magnification, and the maximum improvement is 2.52 times, when the image magnification is from 4 to 8, the spatial resolution improvement of the reconstructed image remains the same. The reason for this phenomenon is that the larger the magnification is, the smaller the minimum subpixel shift of the desired subpixel shifts of SPS images is, and the larger the redundancy information between SPS images is so that the less effective information will be provided. It indicates that only when the magnification is greater than 4, can the human eyes distinguish its influence on the reconstructed image.
2) ANALYSIS OF THE NUMBER OF SPS IMAGES
In section A, SPS images are obtained by images selection method, but when magnification M is 3 or 4, the number of SPS images are less than M 2 ,so this section will analyze the impact of the number of SPS images' ''missing'' on the reconstructed image. Fig. 13(a) is one of the SPS simulation images with a size of 105 × 177 obtained by downsampling the Fig.5 (a) with factor of 4. And Fig.14 is the spatial resolution, mean, and standard deviation value of reconstructed images as against number of SPS images. Fig.13 (b) is a reconstructed image with magnification of 4 using 16 frames. As can be seen from the figure, the reconstructed image is more detailed and sharper than the original LR image. Fig.14 (a) illuminates the spatial resolution improvement of reconstructed image is higher against the number of SPS images is increasing. When the number of SPS images is 11, the spatial resolution improvement of the reconstructed image reaches the maximum value of 2.5 times and remains unchanged. Fig. 14(b) and (c) illuminate the relationship between the number of the SPS images and the mean and standard deviation value of the reconstructed image, where Or represents the original HR image. With the increasing of images' number, the mean and standard deviation of the reconstructed image are increasing too. When the number reaches the maximum value of 16, the mean and standard deviation of the reconstructed image reaches the maximum value, which are approximately equal to the mean and standard deviation of the Or.
According to the above results, we can find that there is a similar trend among spatial resolution, mean, and standard deviation of the reconstructed image with the change of SPS image frames. The more SPS image frames are, the more complementary information between SPS images could be found and the reconstructed image would be more similar with the original HR image. However, when the SPS images reach a certain number, the complementary information between the SPS images reaches the maximum redundancy. At this time, the human's eye cannot distinguish the increased high-frequency information in the reconstructed image, and the spatial resolution of the reconstructed image reaches the maximum. It also shows that the spatial resolution of reconstructed images can reach the maximum when some SPS images are missed.
IV. CONCLUSION
In this paper, for image acquisition we propose a SPS images selection method based on SFME registration algorithm, which does not rely on the special imaging system, and has the advantages of simple implementation and low cost. An iterative interpolation of nonuniformly spaced samples based on pixel gray correction is proposed for images reconstruction. Experiments indicate that the proposed images selection method can obtain subpixel-shifted images with maximum registration error of 0.0374 pixels, and the proposed reconstruction method can obtain HR image with prominent detail information and better visual compared with other reconstruction methods. We validate our reconstruction method with real images and get a 2× improvement in resolution, which indicates that the images selection method and images reconstruction method are effective in practical applications and can improve the visual and spatial resolution of images. Compared with the state-of-the-art methods on set5 and set14, our method outperforms all MISR methods and has an advantage in computational efficiency compared with SISR methods.
Analysis of the effect of image magnification on reconstruction image show that when the image magnification is greater than 4, the spatial resolution of the reconstructed image is no longer significantly improved, so there is not necessary to carry out SPS images reconstruction with too large magnification. And in practical applications, it may be impossible to obtain enough SPS images that meet the magnification factor. According to the experiment, when a certain number of SPS images are not available, the spatial resolution of the reconstructed images can still reach the maximum, indicating that the method proposed in this paper has certain application value in practice.
