The Steiner tree problem is one of the fundamental and classical problems in combinatorial optimization. In this paper we study this problem in the CONGEST ED CLIQUE model of distributed computing and present two deterministic distributed approximation algorithms for the same. The first algorithm computes a Steiner tree inÕ(n 1/3 ) rounds andÕ(n 7/3 ) messages for a given connected undirected weighted graph of n nodes. Note here thatÕ(·) notation hides polylogarithmic factors in n. The second one computes a Steiner tree in O(S + log log n) rounds and O(S (n − t) 2 + n 2 ) messages, where S and t are the shortest path diameter and the number of terminal nodes respectively in the given input graph. Both the algorithms admit an approximation factor of 2(1 − 1/ ), where is the number of terminal leaf nodes in the optimal Steiner tree. For graphs with S = ω(n 1/3 log n), the first algorithm exhibits better performance than the second one in terms of the round complexity. On the other hand, for graphs with S =õ(n 1/3 ), the second algorithm outperforms the first one in terms of the round complexity. In fact when S = O(log log n) then the second algorithm admits a round complexity of O(log log n) and message complexity ofÕ(n 2 ). To the best of our knowledge, this is the first work to study the Steiner tree problem in the CONGEST ED CLIQUE model.
Introduction
The CONGEST ED CLIQUE model (CCM) is one of the fundamental models in distributed computing that was first introduced by Lotker et al. [1] . In this model nodes can communicate with each other via an underlying communication network, which is a clique. Communication happens in synchronous rounds and a pair of nodes can exchange b bits in a round. In this paper we assume that b = O(log n), where n is the number of nodes in the communication network. In literature there are two other classic models of distributed computing, namely LOCAL and CONGEST . The LOCAL model of distributed computing mainly focuses on locality 1 and ignores the congestion by allowing messages of unlimited sizes to be communicated [3, 2] . The CONGEST model on the other hand simultaneously considers the congestion (by bounding the transmitted message size) and locality. In contrast, the CCM takes locality out of the picture and solely focuses on congestion. Since in CCM the hop diameter is one therefore nodes can directly 2(1 − 1/ ), where S is the shortest path diameter 3 (the definition is deferred to Section 2) of a graph and is the number of terminal leaf nodes in the optimal ST, which improves the previous best round complexity of the ST problem [25] . The MST problem is a special case of the ST problem and has been extensively studied in the CONGEST model as well as in the CCM. The best deterministic round complexity known so far for solving the MST problem in the CCM is due to Lotker et al. [1] , which is O(log log n). The algorithm in [1] has a message complexity of O(n 2 ). There are other algorithms for the MST problem in the CCM that are randomized in nature with the round complexities of O(log log log n) [28] and O(log * n) [29, 9] . The message complexities of the algorithms in [28] , [9] , and [29] are O(n 2 ), O(n 2 ), and o(m) respectively. Here m = |E|. Recently Jurdziński and Nowicki [10] achieved a randomized algorithm that constructs an MST in O(1) rounds in the CCM with high probability. Therefore an intriguing question is:
"What is the best round complexity that can be achieved in solving the ST problem in the CCM while maintaining an approximation factor of at most 2?"
In CCM, one can trivially compute an ST in O(n) rounds by maintaining an approximation factor of at most 2. It can be computed as follows. One can collect the entire topology of the input graph in a special node r, which takes O(n) rounds. Then we can compute an ST by applying one of the best known centralized ST algorithms [30, 31, 5] whose approximation factor is at most 2, and finally inform each of the nodes involved with the resultant ST. Note that the resultant ST has at most n − 1 edge information which can be decomposed into O(n) messages. Therefore r can perform the final step in O(1) rounds by sending each edge of the resultant ST to a different intermediate node, which will eventually sends to the destined node.
Our contribution. In this work we propose two non-trivial deterministic distributed approximation algorithms for the ST problem in the CCM. Both the algorithms admit an approximation factor of 2(1−1/ ). The first one, which will be denoted by STCCM-A, computes an ST inÕ(n 1/3 ) rounds andÕ(n 7/3 ) messages. We also propose a deterministic distributed shortest path forest (SPF) (the definition is deferred to Section 3) algorithm in the CCM (henceforth it will be denoted by SPF-A) that computes a SPF in O(n 1/3 log n) rounds and O(n 7/3 log n) messages which will be used as a subroutine in the proposed STCCM-A algorithm. The SPF-A algorithm is based on an all pairs shortest path (APSP) algorithm in the CCM due to Censor-Hillel et al. [13] . The first contribution of this paper is summarized in the following theorem. Theorem 1.1. Given a connected undirected weighted graph G = (V, E, w) and a terminal set Z ⊆ V, there exists an algorithm that computes an ST inÕ(n 1/3 ) rounds andÕ(n 7/3 ) messages in the CCM with an approximation factor of 2(1 − 1/ ), where is the number of terminal leaf nodes in the optimal ST.
The proposed STCCM-A algorithm is inspired by an algorithm proposed in [26] . It consists of four steps (each step is a small distributed algorithm)-the first step is to build a SPF G F of the input graph G for a given terminal set Z, which is essentially a partition of the graph G into disjoint trees: Each partition contains exactly one terminal and a subset of non-terminals. A non-terminal v joins a partition containing the terminal z ∈ Z if and only if ∀x ∈ Z \ {z}, d(z, v) ≤ d(x, v). 4 In the second step the weights of the edges of G with respect to the SPF G F are suitably changed, which produces a modified graph G c ; in the third step the MST algorithm proposed by Lotker et al. [1] is applied on the graph G c to build an MST T M ; and finally some edges are pruned from T M in such a way that in the remaining tree T Z (which is the required ST) all leaves are terminal nodes.
The second proposed algorithm for the ST problem in the CCM, which will be denoted by STCCM-B, computes a 2(1 − 1/ )-approximate ST in O(S + log log n) rounds and O(S (n − t) 2 + n 2 ) messages. Similar to the STCCM-A algorithm, the STCCM-B algorithm also consists of four steps. Except the step 1, all other steps in STCCM-B algorithm are same as that of the STCCM-A algorithm. For step 1 in the STCCM-B algorithm, which is the SPF construction, we propose another SPF algorithm in the CCM (henceforth it will be denoted by SPF-B) that computes a SPF in O(S ) rounds and O(S (n − t) 2 + nt) messages. The second contribution of this paper is summarized in the following theorem. Theorem 1.2. Given a connected undirected weighted graph G = (V, E, w) and a terminal set Z ⊆ V, there exists an algorithm that computes an ST in O(S + log log n) rounds and O(S (n − t) 2 + n 2 ) messages in the CCM with an approximation factor of 2(1 − 1/ ), where n > t, S is the shortest path diameter of G, and is the number of terminal leaf nodes in the optimal ST.
As a by-product of the above theorem, for constant or sufficiently small shortest path diameter networks (where S = O(log log n)) the following corollary holds.
-approximate ST can be deterministically computed in O(log log n) rounds andÕ(n 2 ) messages in the CCM.
The above round and message complexities of the STCCM-B algorithm almost coincide with the best known deterministic result for MST construction in the CCM due to Lotker et al. [1] and the approximation factor of the resultant ST is at most 2(1 − 1/ ) of the optimal.
Related work. Chen et al. [22] proposed the first deterministic distributed algorithm for the ST problem in the CONGEST model and achieved an approximation factor of 2(1 − 1/ ). The time and message complexities of this algorithm are O(n(n − t)) and O(m + n(n − t + log n)) respectively. Chalermsook et al. [23] presented a deterministic distributed 2-approximate algorithm for the ST problem in the synchronous model (which allows a bounded message size only) with time and message complexities of O(n log n) and O(tn 2 ) respectively. Khan et al. [24] presented an O(log n)-approximate randomized distributed algorithm for the ST problem in the CONGEST model with time complexity O(S log 2 n) and message complexity O(S n log n). Lenzen and Patt-Shamir [25] presented two distributed algorithms for the Steiner forest problem (a more generalized version of the ST problem) in the CONGEST model: one is deterministic and the other one is randomized. The former one finds, a (2
rounds, where D is the unweighted diameter and k is the number of terminal components in the given input graph. The latter one finds a (2 + o(1))-approximate Steiner forest inÕ( √ min{D, k}(D + k) + √ n) rounds with high probability. Note that if k = 1 then the Steiner forest problem reduces to the ST problem. In this case the round complexities of the two algorithms in [25] , in which one is deterministic and the other one is randomized reduce toÕ(S + √ min{S t, n}) andÕ(D + √ n) respectively. Saikia and Karmakar [26] proposed a deterministic distributed 2(1 − 1/ )-factor approximation algorithm for the ST problem in the CONGEST model with the round and message complexities of O(S + √ n log * n) and O(∆(n − t)S + n 3/2 ) respectively, where ∆ is the maximum degree of a node in the graph. Recently Bachrach et al. [32] showed that the lower bound round complexity in solving the ST problem exactly in the CONGEST model is Ω(n 2 / log 2 n). In the approximate sense on the other hand, no immediate lower bound result exists for solving the ST problem in the CONGEST model. Since the ST problem is a generalized version of the MST problem, we believe that in the approximate sense the lower bound results for the MST problem 5 also hold for the ST problem in the CONGEST model.
References Model Type Round complexity
Message complexity Approximation
Lenzen and Patt-Shamir [25] CM
Saikia and Karmakar [26] Here CM = CONGEST model, DT = deterministic, RM = randomized, n = |V|, m = |E|, t = |Z|, n > t, S and D are the shortest path diameter and the unweighted diameter respectively of a connected undirected weighted graph G.
Performances of some of the distributed algorithms mentioned above, together with that of our work, are summarized in Table 1 .
Paper organization. The rest of the paper is organized as follows. In Section 2 we define the system model and notations. The description of the SPF-A algorithm is given in Section 3. The description of the STCCM-A algorithm and an illustrative example of it are given in Section 4. The proof of the STCCM-A algorithm is given in Section 5. The description and proof of the STCCM-B algorithm are given in Section 6. A brief description of the Censor-Hillel et al.'s APSP algorithm and Lotker et al's MST algorithm are deferred to Appendix A and Appendix B respectively. We conclude the paper in Section 7.
Model and notations
System model. We consider the CCM as specified in [1] . This model consists of a complete network described by a clique of n nodes. Each node represents an independent computing entity (processor). Nodes B bits can be sent through each edge in each round) in the CONGEST model. Kutten et al. [34] established that Ω(m) is the message lower bound for leader election in the KT 0 model (i.e. Knowledge Till radius 0) which holds for both the deterministic as well as randomized (Monte Carlo) algorithms even if the network parameters D, n, and m are known, and all the nodes wake up simultaneously. Since a distributed MST algorithm can be used to elect a leader, the above message lower bound in the KT 0 model also applies to the distributed MST construction.
are connected through a point-to-point network of At the beginning of the computation, each node knows its own (unique) identity (ID) which can be represented by O(log n) bits and the part of the input assigned to it. 6 In the CCM the input graph G and the underlying communication network, which is a clique, are not same. The input graph G is distributed among the nodes (processors) of the clique via a vertex partition. In this paper we consider that each vertex of G along with its incident edges (with their weights) are assigned to a distinct node (processor) in the clique. If an edge does not exist in G then the weight of such an edge is considered equal to ∞ in the clique. Communication happens in synchronous rounds and a pair of nodes can exchange O(log n) bits in each round. Nodes communicate and coordinate their actions with other nodes by passing messages (of size O(log n) bits) only. In general, a message contains a constant number of edge weights, node IDs, and other arguments (each of them is polynomially bounded in n). Note here that each of the arguments in a message is polynomially bounded in n and therefore polynomially many sums of arguments can be encoded with O(log n) bits. We assume that nodes and links do not fail.
An execution of the system advances in synchronous rounds. In each round: nodes receive messages that were sent to them in the previous round, perform some local computation, and then send (possibly different) messages. The time complexity is measured by the number of rounds required until all the nodes (explicitly) terminate. The message complexity is measured by the number of messages sent until all the nodes (explicitly) terminate.
Notations. We use the following terms and notations.
• δ(v) denotes the set of edges incident on a node v. Similarly δ(C) denotes the set of edges having exactly one endpoint in a subgraph C.
• w(e) denotes the weight of an edge e.
• ES(e) denotes the state of an edge e.
• s(v) denotes the source node of a node v.
• d(v) denotes the shortest distance from a node v to its source ID s(v).
• π(v) denotes the predecessor node of a node v.
• Let M n×n denotes a matrix of size n × n, where n is a positive integer. Then m(i, j) denotes the value of an entry located at the i th row and j th column in M n×n .
• X denotes the message X(a 1 , a 2 , ...). Here a 1 , a 2 , ... are the arguments of the message X. Note that unless it is necessary, arguments of X will not be shown in it.
SPF construction in CCM
The SPF is defined as follows.
Definition 3.1 (SPF [22] ). Let G = (V, E, w) be a connected undirected weighted graph, where V is the vertex set, E is the edge set, and w : E → R + is the non-negative weight function. Given a subset Z ⊆ V, a SPF for Z in G is a sub-graph
• for all i, V i contains exactly one node z i of Z.
• if v ∈ V i then its s(v) in G is z i ∈ Z.
•
• The shortest path between v and s(v) = z i in T i is the shortest path between v and s(v) in G.
SPF-A algorithm
The SPF-A algorithm is used as a subroutine in the proposed STCCM-A algorithm. Here we give a brief description of it. It consists of two parts: the first part constructs an APSP of the input graph G and the second part constructs the required SPF from the graph formed by the APSP. Specifically, in the first part we apply the algebraic method due to Censor-Hillel et al. [13] . Censor-Hillel et al. showed that in the CCM, the iterated squaring of the weight matrix over the min-plus semiring [36, 37] computes an APSP in O(n 1/3 log n) rounds and O(n 7/3 log n) messages. One of the fundamental applications of the APSP is the construction of the routing tables in a network. Specifically a routing table entry denoted by R[u, v] = w ∈ V is a node such that (u, w) ∈ E and w lies on a shortest path from u to v. Censor-Hillel et al. also showed that in the CCM the iterated squaring algorithm can be used to construct routing tables of a network as well. For the sake of completeness a brief description of the iterated squaring algorithm and the procedure of the routing table construction due to Censor-Hillel et al. is provided in Appendix A. Now we describe the second part of the SPF-A algorithm and show that it requires O(1) rounds and O(n) messages. From the first part we assume that each node in V knows the shortest path distances to all other nodes in V and its routing table entries R. Therefore, by using the shortest path distance information each node v ∈ V \ Z can locally choose the closest terminal as its source node s(v). Note that there may be more than one terminal with equal shortest distances for a given non-terminal. In this case, the non-terminal chooses the one with the smallest ID among all such terminals. Once a non-terminal v chooses the closest terminal as its source node s(v), by using its own routing table R, it can also choose its parent node π(v) with respect to s(v). Whenever a non-terminal v sets its π(v), it also informs π(v) that it has chosen π(v) as its parent. It is obvious that to establish the parent-child relationship between a pair of nodes (π(v), v), where s(v) = s(π(v)), it requires O(1) rounds and O(1) messages. In this way each node v ∈ V \ Z is connected to exactly one tree rooted at some source node s(v). Here each source node is a terminal. Therefore exactly |Z| number of shortest path trees are constructed by the above procedure which together form the required SPF. Since the procedure of choosing parent can be started in parallel by all nodes in V \ Z, for all such pair of nodes it requires O(1) rounds and O(n) messages. It is clear that the overall round and message complexities of the SPF-A algorithm are dominated by the first part of the algorithm. Therefore the following theorem holds. The approximation factor of the proposed STCCM-A algorithm directly follows from the correctness of a centralized algorithm due to Kou et al. [30] (Algorithm H). For a given connected undirected weighted graph G = (V, E, w) and a set of terminals Z ⊆ V, the Algorithm H computes an ST T Z as follows.
1. Construct a complete distance graph K Z .
Find an MST
3. Construct a sub-graph G A of T A by replacing each edge of T A with its corresponding shortest distance path in G.
4. Find an MST T B of G A .
5. Construct an ST T Z , from T B by deleting edges of T B so that all leaves of T Z are terminals.
The running time of the Algorithm H is O(tn 2 ). Following the principles of both Prim's and Krushkal's algorithms, Wu at el. [31] proposed a faster centralized algorithm (Algorithm M) which improves the time complexity to O(m log n), achieving the same approximation ratio as that of the Algorithm H. The Algorithm M computes a sub-graph called generalized MST T Z for Z of G which is defined as follows.
Definition 4.2 (Generalized MST [31] ). Let G = (V, E, w) be a connected undirected weighted graph and Z be a subset of V. Then a generalized MST T Z is a sub-graph of G such that
• there exists an MST T A of the complete distance graph K Z such that for each edge (u, v) in T A , the length of the unique path in between u and v in T Z is equal to the weight of the edge (u, v) in T A .
• all leaves of T Z are in Z.
It is clear that T Z is an ST for Z in G and is the actual realization of T A (Recall that T A is the MST of K Z ). In summary, the Algorithm M constructs a generalized MST T Z for Z of G as follows. Initially, the set of nodes in Z are treated as a forest of |Z| separate trees and successively merge them until all of them are in a single tree T Z . A priority queue Q is used to store the frontier vertices of paths extended from the trees. Each tree gradually extends its branches into the node set V \ Z. When two branches belonging to two different trees meet at some node then they form a path through that node merging these two trees. The algorithm always guarantees to compute only such paths of minimum length for merging trees.
The proposed STCCM-A algorithm also computes a generalized MST for Z of G (which is essentially the required ST with the approximation factor of 2(1 − 1/ )) in the CCM. The round and message complexities of the STCCM-A algorithm areÕ(n 1/3 ) andÕ(n 7/3 ) respectively. Saikia and Karmakar [26] proposed a 2(1 − 1/ )-factor deterministic distributed approximation algorithm which also computes a generalized MST for Z of G in O(S + √ n log * n) rounds and O(∆(n − t)S + n 3/2 ) messages. However, the algorithm in [26] was proposed for the CONGEST model, whereas the STCCM-A algorithm is proposed for the CCM.
There are four small distributed algorithms (step 1 to step 4) involved in the STCCM-A algorithm similar to the algorithm proposed in [26] . However, except the step 2, all other steps in the STCCM-A algorithm are different from the algorithm proposed in [26] . The step 2 of the STCCM-A algorithm is similar to that of the algorithm proposed in [26] .
Outline of the STCCM-A algorithm
Input specification. We assume that there is a special node r ∈ V available at the start of the algorithm. For correctness we assume that r is the node with the smallest ID in the system. Initially each node v ∈ V knows its unique ID, whether it is a terminal or a non-terminal, and weight w(e) of each edge e ∈ δ(v). Each node in V maintains a boolean variable steiner flag whose values can be either true or false. Initially steiner flag(v) is set to false for each v ∈ V \ Z, whereas throughout the execution of the algorithm the value of steiner flag(v) is true for each v ∈ Z. Also each node v ∈ V initially sets its local variable ES(e) to basic for each e ∈ δ(v). Recall that ES(e) denotes the state of an edge e.
Output specification. Whenever the algorithm terminates, the pair (steiner flag, B) at each node v ∈ V defines the distributed output of the algorithm. Here B ⊆ δ(v). steiner flag(v) = false ensures that v does not belong to the final ST; in this case B = ∅. On the other hand steiner flag(v) = true ensures that v is a part of the final ST; in this case B ∅ and for each e ∈ B, ES(e) is set to branch.
The special node r initiates the algorithm. An ordered execution of the steps is necessary for the correct working of the STCCM-A algorithm. We assume that r ensures the ordered execution of the steps (step 1 to step 4) and initiates the step i + 1 after the step i is terminated. The outline of the proposed STCCM-A algorithm is as follows.
Step 1. SPF-construction. Construct a SPF G F = (V, E F , w) for Z in G by applying the SPF-A algorithm described in Section 3.1. Theorem 3.1 ensures that the round and message complexities of this step areÕ(n 1/3 ) andÕ(n 7/3 ) respectively.
Step 2. Edge Weight modification. With respect to the SPF G F , each edge e ∈ E of the graph G = (V, E, w) is classified as any one of the following three types.
(a) tree edge: if e ∈ E F .
(b) inter tree edge: if e E F and end points are incident in two different trees of the G F .
(c) intra tree edge: if e E F and end points are incident in the same tree of the G F .
is an inter tree edge. In this case w c (u, v) realizes the weight of a path from the source node s(u) to the source node s(v) in G that contains the inter tree edge (u, v). Recall that d(u, v) denotes the (weighted) shortest distance between nodes u and v in G.
The
It is clear that step 2 can be performed in O(1) rounds. Also on each edge of G, the message set category is sent exactly twice (once from each end). Therefore, the message complexity of the step 2 is O(m).
Step 3. MST construction. Construct an MST T M of G c . In this step, we apply the deterministic MST algorithm proposed by Lotker et al. [1] (a brief description of the algorithm is deferred to Appendix B). To the best of our knowledge, it is the only known deterministic MST algorithm proposed in the CCM till date. All other existing MST algorithms in the CCM [28, 29, 9, 10] are randomized in nature. Note that the round and message complexities of the algorithm proposed by Lotker et al.
are O(log log n) and O(n 2 ) respectively.
We assume that each node v ∈ V (T M contains all the nodes of V) knows which of the edges in δ(v) are in the T M and for each such edge e it sets ES(e) to branch. On the other hand for each e ∈ δ(v) which is not in the T M , v sets ES(e) to basic.
Step 4. Pruning. Construct a generalized MST T Z by performing a pruning operation on the MST T M .
For correctness we assume that a node in Z with the smallest ID is the root r t of T M . The pruning operation deletes edges from T M until all leaves are terminal nodes. It is performed as follows. Each v ∈ V sends its parent information (with respect to the T M rooted at r t ) to all other nodes. This requires O(1) rounds and O(n 2 ) messages. Now each v ∈ V \ Z locally computes the T M rooted at r t from these received parent information. Then each node in V \ Z can locally decide whether it should prune itself or not from the T M . From the locally known T M each v ∈ V \ Z finds whether it is an intermediate node in between two or more terminals in the T M or not. If yes, it does not prune itself from the T M and sets its steiner flag to true. Otherwise, it prunes itself. Whenever a node v prunes itself from the T M it sets its steiner flag to false and for each e ∈ δ(v) such that ES(e) basic, it sets its ES(e) to basic. On each such pruned edge e, v asks the other end of e to prune the common edge e. Now the edge weights of resultant ST T Z are restored to the original edge function w. Since each node in V \ Z can start the pruning operation in parallel and in the worst-case the number of pruned edges in the network can be at most n, this step takes O(1) rounds and O(n) messages.
The overall round and message complexities of the pruning step are O(1) and O(n 2 ) respectively.
The STCCM-A algorithm terminates with the step 4. 
An illustrating example of the STCCM-A algorithm
Consider the application of the STCCM-A algorithm in an arbitrary graph G = (V, E, w) and a terminal set Z = {B, F, H} shown in Figure 2(a) . The input graph G is distributed among the nodes (processors) of a complete network K 9 via a vertex partition which is shown in Figure 2(b) . Specifically each vertex and its incident edges (with weights) of G are assigned to a distinct processor in the K 9 . The weight of an edge in K 9 which is not in G is considered equal to ∞ (not shown in the figure) . A SPF G F = (V, E F , w) for Z is constructed which is shown in Figure 2(c) . In G F , each non-terminal v is connected to a terminal s(v) ∈ Z whose distance is minimum to s(v) than any other terminal in G which is shown in the table of Figure 2 which constructs an MST T M of G c . The final Steiner tree T Z for Z of G, which is a generalized MST for Z of G is constructed from the T M by applying the pruning step of the STCCM-A algorithm, which is shown in Figure 2 (f).
Proof of the STCCM-A algorithm
Theorem 5.1. The round complexity of the STCCM-A algorithm isÕ(n 1/3 ).
Proof. It is clear that the overall round complexity of the STCCM-A algorithm is dominated by the step 1. Therefore the round complexity of the STCCM-A algorithm isÕ(n 1/3 ). The polylogarthmic factors involved with this round complexity is log n.
Theorem 5.2. The message complexity of the STCCM-A algorithm isÕ(n 7/3 ).
Proof. By Theorem 3.1 the message complexity of the step 1 of the STCCM-A algorithm isÕ(n 7/3 ). Each of the step 3 and step 4 requires O(n 2 ) messages. The step 2 requires O(m) messages. We know that m ≤ n 2 . All of these ensures that the overall message complexity of the STCCM-A algorithm is dominated by the step 1. Therefore the message complexity of the STCCM-A algorithm isÕ(n 7/3 ). The polylogarthmic factors involved with this message complexity is log n. Lemma 5.3. Given that G = (V, E, w) is a connected undirected weighted graph and Z ⊆ V. Let u, v ∈ Z and there exists a straight path P uv between u and v in T M , where T M is a resultant MST constructed after the consecutive applications of step 1, 2, and 3 of the STCCM-A algorithm on the given graph G. Then P uv in T M is the shortest straight path between u and v in G.
Proof. By contradiction assume that P uv is not the shortest straight path in T M . Let there exists a straight path P uv between u and v such that P uv < P uv . We show that P uv < P uv does not hold. Since u and v are two different terminals they were in different trees of the SPF, say u ∈ T 1 and v ∈ T 2 , before they are included in
such that P uv and P uv contain e and e respectively as shown in Figure 4 . Note that the correctness of the SPF algorithm described in Section 3.1 ensures that P ua , P ua , P vb , and P vb are the shortest paths between the respective nodes in G as shown in Figure 4 . During the execution of the step 3 of the STCCM-A algorithm, which constructs the MST T M , a finds e as its minimum weight outgoing edge (MWOE) and a finds e as its MWOE. Similarly b and b finds e and e as their MWOEs respectively. During the construction of the MST T M since T 1 and T 2 are merged through e, this indicates that e is the MWOE of T 1 . Similarly e is the MWOE of T 2 . Since T 1 and T 2 are merged along the path P uv to form T, this ensures that P uv ≥ P uv contradicting the fact P uv < P uv . Therefore P uv is the shortest straight path between u and v in G.
intra tree tree inter tree Consider a graph T * = (Z, E * , w * ) whose vertex set Z and edge set E * are defined from T M as follows. For each straight path P uv of T M , let (a, b) be an edge of E * . Then the following lemma holds.
The correctness of the above lemma directly follows from the correctness of the Lemma 4.8 in [26] .
It is obvious that if we unfold the tree T * = (Z, E * , w * ) then it transforms to a resultant graph T Z , which satisfies the following properties.
• For each straight path between u and v in T Z , there exists an edge e = (u, v) ∈ E * , where u, v ∈ Z and the length of the straight path between u and v in T Z is the shortest one between u and v in G.
• All leaves of T Z are in Z.
Therefore the following theorem holds.
Theorem 5.5. The tree T Z computed by the STCCM-A algorithm is a generalized MST for Z ⊆ V of G = (V, E, w).
Let cost(X) denotes the sum of weights of all the edges in a graph X. Let T opt denotes the optimal ST. Then the following theorem holds.
The correctness of the above theorem essentially follows from the correctness of the Theorem 1 of Kou et al. [30] . For the sake of completeness here we give the outline of this correctness. Let T opt consists of q ≥ 1 edges. Then there exists a loop L = v 0 , v 1 , v 2 , · · · , v 2q (= v 0 ) in T opt in such a way that
• every edge in T opt appears exactly twice in L. This implies that cost(L) = 2 × cost(T opt ).
• every leaf in T opt appears exactly once in L and if v i and v j are two consecutive leaves in L then the sub-path connecting v i and v j is a simple path.
Note that the loop L can be decomposed into simple sub-paths (recall that is the number of leaf nodes in the T opt ), each of them connects two consecutive leaf nodes in L. By deleting the longest such simple sub-path from L the remaining path (say P) in L satisfies the followings.
• every edge in T opt appears at least once in P.
• cost(P)
Now assume that T Z is a generalized MST for Z of G. We know that T Z realizes the MST say T A of the complete distance graph K Z for Z of G. In other words cost(T Z ) = cost(T A ). Note that each edge (u, v) in T A , where u, v ∈ Z, is a shortest straight path between u and v in G. This ensures that the weight of an edge (u, v) in T A is at most the weight of the corresponding simple path between nodes u and v in P. If we consider all the edges of T A then cost(T A ) ≤ cost(P). This concludes that cost(
Deadlock issue. The STCCM-A algorithm is free from deadlock. Deadlock occurs only if a set of nodes in the system enter into a circular wait state. In step 1 (SPF construction) of the STCCM-A algorithm, a node uniformly distributes its input (a brief description of the input distribution is given in Appendix A), which is the incident edge weights of it, among a subset of nodes (which are of course withing one hop distances) and never sends resource request message to any other nodes. This ensures that nodes never create circular waiting (or waiting request) for any resource during the execution of the algorithm. In Step 2, each node independently sends a message (containing its own state) to all of its neighbors only once. Upon receiving messages from all of its neighbors, a node performs some local computation and then terminates itself. Therefore, in step 2 nodes are free from any possible circular waiting. The correctness of the deadlock freeness of the step 3 essentially follows from the work of Lotker et al. [1] . In step 4, the pruning operation is performed on a tree structure (T M ) and a node never requests and waits for resources holding by any other node in the system. This implies that during the pruning operation, nodes are free from any possible circular waiting. Therefore, the deadlock freeness of all four steps together ensure deadlock freeness of the STCCM-A algorithm.
STCCM-B algorithm
The STCCM-B algorithm is a modified version of the STCCM-A algorithm that computes an ST in O(S + log log n) rounds and O(S (n − t) 2 + n 2 ) messages in the CCM maintaining the same approximation factor as that of the STCCM-A algorithm described in Section 4. Similar to the STCCM-A algorithm the STCCM-B algorithm also has four steps (small distributed algorithms). In the STCCM-B algorithm except the step 1 all other steps are same as that of the STCCM-A algorithm. Recall that step 1 of the STCCM-A algorithm is a construction of a SPF of a given input graph G = (V, E, w) with a terminal set Z ⊆ V. In contrast for step 1 of the STCCM-B algorithm, which is also the SPF construction, we adapt the SPF algorithm proposed in [26] to the CCM. This new SPF algorithm denoted by SPF-B helps achieving a different round and message complexities for 2(1 − 1/ )-approximate ST construction in the CCM. Specifically for constant or small shortest path diameter networks (where S = O(log log n)) the STCCM-B algorithm outperforms the STCCM-A algorithm in terms of round complexity in the CCM.
The SPF algorithm in [26] vs. the SPF-B algorithm. The SPF algorithm in [26] was proposed for the CONGEST model, whereas our SPF-B algorithm is devised for the CCM. In the SPF algorithm in [26] the terminal nodes need to participate in forwarding update messages until the termination of the algorithm. However in the SPF-B algorithm the terminal nodes participate in forwarding update messages only once and after that they exchange no further messages in the system. The SPF-B algorithm terminates in S + 2 rounds, whereas the SPF algorithm in [26] terminates in S + h rounds, where h is the height of a breadth first search tree of the given input graph G. Note here that h ≤ D ≤ S . Despite the same asymptotic round complexities, required by the both algorithms, which is O(S ), they incur different message complexities. The SPF-B algorithm incurs a message complexity of O(S (n − t) 2 + nt), where n > t, whereas the SPF algorithm in [26] has the message complexity of O(∆(n − t)S ), where ∆ is the maximum degree of a vertex in the input graph G.
SPF-B algorithm
In addition to the notations defined in Section 2 the following notations are used in the description of the SPF-B algorithm.
• ts(v) denotes the tentative source ID of a node v.
• td(v) denotes tentative shortest distance from a node v to its ts(v).
• t f (v) denotes the terminal flag of a node v.
• tπ(v) denotes the tentative predecessor of a node v.
• Let e ∈ δ(v). Then at node v, tdn(e) denotes the tentative shortest distance of a node incident on the other end of e. Similarly at node v, idn(e), tsn(e) and t f n(e) denote ID, tentative source ID and terminal flag value respectively of a node incident on the other end of e.
Input specification.
• If v ∈ V \ Z then td(v) = ∞, tπ(v) = nill, ts(v) = nill, and tf (v) = false.
• The value of ES(e) can be either basic or blocked. A node v sets the state of an incident edge (v, u) ∈ δ(v) as blocked if u ∈ Z. Otherwise, at node v, the edge (v, u) has the state value as basic. It is possible for the edge states at the two nodes adjacent to the edge to be temporarily different.
Output specification. When the algorithm terminates then d(v) = td(v), π(v) = tπ(v), and s(v) = ts(v) for each node v ∈ V.
SPF-B algorithm. Pseudocode at node v upon receiving a set of messages or no message.
Let Z be the set of terminals, U be the set of update messages received by node v in a round.
1: upon receiving no message 2: if v = r then spontaneous awaken of the special node r 3:
for all e ∈ δ(v) do here δ(v) contains n − 1 edges 4: send wakeup on e
ES(e) ← basic; 10: end for 11: if v ∈ Z then 12: t f ← true; ts ← v; tπ ← v; td ← 0; 13: for all e ∈ δ(v) do 14: send update(v, ts, td, t f ) on e t f ← f alse; ts ← nill; tπ ← nill; td ← ∞; 18: end if 19: upon receiving a set of update messages U φ 20: for all update(idn(e), tsn(e), tdn(e), t f n(e)) ∈ U such that e ∈ δ(v) do 21: if t f n(e) = true then 22: ES (e) ← blocked; 23: end if 24: if tdn(e) + w(e) < td then update the tentative source, distance, and predecessor 25: update f lag ← true; update f lag is a temporary boolean variable 26: td ← tdn(e) + w(e); tπ ← idn(e); ts ← tsn(e);
27:
end if 28: end for 29: if update f lag = true then 30: for all e ∈ δ(v) such that ES (e) blocked do 31: send update(v, ts, td, t f ) on e 32: end for 33: update f lag ← f alse; 34: end if Outline of the algorithm. We assume that the SPF-B algorithm is initiated by a special node r. r initiates the algorithm by sending a wakeup message to all other nodes in the communication network, which is a clique. Upon receiving the wakeup message, a node v initializes its local variables as shown in the input specification. Now each node v ∈ Z sends update messages to all nodes in V. After that nodes in Z send or receive no further messages, whereas in each subsequent rounds nodes in V \ Z may send or receive update messages until the termination of the algorithm. Upon receiving a set of update messages (denoted by U) a node v ∈ V acts as per the following rules.
R1. if an update ∈ U is received through an incident edge e = (v, u) such that u ∈ Z then it sets ES(e) to blocked.
R2. if v ∈ V \ Z then it computes w(e) + tdn(e) for each update(idn(e), tsn(e), tdn(e), t f n(e)) ∈ U and chooses the minimum one, say w(e ) + tdn(e ) resulted by update(idn(e ), tsn(e ), tdn(e ), t f n(e )) ∈ U. If td(v) > w(e ) + tdn(e ) then it updates td(v) = w(e ) + tdn(e ), ts(v) = tsn(e ), and tπ(v) = idn(e ). Otherwise, td(v), ts(v) and tπ(v) remain unchanged.
R3. if the value of td(v) is updated then it sends update(v, ts(v), td(v), t f (v)) on all of its incident basic edges.
Lemma 6.1. The SPF-B algorithm terminates after at most S + 2 rounds.
Proof. The special node r initiates the SPF-B algorithm by sending wakeup messages to all the nodes in V which takes exactly 1 round. Upon receiving wakeup message each node in Z, in parallel, sends update messages to each node in V. This takes 1 round only. After that all nodes in V \ Z proceed in parallel, and if applicable they update their local states. Note that in each subsequent round at least one node in V \ Z must update its local variables, otherwise, the algorithm must have reached the termination state. Since S is the shortest path diameter any path in the SPF contains no more than S edges. Since all nodes in V \ Z update their local states in parallel, each such node v converges to its correct d(v) value in at most S additional rounds. Therefore after S + 2 rounds of execution no local changes occur at any node in the system and consequently no further messages related to the SPF-B algorithm will be sent or in transit. This concludes that the SPF-B algorithm terminates after at most S + 2 rounds.
Theorem 6.2. The round complexity of the SPF-B algorithm is O(S ).
Proof. By Lemma 6.1 the SPF-B algorithm terminates after at most S + 2 rounds. Therefore the overall round complexity of the SPF-B algorithm is O(S ).
Theorem 6.3. The message complexity of the SPF-B algorithm is O(S (n − t) 2 + nt), where n > t.
Proof. The special node r initiates the SPF-B algorithm by sending wakeup messages to all the nodes in V, which generates exactly n messages (we assume that a node can send message to itself too). Upon receiving wakeup message each node in Z, in parallel, sends update messages to each node in V. This step generates nt messages, where t = |Z|. After that no further messages are generated due to the node set Z. On the other hand in each subsequent round each node in V \ Z may update its local variables and sends update message to each node in V \ Z. In the worst-case in each subsequent round this may generates (n − t) 2 messages. By Lemma 6.1 the SPF-B algorithm terminates in S + 2 rounds. Combining all the steps the total number of messages generated, in the worst-case, is (S + 2)(n − t) 2 + nt + n. We assume that n > t. Therefore the overall message complexity of the SPF-B algorithm is O(S (n − t) 2 + nt).
Lemma 6.4. Let td i (v) be the length of the tentative shortest path from node v to its ts(v) after i ≥ 0 rounds. Let the SPF-B algorithm terminates after X ≤ S + 2 rounds. Then td X (v) = d(v, s(v)) for each node v ∈ V that uses ≤ S edges.
The correctness of the above lemma directly follows from the correctness of the Lemma 3.3 in [26] .
Proof of the STCCM-B algorithm
Similar to the STCCM-A algorithm the STCCM-B algorithm also computes a generalized MST for Z of G. Therefore the approximation factor of an ST computed by the STCCM-B algorithm is same as that of the STCCM-A algorithm, which is 2(1 − 1/ ). Theorem 6.5. The round complexity of the STCCM-B algorithm is O(S + log log n).
Proof. We know that the STCCM-B algorithm consists of four steps. By Theorem 6.2 the round complexity of the step 1 is O(S ). The round complexities of the steps 2, 3, and 4 of the STCCM-B algorithm are O(1), O(log log n), and O(1) respectively. It is clear that the overall round complexity of the STCCM-B algorithm is dominated by the steps 1 and 3, which is O(S + log log n).
Theorem 6.6. The message complexity of the STCCM-B algorithm is O(S (n − t) 2 + n 2 ).
Proof. By Theorem 6.3 the message complexity of the step 1 of the STCCM-B algorithm is O(S (n−t) 2 +nt). The message complexities of the steps 2, 3, and 4 of the STCCM-B algorithm are O(m), O(n 2 ), and O(n 2 ) respectively. We know that m ≤ n 2 and nt < n 2 , where n > t. Therefore the overall message complexity of the STCCM-B algorithm is O(S (n − t) 2 + n 2 ).
Discussion and Conclusion
In this paper we have presented two deterministic distributed approximation algorithms for the ST problem in the CCM. The first one constructs a 2(1 − 1/ )-approximate ST inÕ(n 1/3 ) rounds andÕ(n 7/3 ) messages and the polylogarthmic factors involved with each of the round and message complexities is log n. The second one computes a 2(1 − 1/ )-approximate ST in O(S + log log n) rounds and O(S (n − t) 2 + n 2 ) messages. Note that if a graph has the property S = ω(n 1/3 log n), the first algorithm shows a better performance in terms of round complexity in contrast to the second one. On the other hand if a graph has the property S =õ(n 1/3 ), then the second algorithm outperforms the first one in terms of the round complexity. Furthermore we have also observed that for constant or sufficiently small shortest path diameter networks (where S = O(log log n)) the second algorithm computes a 2(1−1/ )-approximate ST in O(log log n) rounds andÕ(n 2 ) messages in the CCM. This result almost coincide with the best known deterministic result for MST construction in the CCM due to Lotker et al. [1] and the approximation factor of the resultant ST is at most 2(1 − 1/ ) of the optimal.
It is known that in the centralized setting, the ST problem can be approximated upto a factor of ln(4)+ ≈ 1.386 + (for > 0) of the optimal [5] . Pemmaraju and Sardeshmukh [29] showed that there exists a randomized algorithm that computes an MST in O(log * n) rounds and o(m) messages in the CCM. Recently Jurdziński and Nowicki [10] achieved a randomized algorithm in the CCM that computes an MST in O(1) rounds. Since the ST problem is a generalized version of the MST problem, there is an open research direction on improvement of the approximation factor, the round and the message complexities in the CCM. distributed uniformly among n nodes in such a way that each node v ∈ V gets two sub-matrices of sizes n 2/3 × n 2/3 . This ensures that each node needs to compute the min-plus product of the matrix size n 2/3 × n 2/3 only. Now we briefly describe the APSP algorithm due to Censor-Hillel et al. [13] . Initially each node u ∈ V knows the edge weights w ((u, v) ) for each v ∈ V. Here it is assumed that n 1/3 is a positive integer, where n = |V|. Each node v ∈ V partitions its input into n 1/3 blocks, each one has n 2/3 entries. Now each node v ∈ V sends its each block to 2n 1/3 nodes in such a way that each node v ∈ V receives two sub-matrices, each of them has size n 2/3 × n 2/3 . Since each block has size n 2/3 and there are 2n 2/3 recipients, a total of 2n 4/3 messages are sent by each node. This distribution is performed in O(n 1/3 ) rounds and O(n 7/3 ) messages by using the deterministic routing scheme of Lenzen [19] . Then each node computes the min-plus product from the two known sub-matrices. After that all the resulting min-plus products are re-distributed among n nodes in such a way that each node v ∈ V receives n 4/3 values. This distribution of the min-plus products is also performed in O(n 1/3 ) rounds O(n 7/3 ) messages by using the deterministic routing scheme of Lenzen [19] . The received n 4/3 messages by a node v ∈ V contain the information related to the row v of the resulting min-plus product W 2 = W W from which v locally computes the values of its own row with respect to W 2 . With this the first iteration ends. Considering that each of the node IDs and edge weights can be encoded by using O(log) bits, the round and message complexities of the this iteration are O(n 1/3 ) and O(n 7/3 ) respectively. Repetition of the above procedure for log n times on each of the resulting min-plus product guarantees the final output W n which is the required APSP for a given graph G. The overall round and message complexities of this algorithm are O(n 1/3 log n) and O(n 7/3 log n) respectively.
Routing table construction. The task of routing table construction concerns computing local tables at all the nodes of a network in which each node u, when given a destination node v, knows the next hop through which u is connected to v by the shortest path distance in the network. Specifically the routing table entry R[u, v] = w ∈ V is a node such that (u, w) ∈ E and w lies on a shortest path from u to v. Censor-Hillel et al. [13] showed that iterated squaring of the weight matrix over the min-plus semiring can also be used to construct the routing table for each node v ∈ V. The min-plus product W W provides a witness matrix Q such that if Q uv = w, then (W W) uv = W uw + W wv . Whenever the iterated squaring algorithm computes the min-plus product W 2i = W i W i , then using the witness matrix Q the routing table R is updated to R[u, v] = R[u, Q uv ] for each u, v ∈ V with W 2i uv < W i uv .
Appendix B. Lotker et al's MST algorithm in the CCM [1]
The algorithm operates in phases. Each phase takes O(1) rounds. In each phase k ≥ 0 it maintains a set of clusters F k = {F k 1 , F k 2 , .....F k p }, i F k i = V, where V is the vertex set of the input graph G. For the sake of simplicity it is assumed that at the beginning of phase 1, the end of the imaginary phase 0, with the cluster set F 0 = {F 0 1 , F 0 2 , .....F 0 n } is known, where F 0 i = {v i } for every 1 ≤ i ≤ n. For each cluster F ∈ F k , the algorithm selects a spanning subtree T(F). At the beginning of phase k > 0, the cluster set F k−1 and the corresponding subtree collection T k−1 = {T(F)|F ∈ F k−1 }, including the weights of the edges in those subtrees, are known to every vertex in the graph. Whenever the algorithm terminates each node in V knows all the n − 1 edges in the MST of the given graph G.
The outline of a phase k > 0 is as follows. Initially each cluster C ∈ F k−1 is contracted to a vertex v C . All these contracted vertices together form a smaller logical graph denoted byĜ. The operation of each vertex v C is carried out by a special node called the leader of C denoted by l(C). Let N be the minimum size cluster in F k−1 . At the beginning of phase k > 0, N (or more) the members of each cluster C ∈ F k−1 collect N lightest edges connecting their cluster C to other clusters in F k−1 \ {C}. Then each cluster in F k−1 sends these N (or more) lightest edges to a special node v 0 (node with the lowest ID) of the graph by appropriately sharing the workload among the nodes of the cluster. Now the node v 0 has a partial picture of the logical graphĜ, consisting of all the contracted vertices v C but only some of the edges connecting them, specifically N lightest edges emanating from each node ofĜ to N different nodes. On the basis of these received information v 0 performs (locally) fragment merging operations. For that the known edges are sorted in non decreasing order of their weights. Then from the non decreasing ordered edge set add edges toĜ that are the minimum weight outgoing edge (MWOE) of one of two fragments they connect as long as merging is perfectly safe. The safety rule is as follows: It is perfectly safe to continue merging a fragment F in the logical graphĜ as long as the N lightest edges of each vertex v C in F are not inspected. It is shown that the safety rule allows to grow each of the fragments to contain at least N + 1 vertices ofĜ. This ensures that the size of each of the clusters in the next phase will be at least N 2 . This is a quadratic growth of the clusters. Finally v 0 sends out the locally known identity of all the edges that are newly chosen. Note that the number of such edges can be at most n − 1. The special node v 0 performs this in O(1) rounds by sending each edge to a different intermediate node, which will broadcast that edge to all other nodes.
It is clear that at the end of a phase k > 0, each of the cluster sizes is at least 2 2 k−1 . Whenever the algorithm terminates, there exists only one cluster in the cluster set which is the required MST of G, i.e., |F k | = 1. Therefore 2 2 k−1 = n ⇒ k = log log n + 1. This ensures that the algorithm terminates in O(log log n) rounds, whereas the message complexity is O(n 2 ).
