Abstract-Background/Objectives: The market demand for dental implants is growing at a significant pace. Results obtained from real cases shows that some dental implants do not lead to success. Hence, the main problem is whether machine learning techniques can be successful in prediction of success of dental implants.
INTRODUCTION
Dental plants are a sophisticated and unique technology with diverse applications which had a huge market in 2011 worth almost 7 billion USD 1 . Although it has been over a decade since the successful use of single tooth implants started, many uses and conditions for implants remain conditional and little understood. Many conditions that dentists consider important include success rates and longterm survival affected by several factors including the location of substitution (i.e., denture replacement), implant, denture anchoring, bone density, tissue health, age of recipient, prosthetic complications, abutment and implant types and also materials and post-operative medicines 2 . Therefore, this medical field of technology requires the combination of continuous clinical trials and technical innovation to improve implant reliability and survival rates and also reduce failure rates 3, 4 .
Data mining is a computational process used to discover patterns in large data sets via methods at the intersection of artificial intelligence, machine learning, statistics, and database systems. The purpose of this process is to extract information from a data set and then transform it into a comprehensible structure for extra use. For data mining technologies, many data mining methods such as clustering, association, evolution, pattern matching, generalization, characterization, classification, data visualization and metarule guided mining have been developed 5 .
Ensemble methods which combine the output of individual classifiers have been very successful for the production of accurate prediction for many complicated classification tasks. These methods become successful when they have the appropriate ability to consolidate accurate predictions and also correct errors in many diver base classifiers 6 .
Two really good and well-known ensemble method s are as follows: a form of meta-learning which is called stacking and also ensemble selection. Stacking, makes a higher-level predictive model over the predictions of base classifiers, whereas, ensemble selection utilizes an incremental strategy to select base predictors for the ensemble while simultaneously balancing performance and diversity. These approaches have really superior performance in several areas because of their ability to utilize heterogeneous base classifiers 7, 8 .
Stacking does not really manipulate the training dataset. Instead, based on two levels, an ensemble of classifiers is generated. In the base level, different learning algorithms are used to train multiple classifiers. The diversity is provided because different learning algorithms make different errors in the same dataset. A meta-classifier is utilized to general the final prediction. The meta-classifier is trained using a learning algorithm via a meta-dataset that combines the outputs of base-level classifiers and the real class label. A problem that exists in stacking is how to acquire an "appropriate" configuration of the meta-classifier and base-level classifiers for each domain-specific dataset. The type of meta-classifier matters to the function of the base-level classifiers. To determine the configuration of stacking, some researchers have proposed different methods 9 .
Different approaches that combine many models, often called ensembles, have been explored. One of these approaches which is called "stacking", determines the optimally weighted average of many models through the minimization of predicted error. Wolpert introduced stacking in neural networks, whereas Breiman, extended the idea to uncensored regression models and then demonstrated that stacking can improve prediction error. www.ijacsa.thesai.org Breiman, discovered that combining completely different regression modes like ridge regression and subset regression, significantly reduced prediction error. LeBlanc and Tibshiranfi, discovered that stacking with a constraint of nonnegative weights, is an efficient method to combine models. Van proposed a decision model of prediction for dental implants by building a set of binary logistic models that could assess the probability of success or failure in oral rehabilitation process taking into account some genetic factors, individual habits, clinical and nonclinical factors. Results showed that they have obtained the AUC=0.789 (area under ROC curve).
II. BASIC THEORIES

A. Decision tree technique
Definition of a decision tree: it is a decision support system that utilizes tree-like graph decisions and their probable after-effect, including resource costs, chance event results and utility. A classification tree or decision tree, is utilized to learn a classification function which concludes the value of a dependent attribute (variable) considering the values of the independent (input) attributes (variables). This verifies a problem which is known as supervised classification, because the dependent attribute and the counting of classes (values) are provided. Decision trees are the most powerful approaches in data mining and knowledge discovery. It includes the technology to research large and complex data to discover useful patterns. It is very important because it provides the possible to model and extract knowledge from the available data 14 .
Specialists and theoreticians continually search for techniques to make the process more cost-effective, accurate and efficient. Decisions trees are very effective tools for many areas including information extraction, machine learning, data and text mining, and pattern recognition 15 .
B. Neural Network
An Artificial Neural Network (ANN) is an information processing paradigm inspired by information processing methods used by biological nervous systems like the brain. The key component of it is the novel structure of the information processing system. It is comprised of many highly interconnected processing elements (neurons) working together to solve specific problems. Like people, ANNs learn by example. ANNs are typically comprised of hundreds of simple processing units wired together in a complicated communication network. Each unit or node is a simplified model of a real neuron which transmits a new signal or fires, in case it receives a sufficiently strong Input signal from the other nodes connected to it. A typical ANN is configured for a specific application like pattern recognition or data classification through a learning process. In biological systems, learning involves adjustments to the synaptic connections existing between the neurons 16 .
Neural networks are one of the methods of making classifiers in which learning model are shown by a collection of joined nodes besides with their weighted connections. Neural networks are widely used to design black box classifiers. Black box means in neural network based classifiers, there is no way to express the hidden knowledge of neural networks clearly. Exactly, unlike decision tree based classifiers which are completely interpretable 17 .
C. Support Vector Machine (SVM)
A Support Vector Machine (SVM) is a discriminative classifier defined by a separating hyper plane. In other words, considering labeled training data (supervised learning), the algorithm gives an optimal hyper plane which classifies new examples 18 . Besides performing linear classification, SVMs can perform a non-linear classification efficiently using what is called the kernel trick, mapping their inputs into highdimensional feature spaces implicitly 19 .
Given a dataset with n examples ( , ), where each is an input data and € {+1,1} corresponds to its bipolar label, i=1, 2,…, n. Using a nonlinear mapping ϕ(x), the input data is mapped into a high dimensional feature space F, in which the data are sparse and also possibly more separable. Then, the maximum margin which separates hyper-plane w.ϕ(x)+b=0 is built in F, where w is a weight vector orthogonal to the hyperplane, and b is an offset term. The margin is 1/||w||. Maximizing the margin 1/||w||is equivalent to minimizing ||w||2, whose solution is found after solving the following quadratic optimization problem:
Here, C is the penalty parameter which causes a trade-off between training error and generalization and ξi is a slack variable 20 .
D. K-Nearest Neighbors (K-NN)
The KNN is the simplest classification technique for the times when there is almost no prior knowledge about the distribution of the data. It simply preserves the entire training set during learning and assigns a class represented by the majority label of its k-nearest neighbors in the training set to each query. The performance of a KNN classifier is determined primarily by the choice of K as well as the distance metric. The estimate is influenced by the sensitivity of the selection of the neighborhood size K, and the reason for that is that the radius of the local region is determined by the distance of the K th nearest neighbor to the query, and a different K yields different conditional class probabilities. If K is very small, the local estimate is usually going to be very poor due to the data sparseness and the noisy, ambiguous, or mislabeled points 21 .
E. Naïve Bayes
The Naïve Bayes classifier is a probabilistic classifier based on the Bayes theorem, regarding Naive (Strong) independence assumption. Naïve Bayes classifiers assume that the effect of a variable value on a class is not related to the values of another variable. This assumption is referred to as class conditional independence. Naïve Bayes can usually perform more complex classification methods. It is especially suited when there is a high dimensionality of the inputs. When we want a more competent output, compared to other methods' output, we can utilize Naïve Bayes implementation. Naïve Bayesian is utilized to create models with predictive capabilities. An advantage of the naive Bayes classifier is that it merely requires a small amount of training data for estimating the parameters required for classification 22, 23 .
F. Hybrid Method
A combinative classifier is a method which combines several classifiers in order to promote the robustness and achieving higher performance. In fact, this method increases the accuracy of the classification via using the results of predictions of classifiers. One of the popular methods of combinations is stacking which is usually used to combine several different classifiers such as decision tree, neural network, etc. 24 . In this method, a learning algorithm is trained to combine the predictions of many learning algorithms. First, all of the other algorithms are trained via using the available data, then a combiner algorithm is trained to make a final prediction with the use of all the predictions of the other algorithms as additional inputs. Usually, Stacking has a better performance than any trained models. It has been successfully used on both supervised learning tasks and unsupervised learning 25 .
Stacking is related to combining multiple classifiers generated by using different learning algorithms L1, . . . , LN on a single dataset S, which is comprised of examples si = (xi , yi ), i.e., pairs of feature vectors (xi ) and their classifications (yi ). In the first phase, a set of base-level classifiers C1,C2,…,CN is generated, where Ci = Li (S). In the second phase, a meta-level classifier is learned that combines the outputs of the base-level classifiers 26 .
These methods can further be used to evaluate the necessity of a dental implant and reduce the risks of using one by providing prosthodontists with predictions of the dental implant results based on a patient's physical condition and dental implant characteristics prior to performing surgery.
G. Cross Validation
Cross-validation (CV) has been widely used to facilitate model estimation and variable selection. In a typical K-fold CV process, the data set is randomly and evenly split into K parts (when possible). A candidate model is made based on K−1 parts of the data set called a training set. Then the prediction accuracy of this candidate model is evaluated on a test set which contains the data in the hold-out part. By using each of the K parts as the test set and repeating the model building and evaluation process, we select the model with the smallest CV score as the 'optimal' model. In the K-fold CV procedure, each model is evaluated K times. The most common choice for evaluating a classification task is the accuracy. All other possible famous names of validation methods are seem to be as special cases of k-folds cross validation depending on the choosing value of k 27, 28 .
III. PROPOSED MODEL
The block diagram of the proposed combined predictive model is shown in Error! Reference source not found.and the steps involved are described as follows: 
EXPERIMENTAL RESULTS AND DISCUSSION According to the experts' opinion, the most important factors which influence the success or failure of dental implants are different. To evaluate the effectiveness of the proposed algorithm, we used 224 patient cases which had bone graft. This data set belongs to School of Dentistry of Tehran University and consists of 16 different dental parameters which are: gender, age, systemic, smoking, location, placement, loading, diameter, length, system, type, platform, connection, parallel taper, over-denture, and sinus lift.
Well-known performance indicators in medical problems are accuracy, sensitivity, and specificity 29 .
Accuracy is the degree of how accurate is the prediction of implant success or failure. (3) Sensitivity is the degree of how accurate is the prediction of implant failure: (4) Specificity is the degree of how accurate is the prediction of implant success:
Here, TN is True Negative, TP is True Positive, FP is False Positive and FN is False Negative.
Rapid miner software was used as the data-classification tool to analyse the 224 implants. Comparison between proposed method and other methods of W-J48, Neural Network, SVM, K-NN and Naïve Bayes with three different cross validation techniques of 5, 7, and 10-fold are shown in the following figures. Comparison between different prediction methods with 5, 7, and 10-fold cross validation shows that the 10-fold cross validation gives higher performance than the others. Thus, the 10-fold cross validation has been selected for analysis. Results are summarized in Error! Reference source not found. as follows. As shown above, the accuracy indicator of the proposed method with value of 90.22% is higher than prediction of W-J48 as most accurate single classifier with value of 89.31%.
From the viewpoint of sensitivity, the proposed method also gives better predictions than single component classifiers. The value of sensitivity indicator for the proposed model is 80.50% while it is 67.17% for W-J48 as the best single classifier.
However, from the viewpoint of specificity, the SVM model has highest value with prediction of 97.09% while the proposed model stands on the fifth rank before neural network model.
As another method for comparing models we can use ROC 1 diagram. ROC is graphical schematic which shows the performance of classifiers. It shows the False Positive Rate (FPR) versus True Positive Rate (TPR) 30 .
The TPR defines the number of correct positive results that occur among all positive samples available during the test. On the other hand, FPR defines how many incorrect positive results occur among all negative samples which are available during the test.
(7)
An ROC space is defined by FPR and TPR as x and y axes respectively. It shows relative trade-offs between false positive (costs) and true positive (benefits). TPR is equivalent to sensitivity and FPR is equal to 1-specificity 31, 32 .
The more the surface under ROC curve, the more efficiency of the algorithm. In the above diagram, the six models of W-J48, Neural Network, SVM, K-NN, Naïve Bayes, and ensemble-based proposed model are shown with olive green, purple, red, green, yellow, and blue colors, respectively. From the above diagram, it is clear that the combined predictive model acts better than the other models.
V. CONCLUSION
In this study, we followed two important purposes. One is to show whether combination of algorithms has higher performance than the singular ones. The other purpose is to increase the prediction of implants which are not successful. This item is described by sensitivity indicator.
In order to substantiate the first purpose, we used five prediction classifiers using patients' data and then combined them in a way to achieve higher performance. The results of our study showed that the hybrid algorithm gains higher accuracy than using only one singular algorithm for classification of records. Also, it increased the sensitivity indicator significantly and since it is very important to identify the patients whose implant is unsuccessful, hence the second purpose of this study has been achieved. 
