Abstract. We investigate issues related to the probe complexity of quorum systems and their implementation in a dynamic environment. Our contribution is twofold. The first regards the algorithmic complexity of finding a quorum in case of random failures. We show a tradeoff between the load of a quorum system and its probe complexity for non adaptive algorithms. We analyze the algorithmic probe complexity of the Paths quorum system suggested by Naor and Wool in [29] , and present two optimal algorithms. The first is a non adaptive algorithm that matches our lower bound. The second is an adaptive algorithm with a probe complexity that is linear in the cardinality of the smallest quorum set. We supply a constant degree network in which these algorithms could be executed efficiently. Thus the Paths quorum system is shown to have good balance between many measures of quality. Our second contribution is presenting Dynamic Paths -a suggestion for a dynamic and scalable quorum system, which can operate in an environment where elements join and leave the system. The quorum system could be viewed as a dynamic adaptation of the Paths system, and therefore has low load high availability and good probe complexity. We show that it scales gracefully as the number of elements grows.
Introduction and motivation
Quorum systems serve as a basic tool providing a uniform and reliable way to achieve coordination between processors in a distributed system. Quorum systems are defined as follows: Definition 1. Let U be a universe of n elements. A set system S = {S 1 , S 2 , . . . , S m } is said to be a quorum system over the universe U if ∀i S i ⊆ U and ∀i, j S i ∩ S j = ∅. Each set S i is referred to as a quorum set or simply as a quorum.
Quorum systems have been used in the study of distributed control and management problems such as mutual exclusion (cf. [10, 34] ), data replication protocols (cf. [10] ) and secure access control ( [28] ). In many applications of quorum systems the underlying universe is associated with a network of processors, and a quorum is employed by accessing each of its elements. For example, in a typical implementation of mutual exclusion using quorum systems, processors request access to the critical section from all members of a quorum. A processor can enter its critical section only if it receives permission from all processors in a quorum. The intersection property guarantees the integrity of the mutual inclusion. In a typical application of data replication, the quorum sets are divided into reading quorums and writing quorums where each reading quorum intersects each writing quorum. When a data item is added to the system, it is written into all the members of a writing quorum. A data item is searched by querying all the members of a reading quorum. The intersection property guarantees the effectiveness of the search. We investigate two aspects of quorum systems:
1. It is often assumed that processors can somehow find and communicate with one another. We analyze algorithms for finding quorum systems in a distributed network while taking into account the network implementation; i.e., the network and the quorum system should be compatible such that elements from the same quorum are connected to one another. We supply algorithms for finding a quorum set (even in the case of failures) and analyze their running time and communication complexity. In this setting nonadaptive algorithms are attractive since they can be executed in parallel. 2. The setting in which the quorum operates is often dynamic, and should accommodate changes in the quorum system over time. See for instance [20, 34] . We address the problem of designing a quorum system that is fit for a scalable and dynamic environment where processors leave and join at will. Abraham and Malkhi [3] address this problems when the intersection property is not guaranteed but rather occurs with high probability.
Scalable dynamic data structures -P2P
Recently a new approach for construction of dynamic distributed data structures on overlay networks was suggested, which offers excellent scalability. The main motivation for this line of research comes from the rise in popularity of P2P application, therefore the attention was put on the construction of distributed hash tables (cf. [27, 23, 35, 33] ). In these works an overlay network is built dynamically. Processors may fail (with some probability) and are allowed to join and leave. Each processor holds some data items. The construction in [27] for instance, guarantees that any data item could be found in logarithmic time, while imposing small load on every processor. In this paper we suggest quorum systems that operate in a dynamic peer-to-peer model. We combine techniques developed in these papers, mainly [27] and [33] , with appropriate quorum systems, and provide the distributed algorithms for finding the quorums. We allow two types of events:
1. A Processor may temporarily fail (halt). The failure of a processor occurs with some fixed probability and is independent from failures of other processors in the network. It is desired that the probability that a live quorum is found be as high as possible. 2. Processors may wish to join the system or to leave it (a long term failure of a processor could be regarded as if the processor left the system). It is desired that the quorum sets be updated such that these processors are included/excluded from the system.
Measures of quality
The metrics that measure the quality of a dynamic quorum system relate both to its combinatorial structure and to its capability of being implemented in a distributed network. The following metrics were analyzed by Naor and Wool in [29] and are used to measure the quality of static systems as well.
• Load -A strategy is a distribution over quorum sets, giving each quorum set an access probability (i.e., the probability by which it is accessed by the user). A strategy induces a load on each element, which is the sum of the probabilities of quorums it belongs to. This represents the fraction of the time an element is used. For a given quorum system S, the load ζ(S) is the minimal load on the busiest element, minimizing over the strategies. The load measures the quality of the quorum system in the following sense: if the load is low, then each element is accessed rarely, thus it is free to perform other unrelated tasks. Let c be the cardinality of the smallest quorum set. Naor and Wool prove in [29] the following lemma:
The load of a quorum system is always at least max{
• Availability -Assuming that each element fails with probability p, what is the probability F p , that the surviving elements do not contain any quorum? This failure probability measures how resilient the system is, and we would like F p to be as small as possible.
The Load is especially important if the application of the quorum system involves replication of data, as was described in the previous section. In this case the load is proportional to the fraction of data each element has to hold, and therefore smaller load means that each processor needs to allocate a smaller amount of memory. The notion of availability is important when dealing with temporary faults. The most common strategy to deal with faults is to bypass them; i.e., find a quorum set for which all processors are alive. This introduces the following notion:
• Algorithmic probe complexity -The complexity of the algorithms for finding a quorum should be low. Even if all processors are alive the network should allow easy access to elements of the same quorum system. In case some elements fail, finding a live quorum set can be a difficult algorithmic task. Peleg and Wool analyzed in [31] the probe complexity of several quorum systems. They assume that an adversary decided which elements fail and analyzed the number of elements needed to be probed before either a living quorum is found or an evidence for the lack of it. They assume that each probing takes O(1); i.e., they ignore the complexity caused by the implementation of the network. Hassin and Peleg extend these results in [14] to the case where each processor fails with some fixed probability . The Algorithmic probe complexity is the actual time and message complexity needed to find a live quorum. It is determined by the network and by the quorum system. A related term is the Cost of Failures introduced by Bazzi [7] . Given a network implementation and an algorithm for finding quorums, the cost for failures measures the average communication overhead caused by encountering a faulty processor.
The introduction of a dynamic environment requires another set of demands:
• Integrity -A new processor that joins the system, and a processor that leaves the system, should change the quorum sets. The integrity of the system should be preserved in two aspects: First the intersection property must hold. Bearden and Bianchini suggest in [8] a protocol for an online adjustment of quorum systems without compromising the integrity of the intersection property during the adaptation. It is necessary that the adaptations themselves do not corrupt the intersection property of the quorum system; i.e., that the intersection property holds after the adaptations took place. The second aspect is application oriented. Quorums that were used in the past (say for mutual exclusion) might not be legal quorum sets after the adaptation. It is necessary that when an adaptation occurs, the intersection guarantee that the quorum system supplies the application is not compromised.
• Scalability -The number of elements in the quorum system may increase over time. The increase in the size of the system should maintain the good qualities of it, i.e., it should decrease the load on each processor and increase the availability of the system. It is important that when the system scales the algorithmic probe complexity would remain low. Finally the Join and Leave operation should be applied with low time and message complexity.
New results and paper organization
The paper is divided into two parts. In the first part, we show a tradeoff between the load and the non-adaptive probe complexity of quorum systems (Sect. 2), thus proving a lower bound for non-adaptive probe complexity. In Sect. 3 we show a non-adaptive algorithm for finding a quorum in the Paths quorum system which is tight in that respect. We further show an adaptive algorithm for Paths with probe complexity O( √ n), which is optimal (up to constants). Thus combined with the results in [29] the Paths system is the first quorum system shown to have an excellent balance between many somewhat contradictory measures of quality. In the second part of the paper (Sect. 4) we present and analyze Dynamic Paths, a construction for a dynamic and scalable quorum system which could be viewed as a dynamic adaptation of the Paths system. To the best of our knowledge Dynamic Paths is the first scalable quorum system which is shown to have low load, high availability and good probe complexity. Thus it is an excellent candidate for an implementation of quorums in a dynamic distributed network.
Non adaptive algorithms vs. load
A non adaptive algorithm for finding a live quorum is an algorithm which decides which elements to probe before it gains any knowledge as to which elements failed and which did not. Non-adaptive algorithms are important in the context of a distributed network since they are easy to implement in parallel. It might be worthwhile to 'pay' in a higher message complexity, and reduce the total time complexity of the algorithm. As an illustrative example consider a quorum system in which only √ n elements participate in quorum sets. Clearly querying only those √ n elements is sufficient to find a live quorum. The drawback of this approach is that the load on these elements would be high (Lemma 1 implies that it would be at least n − 1 4 ). In this section we show a tradeoff between the load of a quorum system and its probe complexity for non adaptive algorithms.
Theorem 2.
Let S be a quorum system over universe U with a load of ζ = ζ(S). Assume that each element in U fails with some fixed probability p < 1 2 . Let X ⊆ U be a predefined set of elements such that
In particular if ζ(S) is O(
Proof. Let S X be all the quorum sets contained in X, i.e., S X = {S|S ∈ S ∧ S ⊆ X}. Let R be all the sets which are an intersection of X with a quorum; i.e.,
By the intersection property each set R ∈ R intersects all the sets in S X . Therefore, if for a set R ∈ R all elements in R fail then X does not contain a live quorum. We show that R must contain many disjoint sets of small cardinality. Let f be a distribution over quorum sets which imposes the optimal load ζ, and let a = |X|ζ. Distribution f induces a marginal distribution over the sets R ∈ R by taking S ∩ X for each sampled set S. Under this distribution, the expected size of R is at most a (i.e., E f [|R|] ≤ a), otherwise the load on the elements of X would be higher than ζ. By Markov's inequality we have that with probability at least 1 2 the sampled set is of size at most 2a, so we have
On the other hand since the load induced by f is at most ζ we have
Next we show that inequalities (1) and (2) imply that R contains a collections R of at least 1 2ζ disjoint sets of size at most 2a. To see this employ the following procedure: pick a set Q ∈ R such that |Q| ≤ 2a and put Q in R . Define R Q ⊂ R to be all the small sets in R which intersect Q, i.e., R Q = {R ∈ R|R ∩ Q = ∅ ∧ |R| ≤ 2a}. Now since Q has at most 2a elements then by inequality (2) we have
Remove the sets R Q from R and repeat the procedure by picking another set Q, until all the sets of cardinality ≤ 2a were removed. By inequalities (1) and (3) we can perform this procedure 1 4aζ times. Clearly all the sets Q chosen in this process are disjoint and of small cardinality. For each set Q ∈ R the probability that all its elements fail is at least p 2a . Since the sets are disjoint, these events are mutually independent. In order for the probability of finding a live quorum to be at least 1 2 we must have then that
Now since |X| = a ζ this implies the theorem.
Theorem 2 lower bounds the probe complexity of nonadaptive algorithms. The smaller the load is, the larger the probe complexity is. The Paths system has a load of Θ(
). The theorem implies that any non-adaptive algorithm would have to probe a predefined set of Θ( √ n log n) processors, in order to succeed with probability 1 2 . If the load is very large, say constant, then the bound given by Theorem 2 is Ω (1) . In case of the Majority system, the bound is much worst than the trivial lower bound of n 2 . This however is unavoidable since quorum systems with high load may have quorum sets of small cardinality, so any bound which uses the load alone will deteriorate when the load increases. 
The paths quorum system
We recall the construction of the Paths system from [29] . We start with a precise definition of the grid we will be using.
Definition 2. Let G( ) be the subgrid of Z 2 with vertex set
{(v 1 , v 2 ) ∈ Z 2 : 0 ≤ v 1 ≤ + 1, 0 ≤ v 2 ≤
} and edge set consisting of all edges joining neighboring vertices except those joining vertices u, v with either
u 1 = v 1 = 0 or u 1 = v 1 = + 1. Definition 3. Let G * ( ), the dual of G( ) be the subgrid with vertex set {(v 1 , v 2 ) + ( 1 2 , 1 2 ) : 0 ≤ v 1 ≤ , −1 ≤ v 2 ≤
Note that every edge e ∈ G( ) has a dual edge e * ∈ G * ( ) which crosses it. We call such e and e * a dual pair of edges. Note also that G( ) and G * ( ) are isomorphic. Both G( ) and
Definition 4.
The Paths quorum system of order has n = 2 2 + 2 + 1 elements, and we identify an element in U with a dual pair of edges e ∈ G( ) and e * ∈ G
* ( ). A quorum in the system is a set of elements which contains (elements identified with) the edges of a left-right path in G( ) and the edges of a top-bottom path in
The Paths quorum system of order 3 is depicted in Fig. 1 . The intersection property of the quorum system follows from the following fact:
Fact 3 Every left-right path in G( ) crosses every top-bottom path in G * ( ).
Naor and Wool proved that the load of the Paths quorum system is at most
is best possible). Furthermore it is shown that if each processor fails with probability smaller than half, then the probability a live quorum exists is at least 1 − e −Ω( √ n) .
Algorithmic probe complexity
The analysis of the algorithms we present is based on Theorem 4 bellow due to Menshikov [24] from Percolation Theory. Consider the infinite two dimensional grid Z 2 and fix a vertex . Note that since the failure probability is greater than 1 2 , we discuss the case in which most edges fail. Define A k to be the event that there is a path of surviving edges between u and some vertex in ϑS(k). The following is Menshikov's Theorem. A good reference for its proof could be found in Grimmett's book [12] . 
, however if an edge in G( ) survives then its dual edge in G( ) fails and if an edge in G( ) fails then its dual edge in G( ) survives. The graph G( ) is used for the analysis and is not a part of the construction itself. Now, since the failure probability in G( ) is smaller than 1 2 , the failure probability in G( ) is greater than Proof. Theorem 4 states that the probability that a ball of radius δ log n centered at vertex u does not contain the component of u in G( ) is less than e −ψ(p)δ log n . Set δ such that δ ·ψ(p) ≥ 2. Now for each vertex u this probability is less than 1 n 2 . When applying the union bound over all the n vertices we have that the probability all components are contained in balls of radius δ log n is at least 1 − 1 n .
A non adaptive algorithm
We show an algorithm that matches the lower bound of √ n log n for non adaptive probes from Theorem 2. A leftright path in G( ) must avoid all the components of surviving edges in G( ). See Fig. 2 . We describe a non-adaptive algorithm that finds a left-right path, when each element fails with probability p < 1 2 . The case of a top-bottom path is analogous.
Choose a horizontal strip of width at least 2δ log n + 1 (where δ is taken from Corollary 5) and examine all the edges. The algorithm tries to find a left-right crossing within the boundaries of this strip.
Claim 6
If each element in the quorum system fails independently with probability p < 1 2 , then after probing nonadaptively 2 (2δ log n + 1) = Θ( √ n log n) elements, the algorithm finds a quorum with high probability.
Proof. Corollary 5 implies that there is no path in G( ) that crosses the strip top to bottom (otherwise this path is part of a component which can not be contained in a δ log n radius ball). By Fact 3 this implies a left-right path in the strip. See Fig. 2 .
Note that while probing O( √ n log n) elements is sufficient to succeed with high probability, Theorem 2 states that Ω( √ n log n) probes are necessary to succeed with merely probability 1 2 . As mentioned, since the algorithm is non adaptive it could be implemented in parallel. The actual running time of the algorithm depends on the implementation of the network.
The load after failures. Naor and Wool show in [29] (Proposition 5.8) that the load of the Paths system is Θ(
) even after failures. In this section we present an efficient non-adaptive algorithm for picking a quorum which meets this bound w.h.p.
Lemma 7
If each edge fails with probability p < Proof. Denote by LR the event that there exists a left-right path in a strip of width α log n (the constant α will be fixed later). Denote by LR r the event that there are r edge disjoint left-right paths in the strip. Fix some p such that p < p < 1 2 . Proposition 5.8 in [29] uses a known result from percolation theory [6] in order to show the following:
When r = log n we have that
, by Corollary 5 and Claim 6 we can choose α to be large enough so that 1 − Pr p (LR) < n −(k+1) and the Lemma follows.
The strategy of picking a quorum is the following: First pick at random a strip and probe all its elements. Find the edge disjoint left-right paths and pick at random one of these paths.
Corollary 8 If p <
1 2 then the load imposed on the elements by the strategy described above is Θ(
Proof. Given a node u, the probability that node u belongs to the randomly chosen strip is Θ(
). Lemma 7 implies that given that u is in the strip, the probability it belongs to the chosen quorum set is at most Θ( 1 log n ). As the second event is conditioned upon the first, we may multiply the probabilities and deduce that the load imposed by the strategy is Θ(
An adaptive algorithm for paths
Adaptive algorithms can do better than non adaptive ones. Hassin and Peleg presented in [14] a lower bound of
on the expected probe complexity, when c is the cardinality of the smallest quorum set. They proved that for some quorum systems this bound is tight. We note that it is proved in [29] that ζ(S) ≥ max{ 1 c , c n } therefore this lower bound is at best linear in the inverse of the load. In the following we present an adaptive algorithm for the Paths quorum system which needs only Θ( √ n) probes. It is optimal in the sense that every quorum system with optimal load must have c = Ω( √ n). Various adaptive algorithms for quorums were analyzed by Hassin and Peleg [14] . The only quorum system with a better probe complexity is the Crumbling Walls system. This system however suffers from high load. Bazzi presented in [7] the Triangle Lattice quorum system, which resembles Paths, and an adaptive algorithm for finding quorums in case of failures. Bazzi proves that its cost of failures (i.e., the communication overhead due to encountering a failed processor) is constant. Our algorithm, is an adaptation of Bazzi's algorithm to the grid, and therefore Bazzi's analysis applies in our case and shows the following: let Q be the set of processors probed by the algorithm until a quorum was found. Let F ⊂ Q be the subset of which that failed, then there exists a constant α such that |F | ≤ |Q| α . This result does not bound the total number of probed processors. Our goal in this section is to show that with high probability, the total number of processors probed is O( √ n). We start with a formal description of the algorithm, as before it is sufficient to show how to find a left-right path. The algorithm is a variant of a DFS-search with a specified strategy for picking the next edge to probe. We say that a path circumvents a component of G( ) if it travels along the surface of it; i.e, it travels along edges, the duals of which are adjacent to the component and not part of it. The algorithm would try to find a path which is a straight left-right line. Whenever a component of G( ) is encountered it would be circumvented. More formally: The path in bold presented in Fig. 3 demonstrates a possible path of the DFS search. The path taken by the algorithm needs to circumvent a component of G( ) only if it contains the dual of an edge in row r. For each failed edge e of row r define C e to be the number of edges in the component of G( ) that contains the dual of e. If e did not fail then C e = 0. The number C e is an upper bound on the length of the circumvention the path had to take in order to avoid the failed edge e.
Observation 9
The length of the path taken by the algorithm is at most + C e where the sum is taken over the edges of row r.
Theorem 10. The probe complexity of the algorithm is Θ( ) = Θ(
√ n) with high probability (where the probability is taken over the occurrence of faults).
Proof. Assume that the random starting point selected in
Step (1) of the algorithm is a starting point of some left-right path of the grid. By Lemma 7 we know that the probability of this is constant. Thus we repeat the procedure above, until a good starting point is found. We need to show that all the circumventions taken in Step (2), i.e., C e , accumulate to no more than Θ( ). Fix some edge e on row r, and let vertex u belong to its dual edge. Let C u be the number of edges in the component of u in G( ). Let A u denote the diameter of that component. Since the vertex u is adjacent to the dual of e it holds that C u ≥ C e . The grid topology implies that if
The algorithm may need to avoid at most components of G( ). By linearity of expectation the expected probe complexity of the algorithm is Θ( ). To show that this sum is Θ( ) with high probability we need a slightly different argument. Divide the grid into ( δ log n ) vertical strips each of width δ log n, where δ is taken from Corollary 5. Each strip is wide enough such that w.h.p it is wider than any component of G( ). Assume this high probability event occurs. Define
C e where the sum is taken over edges of row r and strip i. The length of the path the algorithm took is at most + X i .
Lemma 11 E[X i ] ≤ µδ log n and w.h.p for all i we have
Proof. The width of the strip is δ log n and the expected size of each component is µ, therefore by linearity of expectation E[X i ] ≤ µδ log n. By Corollary 5 we know that w.h.p all the components are contained in a δ log n radius ball. Therefore w.h.p all the components are confined into a rectangle of area 2δ 2 log 2 n. which proves the second claim.
Define I σ = {1 ≤ i ≤ δ log n : i mod 3 = σ}, σ ∈ {0, 1, 2}.
Lemma 12 Conditioned on the event that all the components are of diameter O(log n), which by Corollary 5 occurs with high probability, the set {X i } i∈Iσ consists of independent random variables.
Proof. If all components are of small diameter, then every connected component of G( ) belongs to at most two strips. Therefore X i depends only upon the probes of edges in strips i − 1, i, i + 1. This means that X i , X i+3 are independent.
By using the appropriate Chernoff Hoefding bound (cf. [11] page 17) we have
Since |I σ | is in the order of √ n log n , the probability that there is a large deviation decays exponentially fast. In particular setting t to be some large enough constant implies that
n 2 for σ ∈ {0, 1, 2}. Now we apply the union bound over the high probability events of Corollary 5 and Lemmas 11,12, which means that with high probability the probe complexity of the algorithm is Θ( ) = Θ( √ n). This concludes the proof of Theorem 10.
Network implementation. In order to calculate the actual running time and message complexity of these algorithms we need to take into consideration the topology and implementation of the network over which the quorum system is defined. The most natural network topology to consider is that of G( ), G * ( ) themselves. Each processor is associated with a pair of dual edges, and is connected to the processors that are associated with edges that are adjacent to its own edges. In other words, the topology of the network is the line graph of the two dimensional grid. In Fig. 4 the thick solid edges belong to the line graph of G( ), the dotted edges belong to the line graph of G * ( ) and the diagonal edges belong to both. A quorum set therefore is composed of processors (nodes) that form a left-right path using the solid horizontal, vertical and diagonal edges and a left-right path using the dotted and diagonal lines. In this implementation the message complexity and the time complexity of the adaptive algorithm are indeed Θ( ). The non-adaptive algorithm can probe its chosen strip in parallel, and achieve a running time of Θ( ) and a message complexity of Θ( √ n log n). Other data structures that are implemented on the network might support the implementation of the quorum system. For instance if the network implements a DHT (such as the one presented in [27] ) then the DHT could be used for probing the strip in parallel and the time complexity would reduce to Θ(log n) with an extra logarithmic factor in the message complexity.
Worst case model. Assume an adversary is given the possibility to crash a constant fraction of the elements. It is easy to see that an adversary can 'kill' all the short paths, and leave only paths of length Ω( 2 ) = Ω(n). However an adversary may force any algorithm (even probabilistic) to probe Ω(n) elements, even if we are guaranteed that there exists a short left-right path. We sketch the proof using Yao's minimax principle (cf. [25] ). We need to supply a distribution of the inputs such that every deterministic algorithm would need to probe An example of a possible input is seen in Fig. 5 , where the third line from the top is the only surviving line. Now every deterministic algorithm needs to find the line that survived. Every such algorithm will need to probe Ω( ) lines, each of these lines should be probed Ω( ) times. All in all every deterministic algorithm would probe on expectation Ω( 2 ) edges. We conclude that for every algorithm (deterministic or randomized) there is an input, for which the expected probe complexity of the algorithm is Ω(n). Peleg and Wool analyze in [31] the probe complexity of several quorums under the model of adversarial deletion. They show several lower bounds, all of which turn to be Ω( ) in the Paths system. Note that even though the algorithmic probe complexity is high, the cost of failures (as were defining by Bazzi [7] ) is a constant.
The dynamic paths quorum system
In this section we suggest a quorum system that operates in a dynamic model, where processors may join and leave. The applications of quorum systems in a dynamic setting were considered in a wide range of papers cf. [1, 15, 17] . Previous constructions of dynamic quorums focused on implementing quorum systems in a dynamic environment and designing algorithms that allowed a group of processors to form a new [16, 19, 32, 13, 21] ). We focus on the combinatorial properties of dynamic quorums. Our goal is to design dynamic quorums that enjoy low load, high availability, low probe complexity and that scale gracefully in respect to these parameters. The good properties of the Paths quorum system motivates us to design a dynamic version of the Paths system. The main idea is to substitute the grid with the continuous unit square
The unit square is then decomposed into cells, where each processor is associated with a cell. The entrance and exit of a processor dynamically changes the decomposition. The decomposition of the square into the cells is done via Voronoi Diagrams. Our technique is similar to the one presented in [27] for building DHT's. Stojmenović and Peña [36] suggest a location based dynamic quorum system for use in ad-hoc wireless networks. The system is composed of North-South and West-East paths which are constructed dynamically according to the physical location of the nodes. Our work differs by assigning virtual coordinates to processors, thus using the quorum system in a more general setting. We then provide a rigorous analysis in which the combinatorial properties (load, availability, integrity) of the system are analyzed.
Dynamic Voronoi diagrams

Definition 5 (planar ordinary Voronoi diagram). Given a finite number (at least 2) of distinct points in the Euclidean plane, we associate all locations in that space with the closest member(s) of the point set with respect to the Euclidean distance. The result is a tessellation of the plane into a set of regions associated with members of the point set. We call this tessellation the planar ordinary Voronoi diagram generated by the point set, the points are sometimes referred to as generators and the regions constituting the Voronoi diagram Voronoi cells. The dual triangulated graph is called the Delaunay triangulation.
See Okabe et al. [30] for a thorough overview of Voronoi diagrams and their applications. Given an existing Voronoi diagram, the entrance of a new generator and the exit of an existing one affects only the cells adjacent to the location of the generator. Therefore a Voronoi diagram can be maintained by a distributed algorithm, in which every cell is calculated separately and locally. The time and memory needed to compute a single Voronoi cell is Θ(d) when d is the number of neighbors the cell has; i.e., the degree of the generator in the Delaunay tessellation. See Fig. 6 for a demonstration of an insertion of a new generator. It is well known that the average degree of a Voronoi cell is 6. It follows that if the generators of a Voronoi diagram are entered in random order, then the average of d is at most 6 as well. In the worst case d might be as high as n − 1.
The join/leave operations
Processors are associated with generators of a Voronoi diagram. Each processor holds its own location on the plane and the location of its neighbors in the Delaunay triangulation. A processor that wishes to join the system does the following:
1. Choose a location x in the unit square (typically x would be chosen randomly and uniformly from [0, 1) × [0, 1)). 2. Find the processor whose cell contains x. Learn the location of its neighbors. 3. Calculate the boundaries of the new Voronoi cell and inform the neighbors so that they can update their tables.
Before analyzing the algorithm we show the properties of a Voronoi diagram in which the location of each generator was chosen randomly and uniformly. We show that with high probably the Voronoi diagram decomposes the square into more or less equal cells.
Theorem 13. If the location of each generator of the Voronoi diagram was chosen uniformly and randomly in
then with high probability the following holds:
The area of the largest Voronoi cell is O(
log n n ).
The number of neighbors each Voronoi cell (the maximum degree of the Delaunay graph) is O(log n).
The projection of each Voronoi cell on the axis lines is at most O( log n/n).
Proof. Divide the square into n log n squares, each of size log n n × log n n . Now model the process as putting n balls in n lg n bins. It is well known that when n balls are put uniformly at random into n log n bins, then w.h.p every bin contains Θ(log n) balls. Assume this high probability event occurs and each small square contains Θ(log n) balls. Fix a generator x i . A simple geometric argument demonstrated in Fig. 7 shows that all the neighbors of x i must lie within the 25 squares that compose the 5 × 5 grid which surrounds the square of x i . This asserts claims (1), (3). Since each square contains O(log n) generators the number of neighbors of x i is also bounded by O(log n).
Since the computation of aVoronoi cell is a local operation,
Step (3) of the Join algorithm takes O(d) time and memory, where d is the degree of the Voronoi cell in the Delaunay graph. The average degree is 6 and Theorem 13 assures that w.h.p all degrees are at most O(log n).
Step (2) of the the algorithms requires locating the processor whose cell contains the point x. The complexity of Step (2) depends upon the topology of the network and the search options it provides. If the topology of the network is that of the Delaunay graph, then the processor holding x could be found by a greedy algorithm along the geometry of the Voronoi diagram; i.e., the query moves along the Delaunay edges in a greedy way to the direction of x. Thus the time complexity and the message complexity of Step
A similar approach is taken in CAN [33] . Additional structure of the network may reduce the complexity of Step (2). The Distance Halving DHT suggested in ( [27] ) is implemented using the same Voronoi diagram and therefore requires low overhead. Using it Step (2) could be performed in O(log n) time and O(log n) messages. The interface of a DHT allows searching for a processor whose cell contains a certain point, without knowing a-priori the processor's i.d.
The Leave operation is done similarly. When a processors wishes to leave the system, it informs its neighbors which in turn divide and redistribute the area of its cell among themselves.
The quorum system
In the Dynamic Paths quorum system, a quorum set is the union of (elements identified with) the vertices (generators) that form a left-right path and a top-bottom path in the Delaunay graph.
Load. We upper bound the load by analyzing a specific distribution over quorum sets: choose at random two points (x, y) in the interval [0, 1). Now the pick the quorum set that is composed from all the cells that intersect the horizontal line x and the vertical line y. An example of a quorum set is depicted in Fig. 10 . The bound on the projection of a cell in Theorem 13 implies that with high probability the load imposed by this strategy is at most Θ(
Availability. Planar duality implies that if the locations of the generators were picked uniformly at random, and the failure probability is the probability that a crossing exists is equal to the probability a crossing does not exist. This suggests strongly that the critical probability (i.e. the value of p in which the probability there is a crossing when n → ∞ jumps from 0 to 1) is at 1 2 . Indeed recently Bollobas et al. [9] prove that this is the case. Another important result in [9] is that when p > Integrity. It is necessary that processors save some information about the quorum sets that were used. A quorum set is associated with a path. Every time a quorum is used, a processor that participates in the quorum should remember the identity of the processors before and after it in the path. When a new processor joins the system either the quorum set grows or the load should be divided evenly between the new quorums. Figure 8 demonstrates the process. Figure 8a shows the Voronoi diagram before the entrance of v. Figure 8c demonstrates the case where v is added to quorum A. Figure 8b shows the case where the responsibilities of quorum A (represented by the line in bold) should now be split between quorums A 1 , A 2 . If for instance the application of the quorum system is mutual exclusion, and quorum A is currently active, then processors u, v should decide among themselves which one of them remains active, and inform their neighbors. If the quorum system is used for replication of data, then the procedure is slightly more delicate. Each data item is associated with a quorum set. Processors u, v should divide among themselves the data items that were previously associated with quorum A, and of course inform their neighbors.
Algorithmic probe complexity. The probing algorithms that were described in Sect. 3 have obvious analogs in the Dynamic Paths system. In order to prove that the probe complexity of the non-adaptive and adaptive algorithms is Θ( √ n log n) and Θ( √ n) respectively, we need an analog for Theorem 4; i.e., we need that for a small failure probability, the radius of a component of failed cells would decay in sub-exponential rate. Until recently such a theorem was unknown. The recent paper by Bollobas et al. [9] mentioned above, proves exactly this. So the performance of the algorithms could be analyzed in the same manner as in Sect. 3 and the Dynamic Paths quorum system enjoys excellent probe complexity.
A balanced Voronoi diagram
The reason some of the parameters of Dynamic Paths are not as good as the parameters of Paths is that when each processor chooses its location randomly, some of the Voronoi cells are quite big. The load of the system is proportional to the size of the projection of the cells over the axis lines. Theorem 13 bounds the size of the projection (and therefore the load) by O( log n n ), in the case where the location of the processors is chosen uniformly and randomly in [0, 1)×[0, 1). Furthermore the existence of large cells enlarges the maximum degree in the network.
A more sophisticated and coordinated procedure for choosing the location upon entrance may reduce the size of the largest cell and create a balanced Voronoi diagram. A balanced Voronoi Diagram is a diagram in which every Voronoi cell is contained in a square of area Θ( 1 n ). One such procedure is the following: upon entrance a processor chooses at random log n points and chooses its location to be inside the largest cell it encounters. An easy alteration of Theorem 10 in [27] shows that this procedure guarantees that as long as there are no deletions each cell would be contained in a square of area Θ( 1 n ). This approach however cannot deal with random or worst case deletions of processors. In order to handle deletion some sort of balancing mechanism must be introduced. Balancing mechanism for the one dimensional case were introduced in [23, 27] and [2] .
In a balanced diagram the projection of each cell on the axis lines is O(
, therefore the load of the quorum system would be optimal and the maximum degree is constant. A slight difficulty arises when proving the high availability and low probe complexity of the algorithms. We know that both the grid and a random Voronoi diagram have high availability and low probe complexity. It is very likely therefore that a balanced Voronoi diagram has the same properties. Indeed we can prove these claims for the balanced Voronoi case, as long as the failure probability is small enough.
Intuitively if the Voronoi diagram is balanced then 'it looks like a grid' and therefore theorems that are correct for the grid should apply for the diagram. The technique we use follows this intuition, though it is rather delicate. We use domination by product measures as shown by Liggett et al. in [18] . We need some definitions from probability theory. In the following we define the necessary definitions and sketch the idea of the proof. A good exposition of the notions we use appears in Grimmett's book [12] . The discussion below follows it.
Domination by product measures
We begin by defining stochastic domination in our context. Say we have a finite set S and a state space Ω = {0, 1}
S . The set S may be the set of edges in a two dimensional grid and Ω the set of configurations when some of the edges fail. Given ω 1 , ω 2 ∈ Ω we say that ω 1 ≤ ω 2 if ∀s ∈ S ω 1 (s) ≤ ω 2 (s). In our case ω 1 ≤ ω 2 if all the surviving edges in ω 1 have also survived in ω 2 .
Given a function f : Ω → R we say that f is increasing if
For instance the function that assigns the value 1 to a configuration that contains a left-right crossing and 0 otherwise, is an increasing function. Fig. 9 . The grid G is put on top of the diagram T Now, given two probability measures on Ω, µ and ν we shall say that µ stochastically dominates ν -and write µ ν -if for any increasing function f we have
This is a very strong condition which amounts to saying that in every possible way, µ puts more mass on bigger elements of Ω than ν does. In case that f is defined as above, it means that the probability there exists a left-right path is larger in µ than it is in ν. A canonical example for domination is the following: Assume we have a two dimensional grid. Denote by π p the product measure with probability p, i.e., the case in which each edge fails independently with probability 1 − p. It is intuitive (though requires proof) that π p1 π p2 , when
The analysis of Paths used bounds on increasing events on the product measure over the grid. Our approach would be to show that the process of randomly failing cells in a balanced Voronoi diagram dominates a product measure on the grid, thus lower bounding the probability there exists a left-right path in the Voronoi diagram.
Let T be a balanced Voronoi diagram with n generators and assume that each cell survives with probability p > 1 2 and fails with probability 1 − p, independently from all other cells. Now construct a √ n × √ n grid called G on top of the Voronoi diagram, as shown in Fig. 9 . We say that an edge e ∈ G failed iff it intersects a failed cell of T . Let X e be the indicator of the state of e (i.e., X e = 1 iff e survived). Now Pr[X e = 1] is exactly p to the power of the number of cells it intersects. However since T is balanced, we know that this power is bounded by some constant, therefore there exists some p < p independent of n, such that for all e ∈ G, Pr[X e = 1] ≥ p . Assume that p was large enough such that p > Since p ≥ 1 2 one is tempted to use known results from percolation theory that show that the probability of a crossing is very high, as was used in [29] to prove the availability of Paths and as was used in this paper to prove the low probe complexity of Paths. The problem is that the random variables {X e } e∈G are not mutually independent. In particular, if two edges are contained in the same cell in T , then the state of both of them is determined by the state of that cell. The key observation is that since T is balanced, X e is independent from all but a constant number of other edges. Let µ be the probability measure thus defined on {X e } e∈G . Liggett et al. show in [18] Intuitively speaking Theorem 15 states that if we have a two dimensional grid, and each edge fails 'almost' independently from all other edges, then by reducing the failure probability, we may think as if each edge failed independently. Note that the existence of a left-right path in the grid is an increasing event. The diameter of a connected component in the dual graph (which is bounded in Theorem 4) is also an increasing function. Theorem 15 implies that by reducing the failure probability, we may use these theorems to bound those random variables in the balanced Voronoi diagram.
Denote by G µ (p ) the random graph induced by {X e } e∈G . Denote by G π (r ) the random graph induced by the product measure with probability r .
Corollary 16
Let p be close enough to 1. There exists some r ≤ p independent from n, such that the probability there exists a crossing in G µ (p ) is at least the probability there exists a crossing in G π (r ), and the probability a component of the dual G µ (p ) is of diameter k, is at most the probability a component of the dual of G π (r ) is diameter k. Furthermore by increasing p , r could be made arbitrarily close to 1. 
A simpler quorum system
A possible simplification of the Dynamic Paths system is the following: Define a quorum set to be all the (elements identified with) cells that intersect the same horizontal and vertical line (see Fig. 10 ). This quorum system is a dynamic adaptation of a quorum system suggested by Maekawa [22] . A slight improvement was suggested by Agrawal et al. in [5] where instead of looking at horizontal and vertical lines, they examine diagonal lines that resemble the paths of billiard balls. Theorem 13 implies that the load of these quorum systems ). The integrity of these systems could be maintained by associating each quorum set with the numeric value of the vertical and horizontal lines, thus the implementation is simpler. The main drawback of these systems is their low availability. If each processor fails with probability Θ( log n √ n ), then with high probability no quorum set survives.
Conclusion and open questions
The main open problem is to improve the load of the Dynamic Paths quorum system so that it matches the load of Paths. The load of Dynamic Paths is determined by the size of the projection of cells over the axis lines. The simple Join algorithm in which the location of each generator is random guarantees that the projection of all cells is at most O(
It is interesting to find other (perhaps more sophisticated) Join algorithms that guarantee a better load. A deterministic Join algorithms that guarantees excellent load in the worst case is presented in [27] . A random algorithm appears in [2] . These algorithms operate in the one dimensional universe, i.e when processors are located along a line. It would be interesting to find a two dimensional analog to that algorithm. Some work in this direction was done in [4] , however they considered splitting the plain into rectangles (as in CAN) and not a Voronoi diagram.
A better understanding of percolation theory over Voronoi diagrams would improve the analysis of the algorithms. In particular it is important to bound the probability of a diameter k component in a percolation with p < 1 2 . A 'Menshikov style' theorem of this sort that states that this probability is exponentially small in k, would imply a Θ(log n √ n) algorithmic probe complexity for Dyanmic Paths even for the simple random Join algorithm.
Conclusion. The Paths quorum system is shown to have excellent adaptive and non-adaptive probing algorithms. It was previously known that the Paths system has optimal load and availability, thus the Paths system offers excellent balance between different quality measures. This makes Paths a natural candidate for an adaptation into a dynamic setting. A general technique for designing scalable dynamic data structures is presented in [27] . Applying this technique results with the Dynamic Paths quorum system which is scalable and operates in a dynamic setting. Dynamic quorum systems were used by Nadav and Naor [26] for designing fault tolerant storage systems. Dynamic Paths maintains the good qualities of the Paths system. Its low load, high availability and simple probing algorithms makes it an excellent candidate for an implementation of dynamic quorums.
