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Abstract
Background: Multifactorial diseases such as cancer and cardiovascular diseases are caused by the complex
interplay between genes and environment. The detection of these interactions remains challenging due to
computational limitations. Information theoretic approaches use computationally efficient directed search strategies
and thus provide a feasible solution to this problem. However, the power of information theoretic methods for
interaction analysis has not been systematically evaluated. In this work, we compare power and Type I error of an
information-theoretic approach to existing interaction analysis methods.
Methods: The k-way interaction information (KWII) metric for identifying variable combinations involved in gene-
gene interactions (GGI) was assessed using several simulated data sets under models of genetic heterogeneity
driven by susceptibility increasing loci with varying allele frequency, penetrance values and heritability. The power
and proportion of false positives of the KWII was compared to multifactor dimensionality reduction (MDR),
restricted partitioning method (RPM) and logistic regression.
Results: The power of the KWII was considerably greater than MDR on all six simulation models examined. For a
given disease prevalence at high values of heritability, the power of both RPM and KWII was greater than 95%. For
models with low heritability and/or genetic heterogeneity, the power of the KWII was consistently greater than
RPM; the improvements in power for the KWII over RPM ranged from 4.7% to 14.2% at for a = 0.001 in the three
models at the lowest heritability values examined. KWII performed similar to logistic regression.
Conclusions: Information theoretic models are flexible and have excellent power to detect GGI under a variety of
conditions that characterize complex diseases.
Background
Numerous complex diseases such as cancer, cardiovas-
cular disease, mental illnesses, and autoimmune disor-
ders are the result of interactions among many
exogenous and endogenous factors operating on one or
more biological pathways. However, reliably identifying
the key underlying gene-gene (GGI) and gene-environ-
ment interactions (GEI) has proven difficult because the
number of interactions increases combinatorially with
the number of variables considered and resultant high
dimensionality presents significant statistical challenges
in interaction analyses.
Broadly, existing methods for analyzing GGI (and GEI)
can be either parametric or non-parametric and can
leverage dimensionality reduction or regression-based
methodologies. Parametric approaches model explicitly
the nature of the interaction, whereas the nonparametric
approaches do not model these relationships. Multifac-
tor Dimensionality Reduction (MDR) [1] and Restricted
Partitioning Method (RPM) [2] are representative exam-
ples of dimensionality reduction methods whereas logis-
t i cr e g r e s s i o n[ 3 ]a n dl o g i cr egression [4] are examples
of regression-based methods. Generalized MDR is a
hybrid method that contains elements of both categories
[5]. Logistic regression is used for GGI analysis by treat-
ing the genotype and genotype combinations as
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for categorical phenotypes.
Information theoretic methods are a promising and
novel approach for identifying GGI and GEI, which do
not require formulation and evaluation of specific inter-
action models. Information theoretic approaches such as
AMBIENCE [6] employ directed search using entropy-
b a s e dm e t r i c sa n dd i f f e rf r o md i m e n s i o n a l i t yr e d u c t i o n
methods such as MDR and RPM that utilize pooling
into high and low-risk groups. Although some informa-
tion theory-based methods have begun to emerge for
interaction analysis, these methods have not been inves-
tigated sufficiently to gain widespread acceptance. For
example, interaction dendrograms [7], an information
theoretic visualization method and normalized mutual
information [8] have been used with MDR [9] to investi-
gate GGI and GEI. Previously we demonstrated the use-
fulness of the k-way interaction information (KWII), a
multivariate information theoretic metric, for analyzing
genetic association with both discrete and continuous
phenotypes [6,10]. In this information theoretic frame-
work, variable combinations with positive KWII values
are operationally defined as interactions [6]. Information
theoretic methods can be used for discrete phenotypes
with more than two classes and their underlying formal-
ism addresses the false associations that can be caused
by the presence of linkage disequilibrium (LD) [6].
Information theoretic methods do not require an expli-
cit model to be specified and can identify disease-asso-
ciated GGI when multiple loci are involved. The
mathematical properties of multivariate entropy mea-
sures can also be harnessed for the design of computa-
tionally efficient interaction analysis algorithms that do
not require exhaustive search and can therefore enable
the analysis of larger data sets [6].
Given the substantial differences between existing
approaches and information theoretic methods and the
potential applicability of the latter for genome-wide
interaction analysis [6], there is a critical need for sys-
tematic and comparative assessment of the power and
f a l s ep o s i t i v er a t eo ft h e s emethods. In this paper we
assess power of our approach, MDR and RPM to detect
GGI with and without genetic heterogeneity (GH);
genetic heterogeneity adds a layer of complexity to
interaction analysis and is a hallmark of many complex
human diseases (e.g., Alzheimer’s disease) and thus it is
important to study the performance of methods under
these conditions.
Methods
Description of the KWII Information Theoretic Method
Definition of Interaction
The k-way interaction information (KWII) is a parsimo-
nious, multivariate measure of information gain, defined
b e l o w[ 1 1 , 1 2 ] .W eu s et h eK W I Ia st h em e a s u r eo f
interaction information for each variable combination.
We operationally define “A positive KWII value for a
variable combination indicates the presence of an inter-
action, negative values of KWII indicates the presence
of redundancy and a KWII value of zero denotes the net
absence of K-way interactions”.
Our information theoretic methods identify statistical
interactions as determined by measurable changes in
entropy.
Entropy
The entropy, H(X), of a discrete random variable X can
be computed from the probabilities p(x) using the for-
mula:
HX px px
x
() ( ) l o g( ) =−∑
k-way Interaction Information (KWII)
The KWII is presented as in [10]. For the 3-variable
case, the KWII is defined in terms of the individual
entropies of H(A), H(B) and H(C), the lower order com-
binations, H(AB), H(AC), H(BC) and all three variables
H(ABC): KWII(A;B;C)=-H(A)-H(B)-H(C)+H(AB)
+ H(AC)+H(BC)-H(ABC). For the case of K genetic
or environmental variables and phenotype variable P on
the set ν ={ X1, X2, ..., XK, P}, the KWII is written as an
alternating sum over all possible subsets T of ν using
the difference operator notation of Han [13]:
KWII H T
T
T
() ( ) () 


≡− −
−
⊆ ∑ 1
The number of genetic and environmental variables K
in a combination is called the order of the combination.
The KWII represents the gain of information (positive
values) or synergy between the variables, the loss of
information (negative values) or redundancy between
the variables or no change in information (values of
zero) viewed as the absence of K-way interactions due
to the inclusion of additional variables in the model. It
quantifies interactions by representing the information
that cannot be obtained without observing all K vari-
ables at the same time [11,12,14,15].
AMBIENCE Algorithm
AMBIENCE is an information theoretic search method
and algorithm for detecting GEI that employs the KWII.
The details of AMBIENCE are described in Chanda et
al. [6].
GGI Simulations
The power and proportion of false positives of the KWII
in detecting GGI were compared to that of MDR, RPM,
and Logistic Regression using three sets of simulations
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Set 1. First we compared power and type 1 error of
KWII and MDR given models of disease heterogeneity
with varying allele frequency, penetrance and heritabil-
ity; GGI models were constructed using parameters as
described in Culverhouse (Table 2) [2]. Second, we
assessed power and type I error of KWII and RPM
given varying allele frequencies, heritability and pene-
trance using GGI models with parameters identical to
those of Richie et al. (Table 3) [2,16]. The second set of
simulations compared the power and type I error of
KWII with MDR, RPM, and logistic regression. We
simulated a disease model with genetic heterogeneity
(GH) combining the models of Culverhouse and Ritchie
to evaluate the performance of these four approaches
[2,16]. The third set of simulations was of a larger scale
Table 1 Overview of simulation sets used to test power to detect GGI and type I error
Model Sample size Number of SNPs Number of Interactions MAF Kp h
2
Set 1A: Comparison of KWII to MDR
a
1-GH 2 0.5 0.05 0.013
2-GH 0.025
3-GH 400 10 2 0.25 0.06 0.007
3 1 0.03
4-GH 2 0.1 0.025 0.003
4 1 0.012
Set 1B: Comparison of KWII to RPM
b
5A 0.3 0.62
5B 0.3
5C 0.15
6A 0.1 0.22
6B 200 7 1 0.5 0.11
6C 0.056
7A 0.01 0.02
7B 0.01
7C 0.005
Set 2: Comparison of KWII to MDR, RPM, and Logistic Regression Approaches
c
1-GH and 7C 600, 1200 & 2400 10 3 0.5 0.037 0.013
Set 3: GAW15 Problem 2
d
1-GH 2400 865 2 0.5 0.05 0.013
2-GH 0.025
3-GH 865 2 0.25 0.06 0.007
3 1 0.03
4-GH 865 2 0.1 0.025 0.003
4 1 0.012
GH: Genetic Heterogenity; Kp = population prevalence; h
2 = Broad sense heritability;
a Penetrance is modeled as in Table 2 [16].
b Penetrance is modeled as in Table 3 [2].
c Kp values for Interactions 1 and 2 are each 0.05 (penetrance table from Model 1-GH from [16]) and for interaction 3 Kp is 0.01 (penetrance table from Model 7C
from [2]).
d [27].
Table 2 Penetrance tables for comparison of KWII to
MDR
Model 1-GH
Kp = 0.05, h
2 = 0.013
Model 2-GH
Kp = 0.025, h
2 = 0.013
BB Bb bb BB Bb bb
AA 0.0 0.1 0.0 AA 0.0 0.0 0.1
Aa 0.1 0.0 0.1 Aa 0.0 0.05 0.0
aa 0.0 0.1 0.0 aa 0.1 0.1 0.0
Models 3 and 3-GH
Kp = 0.06, h
2 = 0.03 and 0.007
Models 4 and 4-GH
Kp = 0.025, h
2 = 0.012 and 0.003
BB Bb bb BB Bb bb
AA 0.08 0.07 0.05 AA 0.07 0.05 0.02
Aa 0.1 0.0 0.1 Aa 0.05 0.09 0.01
aa 0.03 0.1 0.04 aa 0.02 0.01 0.03
The penetrance values are based on the models in [16].
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consisted of 50,000 samples from the GAW15 problem
2 data set were expanded by incorporating GH models
of Ritchie et al with varying allele frequencies, pene-
trances and heritabilities.
Power and Proportion of False Positives in KWII, MDR,
RPM and Regression Models
Power and proportion of false positives (PFP) of each of
the methods were compared using 1000 independent
repetitions of the simulation procedure.
Permutation-Based p-values of KWII
For each simulation step, the p-value of the KWII of
each combination was determined using 100,000 permu-
tations. The permutations for each combination were
conducted independently of the other combinations.
The permutation procedure provides the null distribu-
tion of the KWII, i.e., when the combination of variables
was not association with the phenotype. The p-value for
the combination was defined as the proportion of per-
mutations with KWII values that were greater than or
equal to the observed KWII.
PFP of KWII
The PFP was calculated as the ratio of the number of false
combinations detected as significant to the total number
of possible false combinations in 1000 replications of the
simulation procedure. The total number of false combina-
tions possible was computed to order 2 or less.
Power of KWII
KWII power was defined as the proportion of repeti-
tions in which the combinations involved in GGI were
identified as significant at the a-values of interest. A
false combination was defined as a combination contain-
ing one or more SNPs that were not associated with the
phenotype in the simulation model. Because there were
no marginal effects in all of our simulated models, all
one-SNP combinations are also false combinations.
For the KWII, power calculations were conducted for
28 closely spaced p-values from 0.01 to 0.001 in inter-
vals of 0.001 and from 0.001 to 0.0001 in intervals of
0.0001 and from 0.0001 to 10
-5 in intervals of 10
-5.
Power of the KWII at a-values of 0.01, 0.001 and 0.0001
were obtained by interpolating the two PFP values that
bracketed the a-value of interest.
MDR, RPM and Regression
Statistical significance for MDR models was obtained
using the R
2 statistic generated by comparing the
observed prediction error for each MDR model to the
null distribution obtained from 10,000 permutations.
An interaction is deemed detected when the deviance
of the full model [3] (see section on Logistic Regression
below) from the model containing only the main effect
t e r m si ss i g n i f i c a n tu s i n gt he likelihood-ratio test with
degrees of freedom equal to the difference in the resi-
dual degrees of freedom between the two fitted models.
The power and PFP for MDR, RPM, and logistic
regression were obtained at nominal a-values of 0.01,
0.001 and 0.0001 corresponding to the KWII.
Simulation Set 1A: Comparing KWII to MDR
The four two-locus models and simulation parameters
(penetrance matrices, number of SNPs, allele frequency
and sample size) employed in the original MDR power
evaluation paper by Ritchie et al. [16] were used for
comparison against the KWII. The design parameters
and penetrance matrices for the models are summarized
in Table 1 and Table 2, respectively. The MDR imple-
mentation was downloaded from http://sourceforge.net/
projects/mdr/.
A case-control study design with 200 cases and 200
controls was assumed. Case control status was denoted
with indicator variable, C. Ten diallelic SNPs were simu-
lated. The allele frequency for all the SNPs in Models 1
and 2 was 0.5; for Models 3 and 4, the minor allele fre-
quencies (MAF) for all SNPs were 0.25 and 0.10,respec-
tively. Genotypes were assumed to be in Hardy-
Weinberg equilibrium proportions.
Models 1-GH, 2-GH, 3-GH and 4-GH contained
genetic heterogeneity (GH) with two pairs of interacting
loci, SNP(1)w i t hSNP(2), defined as Interaction 1 and
SNP(9)w i t hSNP(10), defined as Interaction 2. For all 4
GH models each Interaction increased risk in half of the
cases. The corresponding penetrance matrices in Table
2 were used for simulations for both pairs of interacting
loci. Models 3 and 4 contained only Interaction 1. The
Table 3 Penetrance tables comparison of KWII to RPM
Model 5: Kp = 0.3
Model 5A: h
2 = 0.62 Model 5B: h
2 = 0.30 Model 5C: h
2 = 0.15
BB Bb bb BB Bb bb BB Bb bb
AA 0.2 0.0 1.0 AA 0.23 0.09 0.79 AA 0.25 0.15 0.65
Aa 0.0 0.6 0.0 Aa 0.09 0.51 0.09 Aa 0.15 0.45 0.15
aa 1.0 0.0 0.2 aa 0.79 0.09 0.23 aa 0.65 0.15 0.25
Model 6: Kp = 0.1
Model 6A: h
2 = 0.22 Model 6B: h
2 = 0.11 Model 6C: h
2 = 0.056
BB Bb bb BB Bb bb BB Bb Bb
AA 0.0 0.0 0.4 AA 0.03 0.03 0.31 AA 0.05 0.05 0.25
Aa 0.0 0.2 0.0 Aa 0.03 0.17 0.03 Aa 0.05 0.15 0.05
aa 0.4 0.0 0.0 aa 0.31 0.03 0.03 aa 0.25 0.05 0.05
Model 7: Kp = 0.01
Model 7A: h
2 =
0.020
Model 7B: h
2 = 0.010 Model 7C: h
2 = 0.005
BB Bb bb BB Bb bb BB Bb bb
AA 0.0 0.0 0.04 AA 0.003 0.003 0.031 AA 0.005 0.005 0.025
Aa 0.1 0.02 0.0 Aa 0.003 0.017 0.003 Aa 0.005 0.015 0.005
aa 0.04 0.0 0.0 aa 0.031 0.003 0.003 aa 0.025 0.005 0.005
The penetrance values are based on the models in [2].
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For each model, we simulated 1000 data sets.
Simulation Set 1B: Comparing KWII to RPM
T h ep e n e t r a n c em a t r i c e s ,number of SNPs, allele fre-
quency and sample size for these comparisons were
identical to those evaluated by Culverhouse [2]. Tables 1
and 3 summarize the design parameters (sample size,
prevalence, Kp and broad sense heritability, h
2) and gen-
otype penetrance matrices, respectively for the nine
models [2]. The code for RPM was provided by Dr.
Culverhouse.
A case-control study design with 100 cases and 100
controls was assumed. Case control status was denoted
with indicator variable, C. Seven diallelic SNPs with
equally frequent alleles were assumed for all SNPs in
Models 5-7. Genotypes were assumed to be in Hardy-
Weinberg equilibrium proportions. SNP(1) and SNP(2)
were involved in the gene interactions that were asso-
ciated with the disease phenotype variable; SNP(3)
through SNP(7) were not associated. For each model, we
simulated 1000 data sets.
Simulation Set 2: Comparing KWII to MDR, RPM and
Logisitic Regression
The power and type I error of KWII was compared to
that of MDR, RPM, and logistic regression under a
more complex model of GH for varying study sizes.
Logistic Regression
Logistic regression models used to test for interaction
are as outlined in Cordell [3]. The logistic model for a
GGI interaction is written:
log
r
r
ax dz ax dz
ix x ix z iz x aa ad da
1
11 11 22 22
12 12 1
−
⎛
⎝
⎜
⎞
⎠
⎟ =+ + + + +
++

2 21 2 + iz z dd
where, r is the probability of each individual being a
case, μ corresponds to the mean effect, the terms a1, d1,
a2, d2 are the dominance and additive effect coefficients
of the two SNPs, iaa, iad, ida, idd represent their product
coefficients and xi and zi are dummy variables with xi =
1, zi = -0.5 for one homozygous genotype (AA or BB), xi
=0 ,zi = 0.5 for the heterozygous genotypes (Aa or Bb),
and xi =- 1 ,zi = -0.5 for the homozygous genotypes (aa
or bb). This model was expanded to capture the multi-
ple SNP interactions that characterized these
simulations.
We assumed a case-control study design with an equal
number of cases and controls for three sample sizes,
600, 1200, 2400. Case control status was denoted with
indicator variable, C. Ten equal frequent diallelic SNPs
in Hardy Weinberg Equilibrium proportions were
modeled.
Case status was determined by three pairs of interact-
ing loci (Interaction 1-SNP(1) with SNP(2); Interaction 2
-SNP(5)w i t hSNP(6) and Interaction 3 -SNP(9)w i t h
SNP(10)), with each pair increasing risk in one-third of
the cases. The penetrance matrix of Model 1-GH was
used for Interaction 1 and Interaction 2 and the pene-
trance matrix of Model 7C was used for Interaction 3.
The remaining four SNPs, SNP(3), SNP(4), SNP(7), SNP
(8), were not associated with the phenotype. The pene-
trance matrices obtained from the simulations are
shown in Table 4 for the combinations of SNP pairs
involved in Interactions 1, 2 and 3. Power was assessed
from 1000 independent repetitions of the simulation
procedure as previously described.
Simulation Set 3: Application of KWII Method to a Larger
Dataset with Real Genotypes
Given the unavailability of publicly accessible real data-
sets with validated GGI in order to assess the perfor-
mance of the KWII approach in the presence of real
genotypes, we employed a hybrid approach in which
simulated interactions were planted in the context of
the real genotypes in the GAW15 problem 2 data set.
The data were obtained from http://www.gaworkshop.
org/ and used with permission. We selected SNPs span-
ning a 10 Kb region of chromosome 18 q containing a
dense panel of genotypes for 2300 SNPs in 920 samples.
The data were pre-processed to remove samples with
missing data and SNPs that were not in Hardy-Wein-
berg equilibrium (c
2 test at a = 0.05). The method of
Carlson et al. [17] was then used to select a set of SNPs
with an LD threshold of R
2 = 0.9. We refer to this data
set as the GAW15-P2 data set.
We generated a population of 50,000 individual geno-
types by resampling with replacement from the
GAW15-P2 data.
The six models assessed were those from Simulation
set 1a. For Model 1-GH and Model 2-GH, we identified
the SNPs with MAF of 0.5 ± 0.01; for Model 3 and 3-
GH, we identified SNPs with MAF of 0.75 ± 0.01 and
Table 4 Penetrance tables for comparing KWII to the
other four competing methods
Interaction 1
SNP(1) with SNP(2)
Interaction 2
SNP(5) with SNP(6)
Interaction 3
SNP(9) with SNP(10)
BB Bb bb BB Bb bb BB Bb bb
AA 0.02 0.053 0.02 AA 0.02 0.053 0.02 AA 0.035 0.035 0.042
Aa 0.053 0.02 0.053 Aa 0.053 0.02 0.053 Aa 0.035 0.038 0.035
aa 0.02 0.053 0.02 aa 0.02 0.053 0.02 aa 0.042 0.035 0.035
The overall disease prevalence is Kp = 0.037. Only pairwise penetrances for
SNP directly involved in Interactions 1, 2, and 3 are shown. The penetrance
values for Interaction 1 and Interaction 2 are from [16] whereas those for
Interaction 3 are from [2].
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MAF of 0.90 ± 0.01.
For a pair of SNPs, SNP i and SNP j, for each indivi-
dual in the population, the case-control status was ran-
domly assigned based on the penetrance matrix for the
interaction models of interest with the genotypes of
SNP i and SNP j. Relative risk was set to 2.0 and 1200
cases and 1200 controls were then selected for analysis.
This process was repeated for 100 random pairs of
SNPs selected for each model.
Power was defined as the proportion of repetitions for
which the interacting SNP pairs had the highest values
of KWII. For the models with GH, two second-order
combinations with the highest KWII values were consid-
ered; for models without genetic heterogeneity, only the
second-order combination highest KWII value was
considered.
Results
Visualizing KWII Values in GGI Models Without Main
Effects
Ritchie et al. [16] and Culverhouse [2] conducted
detailed power and type I assessments of MDR and
RPM models, respectively, to detect gene interactions
without main effects. In these models, the phenotype
variation is not attributable to any of the individual loci
but is explained by the combined presence of two or
more loci (i.e., there are no marginal effects). We inves-
tigated the characteristics of the KWII metric in each of
the two-locus gene interactions models from the Ritchie
et al. [16] and Culverhouse [2] reports.
Figures 1A and 1B summarize the KWII for different
combinations of SNPs for Model 3 and Model 3-GH,
which were among the models used for comparing
KWII to MDR in Simulation set 1A. These two models
have a MAF of 0.25 and vary in heritability as well as
the number of underlying susceptibility loci contribut-
ing to case status. Both plots contain prominent peaks
for the informative two-SNP combination {1, 2, C},
which contains both SNPs, SNP(1) and SNP(2)
involved in Interaction 1. Peaks corresponding to com-
binations containing only SNPs that are not associated
with the phenotype or the single SNP combinations {1,
C}o r{ 2, C} are not present. In the presence of GH in
Model 3-GH, an additional peak corresponding to
combination {9, 10, C} is present and the peak height
of combination {1, 2, C} is reduced. The heritability h
2
decreases from 0.03 (Model 3) to 0.007 (Model 3-GH)
in presence of GH with the prevalence Kp remaining
constant at 0.06. Figure 1A and 1B effectively demon-
strate the characteristics of the simulated data, i.e.,
absence of main effects, the impact of a decrease in
heritability on the metric and the presence of genetic
heterogeneity.
Thus, the KWII can be used to visualize information
regarding the GGI combinations including the presence
of GH and is also, as expected, sensitive to a reduction
in information content of a combination that would
occur with changes in penetrance and allele frequency.
Simulation Set 1A: Power and Type I Error Comparison of
KWII to MDR
In Table 5, we show the power of the KWII to MDR to
detect both Interaction 1 {1, 2, C}a n dI n t e r a c t i o n2 ,{ 9,
10, C} for a-values of 0.01, 0.001 and 0.0001. The power
of the MDR and KWII methods to detect Interaction 2
alone was similar to their power to detect Interaction 1
alone and is therefore not shown.
For all models in this simulation set, the power of
KWII was greater than that for MDR and KWII was
more robust to the presence of GH than MDR. The
greatest difference in power between the two approaches
was seen for Model 1-GH and Model 2-GH. For both of
these models the power of KWII was greater than 90%
for a values as low as 0.001. The power of both
approaches was substantially reduced when GH was
introduced into Models 3 and 4. Given two 2 SNP inter-
actions contributing equally to disease for a = 0.001, the
power of MDR decreased to almost zero while KWII
faired better with power at ~30% and 20% for Model 3-
GH and Model 4-GH, respectively.
Simulation Set 1B: Power and Type I Error Comparison of
KWII to RPM
Table 6 summarizes the power and type I error for GGI
models for different values of population prevalence
(Kp) and the heritability (h
2).
For all A and B models the KWII and RPM had excel-
lent power, greater than 98% for both a-values, to detect
GGI. For the lowest h
2 values, Models 6C and 7C, the
power of the KWII was 17.1% (11.4%) and 11.1%
(14.2%) greater than that of RPM at a = 0.0001 (a =
0.001), respectively.
Power and Proportion of False Positives for Simulation
Set 1
Figure 2 graphically summarizes the relationships
between the power and the proportion of false positives
using receiver-operator characteristic (ROC) curves of
the KWII for each of the models examined in Simula-
tion set 1A and 1B. The power of the KWII to detect
the individual interacting pairs in Model 1-GH (Figure
2A) was 90% with the proportion of false positives of
0.0004. Both interacting pairs of loci in Model 2-GH
(Figure 2B) and the interacting loci in Model 3 (Figure
2C) were identified with power of greater than 95% at
the lowest proportions of false positives values obtained.
As expected GH, decreasing heritability and allele
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susceptibility loci in the simulated data.
Simulation Set 2: Power and Proportion of False Positives
Comparing KWII to MDR, RPM and Regression
Approaches
The studies of the power of MDR [16] and RPM [2]
used small sizes of 200 and 100 subjects per group,
respectively which are atypical for interaction studies.
To address this, we compared the KWII to four compet-
ing methods, MDR, RPM, logistic regression and logic
regression for total sample sizes of 600, 1200 and 2400
containing an equal number of cases and controls for a
= 0.001 and 0.0001. Data was simulated such that case
status was attributable to three pairs of interacting loci
with penetrance matrices from the MDR [16] and the
RPM papers [2].
Figure 3A-C compares the power of KWII to MDR,
RPM and logistic regression at a sample size of 1200 for
a = 0.001 and 0.0001. Table 7 compares the power and
proportion of false positives of the KWII method to
MDR, RPM, and logistic regression across the sample
sizes of 600, 1200 and 2400. The power was calculated
for each of the three interacting pairs of SNPs and as an
overall power for all three interactions.
For Interactions 1 and 3, the differences between the
methods were most apparent at the lowest value of sam-
ple size, n = 600. For both Interaction 1 and Interaction
3, the KWII method and logistic regression had the
highest power, followed in order by RPM, logic regres-
sion and MDR. For all methods, the power values for
Interaction 1 were generally higher greater than those
for Interaction 3. Not surprisingly, the power to detect
all three interactions generally followed the power of the
Figure 1 Figure 1A and B show the KWII spectra corresponding for Model 3 and Model 3-GH. Note the x-axis scales differ between
Figures 1A and B. To improve clarity, a subset of uninformative combinations is not included in the plot; this is indicated with the break. The
error bars are standard deviations.
Sucheston et al. BMC Genomics 2010, 11:487
http://www.biomedcentral.com/1471-2164/11/487
Page 7 of 12method to detect Interaction 3. The results for Interac-
tion 2 were similar to those for Interaction 1 as the two
pairs interactions were based on the same penetrance
table and therefore the results are not shown.
These results highlight the power of the KWII method
and demonstrate that it has comparable or greater
power than a diverse range of competing methods.
Simulation Set 3: Application of KWII Method to a Larger
Dataset with Real Genotypes
We used the GAW15-P2 data set to assess the power
of the KWII in the context of a larger-scale data set
containing real genotypes. Our methodology incorpo-
rated known interactions planted in the context of real
genotypes to overcome the lack of real data sets with
experimentally validated examples of the gene-gene
interactions. Quality control filtering and tag SNP
selection yielded 895 individuals genotyped at 865
SNPs of which 23, 22 and 23 had minor allele frequen-
cies of 0.1 ± 0.01, 0.5 ± 0.01 and 0.25 ± 0.01 respec-
tively. We assessed power of the KWII at a sample size
of 2400 (1200 cases and 1200 controls) for Model 1-
GH, Model 2-GH, Model 3, Model 3-GH, Model 4 and
Model 4-GH.
For all GH Models power was consistently highest for
detecting Interaction 1 and lowest for detecting both
interactions; power to detect Interaction 2 was within
1% - 3% of that to detect Interaction 1 for all GH
modes. For the GH models power to detect Interaction
1 (both interactions) ranged from 74% (48%) in Model
4-GH to 91% (84%) in Model 2-GH. The power to
detect GGI in models without GH, Models 3 and 4, was
100% and 99%, respectively.
Discussion
We examined the power and proportion of false posi-
tives of the KWII against a diverse group of multi-locus
methods that included MDR, RPM, logistic regression
and logic regression, demonstrating that the power of
KWII metric is greater than MDR, RPM and logic
regression and comparable to logistic regression for a
class of realistic models both with and without genetic
heterogeneity. To our knowledge, this is the first
detailed comparison of power and false positive propor-
tion comparisons between existing interaction analysis
approaches and those based on information theory.
The power of KWII exceeded the power of MDR for
all models in Simulation sets 1 and 2. The discrepancy
in power is attributable to differences in the algorithms.
KWII has greater power than MDR because it selects all
significant combinations separately while MDR selects
only the best model, such that if two or more combina-
tions of the same order are associated with a phenotype,
as in the case of GH, MDR selects only one of them. In
Table 5 Power and proportion of false positive
comparison of the KWII to MDR
Model a Interaction 1 Interactions 1 & 2* MDR PFP
KWII MDR KWII MDR
0.01 98.7 19.9 98.1 0.7 0.0047
1-GH 0.001 94.3 1.3 89.4 0.9 0.0003
0.0001 85.6 0.6 72.9 0.4 0.0002
2-GH 0.01 100 36.0 100 61.7 0.0116
0.001 99.7 12.2 99.5 33.9 0.0029
0.0001 98.1 5.0 96.3 23.3 0.0013
3 0.01 100 91.3 - - 0.0254
0.001 100 56.1 - - 0.0112
0.0001 100 33.1 - - 0.0067
3-GH 0.01 58.3 5.3 32.3 1.5 0.0028
0.001 28.2 1.4 8.2 0.6 0.0010
0.0001 15.3 0.1 2.2 0.3 0.0001
4 0.01 99.6 54.0 - - 0.0164
0.001 97.5 8.0 - - 0.0042
0.0001 91.5 0.5 - - 0.0010
4-GH 0.01 48.2 0.7 22.1 2.0 0.0019
0.001 19.6 0 3.4 0.6 0.0005
0.0001 9.1 0 0.9 0.3 0.0001
*Models 3 and 4 had only a two SNP interaction (Interaction 1) present and
thus power values are not applicable.
The simulations are based on models in [16].
Table 6 Comparison of the power and proportion of false
positives of KWII to RPM
Kp h
2 Model a Power % RPM PFP*
KWII RPM
0.3 0.62 5A 0.001 100 100 0.0010
0.0001 100 100 0.0002
0.3 5B 0.001 100 100 0.0018
0.0001 100 100 0.0004
0.15 5C 0.001 97.7 93.0 0.0014
0.0001 90.1 84.2 0.0003
0.1 0.22 6A 0.001 100 100 0.0011
0.0001 100 100 0.0002
0.11 6B 0.001 100 100 0.0014
0.0001 100 100 0.0004
0.056 6C 0.001 86.6 75.2 0.0013
0.0001 73.6 56.5 0.0002
0.01 0.02 7A 0.001 100 100 0.0010
0.0001 100 100 0.0002
0.01 7B 0.001 99.3 98.4 0.0013
0.0001 98.4 95.8 0.0003
0.005 7C 0.001 72.6 58.4 0.0016
0.0001 51.6 40.5 0.0005
* a is calibrated to the empirical false positive rate of KWII.
The simulations are based on the models in [2].
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Page 8 of 12addition to the inability to detect the independent
genetic contributions to models of GH MDR can be
dependent on higher order combinations for power.
This is illustrated by Model 2-GH; the power of MDR
to detect both Interaction 1 and Interaction 2 is greater
than its power to detect the interactions individually.
This dependence coupled with the fact that MDR uses
an exhaustive search approach also means that MDR
would be very computationally inefficient for larger
datasets as the number of combinations increases
Figure 2 Figure 2A-F are receiver-operating characteristic plots showing the dependence of the power of the KWII on proportion of
false positives for models 1-GH, 2-GH, 3, 3-GH, 4, 4-GH, 5C, 6C and 7A-7B in Table 1. Models 5A, 5B, 6A, 6B and 7C had power greater
than 99% over the range of proportion of false positives examined and are not shown. The open circles in Figure 2A-3 D represent the power
for detecting one of the two interacting pairs of loci and the open squares represent the power for detecting both loci. The filled circles in
Figures 2C and 2 D correspond to the corresponding model without genetic heterogeneity whereas in Figures 2E and 2F the filled circles are
used to distinguish between the different models. The power of the KWII at a-values of 0.001 and 0.0001 are summarized in Table 5 and 6.
Sucheston et al. BMC Genomics 2010, 11:487
http://www.biomedcentral.com/1471-2164/11/487
Page 9 of 12combinatorially with number of variables and combina-
tion order [18]. MDR is being continuously improved
and used to analyze quantitative phenotypes and family
data [19-21], computational efficiency remains the rate-
limiting factor irrespective the improvements [22,23].
Cattaert et al. [19] have developed FAM-MDR method,
which addresses correlation between observations in
family-based studies and extends the model based MB-
MDR approach [24] to handle continuous covariates
and continuous phenotype. In contrast with the classical
MDR, FAM-MDR considers multiple multi-SNP models
for significance evaluation. Further research on extend-
ing the KWII based approach to handle family data is
ongoing.
Figure 3 Figures 3A-C compare the power of KWII (green bars)
to that of MDR (red bars), RPM (orange bars) and blue for
logistic regression at a-values of 0.001 and 0.0001. The sample
size was 1200. Figure 3A corresponds to Interaction 1, Figure 3B
corresponds to Interaction 3 and Figure 3C represents the power to
detect all three interactions. The penetrance matrices for the
combinations of SNP pairs involved in Interactions 1, 2 and 3 are
shown in Table 4. The bar corresponding to MDR in Figure 3C is
apparently not visible because the power was low.
Table 7 Comparison of the power and false positive
proportions of KWII to MDR, RPM, and regression
approaches.
Interaction Sample
Size
a Power %
KWII MDR RPM Logistic
Interaction 1 600 0.001 68.9 7.8 48.8 68.3
0.0001 42.2 3.7 29.5 43.3
1200 0.001 98.9 39.1 94.9 99.1
0.0001 95.6 10.0 87.8 95.4
2400 0.001 100 65.3 100 100
0.0001 100 13.8 100 100
Interaction 3 600 0.001 15.1 0.04 7.2 14.8
0.0001 4.8 0.03 3.2 5.2
1200 0.001 47.6 3.6 28.1 48.7
0.0001 26.6 0.04 15.2 24.6
2400 0.001 95.1 6.6 84.4 94.0
0.0001 83.5 0.05 70.8 84.2
All 3
Interactions
600 0.001 7.6 0.01 2.2 7.5
0.0001 15.2 0.01 0.5 14.1
1200 0.001 48.1 0.03 25.7 47.8
0.0001 26.6 0.01 11.5 22.1
2400 0.001 95.1 2.9 84.4 94.0
0.0001 83.5 0.01 70.8 84.2
Interaction Sample
Size
a* Proportion of False Positives
KWII MDR RPM Logistic
All 3
Interactions
600 0.001 - 0.0021 0.0010 0.0013
0.0001 - 0.0010 0.0001 0.0001
1200 0.001 - 0.0075 0.0013 0.0016
0.0001 - 0.0011 0.0003 0.0002
2400 0.001 - 0.0103 0.0009 0.0013
0.0001 - 0.0014 0.0002 0.0002
*a is calibrated to the empirical false positive rate of KWII.
The model used for the simulations contained three interacting pairs of SNP
as summarized in Table 1: Interaction 1a n dInteraction 2 in were based on
[16] whereas Interaction 3 was based on [2].
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Page 10 of 12For Simulation sets 1 and 2, we found that RPM has
reduced power when compared to KWII. When working
with quantitative outcomes, RPM uses variances of the
trait for each genotype group for merging groups of
genotypes with closest mean trait values. While this
works well for quantitative traits this approach does not
translate as well for case-control data for particularly for
less frequent diseases. This effect is compounded when
only a small proportion of the variance of the trait is
explained by genetics (Simulation 1B, Model 7C). While
RPM performed reasonably well in models without GH,
when GH was introduced (Table 7, Interaction 3) the
ability of RPM to properly partition based on the pro-
portion of cases for a given genotype is hampered
because multiple different loci are contributing equally
to disease. This is evidenced by a reduction in power,
w h i c hi so n l yo v e r c o m eb ys u b stantially increasing the
sample size.
In Simulation set 2, it is clear that logistic regression
and KWII have almost identical power (within ~1% for
all sample sizes and alpha values). Logistic regression
models were also run for Simulation set 1B (results not
shown) and again KWII and logistic models were pow-
ered within 2% of one another for all simulations; one
approach was not consistently better than another.
Despite similar power, the two methods differ in their
model fitting approach. In logistic regression, model
parameters are fit simultaneously but with the KWII
approach, higher-order interactions are inferred after
investigating and eliminating lower-order contributions.
While we did not run models to detect power for three
way interactions, Marchini et al. [25] found that loci with
specific 3-way interactions are more likely to be detected
by looking for two-locus effects. Thus while power is
equivalent when considering two-locus models with and
without GH, the genetic contribution to complex disease
is proving to be oligogenic. Because KWII looks at
increasing orders of interaction from low to high the
method is well suited to finding these higher order com-
binations because it finds the lower order ones first.
For Simulation set 3, we employed a hybrid approach
in which simulated interactions were planted in the con-
text of the real genotypes from the GAW15 Problem 2
data set. This approach has the advantage of overcoming
the limitations imposed by the lack of real data sets with
well-validated interactions. Although there is a strong
interest in detecting genes distantly located, and using a
dense panel of SNPs spanning a 10 Kb region of single
chromosome is not optimal, it could be argued that this
approach is appropriate for post-genome wide studies (i.
e., sequencing, deep genotyping). Furthermore SNPs
selected from different chromosomal regions would
have less LD amongst themselves, which may make
interaction detection feasible with more traditional sta-
tistical approaches.
While KWII performed equivalently to the statistical
gold standard (logistic regression) for the simple two
locus models, with potential for greater power to detect
higher order interactions, the method does have some
limitations. KWII has sensitivities to missingness, sample
size, low MAF and LD. As the number of missing geno-
types increases in a dataset the estimation of entropies
becomes more inaccurate. However given genotype
imputation is regularly used for both candidate gene
and genome wide studies this is easily remedied. As
with statistical approaches such as MDR, RPM and
regression low sample size reduces power when estimat-
ing higher order interactions, particularly when SNPs
with very low allele frequencies are involved. Addition-
ally KWII permutations have slightly higher false posi-
tive rate than logistic and MDR, although not
substantially different. Lastly, the power of KWII to
detect GGI is reduced when LD between the causal var-
iant and the genotyped (or imputed) variant is low.
However current chip and Hapmap coverage is quite
good and this is problematic for all statistical methods
used to test for allelic association.
The results of these simulations provide clues as to
how to perhaps more effectively search for interacting
loci. One possible approach when working with a large
dataset would be to combine our approach with logistic
regression by running the AMBIENCE algorithm first
with an anti-conservative alpha and then testing the
combinations obtained using logistic regression models.
This would be an improvement upon the computational
speed of logistic regression and yield lower false positive
rates than using KWII alone. This two stage approach is
similar in spirit to that suggested by both Hoh et al.
[26] and Marchini et al. [25] in which a liberal alpha is
set for testing interactions in stage one in order to find
SNPs with small marginal effects but large interaction
effects.
Higher-order interactions are computationally inten-
sive because of the rapid growth of the number of com-
binations. The power to detect higher order interactions
is also limited because the number of samples within
each multi-locus genotype stratum is a limiting factor.
Given the challenges associated with higher-order inter-
actions, it may be preferable to base model building on
multiple lower-order interactions. Alternatively given
pathway information from Gene Ontology (GO) or
KEGG for example, AMBIENCE [6] could spend more
computation time testing SNPs within the same pathway
than across pathways. This will help to identify biologi-
cal meaningful epistatic interactions that could then be
analyzed using logistic models.
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Page 11 of 12Conclusions
In this article, we compare an information theoretic
approach with existing statistical methods to test for
G G Ia n df i n dt h a to u rm e t h o dh a se x c e l l e n tp o w e ra n d
to detect interaction in both simulated and real data.
Acknowledgements
Support from the National Multiple Sclerosis Society (RG3743) and the
Center for Protein Therapeutics is gratefully acknowledged. The funders had
no role in study design, data collection and analysis, decision to publish, or
preparation of the manuscript.
Author details
1Department of Biostatistics, State University of New York, Buffalo, NY 14260,
USA.
2Department of Cancer Prevention and Control, Roswell Park Cancer
Institute, Buffalo New York, 14263, USA.
3Department of Computer Science
and Engineering, State University of New York, Buffalo, NY 14260, USA.
4Department of Biostatistics, University of Toronto.
5Ontario Cancer Institute,
Toronto, Ontario, Canada, USA.
6Department of Pharmaceutical Sciences,
State University of New York, Buffalo, NY 14260, USA.
Authors’ contributions
All authors read and approved the final manuscript. LS and PC contributed
to experimental design, data analysis and manuscript preparation. AZ
contributed research resources and to project design. DT contributed to
experimental design and manuscript preparation. MR contributed to project
and experimental design, data analysis and manuscript preparation.
Received: 9 February 2010 Accepted: 3 September 2010
Published: 3 September 2010
References
1. Ritchie MD, Hahn LW, Roodi N, Bailey LR, Dupont WD, Parl FF, Moore JH:
Multifactor-dimensionality reduction reveals high-order interactions
among estrogen-metabolism genes in sporadic breast cancer. Am J Hum
Genet 2001, 69(1):138-147.
2. Culverhouse R: The use of the restricted partition method with case-
control data. Hum Hered 2007, 63(2):93-100.
3. Cordell HJ: Epistasis: what it means, what it doesn’t mean, and statistical
methods to detect it in humans. Hum Mol Genet 2002, 11(20):2463-2468.
4. Kooperberg C, Ruczinski I: Identifying interacting SNPs using Monte Carlo
logic regression. Genet Epidemiol 2005, 28(2):157-170.
5. Lou XY, Chen GB, Yan L, Ma JZ, Zhu J, Elston RC, Li MD: A generalized
combinatorial approach for detecting gene-by-gene and gene-by-
environment interactions with application to nicotine dependence. Am J
Hum Genet 2007, 80(6):1125-1137.
6. Chanda P, Sucheston L, Zhang A, Brazeau D, Freudenheim JL,
Ambrosone C, Ramanathan M: AMBIENCE: A Novel Approach and
Efficient Algorithm for Identifying Informative Genetic and Environment
Interactions Associated with Complex Phenotypes. Genetics 2008.
7. Andrew AS, Nelson HH, Kelsey KT, Moore JH, Meng AC, Casella DP,
Tosteson TD, Schned AR, Karagas MR: Concordance of multiple analytical
approaches demonstrates a complex relationship between DNA repair
gene SNPs, smoking and bladder cancer susceptibility. Carcinogenesis
2006, 27(5):1030-1037.
8. Bush WS, Edwards TL, Dudek SM, McKinney BA, Ritchie MD: Alternative
contingency table measures improve the power and detection of
multifactor dimensionality reduction. BMC Bioinformatics 2008, 9:238.
9. Moore JH, Gilbert JC, Tsai CT, Chiang FT, Holden T, Barney N, White BC: A
flexible computational framework for detecting, characterizing, and
interpreting statistical patterns of epistasis in genetic studies of human
disease susceptibility. J Theor Biol 2006, 241(2):252-261.
10. Chanda P, Zhang A, Brazeau D, Sucheston L, Freudenheim JL,
Ambrosone C, Ramanathan M: Information-theoretic metrics for
visualizing gene-environment interactions. Am J Hum Genet 2007,
81(5):939-963.
11. Jakulin A: Machine Learning Based on Attribute Interactions. Ljubljana,
Slovenia: University of Ljubljana 2005.
12. Jakulin A, Bratko I: Testing the significance of attribute interactions.
Proceedings of the Twenty-first International Conference on Machine Learning
(ICML-2004): 2004; Banff, Canada 2004, 409-416.
13. Han TS: Multiple mutual informations and multiple interactions in
frequency data. Information and Control 1980, 46:26-45.
14. McGill WJ: Multivariate information transmission. Psychometrika 1954,
19:97-116.
15. Fano RM: Transmission of Information: A Statistical Theory of
Communications. Cambridge, MA.: MIT Press 1961.
16. Ritchie MD, Hahn LW, Moore JH: Power of multifactor dimensionality
reduction for detecting gene-gene interactions in the presence of
genotyping error, missing data, phenocopy, and genetic heterogeneity.
Genet Epidemiol 2003, 24(2):150-157.
17. Carlson CS, Eberle MA, Rieder MJ, Yi Q, Kruglyak L, Nickerson DA: Selecting
a maximally informative set of single-nucleotide polymorphisms for
association analyses using linkage disequilibrium. Am J Hum Genet 2004,
74(1):106-120.
18. Yang C, He Z, Wan X, Yang Q, Xue H, Yu W: SNPHarvester: a filtering-
based approach for detecting epistatic interactions in genome-wide
association studies. Bioinformatics 2009, 25(4):504-511.
19. Cattaert T, Urrea V, Naj AC, De Lobel L, De Wit V, Fu M, Mahachie John JM,
Shen H, Calle ML, Ritchie MD, et al: FAM-MDR: a flexible family-based
multifactor dimensionality reduction technique to detect epistasis using
related individuals. PLoS One 2010, 5(4):e10304.
20. Chung Y, Lee SY, Elston RC, Park T: Odds ratio based multifactor-
dimensionality reduction method for detecting gene-gene interactions.
Bioinformatics 2007, 23(1):71-76.
21. Namkung J, Kim K, Yi S, Chung W, Kwon MS, Park T: New evaluation
measures for multifactor dimensionality reduction classifiers in gene-
gene interaction analysis. Bioinformatics 2009, 25(3):338-345.
22. Sinnott-Armstrong NA, Greene CS, Cancare F, Moore JH: Accelerating
epistasis analysis in human genetics with consumer graphics hardware.
BMC Res Notes 2009, 2:149.
23. Greene CS, Sinnott-Armstrong NA, Himmelstein DS, Park PJ, Moore JH,
Harris BT: Multifactor dimensionality reduction for graphics processing
units enables genome-wide testing of epistasis in sporadic ALS.
Bioinformatics 2010, 26(5):694-695.
24. Calle ML, Urrea V, Vellalta G, Malats N, Steen KV: Improving strategies for
detecting genetic patterns of disease susceptibility in association
studies. Stat Med 2008, 27(30):6532-6546.
25. Marchini J, Donnelly P, Cardon LR: Genome-wide strategies for detecting
multiple loci that influence complex diseases. Nat Genet 2005,
37(4):413-417.
26. Hoh J, Wille A, Zee R, Cheng S, Reynolds R, Lindpaintner K, Ott J: Selecting
SNPs in two-stage analysis of disease association data: a model-free
approach. Ann Hum Genet 2000, 64(Pt 5):413-417.
27. Witte JS, Schnell AH, Cordell HJ, Spielman RS, Amos CI, Miller MB, Almasy L,
MacCluer JW: Introduction to Genetic Analysis Workshop 15 summaries.
Genet Epidemiol 2007, 31(Suppl 1):S1-6.
doi:10.1186/1471-2164-11-487
Cite this article as: Sucheston et al.: Comparison of information-
theoretic to statistical methods for gene-gene interactions in the
presence of genetic heterogeneity. BMC Genomics 2010 11:487.
Submit your next manuscript to BioMed Central
and take full advantage of: 
• Convenient online submission
• Thorough peer review
• No space constraints or color ﬁgure charges
• Immediate publication on acceptance
• Inclusion in PubMed, CAS, Scopus and Google Scholar
• Research which is freely available for redistribution
Submit your manuscript at 
www.biomedcentral.com/submit
Sucheston et al. BMC Genomics 2010, 11:487
http://www.biomedcentral.com/1471-2164/11/487
Page 12 of 12