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Resumen: Este trabajo muestra la aplicacio´n de una estrategia de control predictivo mı´n-ma´x basado
en modelos (Min-Max Model Predictive Control, MMMPC) a una planta piloto en la que se controla la
temperatura de un reactor. Para calcular la accio´n de control se utiliza una aproximacio´n del peor caso,
que permite calcular una solucio´n muy cercana a la del problema mı´n-ma´x con un coste computacional
mucho menor. Por tanto, es un algoritmo cuya complejidad hace factible una implementacio´n en tiempo
real para valores tı´picos de los horizontes de prediccio´n y control. El comportamiento del proceso y del
controlador se ilustran mediante resultados experimentales. Copyright c© 2008 CEA.
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1. INTRODUCCI ´ON
En los controladores predictivos de tipo mı´n-ma´x (Camacho y
Bordo´ns, 2004; Campo y Morari, 1987), el valor de la sen˜al
de control que se aplica al proceso a controlar, se calcula
minimizando el peor caso posible de una funcio´n de coste,
usualmente cuadra´tica. A su vez, ese peor caso se calcula ma-
ximizando la funcio´n de coste con respecto a todos los casos
posibles de las perturbaciones e incertidumbres. Resolver estos
problemas de optimizacio´n requiere una ingente cantidad de
ca´lculos, ya que el problema es de tipo NP duro (Veres y Nor-
ton, 1993; Lee y Yu, 1997; Scokaert y Mayne, 1998). Por tanto,
la implementacio´n de este tipo de controladores es muy difı´cil,
teniendo como consecuencia que el nu´mero de aplicaciones
recogidas en la literatura sea muy pequen˜o, especialmente en
el caso de funciones de coste cuadra´ticas. So´lo se ha informado
de su aplicacio´n a plantas con dina´micas lentas (Camacho y
Berenguel, 1997) o su aplicacio´n a modelos de simulacio´n
complejos (Kim y Kwon, 1998). Para plantas con dina´micas
moderadamente ra´pidas, no es posible resolver en tiempo real
el problema mı´n-ma´x, salvo para aquellos casos en los que el
horizonte de prediccio´n es pequen˜o o se utiliza una estrategia de
reduccio´n de la complejidad como la que se recoge en ( ´Alamo
et al., 2005b). Tambie´n se han presentado estrategias en las que
se reduce la complejidad de la formulacio´n basada en la norma
1 (Allwright, 1994; Megı´as et al., 2002) como en ( ´Alvarez
et al., 2006). Cuando las dina´micas a controlar son ra´pidas,
el problema mı´n-ma´x no puede resolverse nume´ricamente en
tiempo real y hay que optar por usar soluciones aproximadas
(Ramı´rez et al., 2004). Sin embargo, estas te´cnicas imponen
una gran rigidez en los para´metros del controlador, es decir, un
cambio en los horizontes, restricciones o ponderaciones supone
calcular de nuevo la solucio´n aproximada. Adema´s hay que
tolerar un cierto error en la aproximacio´n de la solucio´n.
Recientemente se ha demostrado que la ley de control MMM-
PC es afı´n a trozos cuando se utiliza una funcio´n de coste
cuadra´tica (Ramı´rez y Camacho, 2006), o cuando se usa una
funcio´n de coste basada en la norma 1 (Bemporad et al., 2003;
Kerrigan y Maciejowski, 2004). Usando estos resultados y
programacio´n matema´tica multiparame´trica (Bemporad et al.,
2003) se pueden obtener formas explı´citas de la ley de control.
Sin embargo, la particio´n del espacio de estados resultante,
puede llegar a tener un nu´mero de regiones que crece de manera
combinatoria con el horizonte de prediccio´n. Determinar la
regio´n correspondiente a un estado dado puede tomar un tiempo
considerable. Para solventar este problema se ha propuesto el
uso de a´rboles de bu´squeda binarios (Johansen y Grancharova,
2003; Tøndel et al., 2003). Otro problema es la gran cantidad de
memoria que requerirı´a almacenar todas las regiones que com-
ponen la descripcio´n explı´cita. Adema´s la descripcio´n explı´cita
debe ser recalculada si el modelo del proceso o los para´me-
tros del controlador (horizontes, restricciones y ponderaciones)
cambian.
Una solucio´n para el problema de la carga computacional es
usar una cota superior del coste ma´ximo en lugar de calcular
e´ste de manera explı´cita ( ´Alamo et al., 2005a). Por supuesto la
cota superior debe poder calcularse con un coste computacional
mucho menor que el del coste ma´ximo exacto. En un trabajo
anterior (Ramı´rez et al., 2006) los autores presentaron una cota
superior del coste ma´ximo, basada en operaciones matriciales
sencillas, que se puede calcular de manera muy ra´pida y con un
error no demasiado grande con respecto a la solucio´n exacta del
problema original (Ramı´rez et al., 2006).
En este trabajo se validan los resultados teo´ricos presentados
en (Ramı´rez et al., 2006) mediante su aplicacio´n a una planta
piloto. Esta planta piloto se utiliza para simular una reaccio´n
quı´mica exote´rmica cuya dina´mica es no lineal. Este proceso
ha sido empleado en trabajos anteriores, por lo que los resul-
tados experimentales presentados pueden ser comparados con
otras estrategias tales como control predictivo no lineal o lineal
(Gruber y Bordo´ns, 2007). Es destacable que el computador
sobre el que se implementa el algoritmo de control predictivo,
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suficiente poder de ca´lculo para poder implementar una estrate-
gia de control predictivo mı´n-ma´x convencional. Por tanto una
estrategia computacionalmente eficiente como la empleada en
este trabajo es por el momento la u´nica alternativa si se quiere
utilizar este tipo de control.
El resto del trabajo esta´ organizado de la siguiente manera: la
seccio´n 2 presenta el planteamiento del problema de control
predictivo y la notacio´n utilizada en este trabajo. La seccio´n 3
presenta el modo de calcular la cota superior del coste ma´ximo
y en la seccio´n 4 se presenta una descripcio´n del proceso sobre
el que se ha probado el algoritmo de control presentado. En
la seccio´n 5 se muestran los resultados experimentales y, en
la seccio´n 6 las conclusiones. Finalmente, en el ape´ndice A se
exponen algunos aspectos de implementacio´n del controlador
cuando se emplea un modelo de prediccio´n de tipo CARIMA.
2. PLANTEAMIENTO DEL PROBLEMA
Sin pe´rdida de generalidad se considerara´ un modelo en espacio
de estados discreto con incertidumbres aditivas (Camacho y
Bordo´ns, 2004):
x(t+ 1)=Ax(t) +Bu(t) +Dθ(t+ 1) (1)
y(t) =Cx(t)
donde x(t) ∈ Rdimx, u(t) ∈ Rdimu, θ(t) ∈ {θ ∈ Rdimθ :
‖θ‖∞ ≤ ǫ}, y(t) ∈ R
dimy
. Por simplicidad se asume que
ǫ = 1 (en caso contrario la matriz D se puede escalar a
ǫD). Tambie´n se considera un horizonte de control Nu y un









u(t+ j|t)TRju(t+ j|t) (2)
donde x(t + j|t) es la prediccio´n del estado para el instante
t+ j hecha en t cuando los valores futuros de la incertidumbre
vienen dados por la secuencia θ ∈ Θ = {θ ∈ RN ·dimθ :
‖θ‖∞ ≤ 1} y los valores de la sen˜al de control a lo largo
del horizonte de control vienen dados por la secuencia u ∈
R
Nu·dimu
. Por otra parte las matrices de ponderacio´n Qj ∈
R
dimx×dimx
, Rj ∈ R
dimu×dimu son sime´tricas y definidas
positivas. Esta funcio´n de coste puede ser reescrita como (Ca-
macho y Bordo´ns, 2004):






El esquema inicial de control predictivo considerado es el de
control predictivo mı´n-ma´x (Campo y Morari, 1987), en el que
la secuencia o´ptima u∗ se calcula resolviendo un problema
mı´n-ma´x:
u∗(x) = arg mı´n
u
J∗(u, x)
s.t. Lu ≤ c+ Fx ∀θ ∈ Θ
(4)
donde
J∗(u, x) = ma´x
θ∈Θ
J(θ,u, x) (5)
con L ∈ Rnc×(Nu·dimu), F ∈ Rnc×dimx y c ∈ Rnc, (siendo
nc el nu´mero de restricciones). La solucio´n de este problema
se aplica mediante una estrategia de horizonte mo´vil, tal y
como es habitual en todos los esquemas de control predictivo.
Los resultados presentados en este trabajo son va´lidos para
MMMPC con predicciones en bucle abierto o en estrategias de
semi-feedback o pre-estabilizacio´n (Mayne, 2001; Rossiter et
al., 1998) en las que la sen˜al de control viene dada por:
u(t) = −Kx(t) + v(t) (6)
donde la matriz de realimentacio´n del vector de estados K se
disen˜a para obtener alguna propiedad deseada como por ejem-
plo estabilidad nominal u optimalidad en el sentido LQR. El
controlador MMMPC calculara´ una secuencia de correcciones
de control v(t). Mediante esta estrategia la ecuacio´n de estado
(1) se puede reescribir como:
x(t+ 1) = ACLx(t) +Bv(t) +Dθ(t+ 1) (7)
con ACL = (A − BK). Es evidente que esta estrategia puede
incorporarse en un esquema de MMMPC con un problema de
la forma (4).
Al ser el modelo lineal en x, u, θ, y Rj definida positiva, la
funcio´n de coste cuadra´tica es convexa en θ y u y la solucio´n
del problema de maximizacio´n se alcanzara´ en al menos uno
de los ve´rtices de Θ (Camacho y Bordo´ns, 2004). Por tanto el
problema de maximizacio´n (5) es equivalente a
J∗(u, x) = ma´x
θ∈vert{Θ}
J(θ,u, x) (8)
La resolucio´n del problema de maximizacio´n es un problema
NP duro bien conocido, cuya complejidad es exponencial, al
tener que evaluarse forzosamente cada uno de los 2N ·dimθ
ve´rtices de Θ. Por tanto este problema, y por ende el problema
mı´n-ma´x (4) so´lo pueden resolverse para horizontes de predic-
cio´n pequen˜os.
La eleccio´n del modelo (1) presenta ventajas e inconvenientes
con respecto a otros tipos de modelos con incertidumbre que
pueden utilizarse en control predictivo robusto. Una alternativa
serı´a considerar modelos con incertidumbre intervalar en los
coeficientes de las matrices o polinomios del sistema (incer-
tidumbres parame´tricas), o bien usar modelos LPV (Lineales
de Para´metros Variables). Este tipo de modelos describirı´an
mejor la incertidumbre en el sistema y podrı´a obtenerse un
mejor control. Sin embargo, su uso en el contexto de un control
predictivo mı´n-ma´x desemboca en problemas de optimizacio´n
au´n ma´s complejos que los presentados aquı´, de manera que su
implementacio´n es au´n ma´s difı´cil. Por otra parte, obtener di-
chos modelos o estimar el estado es tambie´n ma´s complejo que
en el caso de las incertidumbres aditivas. Por el contrario, los
modelos lineales con incertidumbres aditivas son extremada-
mente sencillos de obtener, dado que la mayor parte de los
paquetes de identificacio´n proporcionan unas cotas del error de
estimacio´n, que pueden usarse como cotas de la incertidumbre.
El resultado final es que el controlador obtenido es equivalente
a un MPC lineal ma´s un para´metro que define las cotas de la
incertidumbre. Esta simplicidad hace que sea potencialmente
atractivo para la industria.
Otra posibilidad es usar elipsoides como alternativa a los hiper-
cubos para la acotacio´n de la incertidumbre. Esta opcio´n no
es frecuente en control predictivo mı´n-ma´x, pero si ha sido
empleada con anterioridad, por ejemplo en (Lau et al., 1991).
En dicho trabajo se presenta un MMMPC computacionalmente
eficiente, pero con la desventaja de no poderse aplicar a pro-
cesos inestables, bastante frecuentes en la industria. El uso
de elipsoides en lugar de hipercubos conlleva problemas de
optimizacio´n diferentes, dado que en ese caso, el ma´ximo de
la funcio´n de coste se alcanza en cualquier punto de la frontera
y no en uno de los ve´rtices.
La estrategia adoptada en el esquema de control usado en
este trabajo esta´ dirigida a reducir el coste computacional del
problema (4). La idea es sustituir el coste ma´ximo J∗(u, x) en
(4) por una cota superior del mismo que pueda ser calculada
fa´cilmente. En la seccio´n 3 se presenta dicha cota, la cual
puede calcularse con una complejidad polinomial en lugar de
exponencial.
3. C ´ALCULO DE LA COTA SUPERIOR DEL COSTE
M ´AXIMO
En esta seccio´n se presenta el algoritmo que sirve para calcular
la cota superior del coste ma´ximo. El ca´lculo de dicha cota,
como se vera´ a continuacio´n se hace en base a operaciones
matriciales sencillas fa´cilmente implementables. Se describen
u´nicamente los resultados fundamentales, remitie´ndose al lec-
tor a (Ramı´rez et al., 2006) para una descripcio´n completa.
De la expresio´n de la funcio´n de coste (3) se infiere que:
J∗(u, x) = ma´x
θ∈vert{Θ}
θ
TSθ + 2θT p(u, x) + r(u, x) (9)
donde
S =Mθθ
p(u, x) =Mθuu+Mθfx (10)
r(u, x) = uTMuuu + 2x
TMTufu+ x
TMffx (11)




θTSθ + 2θT p+ r (12)
Este problema es equivalente a un problema de maximizacio´n
cuadra´tica aumentado, tal y como se muestra en la siguiente
proposicio´n, cuya demostracio´n se puede encontrar en (Ramı´rez
et al., 2006).


































donde H ∈ Rn×n es simetrica. Supo´ngase ahora una matriz
diagonal T tal que se verifique que 1 T ≥ H , por tanto:





i ≤ traza (T )‖z‖
2
∞ ≤ traza (T )
1 En este trabajo una desigualdad matricial del tipo T ≥ H se cumple si y
so´lo si T −H es semidefinida positiva.
y de ahı´ se obtiene que:
γ∗ ≤ traza (T ) (15)
Es decir, la traza de T , es una cota superior de γ∗. La cota
menos conservadora sera´ aquella que se obtenga mediante una
matriz T solucio´n del siguiente problema LMI:





La resolucio´n del problema LMI anterior requiere de algoritmos
de optimizacio´n especializados (me´todos de punto interior)
cuyo coste computacional puede ser excesivo. En lugar de
esto se propone usar el siguiente esquema de diagonalizacio´n
que obtiene la cota con operaciones matriciales simples y una
subo´ptimalidad (con respecto a la solucio´n exacta y a σ∗) muy
contenida (Ramı´rez et al., 2006).
No´tese que el objetivo es encontrar la matriz T diagonal ma´s
pequen˜a (es decir con menor traza) tal que se cumpla que
T ≥ H . La estrategia empleada es diagonalizar H suma´ndole
n − 1 matrices semidefinida positivas (siendo n la dimensio´n







3 + · · ·+ vn−1v
T
n−1 = T
donde T es una matriz diagonal y los vi son vectores de
dimensio´n apropiada. El problema es encontrar los vectores
vi, i = 1, · · · , n − 1 tales que la matriz T resultante sea
diagonal, mientras que el grado de conservadurismo de la cota
se mantenga tan bajo como sea posible.
La idea tras la estrategia que se presenta en esta seccio´n es ir
diagonalizando la matriz original H una fila y columna ma´s
con cada te´rmino vivTi que se sume. En efecto, supo´ngase que



















, d ∈ R (17)
Es decir, en este primer paso se diagonalizarı´a parcialmente
la matriz original, de manera que la primera fila y columna
corresponderı´an a una matriz diagonal. Una vez calculado v1, el
proceso continuarı´a eligiendo convenientemente v2 de manera
que la submatriz Hˆr tambie´n sea parcialmente diagonalizada y
ası´ sucesivamente.















con α > 0. Esto implica que αe = −b y por tanto e = −bα ,
d = a+ α2 y Hˆr = Hr + bb
T
α2 .
Con lo anterior queda fijado el ca´lculo del vector v1 (y de
todos los vi en general, pues el procedimiento se aplica siempre
sobre la submatriz Hˆr resultante), pero resta determinar α. El
para´metro α debe ser calculado de manera que se minimice
el error introducido por el esquema de diagonalizacio´n en el
problema aumentado original. De esta manera, la diferencia
entre la cota superior y el coste ma´ximo se mantendrı´a lo ma´s
pequen˜a posible. Este error es:
zT v1v
T





















(tambie´n se cumple cuando z∗ es de signo opuesto). Teniendo













(donde ‖x‖1 es la norma 1 de x igual a la suma de los valores








El valor de α que minimiza el ma´ximo error se puede calcular
















En resumen, el algoritmo para calcular la cota superior σu se
concreta en los siguientes pasos:
Algoritmo 1. Algoritmo para calcular la cota superior del coste
ma´ximo σu(H) ≥ ma´x
z∈vert{ΘA}
zTHz.
1. Sea T = H ∈ Rn×n.
2. Para k = 1 hasta n− 1
3. Sea Hsub = [Tij ] for i, j = k · · ·n.
















6. Fo´rmese vTe =
[
0 · · · 0 vTk
]
∈ Rn
7. Actualizar T mediante T = T + vevTe .
8. Finpara










Lo que implica que,














Por tanto, σu(·), tal y como se calcula en el algoritmo 1 es una
cota superior del coste ma´ximo.
No´tese que para calcular la cota solo hacen falta operaciones
con matrices bastante simples. Esto implica que este algoritmo
se puede codificar fa´cilmente incluso en lenguajes de progra-
macio´n no orientados a los ca´lculos matema´ticos, como los
que se suelen encontrar en sistemas industriales empotrados. A
modo de ilustracio´n conside´rese la figura 1 en la que se muestra
la implementacio´n del algoritmo 1 en Matlab. Se ha tenido en
cuenta en la implementacio´n lo sen˜alado en el comentario 1.
function sigma=c_cota_superior(H)
n=size(H,1); k=1; continuar=1; positivo=0;
sigma=0;
























Figura 1. Listado en lenguaje de programacio´n de Matlab que
calcula la cota superior propuesta.
3.1 Estrategia de control propuesta
La cota superior calculable mediante el algoritmo 1 se usara´ en
una estrategia de control predictivo de tipo mı´n-ma´x, de manera
que la accio´n de control a aplicar en un determinado instante de
tiempo y para un estado x sera´ la solucio´n de:




r(u, x) pT (u, x)
p(u, x) S
])
s.t. Lu ≤ c+ Fx
(20)
la cual se aplica siguiendo una estrategia de horizonte mo´vil, y
donde p(u, x), r(u, x) y S se calculan segu´n (10)-(11) y σu(·)
se calcula con el algoritmo 1.
No´tese que el algoritmo 1 realiza n − 1 iteraciones, cada una
de las cuales posee una complejidad computacionalO(n2), por
lo que el algoritmo tiene una complejidad computacional de
O(n3). El taman˜o n de la matriz es a su vez (N · dimθ) + 1,
por lo que el nu´mero de operaciones necesarias es aproximada-
mente c1((N ·dimθ)+1)3. En lugar de minimizarse una funcio´n
de coste cuya evaluacio´n requiere un nu´mero exponencial de
operaciones (aproximadamente c2(2N ·dimθ)), se minimiza una
cota superior de esta funcio´n de coste que se puede evaluar en
tiempo polinomial.
La resolucio´n del problema (20) se puede realizar utilizando
cualquier me´todo de programacio´n no lineal, como por ejem-
plo la programacio´n cuadra´tica secuencial (sequential quadratic
programming, SQP). Esta te´cnica es la que emplea Matlab
en su funcio´n fmincon, que es la que se ha usado en la im-
plementacio´n del algoritmo de control descrito en este traba-
jo. Debe notarse que la complejidad NP dura del problema
mı´n-ma´x original reside en el problema de maximizacio´n que
debe resolverse para cada secuencia u considerada solucio´n
candidata del problema (1). Por tanto, una vez sustituido di-
cho problema de maximizacio´n por una cota superior que se
calcula en tiempo polinomial, se puede lograr una baja carga
computacional, si el algoritmo de minimizacio´n converge lo
suficientemente ra´pido a la solucio´n. En el caso de los me´todos
SQP, la convergencia es frecuentemente superlineal, por lo que
dicha baja carga computacional estara´ garantizada.
Comentario 1. El objetivo perseguido en el algoritmo 1 es
encontrar una matriz diagonal T tal que se verifique que T ≥
H ≥ 0. El problema de maximizacio´n ma´x
z∈vert{ΘA}
zTTz se
resuelve entonces usando σu =
n∑
i=1
Tii. Supo´ngase que en una
cierta iteracio´n del algoritmo 1 se tiene una matriz T ≥ H
parcialmente diagonalizada en la que todos los elementos de
la submatriz Hsub del paso 3 son no negativos. Entonces se
cumple que ma´x
z∈vert{ΘA}
zTTz = ‖T ‖1 ≥ γ
∗
. Por tanto no es
necesario continuar el proceso de diagonalizacio´n de T ya que
en ese paso ma´x
z∈vert{ΘA}
zTTz puede acotarse superiormente por
σu = ‖T ‖1 y adema´s continuar con el proceso no mejorarı´a la
cota.
4. DESCRIPCI ´ON DEL PROCESO
Para la aplicacio´n del algoritmo propuesto se ha elegido un
proceso real representado por una planta piloto. El proceso
analizado ha sido estudiado anteriormente por varios autores
(Hugo et al., 1988; Szeifert et al., 1995; Gruber y Bordo´ns,
2007).
4.1 Proceso de laboratorio
El proceso de laboratorio consiste en una planta piloto que
puede simular reacciones quı´micas exote´rmicas a base de cam-
bios en la temperatura de un tanque. La planta piloto (ver la
figura 2) esta´ situada en la Escuela Superior de Ingenieros de la
Universidad de Sevilla y ha sido utilizada como planta de refe-
rencia para propo´sitos de control en varios trabajos (Bordo´ns
y Camacho, 1998; Ramı´rez et al., 2004; Gruber y Bordo´ns,
2007).
Los elementos principales de la planta piloto son el reactor,
el intercambiador de calor, la camisa de refrigeracio´n y la
va´lvula de recirculacio´n para manipular el flujo en la camisa
de refrigeracio´n (ver la figura 3).
La reduccio´n de la temperatura T del contenido del reactor se
realiza mediante una camisa de refrigeracio´n. La disipacio´n
de calor provocada por la camisa de refrigeracio´n puede ser
regulada mediante la va´lvula v8 que manipula el flujo Fj en
la camisa. El lı´quido de refrigeracio´n, agua, proviene de un
depo´sito de 1 m3 de capacidad, al que retorna despue´s de haber
pasado por la camisa del intercambiador. Para mantener la
temperatura del agua frı´a constante se cuenta con una planta de
refrigeracio´n auxiliar controlada por termostato que mantiene
la temperatura TT2 entorno a un punto deseado con un solape
de 1 grado aproximadamente.























Figura 3. Diagrama de la planta piloto con los cuatro elementos:
reactor, intercambiador de calor, camisa de refrigeracio´n y
va´lvula de recirculacio´n.
Con el flujo de alimentacio´n Ff se suministra el reactivo
con el fin de mantener la reaccio´n activa. Antes de entrar al
reactor, el flujo de alimentacio´n pasa por el intercambiador
de calor para reducir la diferencia de temperatura entre el
flujo de alimentacio´n y el contenido del reactor. El volumen
del contenido del reactor se mantiene constante haciendo que
el flujo saliente sea igual al flujo de alimentacio´n Ff . Por
consiguiente, como el flujo entrante y el flujo saliente tienen el
mismo caudal y casi la misma temperatura, los dos flujos juntos
apenas provocan cambios en la energı´a interna del reactor.
El calor de la reaccio´n, que es funcio´n de la concentracio´n del
reactivo, puede ser emulado empleando para tal efecto la re-
sistencia ele´ctrica que hay en el tanque de la planta piloto, segu´n
Tabla 1. Para´metros del modelo y
variables constantes
Para´metro Valor Unidad


















la ley que rige esta reaccio´n. Este procedimiento de simulacio´n
de reacciones ha sido empleado por diversos autores, como
(Santos et al., 2001). Para informacio´n ma´s detallada sobre el
proceso ver (Gruber y Bordo´ns, 2007).
4.2 Modelo matema´tico
Aunque no es necesario disponer de un modelo matema´tico
para el disen˜o del controlador predictivo mı´n-ma´x, se presenta
en esta seccio´n el modelo del proceso para poner de manifiesto
las caracterı´sticas no lineales del mismo y la forma de emular el
calor generado en la reaccio´n quı´mica mediante la resistencia.
En el modelo, anteriormente utilizado en (Lee et al., 2000), se
ha considerado que el flujo de alimentacio´n y el flujo saliente
del reactor son equivalentes. Como consecuencia de esta su-
posicio´n el volumen V y la masa M son constantes. Los cam-












donde el primer te´rmino corresponde a la disipacio´n de calor
por la camisa de refrigeracio´n y el segundo te´rmino denota
la energı´a generada por la reaccio´n quı´mica exote´rmica. Las
variables Fj , Tj,e y Tj,s representan el flujo que circula por
la camisa de recirculacio´n ası´ como la temperatura del agua
entrando y saliendo de la camisa, respectivamente. CA es la
concentracio´n del reactivo en el reactor. Como el flujo de
alimentacio´n pasa por el intercambiador de calor y entra en el
reactor casi con la misma temperatura que tiene el contenido
del reactor, se ha supuesto que el flujo de alimentacio´n ni
suministra ni extrae calor del reactor.







(CA,e − CA)− k0 e
−E/(RT )C2A (22)
donde CA,e representa la concentracio´n del reactivo en el flujo
de alimentacio´n. Los para´metros del modelo y las variables con
valores constantes esta´n mostrados en la tabla 1.
Como la temperatura del fluido de refrigeracio´n es variable y
no corresponde a la temperatura en el reactor, se ha utilizado
la siguiente aproximacio´n, obtenida experimentalmente, del
modelo matema´tico para calcular el intercambio de calor:




con los para´metros α = 292.19K, β = 14.94 s/l y γ =
13.18 s/l.
La mayor parte de la no linealidad del modelo matema´tico es
esta´tica, pero debido a los te´rminos exponenciales y cuadra´ticos
en las ecuaciones diferenciales de la temperatura (21) y de la
concentracio´n (22) el modelo posee tambie´n una dina´mica no
lineal.
5. RESULTADOS EXPERIMENTALES
En esta seccio´n se expondra´n los resultados experimentales
obtenidos al aplicar la estrategia de control descrita en la sec-
cio´n 3 a la planta piloto. En este caso se utilizara´n modelos
de prediccio´n CARIMA con incertidumbres aditivas acotadas.
Este tipo de modelos extiende el concepto de ruido presente
en los modelos CARIMA tradicionales de manera que se con-
sidere una incertidumbre:




donde ∆ = 1 − z−1 y θ(t) ∈ {θ ∈ Rdimy : ‖θ‖∞ ≤ ǫ}, y
dimy es la dimension de y(t). El uso de este tipo de modelos
de prediccio´n resulta en una ley de control sin error en re´gimen
permanente. Las diferencias entre implementar el algoritmo de
la seccio´n 3 con un modelo de espacio de estados y el modelo
CARIMA con incertidumbres aditivas acotadas son pequen˜as.
En el ape´ndice A se presenta un resumen sobre los aspectos de
implementacio´n del controlador cuando se usa el modelo (24).
Por otra parte aunque no se haya utilizado en este trabajo, no
hay nada que impida utilizar la formulacio´n semi-feedback o
pre-estabilizacio´n cuando se usa el modelo (24). En ese caso
debera´ tenerse en cuenta la estructura del controlador interno a
la hora de formular la ecuacio´n de prediccio´n del sistema pre-
estabilizado.
A continuacio´n se describira´ el sistema de control disponible
en la planta piloto, se ilustrara´n los pasos necesarios para
la obtencio´n del modelo de prediccio´n y se expondra´n los
resultados experimentales propiamente dichos.
5.1 Descripcio´n del sistema de control
Los sensores y actuadores existentes en la planta esta´n conec-
tados a una unidad de control PMC10. ´Esta se conecta por
ARCnet a un computador personal, sobre el que se ejecuta el
sistema de control y monitorizacio´n Simatic-IT (anteriormente
conocido como CUBE, de Orsi Automazione). La arquitectura
del sistema Simatic-IT esta´ orientada a que los algoritmos de
control, cuyo funcionamiento ininterrumpido y sin errores es
muy importante, se ejecuten directamente en la unidad PMC10.
Sin embargo, el PMC10, basado en el procesador Intel 8086, no
posee suficiente capacidad de ca´lculo para resolver el problema
mı´n-ma´x. En lugar de eso el algoritmo de control se ha imple-
mentado directamente en un PC usando Matlab y la comuni-
cacio´n con Simatic-IT se realiza utilizando el protocolo OPC
(OLE for Process Control). Tanto Simatic-IT como el contro-
lador se ejecutan sobre el mismo computador personal, basado
en el procesador Pentium II a 300 Mhz. Este computador no
tiene suficiente poder de ca´lculo para resolver exactamente el
problema mı´n-ma´x de un MMMPC tı´pico, pero si puede calcu-
lar la accio´n de control usando la estrategia propuesta.
5.2 Obtencio´n del modelo de prediccio´n
Con el objetivo de conseguir datos para la identificacio´n de
para´metros del modelo de prediccio´n se ha aplicado una
PRMSS (Pseudo-Random Multilevel Step Sequence) en la
va´lvula con periodos lo suficientemente largos como para ob-
servar la reaccio´n de la planta piloto a cambios en la entrada
(ve´ase la figura 4). Como puede observarse en dicha figura la
temperatura del tanque se estabiliza en cada escalo´n en algo
ma´s de dos horas, aunque en todos los casos, las variaciones
que sufre en el ((equilibrio)) son de varios grados. La concen-
tracio´n de reactivo tambie´n esta sujeta a variaciones incluso
en re´gimen estacionario. Puede observarse como la ganancia
es negativa y claramente variable (mayor cuando se trabaja en
aperturas bajas de v8). Como modelo de prediccio´n se propone
un modelo de funcio´n de transferencia de primer orden ma´s
retraso. Claramente este modelo de bajo orden no puede des-
cribir correctamente la dina´mica de la planta, pero es un buen
procedimiento para poner a prueba la robustez del controlador




















































Figura 4. Experimento para la identificacio´n del modelo de
prediccio´n. De arriba a abajo: Temperatura del tanque
(T ), apertura de la va´lvula de recirculacio´n (v8) y concen-
tracio´n de reactivo (CA).





A partir de este modelo se ha obtenido un modelo de prediccio´n
en tiempo discreto usando como tiempo de muestreo Ts = 60
segundos. Con este tiempo de muestreo el modelo de prediccio´n
tiene un retardo de 0.52 tiempos de muestreo, que se redondea
a 1. Para mantener el orden del modelo lo ma´s bajo posible, se
consideran so´lo retardos multiples del tiempo de muestreo. De
esta manera se evita el uso de aproximaciones del retardo frac-
cionario como las de tipo Pade´, que conllevan la introduccio´n
de dina´micas de mayor orden (el bajo orden del modelo facilita
el disen˜o del controlador y su implementacio´n). Ası´ se obtiene
el siguiente modelo de prediccio´n de tipo CARIMA:




con el polinomio ((coloreador)) del ruido C(z−1) = 1.
El modelo (26) no puede aproximar la dina´mica del proceso real
con la misma exactitud como otras aproximaciones ma´s ela-
boradas como modelos LPV (Lineales de Para´metros Variables)
(Kothare et al., 1996; Lu y Arkun, 2000) o no lineales (Gruber
y Bordo´ns, 2007), pero como se vera´ a continuacio´n, usado con
la estrategia propuesta se han logrado buenos resultados.
5.3 Resultados obtenidos
El modelo (26) se ha empleado como modelo de prediccio´n
en el controlador propuesto. En cuanto a los horizontes de
prediccio´n y control se han elegido como valores N = 15
y Nu = 12. No´tese que el horizonte de prediccio´n incluye
aproximadamente una constante de tiempo del proceso, un
valor habitual para este para´metro. Por otra parte, dado que el
modelo de prediccio´n tiene un retardo adicional, el horizonte de
prediccio´n quedarı´a definido entre yˆ(t+2|t) y yˆ(t+16|t). Para
las matrices de ponderacio´n se han utilizado los valoresQj = 1
y Rj = 2. En cuanto al para´metro ǫ, la cota de la incertidumbre
aditiva, se ha elegido en funcio´n del error de prediccio´n a un
paso mostrado en la figura 5. El valor escogido es ǫ = 0.25.
Dada la naturaleza integrada de las incertidumbres, el que este
valor pueda ser a veces inferior al error a un paso, no es
relevante. De hecho se ha elegido este valor por que en el 97%
de las muestras el error de prediccio´n a un paso esta´ acotado
por ese valor. Para verificar la bondad del modelo identificado
se ha utilizado un segundo conjunto de datos experimentales.
La figura 6 muestra la temperatura del reactor y el error de
prediccio´n del modelo (26) a un paso. La gra´fica confirma la
cota de incertidumbre de ǫ = 0.25 como eleccio´n va´lida, a
pesar de que el experimento se ha realizado tras cambiar la













Figura 5. Error de prediccio´n a un paso en el experimento para
la identificacio´n del modelo de prediccio´n (26).
Adema´s de los para´metros anteriormente mencionados, dado
que el modelo presenta un retardo adicional que puede variar
en el proceso real, se ha usado una correccio´n tipo Predictor de
Smith, de manera que la prediccio´n de la salida en el instante
t+1 obtenida usando el modelo nominal, yˆn(t+1|t), se corrige
de manera que lo que se usa para predecir a partir del instante
t+ 1 es:
yˆ(t+ 1|t) = yˆn(t+ 1|t) + (yˆn(t|t)− y(t)) (27)
El uso de esta simple correccio´n mejora el comportamiento
obtenido al aplicar controladores predictivos en sistemas con
retardo (Normey-Rico y Camacho, 2007).
Finalmente en los experimentos realizados se han considerado
restricciones sobre la salida, el valor absoluto de la accio´n de































Figura 6. Experimento para la verificacio´n de la bondad del
modelo de prediccio´n (26). De arriba a abajo: Temperatura
del tanque (T ) y error de prediccio´n a un paso.
30 ≤ yˆ(t+ j|t) ≤ 70 j = 2, . . . , 16
5 ≤ u(t+ j|t) ≤ 100 j = 0, . . . , 11
−20 ≤∆u(t+ j|t)≤ 20 j = 0, . . . , 11
No´tese que en las restricciones sobre la salida se ha de consi-
derar el efecto de la incertidumbre (ve´ase el ape´ndice A).
Se han realizado experimentos de seguimiento de consigna y
rechazo de perturbaciones. La figura 7 muestra el experimento
de seguimiento de consigna. En la figura se muestran el valor
de la temperatura del reactor (T ) y la referencia a seguir, el
valor de la sen˜al de control (v8), la concentracio´n de reactivo
(CA) (determina la cantidad de calor que se produce en el
reactor) y la temperatura del agua de refrigeracio´n (TT2). Esta
u´ltima temperatura influye en como se enfrı´a el reactor. Su
variacio´n determina tambie´n variaciones en la temperatura del
reactor. Hay que mencionar que al iniciarse el experimento, el
controlador no altera el valor de la sen˜al de control durante
los 3 primeros instantes de muestreo hasta que se inicializan
todas las variables y vectores que usa el controlador. En el
experimento de seguimiento los valores empleados para la
consigna son lo suficientemente diferentes como para que la
accio´n de control tome valores a lo largo de casi todo el
rango va´lido. Es de destacar que en el primer cambio de
consigna no se aprecia sobreoscilacio´n alguna, a pesar de que el
controlador reacciona con suficiente rapidez. Posteriormente se
da un cambio de consigna muy abrupto en el que si se aprecia
una pequen˜a sobreoscilacio´n (de aproximadamente −0.35oC)
plenamente justificada por la no linealidad del proceso. En
re´gimen estacionario, la salida se mantiene pra´cticamente sobre
la referencia, mientras que la sen˜al de control no presenta
oscilaciones significativas. Los pequen˜os cambios en la accio´n
de control (inferiores a un 2%) son necesarios para mantener la
salida sobre la referencia ante las variaciones en la cantidad de
calor producida y la temperatura del agua frı´a.
En segundo lugar se presentan dos experimentos de rechazo
de perturbaciones. Como perturbaciones se han elegido el flujo
de alimentacio´n Ff , ver la ecuacio´n (22), y la apertura de la
va´lvula v8. En la figura 8 se muestra el experimento de rechazo
de perturbaciones en la entrada. En este experimento, en t =
71min se introduce una perturbacio´n constante en la entrada









































































Figura 7. Experimento de seguimiento de consigna. De arriba a
abajo: Temperatura del tanque (T ) y apertura de la va´lvula
de recirculacio´n (v8), concentracio´n de reactivo (CA) y
temperatura del agua frı´a (TT2).
el controlador rechaza la perturbacio´n totalmente en menos de
20 minutos desde su aparicio´n, sin que se observen oscilaciones
significativas ni en la salida ni en la accio´n de control. El mismo
comportamiento se observa cuando desaparece la perturbacio´n
en t = 101min. Hay que mencionar que al comienzo de este
experimento la planta estaba lejos de alcanzar un equilibrio,
de ahı´ que al principio la salida no siga inmediatamente la
referencia.
El tercer experimento es mostrado en la figura 9. En este
experimento se ha aplicado en t = 77min una perturbacio´n
aditiva en el flujo de alimentacio´n de ∆Ff = 0.0125 l/s
que corresponde a un 25 % de la gama. Como en el caso
anterior la perturbacio´n es rechazada completamente en menos
de 20 minutos, aunque en este caso si se observa una pequen˜a
oscilacio´n lenta que se mantiene siempre con error sobre la
referencia inferior a 0.2oC.
Es importante resen˜ar que la sen˜al de control se ha podido
calcular sin problemas dentro del tiempo de muestreo escogido
(60 segundos). En los ensayos realizados el tiempo de ca´lculo
medio ha sido de 9.54 segundos, con un tiempo ma´ximo de 16.3
segundos y un tiempo mı´nimo de 5.32 segundos. El esfuerzo
computacional requerido es razonablemente bajo si se tienen en
cuenta los horizontes utilizados, el escaso poder de ca´lculo del
hardware, y la carga que soporta este u´ltimo. Para un ana´lisis
ma´s exhaustivo de la carga computacional de la cota superior





















































































Figura 8. Experimento de rechazo de perturbaciones en la en-
trada. De arriba a abajo: Temperatura del tanque (T ) y
apertura de la va´lvula de recirculacio´n (v8), salida del con-
trolador (u), concentracio´n de reactivo (CA) y temperatura
del agua frı´a (TT2).
Para poder comparar los resultados obtenidos se ha realizado
un experimento de seguimiento de consigna con un controlador
predictivo lineal. El controlador utilizado ha sido un MPC con
restricciones basado en el modelo (26) ma´s una correccio´n tipo
Predictor de Smith. Para los horizontes y matrices de pon-
deracio´n se han utilizado los mismos valores como en el caso
del MMMPC (N = 15, Nu = 12, Qj = 1, Rj = 2). Con los
dos controladores basados en el mismo modelo discreto lineal y
con los mismos para´metros, se pueden comparar directamente
los resultados obtenidos (ve´ase la figura 10). Como se puede
ver en la gra´fica, el MPC estabiliza la temperatura en el valor
deseado. Sin embargo, despue´s de un cambio en la referencia,
se pueden observar oscilaciones significativas en la temperatu-
ra. En la comparacio´n directa de los resultados del MPC y del
controlador propuesto, se puede ver que el MMMPC estabiliza
la temperatura de forma ma´s eficiente en el valor deseado y
muestra menos oscilaciones en la salida y en la accio´n de
control.
En comparacio´n con los resultados de un controlador predictivo
no lineal (NMPC) presentado en (Gruber y Bordo´ns, 2007), se
obtienen con el MMMPC propuesto resultados similares. Sin
embargo, la robustez del controlador es mayor y el proceso de
identificacio´n de un modelo adecuado requiere menos esfuerzo





































































Figura 9. Experimento de rechazo de perturbaciones en el
flujo de alimentacio´n. De arriba a abajo: Temperatura del
tanque (T ) y apertura de la va´lvula de recirculacio´n (v8),











































Figura 10. Resultados de experimentos de seguimiento de
consigna aplicando el controlador propuesto (MMMPC) y
un MPC lineal. De arriba a abajo: Temperatura del tanque
(T ) y apertura de la va´lvula de recirculacio´n (v8).
6. CONCLUSIONES
En este artı´culo se ha mostrado la aplicacio´n de un MMMPC
basado en una cota superior del coste ma´ximo a un proceso de
laboratorio. El proceso es una planta piloto donde se simula una
reaccio´n quı´mica exote´rmica generando el calor de la reaccio´n
mediante una resistencia ele´ctrica.
En los resultados se ha podido ver un buen comportamiento
del sistema estabilizando la temperatura de la planta alrededor
del punto de operacio´n. Mediante cambios en la referencia se
ha mostrado que el controlador realiza cambios en el punto de
operacio´n y compensa las divergencias entre salida y referencia
ra´pidamente. Adema´s se han realizado ensayos con perturba-
ciones en los que el MMMPC ha mostrado su capacidad para
compensar los errores provocados por las perturbaciones.
La aplicacio´n mostrada en este trabajo se une al exiguo nu´mero
de aplicaciones de MMMPC reportadas en la literatura especia-
lizada. Los bajos requisitos computacionales de la estrategia de
control propuesta han permitido emplear tiempos de muestreo
apropiados y horizontes de prediccio´n y control realistas. Si
bien la dina´mica del proceso es lenta (algo que favorece la
implementacio´n de controladores MMMPC), no es lo suficien-
temente lenta como para permitir la implementacio´n del MMM-
PC original con los para´metros anteriormente mencionados
en la computadora existente. De esta manera se ilustra como
el uso de la estrategia propuesta permite aplicar este tipo de
controladores a un mayor nu´mero de procesos.
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Ape´ndice A. ASPECTOS RELACIONADOS CON LA
FORMULACI ´ON ENTRADA-SALIDA
Si se elige una representacio´n entrada-salida como en (24), la
ecuacio´n que recoge de manera condensada la evolucio´n de la
salida del proceso a lo largo del horizonte de prediccio´n toma
la forma
y = Guu+Gθθ + Fxx (A.1)
donde Gu,Gθ y Fx son matrices que pueden obtenerse del
modelo del sistema y de los para´metros del controlador, usando
diversos me´todos como el de la ecuacio´n diofa´ntica (Camacho
y Bordo´ns, 2004). Otra forma ma´s intuitiva es calcular Gu en
base a los coeficientes de la respuesta ante escalo´n del sistema
(Camacho y Bordo´ns, 2004) y calcular el vector de respuesta
libre Fxx haciendo evolucionar el sistema a partir del estado
actual, suponiendo que la sen˜al de control permanece constante.
Por otra parte, dado que la incertidumbre puede considerarse
como una entrada ma´s, la matriz Gθ puede calcularse de la
misma forma que la matriz Gu pero asumiendo que B(z−1) =
1 en el caso del me´todo de la ecuacio´n diofa´ntica o mediante
la respuesta del sistema ante un escalo´n de θ(t). No´tese que
en el caso de un modelo CARIMA, el vector u contiene los
incrementos de control futuros (Camacho y Bordo´ns, 2004) y
el estado puede formarse con los valores presentes y pasados
de las salidas y de los valores pasados de los incrementos de la
sen˜al de control:
x = [y(t), . . . , y(t−na),∆u(t−1), . . . ,∆u(t−nb)]
T
donde na y nb son los ordenes de los polinomios (1 −
z−1)A(z−1) y B(z−1) respectivamente. Con esas predicciones
y asumiendo que Qj = 1 ∀ j = 1, . . . , N se puede expresar la
funcio´n de coste como:
J(θ,u, x) = (Guu +Gθθ + Fxx−w)
T
·(Guu +Gθθ + Fxx−w)
+uTRu (A.2)
donde R es una matriz diagonal de la forma
R = diag(R0, . . . , RNu−1)
y w es un vector que contiene los valores futuros para la
referencia: w = [w(t+ 1), . . . , w(t +N)]T . Por simplicidad
y sin pe´rdida de generalidad, se considerara´ que el objetivo es
regular la salida del sistema a cero, es decir w(t + j) = 0 para
j = 1, . . . , N . Teniendo en cuenta esto en la expresio´n (A.2) y
operando se llega a la expresio´n (3) siendo las matrices Muu =
GTuGu + R, Mθθ = G
T
θ Gθ , Mθu = G
T





θ Fx, Mff = F
T
x Fx.
Por otra parte, las restricciones ma´s habituales a tener en cuenta
son aquellas que se imponen sobre el incremento en la sen˜al
de control, la amplitud de la sen˜al de control y la salida del
proceso. Estas restricciones se formulan como:
u≤ u(t)−u(t−1)≤u
U≤ u(t) ≤U
y≤ y(t) ≤y ∀ θ(t) ∈ {θ ∈ Rdimy: ‖θ‖∞≤ǫ}
Teniendo en cuenta la ecuacio´n de prediccio´n:
1u ≤ u ≤ 1u
1U ≤ Tu+ u(t− 1)1 ≤ 1U
1y ≤Guu+Gθθi + Fxx≤ 1y ∀ θi ∈ Θ
donde 1 es un vector de dimensio´n apropiada cuyos compo-
nentes son todos uno y T es una matriz triangular inferior de
unos y dimensio´n apropiada. Por otra parte la restriccio´n sobre
la salida debe verificarse para cualquier realizacio´n extrema de
la incertidumbre, significando esto que la restriccio´n de la salida
debe replicarse una vez por cada posible realizacio´n extrema
de la incertidumbre (es decir para cada ve´rtice de Θ), esto
es, i variara´ de 1 hasta 2N . No obstante esto no implica que
se hayan de considerar 2N vectores de restricciones para la
salida, ya que se pueden descartar las restricciones redundantes,
explorando cada componente de cada vector y reteniendo las
ma´s restrictivas. Ası´ se tendrı´a un solo vector de restricciones.
Las restricciones anteriormente consideradas se pueden escribir
en forma condensada como:




























1U − 1u(t− 1)





La ley de control MMMPC con restricciones se calculara´ re-
solviendo en cada instante el problema mı´n-ma´x (4).
Comentario 2. Acerca de como eliminar restricciones redun-
dantes ( ´Alamo et al., 2005a) conside´rese la j-e´sima restriccio´n




θθi ≤ y − F
j
xx ∀ θi ∈ Θ
donde el superı´ndice j indica la j-e´sima fila de la matriz corres-









donde ‖Gjθ‖1 es la norma 1 de G
j
θ definida como la suma de
los valores absolutos. Por tanto la restriccio´n se cumplira´ para
todos los valores de θi ∈ Θ si y so´lo si se verifica la restriccio´n
Gjuu ≤ y − ǫ‖G
j
θ‖1 − F
j
xx
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