Explicit Runge-Kutta methods and implicit multistep methods utilizing a Newton-Krylov nonlinear solver are evaluated for a range of configurations of the shallow-water dynamical core of the spectral element community atmosphere model to evaluate their computational performance. These configurations are designed to explore the attributes of each method under different but relevant model usage scenarios including varied spectral order within an element, static regional refinement, and scaling to the largest problem sizes. This analysis is performed within the shallow-water dynamical core option of a full climate model code base to enable a wealth of simulations for study, with the aim of informing solver development within the more complete hydrostatic dynamical core used for climate research. The limitations and benefits to using explicit versus implicit methods, with different parameters and settings, are discussed in light of the trade-offs with Message Passing Interface (MPI) communication and memory and their inherent efficiency bottlenecks. Given the performance behavior across the configurations analyzed here, the recommendation for future work using the implicit solvers is conditional based on scale separation and the stiffness of the problem. For the regionally refined configurations, the implicit method has about the same efficiency as the explicit method, without considering efficiency gains from a preconditioner. The potential for improvement using a preconditioner is greatest for higher spectral order configurations, where more work is shifted to the linear solver. Initial simulations with OpenACC directives to utilize a Graphics Processing Unit (GPU) when performing function evaluations show improvements locally, and that overall gains are possible with adjustments to data exchanges.
Introduction
Motivated by investigations of the multiscale behavior of the global atmospheric system, global and regionally refined atmosphere climate models are being developed to produce climate length simulations on leadership computing facilities at sub 40-km horizontal spacing (Jung et al., 2012; Roberts et al., 2015; Small et al., 2014) . At this spatial resolution, some global and regionally refined climate and weather models avoid time step size limitations due to the well-known Courant-Friedrichs-Lewy (CFL) constraint using some form of subcycled explicit time integration. In this case, chemical tracers, dynamics, and hyperviscosity subcomponents are subcycled with time steps that are a fraction of the size of the cloud physics parameterization scheme (Neale et al., 2010; Zarzycki et al., 2014) . However, it has been shown that subcycling can present new errors and instabilities associated with time splitting in related applications (Estep et al., 2008) . Other models use a form of semi-implicit methods (Å ström et al., 2012; Sandbach et al., 2015) , which take advantage of scale separation to isolate and solve the relatively fast linear gravity waves efficiently. For high resolution configurations, semi-implicit schemes still require subcycling within subcomponents, and that can result in reduced solution accuracy, depending on the splitting strategy (Knoll et al., 2003) . Nonetheless, these time integration strategies within atmosphere models have so far enabled high-fidelity simulations that effectively use multicore petascale computing systems (Dennis et al., 2012) .
The computing environment beyond petascale is markedly different because power constraints are driving supercomputer hardware to transition to more power efficient Graphics Processing Unit (GPU) and manycore systems. This difference creates more complexity but also opportunity to explore and revisit algorithms that might utilize these new systems effectively. The community atmosphere model (CAM), the atmosphere component within the community earth system model and the accelerated climate model for energy (ACME), uses a Runge-Kutta (RK)-based explicit method for time integration. As mentioned, these methods require a time step restriction for stability that poses a strong barrier to throughput. Furthermore, the next generation ACME model and other atmosphere components within coupled models are being developed with more vertical levels, additional cloud physics complexity within a vertical column, and the option to use localized spatial refinement to capture local climate changes within the global flow. Therefore, they will have a different performance profile going forward. A solver that leverages computing power differently has the potential to be useful with these future models. To investigate, we explore the computational performance of explicit and implicit methods by applying them to a suite of configurations.
CAM shallow-water dynamical core
We utilize the shallow-water approximation to Navíer Stokes flow to analyze solver performance because many of the complexities of the model in which we are interested, including spatial and temporal discretization, library interfaces, and regional refinement, can be explored without the cost of multiple vertical layers. Of course, moving to the three-dimensional hydrostatic model will change the performance profile. Where relevant, predicted performance changes with extension to the hydrostatic model are discussed below.
A very general expression for the partial differential equations of fluid dynamics solved within CAM, referred to as the dynamical core, or "dycore," can be expressed as
where G is the sum of the nonlinear terms operating on the state vector, x. For shallow water, the horizontal velocity components, v ¼ ðu; vÞ T in the x and y coordinates along each cube face direction, explained later, and the thickness of the fluid z, where H ¼ z þ z s is the total height of the fluid and z s is the bottom topography, comprise the state vector, x ¼ ðv; zÞ T ¼ ðu; v; zÞ T . The shallow-water operator on x as defined within equation (1) is given by 
The terms that make up G are presented here in continuous form because the focus is on time discretization. The first term on the right-hand side contains the vertical component of the three-dimensional relative vorticity
and the Coriolis acceleration, f cor . In equation (2),k is the unit vector normal to the surface of the sphere, g is gravitational acceleration, and r refers to the horizontal gradient. CAM parameterizes energy diffusion from the resolved scales of motion to close the fluid system with a combination of terms to achieve a favorable scale selection. The goal is to minimize energy dissipation and provide a minimal sponge layer near the model top. Referred to as "hyperviscosity," the diffusion terms within the shallow water and hydrostatic dycores in CAM are applied as part of the full discretized solution to equation (1) . Both the degree of damping and the level of scale selection are determined using a resolutiondependent diffusion coefficient with a fourth-order gradient (second-order Laplacian) as detailed in Jablonowski and Williamson (2013) . By default, shallow water CAM uses an explicit RK time stepping algorithm with the hyperviscosity terms applied using forward Euler method as needed to maintain stability, using the same value of n for both the velocity and thickness terms. We did not apply hyperviscosity within the implicit solution method. The only test cases where the lack of hyperviscosity is an issue are the regionally refined cases, and this is discussed with the results below.
Spatial discretization
The spatial accuracy and distribution of grid points influences the accuracy and ease of solution for a given time stepping method, and so we present a brief description of the spatial discretizations used here. The default twodimensional, horizontal discretization scheme in CAM consists of a cubed-sphere grid mapped to the sphere as in Rancic et al. (1996) . The cube faces are subdivided into fully unstructured but quasi-uniform, quadrilateral elements that can be varied to alter the spatial resolution either globally or locally as in Guba et al. (2014) . Within each element, points on the cube face are further defined using a continuous spectral finite element Galerkin scheme. This version of CAM is referred to as "CAM-SE." The nodal two-dimensional space within each element is spanned by piecewise Lagrange interpolating polynomials applied to a tensored grid of Gauss-Legendre-Lobatto (GLL) point values.
Additional details regarding the specifics of the spectral element discretization within CAM and its general attributes for global atmospheric modeling are presented by Taylor et al. (2007 Taylor et al. ( , 2008 and Taylor and Fournier (2010) .
For the test cases presented here, the spatial domain is discretized with polynomials of degrees 3, 7, and/or 15 within each element (which provide 4th, 8th, and 16th order accuracy, respectively). These are illustrated by each square in the bottom portion of Figure 1 , where the left/ blue, middle/green, and right/red represent the approximate distribution of points within an element, respectively. Note that the higher-order polynomial options exhibit a more severe clustering of points, which is associated with reduced stability for CFL-limited time stepping methods and increased computational intensity within an element, regardless of the choice of time stepping scheme. The overall horizontal spatial resolution of the model can be altered by either changing the number of elements, the polynomial order, or both, and these choices impact the computational speed and spatial convergence characteristics. A more complete discussion of the trade-offs for a CFL-limited method is given in Taylor et al. (1997) .
The nomenclature to refer to the spatial resolution of a CAM-SE configuration is as follows: A uniform resolution around the sphere is named for the element count along the edge of a single cube face, "ne," and the order of accuracy of the polynomials within each element, "np." For example, a resolution of CAM-SE that is commonly used for global climate studies and that closely matches the 1 finite volume grid spacing Zarzycki et al., 2014) is referred to as "ne30np4." It has 30 elements along the edge of a cube face (ne30) and 3 independent polynomial points per element (fourth order, np4). Around the equator, there are four cube faces, so the total number of points is 4 Â 30 Â 3 ¼ 360, which is 1 spacing. The total number of elements around the globe for this example is 30 Â 30 Â 6 or 5400, whereas a case labeled "ne15np8" has half the elements along the edge of a cube face but a similar, albeit slightly more fine-scaled resolution. There are seven independent polynomial points per element and therefore somewhat more points around the equator, 4 Â 15 Â 7 ¼ 420. The number of elements could be further reduced to achieve the closest equivalent resolution to the ne30np4, although for ease of comparison, this study altered the configurations by factors of two. For regionally refined element configurations, the resolution is named for the nominal global value of "ne" plus the multiplier of refinement. There are two configurations with regional refinement analyzed in this study, one with a single level of refinement going from ne30 to ne60, named "ne30Â2np4," and one with eight levels of refinement going from ne10 to ne80, named "ne10Â8np4."
Time discretization options
Within the shallow-water dycore of CAM-SE, there are multiple time integration options implemented from which to compare. These include the traditional leapfrog (LF) method long used and understood within large-scale atmospheric models, an explicit RK scheme, and two fully , and multiple refinement (right) options for element discretization used for the MTN, MTNÂ2, and MTNÂ8 cases (top row). An illustration of the GLL nodes within each element is shown on the lower row for 4th (left/blue), 8th (middle/green), and 16th (right/red) order. Varying orders and element layouts of the CAM-SE grid are used to create "equivalent" resolutions as in Figure 3 . GLL: Gauss-Legendre-Lobatto.
implicit options. For context, results using the fully explicit, centered LF method
along with the Robert filter (Robert, 1966) 
are presented for some cases. The filter is used at each time step to prevent oscillatory growth of an unstable mode at the 2Dt level. Using this filter for any number of steps reduces the LF method accuracy to first order. The default time integration method in the shallowwater dycore of CAM-SE is a second-order five-stage RK method, as presented in Dennis et al. (2012) . For concise use in the code, this method is implemented in CAM-SE such that the first two stages are given by
where the subscript on the time level, n, indicates the stage, and x n 2 ¼ x nþ1 . The next three stages are equivalent to the LF method, as in equation (4), but using the stage times step size, 1 5 Dt. As is well-known already, LF is more efficient and therefore interesting to include in a performance analysis; however, the RK method allows for reduced subcycling and tracer-mass consistency within the hydrostatic version of CAM (Dennis et al., 2012) . Hyperviscosity is applied after each time step for the LF method and after four of the five stages of the RK method.
The backward-Euler, BDF2 (BD), and Crank-Nicholson (CN) fully implicit time discretization methods are also available within CAM-SE. Both BD and CN are analyzed for this study and are given by
for BD and
for CN. Although both are second order and A-stable, they have different characteristics that affect convergence and performance. As implemented in CAM-SE, CN recomputes Gðx t Þ for each residual calculation within an iteration rather than saving it because the residual call is controlled by a solver library. Whereas with BD, only the current time level is needed for GðxÞ. Although BD requires the storage of three time levels of x, these levels are retained for all methods in CAM-SE because the size of the state vector is relatively small.
Solution methodology for the implicit scheme
For both BD and CN, an inexact Newton-Krylov method is used for solution of the algebraic, nonlinear systems at each time step. For BD, the nonlinear residual is
and for CN
The components of F with the spectral element derivatives are provided in Section 3 of Lott et al. (2015) . The mechanics of Newton's method is explained in detail elsewhere (Knoll and Keyes, 2004) , but the key parameter that optimizes the balance between efficiency and providing consistent and robust convergence is the nonlinear convergence tolerance, Z nl . In the tests that follow, the Newton iteration is terminated when the L 2 norm of the nonlinear residual drops by a factor of Z nl ¼ 1:0 Â 10 À3 below its initial value.
Within each nonlinear iteration, we use the GMRES Krylov method (Saad and Schultz, 1986) to solve the linear approximation. GMRES finds a solution to the linear system within a space spanned by a Krylov subspace. Within each iteration, a basis for that subspace is increased by one vector, and that vector is orthonormalized against the prior basis vectors. GMRES only uses matrix information through a matrix vector product, and since this matrix is the Jacobian of the nonlinear residual, we approximate this action by a finite difference with the residual. The choice of differencing parameter can have a modest effect on performance as discussed by Woodward et al. (2015) . However, we use the default value in the solver library for this work. Since the algorithm increases the subspace by one basis vector each iteration, memory constraints are an issue. While restarting the algorithm can reduce the memory requirements, reduction of iterations is key. The two main drivers for algorithm cost within the linear solver are the matrix vector multiply (function evaluations) and the orthogonalization (Message Passing Interface (MPI) reduce). Details about this sensitivity are discussed within the results.
The degree to which the update of the state vector should be approximated is given by
where J is the Jacobian of nonlinear residual F, dx is the iteration update, and Z k is the linear tolerance criteria. The process to attain convergence of equation (12) drives the efficiency, memory use, and robustness of the method. For the cases presented below, we found efficient and still robust convergence when we set the linear convergence tolerance to Z k ¼ 1:0 Â 10 À4 . For stiffer configurations, the maximum iteration count is reached before linear convergence, but this did not prevent overall nonlinear convergence. It is not reasonable to test all the implicit solver parameters for each test case to find the most efficient.
Details about the implicit solver implementation in CAM-SE have been presented elsewhere (Evans et al., 2009) . In summary, these methods use Cþþ interface modules and the 2003 Fortran bind(C) attribute to connect to the Cþþ based Trilinos library (Heroux et al., 2005) of solvers, specifically using NOX and Belos (Bavier et al., 2012) packages for the nonlinear and linear solvers, respectively. These packages, in turn, call back to CAM-SE for the Fortran-based routines. Logistically, the solver libraries receive settings to define the solver and its parameters from an XML input file, for example, to access the nonlinear tolerance criteria, Z nl , for convergence. Our choices for each test case are mentioned along with the results in Section 4 and are selected to optimize performance and robustness. The current limitations of using a solver library are discussed in Section 5.
Performance analysis
With the goal of exploring a wide range of behavior for the time integration methods presented above, multiple tests with a diversity of configurations across them are analyzed. All the simulations presented here have been executed on the Oak Ridge Computing Facility's Titan supercomputer. Titan is a hybrid CPU-GPU system with 16 cores per node and sufficient nodes to execute the large-scale problems we present below, including those with GPU acceleration. We experienced ongoing system variability in the total solution times as high as 10%. Most of the variability was experienced between runs submitted as different job submissions for larger jobs. To minimize variability, all but the most expensive runs for a given simulation type were submitted together for all methods compared. Therefore, the absolute solution times for a given configuration for all methods should be considered approximate, but the relative costs for a given set of simulations across the methods compared did not vary significantly. For this study, we do not present the effects of changing parameter values of the methods when it did not affect performance outside the range of variability.
For several test cases commonly used within the climate model development community to assess new methods, it is not appropriate to compare performance with implicit methods. For example, test case "2" from Williamson et al. (1992) is steady state and thus can be solved by BD or CN within 1 time step. Test case "1" from the same analysis also does not mimic typical climate configurations used with the full hydrostatic model because it is a simplified case of pure advection.
The test cases selected for this analysis exercise the full nonlinearity of the shallow-water equations and have already demonstrated accuracy for larger time step sizes (Evans et al., 2010; Jia et al., 2013) . The first, named "MTN" herein, simulates zonal flow over the sphere with a single mountain feature creating fluid displacements, as presented in Williamson et al. (1992) as test case "5." We show results with a uniform resolution to isolate effects of a wide choice of time integration methods within a typical global climate model configuration. Results are also presented for MTN with two mesh-refined configurations demonstrating how methods are influenced by variably sized unstructured meshes. The other test case examined here was developed and presented by Galewsky et al. (2004) , named "GSP" herein, and has been designed to explore multiple scales of barotropic flow instabilities. This test matches similar instability test cases used to examine the hydrostatic dycore, so it provides insight into expected behavior for implicit methods within that flow regime. With this test case, we examine solver scaling performance for a variety of grid configurations utilizing traditional and alternative spatial layouts. In addition, we present and analyze the performance of the MTN test case using GPU accelerators via an implementation of OpenACC directives. This matches concurrent efforts of Norman et al. (2015) in the tracer-advection kernel of CAM-SE. This work extends initial efforts to examine acceleration of this same test case using GPUs with CUDA (Archibald et al., 2015) . The motivation to transition to OpenACC from CUDA is to enable more code portability and prepare for possible use of OpenMP4.
Significant effort was expended to maximize efficiency for each solver, with one exception. In earlier work, a preconditioner was developed for the shallow-water model; it strongly reduced iteration count and scaled well with problem size (Lott et al., 2015) . Efforts to make this preconditioner cost effective per call are possible (e.g. Yang et al., 2010) , but substantial, and so its development and optimization proceeds only within the hydrostatic dycore, the eventual target for performance improvement. Given that preconditioners reduce solver expense by reducing linear iterations, a solver that is comparable in cost without a preconditioner, or at a minimum, shifts the majority of work to the linear iterations, shows maximum potential for success within the hydrostatic CAM-SE.
The L 2 norms of temporal error are calculated and presented with the performance results below (except MTN, which is presented in Evans et al., 2010) . The time step convergence rate for each method evaluated here is also verified (not shown), using the RK method for the reference solution. It is well known in the model development community that the cloud physics as currently implemented in CAM-SE is not time step converged (e.g. Mishra and Sahany, 2011; Williamson, 2013) , but since we are restricting this study to the dynamical core, the results presented here are time step converged. The dynamic properties and nonlinearity of the problem drive robustness govern the magnitude of the temporal error relative to error from other parts of the model such as spatial resolution and/or diffusion and limiters. In practice, one should run the model with the largest time step size that produces a level of error below other sources of error in the simulation, as presented in Vandewalle et al. (1991) and Jakob et al. (1995) . Loworder time step convergence and error levels close to 1:0 Â 10 À2 for the stratiform cloud physics in CAM-SE (Wan et al., 2015) allow the dynamical core setup to use a rather coarse solver tolerance of 1:0 Â 10 À3 in the dynamics and maintain solution accuracy. Note that the convergence tolerance is not the same as the time discretization error. The tolerance determines whether the nonlinear residual norm evaluated with the current approximate solution shows sufficient decrease. The nonlinear residual is a discretized form of the mathematical model. The time discretization error measures how well the temporal discretization scheme estimates the actual or continuous solution. Given that one role of the MTN case is to explore conservation properties, we verified that the mass and energy residuals are not impacted by the choice of solver and were consistent with the previously reported values for the CAM-SE model after 15 days (Evans et al., 2010) .
For all test cases, the LF and RK methods used the largest evenly divisible time step that is stable for the complete test length. For the implicit CN and BD schemes, either a 30-(1800 s) or 20-min (1200 s) time step is used, in order to match the time step generally used by the cloud physics and chemistry components. These time step sizes resolve the diurnal cycle and are the maximum time step size across all the components in CAM-SE.
Uniform MTN case
This 15-day MTN case is configured with a 1 ne30np4 spatial discretization, and Figure 2 shows the solution for the fluid thickness with the same projection as the grids shown in Figure 1 , for comparison. Table 1 shows the solution time for simulations using the LF, RK, CN, and BD schemes as outlined in Section 2.2. The largest stable time step size for the LF and RK methods is 120 s for this case. All the run time costs are rounded to the nearest number of seconds. All of the MTN simulations used 1 CPU node with 16 cores per node. Only the LF scheme includes hyperviscosity. In general, there is a reduction in stability and smoothness by not including the hyperviscosity terms; however, this is not an issue for the MTN case except using LF. The time to solution is broken down in Table 1 . The overall time is given by Total Run Time and Solver encompasses the time spent providing the solution at the next time level. Within the solver, the time spent on Fcn Evaluations is presented in terms of number count (#) and time spent (s) executing all the residuals calls as in equations (10) and (11). Orthog is the time spent orthogonalizing each new Krylov vector added within the GMRES solver.
Comparing explicit and implicit schemes for MTN in Table 1 shows material differences in cost. The code is 67% less efficient with RK than LF, and this is easily explained by the 88% more function evaluations performed by RK over the course of the simulation and the corresponding 85% more time within that part of the code. As for the relative performance of the two implicit schemes, BD is only 58% of the cost of CN even though both are second order. Given that BD requires 62% fewer function evaluations than CN to converge, the reduced iteration count explains almost all of the cost differences. The extra cost to CN to evaluate the spatial terms at the previous time level, as in equation (9), is not a major factor in performance. Some numerical analysis of the BD and CN methods exists regarding relative stability and performance (e.g. Dharmaraja, 2007; Vandewalle et al., 1991) . The results presented above are consistent with their work in that the stability region with CN may not be as well defined near the edge due to undamped oscillations in the solution (Dharmaraja, 2007) . That said, the cases are different enough that a comparison is minimally useful. We are not aware of any published results that present and/or analyze these differences in terms of iteration count and performance for PDE problems of this size and complexity.
The larger differences among the algorithms presented for the uniform MTN solution are between the implicit and explicit schemes. The BD scheme is about 2.4 times more expensive than the RK scheme for this configuration and processor count. Because BD is able to take a much larger time step than RK, it is able to achieve a solution with slightly fewer total function evaluations, even though it must take about 2 nonlinear iterations and 58 linear iterations per time step. The function evaluations within the nonlinear and linear solver comprise only 40% of the total solver cost for BD, so the extra costs are contained in the other parts of the Newton solver. The linear solver cost for this simulation is 257 s, so it is 92% of the total solver cost of 280 s. It is optimal to shift the majority of work from the nonlinear to linear solver. Within the linear solver, the two main steps are the matrix vector multiply and the orthogonalization, and they cost 140 and 106 s, or about 55% and 41%, respectively, of the 257 s total for this case. Within the multiply, most of the cost is due to the function evaluations, taking 112 s of 140 s for this simulation. Note that because this case is parallel only within one node, all the MPI communication is done within DRAM and thus is minimal. The MPI reduce within the orthogonalization step is about 4% of the total cost. For the MTN case, the iterated modified Gram-Schmidt method (IMGS) orthogonalization within the Trilinos Belos GMRES linear solver option is the most efficient. IMGS is similar to the classic GramSchmitt method (ICGS), but with modifications that provide stability. It is about 25% cheaper than both ICGS and the default option, DGKS, which is ICGS with a DGKS correction step (Daniel et al., 1976) . Several different block size settings, which determine the number of iterations before restarting, did not significantly affect the efficiency of this problem.
Compiler and programming environments
Another choice that materially affects performance on Titan is the compiler. Table 1 shows that simulations executed with the GNU/4.9.0, or "GNU" compiler as compared to the PGI/15.7.0, or Portland Group, "PGI" compiler are consistently more than 10% faster for all the time integration choices, and sometimes, as with the MTN case using BD as shown in Table 1 , over 25% faster. The degree of difference depends on simulation parameters including time step size, length of simulation, discretization, and so on. Some care was taken to use compiler flags that would optimize performance, particularly with PGI because it is slower. It is difficult for an application scientist to know if a build has been optimized for performance, especially when using supercomputing systems with compiler wrappers that themselves change build time options. The PGI compiler also takes significantly longer to build than GNU, although the degree to which they vary is dependent on build options. Because CAM-SE is a Fortran-based code, PGI is an important choice on Titan even though it is slower. The accelerator programming options for Fortran (CUDA and OpenACC) are not yet available for GNU. The implicit solver uses a Fortran interface to the Cþþ based Trilinos third-party library, so it is possible that differences in the compiler ability to optimize Cþþ as well as Fortran are affecting the build and run performance.
Differences due to the choice of compiler for this case are not as great as the choice of which implicit time stepping method is used, or implicit versus explicit, but they are substantial and robust for many processor layouts, compiler settings, and extend to other cases presented below. The cost differences based on compiler choice are distributed through various parts of the simulation. Note also that the choice of compiler impacts the number of iterations the solver takes in some cases. For the MTN case using the BD method, the simulation using the PGI compiled code needed slightly fewer function evaluations than the GNU compiled code, as shown in Table 1 . These differences originate from the PGI double versus GNU quadruple level of precision of the GLL quadrature calculation, which in turn produces different nodal values within each element at round-off levels. Therefore, the initial residual problem to be solved is altered. These results highlight the sensitivity of the solver to small changes in values within certain parts of the code. The interpretation of array types could be synced for multiple compilers, but it is important to mention this sensitivity to the compiler and simulation parameters here for awareness by large-scale coding projects using multiple compilers and iterative solvers within legacy code.
MTN case with refined grids
The MTN case is also configured with a locally refined mesh around the area of the mountain to better resolve the flow features in that vicinity. The nature of the mesh refinement within CAM-SE and its application in the shallow-water dynamical core are explained in detail by Guba et al. (2014) . The grids are generated using the cubit mesh generation algorithm to create the transition region between the two grids. The cubit method creates slightly more distorted elements than the more recently developed SQuadGen algorithm (refer to Figure 5 from Guba et al., 2014) ; however, the more challenging case provides a relevant comparison for various time stepping algorithms. We explore the behavior of time stepping methods applied to two refinements. The first, "MTNÂ2," represents a global "GNU" and "PGI" refer to the compiler types, and "Method" is the time integration scheme, with more descriptions provided the text. The time step size refers to the full Dt step.
1 uniform resolution (ne30np4) with a local refinement to a uniform 0.5 resolution (ne60np4) in the area around the mountain feature. This case has 6418 elements, which is a slight increase from the 5400 elements in the ne30np4 uniform case presented above. However, it has many fewer points than the 21,600 elements that would be needed to achieve the same 0.5 resolution with a uniform grid. The second-refined case, "MTNÂ8," refines the grid by a factor of 8 ranging from approximately 3 (ne10np4) to 0.375 (ne80np4) and allows us to investigate a high connectivity case. Because it is locally refined from a coarser grid than the uniform MTN example, it has only 2990 elements versus 5400. The problem size is about half that of the uniform 1 case, but the points are substantially redistributed to provide greater detail in one localized area.
It has been demonstrated that with implicit methods, hyperviscosity or other similar diffusion/filters are not needed with the same frequency or intensity as with the explicit schemes for cases with evenly distributed elements (Evans et al., 2010; Jia et al., 2013) . However, results of the MTNÂ2 and MTNÂ8, and early work with the hydrostatic core using the BD method, indicate the need for some form of diffusion for spatial smoothness for long time integrations. With the assumption that the hyperviscosity operator will not be needed frequently for the stable and nondispersive BD schemes, it is activated for the MTNÂ2 and the MTNÂ8 for only the explicit methods. Also, these cases are run for fewer days to avoid issues with noise for any of the schemes. Table 2 shows the relative performance of all the methods for the MTNÂ2 case. The simulation time is given after 5 days, and this case is run using 2 nodes and 16 CPU processors per node (32 total). Similar performance differences due to compiler choice are present for this case as with MTN. Because the hyperviscosity operator is called twice for each RK solver compared to once after each LF time step, the RK method is relatively slower by a factor of 2.8 compared to LF for the MTNÂ2 case. Table 2 presents the costs for the explicit method to perform the hyperviscosity calculations.
The spatial grid refinement of MTNÂ2 and MTNÂ8 increases the problem stiffness, so maintaining the same large time step size for the implicit methods as with MTN comes at the cost of extra iterations. A maximum linear iteration count of 30 is set for BD and CN was found to give the best efficiency and stability, rather than requiring tolerance criteria. In this case, the linear solution update used by the nonlinear solver is less exact and shifts the work from linear to nonlinear iterations. Implicit solvers can be altered significantly to change the iteration statistics, and the most efficient results here are the best we found after fairly comprehensive testing. Both BD and CN took six nonlinear iterations per time step to reach convergence for these settings. Comparing the implicit BD to the explicit RK method, the expense ratio is reduced to 1.58 with MTNÂ2; however, the cost reduction is largely associated with use of hyperviscosity for the RK scheme. If we assume a similar need for hyperviscosity in the BD scheme as with LF (once per time step), then the cost ratio of BD to RK rises to 1.8, which is still a lower relative cost than in the MTN case. The change in problem size and using multiple nodes also affects the relative performance, but to a lesser degree.
Also like the MTN case, we found that CN is slower than BD due to additional function evaluations within the linear solver. The BD method is 74% of the cost of CN for MTNÂ2, and as with the MTN case, BD takes 88% as many iterations as CN does. The fact that the BD method is relatively closer in cost to CN compared to MTN is associated with the relative decrease in linear iterations for this particular configuration. The convergence tolerances can be adjusted to shift work to the linear solver, but doing so reduces efficiency for this setup. Like the MTN case, the IMGS orthogonalization option provided the best efficiency (20% faster than the default DGKS) for the MTNÂ2 case.
Many of the results from the MTNÂ2 refined case are similar for the MTNÂ8 refined case, shown in Table 3 , The L2 norm and convergence stats are given after 1 day of simulation. The BD and CN schemes as configured converged in six nonlinear iterations. Other parameters, including layout, are the same as set for simulations in Table 2 .
even though there are now eight levels of refinement. The BD and CN implicit methods are able to converge to a similar solution, with the same time step size and solver parameter settings as with MTNÂ2. Although the problem is more stiff, the problem size reduction results in a faster solution for all methods and a relatively similar efficiency for the RK and BD schemes. Unlike the MTN and MTNÂ2 cases, the ICGS option within Belos provided better performance for the stiffer MTNÂ8 problem. This is consistent with the results by Frayssé et al. (1998) , who found that ICGS performed better when the problem is not well preconditioned or does not scale well. Ultimately, the best choice of orthogonalization will depend on the preconditioner, so this choice is noted as a starting point for future studies within the hydrostatic core. For the strongly regionally refined configuration (MTNÂ8) investigated here, the implicit BD and CN methods are closer in performance to the RK method, to the point that the differences are within the same range of performance as other sources of variability, for example, compiler choice and parameter settings. The L2 Norm of the solution for the implicit schemes after day 1 of the simulation, as presented in Tables 2 and 3 , are acceptable relative to other sources of error, but they will need to be revisited for climate length runs, going forward.
Barotropic instability case (GSP)
The next test case we analyzed was developed to mimic the complex and multiscale flow instabilities that develop within global atmospheric flow over 6 days. An initial perturbation is instigated within a balanced, but unstable barotropic, or horizontally variable, flow field. Within several hours of simulation time, the model exhibits gravity wave excitation. Then, over a period of 6 days, vorticity anomalies develop that are akin to those within realistic atmosphere models. A full description, with initial values and perturbations, is given by Galewsky et al. (2004) , and it is referred to here as the GSP case. Accurate solutions to this test case using implicit methods have demonstrated their ability to step over time scales of the initial, much faster gravity wave generation while still resolving an accurate longer term roll up of the vorticity field (Jia et al., 2013) . Here, we adjusted the problem size from ne24np8 to ne30np8 to enable easy comparison covering a range of resolutions commonly used by the climate model community. The fine scale structure of the flow in this test case presents an opportunity to explore the performance impact by altering the spectral discretization within each element of CAM-SE, which is represented by "np." The top three panels of Figure 3 show the vorticity field at day 6 for three GSP simulations with an approximate 0.5 resolution with low (ne60np4), medium (ne30np8), and very high spectral order (ne15np16), all using the BD implicit time integration method with a time step of 1200 s. The three spectral order options and how they map to each element within the cubed sphere are shown for reference in the bottom three squares in Figure 1 . To maintain a similar nominal resolution, the number of elements along the edge of a cube face is reduced by a factor of 2 when the spectral order is doubled. Due to shared points at the cube edges, the degrees of freedom are more than doubled when the spectral order is doubled. Note that the fine scale structure and noise within the vortical structures matches solutions produced with an equivalent resolution of a fully spectral model used to illustrate the test case in Figure 4 of Galewsky et al. (2004) as well as previous analyses of the accuracy of time stepping methods by Jia et al. (2013) . The bottom two panels of Figure 3 show the differences between the simulations shown in the top three panels, ne15np16-ne60np4 (fourth ) of the horizontal flow field at 6 days for GSP simulations with three different layouts of the spectral element grid, ne60np4 (top), ne30np8 (second from top), and ne15np16 (middle), that all have a nominal resolution of 0.5 . The bottom two panels show differences between the simulations shown in the top three panels, ne15np16-ne60np4 (4th panel from the top) and ne30np8-ne60np4 (bottom panel), using the same contour levels. Note the fine scale structure and noisiness of the fluid flow; these are discussed in the text.
panel from the top) and ne30np8-ne60np4 (bottom panel), using the same contour levels. It is clear that the spatial configuration associated with the different layouts of "ne" and "np" does not produce a materially different solution. Table 4 displays run times for the BD and RK methods for the medium spectral order layout, "ne30np8," using 30 nodes and 16 CPU processors per node (480 cores). To evaluate the methods using more MPI parallelism, we assigned this test case more nodes. BD is slower by a factor of 1.75 (GNU) and 1.5 (PGI) compared to RK for this setup. Note the relative increase in cost for GNU over PGI compared to the MTN and refined MTN test cases for the overall runtime. The cost to initialize the quadrature, "gvinit," is more expensive for GNU with higher spectral discretization because it interprets the functions at quadprecision as coded currently in CAM-SE. This extra cost up front is amortized over long runs and so it is minimal for production runs. Within the main time stepping portion of the model, cost differences between GNU and PGI are also reduced as compared to the MTN cases.
Because the GSP configuration presented in Table 4 uses a higher spectral order, the problem is more stiff and the time step size differential between BD and RK is larger. As a result, there are fewer function evaluations for BD than RK. On the other hand, MPI communication costs within the orthogonalization step limit the throughput of the BD method when using more cores, as shown by the parallel reduction costs within the linear solver, refer to "MPI Allreduce" in Table 4 . Given the results from the MTNÂ8 case and some smaller test runs of GSP (not shown), we use the ICGS option for all GSP configurations. As with the mesh-refined cases, we do not use hyperviscosity with the BD simulations, including those shown in Figure 3 . Hyperviscosity is responsible for about two-thirds of the cost of the RK method, and so the ability to call it only occasionally is an important consideration for using BD versus the RK method going forward.
A closer look at the cost differences for all the GSP configurations provides some insight into the cost to simulate the GSP case with higher order and finer spatial resolutions. The MTN and GSP cases are both configured with 5400 elements, but GSP has about six times the degrees of freedom within an element, ðnp À 1Þ 2 (see Figure 1) . Noting the clustering of edge points with higher order, the RK method must take a time step about 1/4 as large as with the MTN case for the GSP simulations to remain stable. For BD (and CN, not shown), this clustering requires about a five times increase in linear iterations for convergence. The iteration count and MPI communication, rather than the time step size, limit weak scaling in the case of implicit methods. This is discussed more in the next section.
Alternative options for scalability
The performance of GSP test case configurations with various settings of element count and spectral order are analyzed as a way to better understand expected model performance for larger scales. CAM-SE is typically configured with an np ¼ 4 spectral decomposition for high resolution simulations to maximize the element-based MPI parallelism and time step size on CPU-dominated computing systems (Dennis et al., 2012) . Presently, the model has also been configured with fewer elements and a corresponding increase in the spectral order to provide an equivalent resolution but with higher spatial order for comparison, as shown in Figure 1 . Without the severe time step limitation experienced with explicit LF and RK time stepping algorithms, we explore the potential that higher spectral order may provide better accuracy and/or performance on some computing platforms, such as those where the increased intensity can favorably target cost via threadlevel or hybrid parallelism.
The solution times for 6 day simulations of the GSP test case are presented in Figure 4 for a suite of simulations covering a range of elements and using three spectral order decompositions, np ¼ 4, 8, and 16. The spatial resolutions range from 2 to approximately 1/8 spatial resolution, depending on the layout. Table 5 provides the time step size for each when using the RK method. Simulations with the same spectral order are connected as lines with matching colors/shapes for the RK (solid) and BD (dashed) time stepping methods. Every simulation is assigned 6 elements per core and is run with 16 cores per node. For example, configurations with 384 elements (ne8) are assigned 8 nodes with 128 cores, and those with 245,600 elements (ne120) are assigned 1800 nodes with 28,800 cores, and so on. Each line represents the weak scaling behavior of CAM-SE for both time stepping methods for a given spectral order.
Unlike the previous test cases, the degree to which the runs using the BD method in Figure 4 could be optimized for performance is more limited because the larger runs are quite expensive. For robustness and consistency across all simulations, a smaller time step of 1200 s and ICGS orthogonalization are used. In addition to showing better behavior for stiff problems, ICGS has shown better performance at larger scales compared to other orthogonalization choices, because it gathers dot products to ensure more computational work and reduced communication (Frayssé et al., 1998) . Consistency across simulations provides the most insight for the BD method performance behavior and its trends for this analysis, even if efficiency is not optimized for each run. That said, the optimization efforts used to maximize performance for the smaller cases presented above are leveraged here and used where possible across all the runs. A 1800 s time step size converged and is faster for most of the configurations, but the ne30np16 case requires the 1200 s time step to converge. The GMRES restart length, named "block size" within Belos, is set to 20, and the linear tolerance is set to a constant value of 1:0 Â 10 À3 , although in some cases the runs reached the maximum iteration count.
The explicit RK and unpreconditioned implicit BD methods are subject to the same increasing stiffness of the problem with increasing resolution and do not weak scale. Computation time increases as the number of elements are increased (moving right along a given line of Figure 4 ) even though the same number of cores is assigned, regardless of problem size. Computation time also increases as the spectral order is increased (moving up lines along the vertical axis of Figure 4) . However, this is expected because the same number of cores is assigned to simulations with the same element count. That said, the ratio of expense of BD over RK decreases with increasing spectral order. The ratio of BD/RK drops from 4.0 for np ¼ 4 to 1.7 for np ¼ 8 and 1.5 for np ¼ 16 for the "ne30" (5400 total elements) set of configurations.
The same configurations used to create Figure 4 can be grouped by "equivalent resolution," so that the difference in cost among simulations with similar problem sizes but varied element count and spectral order can be compared. Again, doubling the spectral order more than doubles the number of points due to the shared element edges, so these should be considered a significant upper limit of cost in terms of resolution equivalence. Figure 5 displays computation times of the RK (solid lines) and BD (dashed lines) Table 4 . Performance results for GSP after 6 days using RK and BD using the GNU and PGI compilers for an ne30np8 configuration, using 30 nodes and 480 CPU cores. Figure 5 . GSP test case after 6 days of simulation using the RK (solid) and BD (dashed) methods with "equivalent" resolutions for 1 , 0.5 , and 0.25 , grouped by color/shape. The number of nodes used is constant for each, as listed in the text. The x-axis marks the number of elements along a cube face used for a configuration plotted with a given line, and each line has configurations with np ¼ 4, 8, and 16. For the 0.5 RK cases, the np of each simulation is provided next to the results to show how the equivalent simulations vary in np.
methods for the same suite of configurations presented in Figure 4 , but with the same number of nodes/cores assigned to configurations with the equivalent resolutions of 1, 0.5, and 0.25 s. These are 8/128, 32/512, and 128/ 2048 for the 1 , 0.5 , and 0.25 configurations, respectively. The x-axis marks the number of elements along an edge of a cube face for a given simulation, so moving right along the x-axis corresponds to a decrease in spectral order to maintain the same approximate resolution, as in Figure 1 .
Although equivalently sized problems used the same number of processors, the higher spectral order configurations (with corresponding lower element count) take longer to complete. For RK and BD, this increase in time is due to the increased number of time steps and linear iterations, respectively. Table 6 provides the cost for the RK simulations when normalized by the number of time steps per hour. For the 1 and 0.5 runs, the np ¼ 16 runs are almost twice as expensive as np ¼ 8 and 4. However, for the 0.25 configuration, the cost between np ¼ 16 and np ¼ 4 is about the same, and cheaper per time step for np ¼ 8. For BD, the equivalent comparison is to normalize the number of Krylov iterations per time step, and these results are presented in Table 7 . The normalized cost is similar per Krylov iteration, regardless of spatial layout, for the 0.5 and 0.25 simulations, with np ¼ 8 being the most efficient. The cost is about equal for np ¼ 8 and np ¼ 4 for the 1 simulations. The impact on performance due to increasing spectral order is experienced by both the RK and BD methods, but the growth in computational intensity plays only a minor role as the spatial layout is altered. In fact, the minimal cost of np ¼ 8 indicates a possible sweet spot of performance for high-resolution configurations using the BD method.
A preconditioner has recently been implemented for the shallow-water test cases to determine scalability and potential for efficiency for the hydrostatic version of CAM (Lott et al., 2015) . It is based on an approximate block factorization of a Picard linearization of the shallow-water equations and uses a common semi-implicit form of the equations. It has not been optimized for performance for shallow water, but we can measure the growth in iteration count with the equivalent resolution runs to determine if using this preconditioner will enable higher spectral order configurations to provide a reasonable alternative for running high spatial resolution simulations on non-MPI-dominated machines. When the preconditioner is activated for the 1 simulations (lowest left dotted line in Figure 5 ), the average number of Krylov iterations per time step for the ne8np16, ne16np8, and ne30np4 configurations is reduced from 302.1, 168.9, and 102.9 to 6.2, 4.1, and 4.3, respectively. The function evaluation calls are reduced by a factor of 19.6, 13.0, and 7.6. The implications of this reduction are presented in Section 5.
GPU acceleration
The performance behavior of the solvers with different grid layouts is also of interest as we look toward computing architectures with manycore and/or GPU accelerators. The capability to use GPUs to accelerate the implicit solution method by transferring the majority of the residual calculation to the GPU has shown potential; initial performance using CUDA Fortran showed improved relative performance in the residual calculation as the number of elements per node or the spectral order within an element are increased (Archibald et al., 2015) . Here, we extend this effort to show results using the MTN case with OpenACC directives rather than CUDA. OpenACC is potentially more portable (Sabne et al., 2015) and consistent with other ongoing OpenACC-based, GPU-enabled development in CAM-SE (Norman et al., 2015) .
Similar to Table 1, Table 8 shows performance results for the MTN case, but with an ne30np8 layout. Also, an additional simulation using the BD method (far right) with OpenACC directives to execute the majority of the residual Table 8 . Similar performance results for MTN using PGI as in Table 1 but with an ne30np8 layout, run for 1 day of simulation, and using the BD method. The simulations are completed using two nodes, and, for the case on the far right, the main portion of the function evaluation is calculated on the GPU. The timings for steps within the solver are discussed in the text. calculation, or function evaluation, on the GPU is included. Unlike the CPU-only simulations, the GPU simulation used 15 of the 16 cores per node to enable a core to interact with the GPU. Because GNU does not have the ability to use OpenACC right now, these simulations used the PGI compiler. The overall runtime using the GPU is substantially slower. However, the time spent only in calculating the residual on the GPU and not including time to transfer between CPU and GPU ("no trans") is substantially faster than when using only the CPU. Because the function evaluation performs an MPI exchange of the element edge values at the end of the residual, and also because the residual values must then be passed through the Fortran data structures to the Cþþ based Trilinos library, solution data currently must be offloaded from the GPU to the CPU within each call of the residual. Related work to move other parts of CAM-SE to the GPU has shown that only MPI exchange information needs to be offloaded from the GPU (Norman et al., 2015) . Using the configurations presented in Table 8 , it is estimated that just offloading MPI exchange information as opposed to the entire solution state is about 90 times less expensive in terms of data transferred. This data transfer cost reduction will enable a competitive GPU implementation of the BD method within the hydrostatic CAM-SE. This work is informing the next steps to use the GPU and is spurring cooperative Trilinos/CAM-SE code development. Note that the kernel rewrites within the GPU-enabled code have not been applied to the CPU only residuals, so the speedup should be considered accordingly. The portion of the residual that operates on the GPU strong scales with processor count for the smaller cases we ran (not shown). The data transfer portion does not scale, however, and renders the problem relatively slower with increasing processor count, compared to the CPU-only version. Implementing a data transfer of just the MPI exchange information should reduce this limitation, although not completely. Also, when the number of elements is increased using higher order configurations, these configurations reach memory limits of the GPU. This limitation is something to be investigated thoroughly before moving to the hydrostatic core.
Discussion
With a breakdown of the costs for a suite of simulations using the shallow-water dycore within CAM-SE, we show the source of performance contributions to inform further methods development at scale and to apply to the hydrostatic dycore. Optimization of each simulation has been attempted to the extent possible, although given the continual improvements within the solver library, compilers, and so on, these results should be considered as snapshots along a constantly evolving development process. Where they exist, general trends that inform further development and deployment of implicit solvers for use on CPU and GPU systems are highlighted.
The higher order and regionally refined model configurations render a given test case more expensive to solve. For explicit LF and RK, this expense is due to the time step restriction, whereas implicit BD and CN methods instead require additional iterations to reach convergence. The increase in FLOP count per degree of freedom due to increased np and the associated additional quadrature sweeps does not affect the runtime significantly because both CPUs and GPUs are good at doing FLOPs once the data is local. Plus, the vast majority of computational time in the dycore is spent in MPI data exchange for both CPU and GPU configurations. Given that the model errors within the physics portion of the hydrostatic model are larger than errors in the dynamical core, the lower temporal error associated with the time step size reduction for LF and RK is not appreciated. This opens the door for implicit methods to become competitive, especially at large scales, because the penalty for stiffness is smaller for implicit than explicit methods. This difference is illustrated above for strongly regionally refined and higher-order spectral test cases, whereby BD performance is not significantly more expensive than RK, even without a preconditioner. The hyperviscosity, which consumes 60% of RK runtime for the MTNÂ8 case, is not included in the BD solve, and it will need to be included to an extent as yet to be determined. Also, the MTNÂ2 and MTNÂ8 cases are only run on two nodes, so MPI latencies and bandwidth contentions are low. As this technology is transferred to the hydrostatic CAM-SE, there will be relatively much more data to transfer over MPI due to the contribution from multiple vertical layers.
For both implicit and explicit methods, the shift in grid points from elements to increased spectral order within an element increases the computational intensity. The resulting costs, using the same number of processors, are presented in Figure 5 . As presented in Section 4.5, the cost increases for the higher spectral order simulations for the same resolution. However, this increase is mostly due to extra time steps for RK and increased iterations for BD rather than additional computational intensity, at least going from np ¼ 4 to np ¼ 8. For this reason, more effective use of Titan for higher spectral order discretizations is indicated up to a point. If the iteration count of the BD method can be minimized, this could translate into more efficient solution times for CAM-SE.
Implicit methods contain a hierarchy of nonlinear and linear iterations, and the behavior and expense of each are defined by multiple parameters. For example, the choice of a loose linear solver tolerance improves efficiency but can prevent overall nonlinear convergence. Similar efforts to tease out the performance trade-offs with iterative schemes also recommend the fewest iterations to maintain stability and yet minimize cost (Sandbach et al., 2015) . For the test cases analyzed presently, the optimal tolerance depends on the spatial grid and time step size. The method of orthogonalization for each linear iterate within GMRES also affects efficiency in the range of 20-30% and should be investigated more significantly in the future. We observed that ICGS outperformed the other orthogonalization methods for problems with significant regional refinement and higher-order spatial configurations. Because these iteration parameters depend on the model configuration and test case, it is not possible to optimize universally for each problem for implicit schemes. We expect the settings presented here can inform simulations within the hydrostatic CAM-SE dynamical core as well as similar partial differential equation-based fluid flow solvers using these schemes.
For the regionally refined and GSP test cases, especially the MTNÂ8 configuration, the BD method does relatively well in performance relative to RK. Addressing the degree to which a block-factored preconditioner could reduce the iteration count for these problems will determine the degree of expected improvement for the hydrostatic dynamical core. As presented in the Scaling section, a block preconditioner can reduce the iteration count by a factor of 49, 41, and 24, for 1 resolution configurations using np ¼ 16, 8, and 4, respectively. If the cost of forming the preconditioner is less than these factors, then the BD method is more efficient. Generally, we expect that the higher spectral order configurations will benefit more from a preconditioner because more of the cost is shifted to the linear solver.
As mentioned in the GPU acceleration section, the simulations using OpenACC and GPU acceleration within the residual calculation showed potential for gains, but with several major caveats. Faster performance could be gained with an improved or optimized PGI compiler or if the GNU compiler were to provide OpenACC capability. That said, the major gains in performance would be realized from minimizing the offloading of data from the GPU. There are efforts underway to enable the Trilinos solver calling the residual to host the state vector and other data on the GPU throughout the solver, using Kokkos and enabling the transfer of data across language interfaces while hosted on the GPU. The present results highlight the potential for performance benefits using the GPU to accelerate the residual calculation and, eventually, other parts of the dynamical solver.
In addition to ongoing work to address interoperability of Cþþ and Fortran on the GPU, there is a need to address the very fragile and constantly changing build, link, and execute process when using the Trilinos package in CAM-SE, especially with OpenACC. Consistent versions of supporting libraries such as HDF5 usually must also be updated whenever changes to the compiler are made. Compiler support for OpenACC is new and still under development, so bugs are not infrequent. Selecting compiler flags that enable the code to build, execute, and provide optimized performance is an ongoing challenge. As presented above, GNU is consistently faster than PGI with all time stepping schemes. Interactions with compiler vendors and computing centers provided material improvements to the code's robustness and efficiency presented above; however, ongoing collaboration is needed to continue this trend as code, compiler, and library developments occur. One option to reduce complexity in the build system is to use a hand-crafted implicit solver rather than a solver library within the code. However, libraries prevent the need for significant expertise in solver methods and their ongoing improvements and also reduce the code maintenance burden within the application code.
Conclusions
A robust comparison of time stepping methods applied to the solution of the shallow-water dynamical core in the CAM-SE model provides insight into the best use and optimization strategy for second-order implicit time stepping methods for the eventual target, the hydrostatic dynamical core of CAM-SE. The BDF2 method is cheaper and takes fewer iterations than the CN method for the range of problems we analyzed. Both implicit schemes become more competitive for the regionally refined MTN test cases, because an extreme time step reduction hinders the throughput of explicit methods. Exploring a range of spectral order configurations to identify more efficient configurations for a given spatial resolution, the higher spectral order np ¼ 16 and 8 showed some relative gains, although the increasing stiffness of the problem indicates the need for a preconditioner. We show evidence that a preconditioner could alleviate the efficiency bottleneck for implicit schemes, even if the performance gain is modest. Using the GPU within the nonlinear residual of the implicit algorithm shows speedup within that portion of the code using Open-ACC; however, the cost of data exchanges needs to be addressed before the strategy should be implemented within the hydrostatic dynamical core. The lack of maturity in code building and executing for applications of this size and complexity, with multiple languages and libraries, is an ongoing issue to be addressed by large-scale computing facilities and the compiler vendor community.
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