Abstract. The long-time existence of solutions for the Mullins-Sekerka problem in a new weak formulation is proved. Using a variational approach introduced by Luckhaus and Sturzenhecker [Calc. Var. Partial Differential Equations, 3 (1995), pp. 253-271], time-discrete solutions are constructed, satisfying approximate Gibbs-Thomson laws in a BV-formulation. But since the passage to a limit allows a loss of surface area for the phase interfaces, convergence in this setting is in general not true. We consider the surface measure of the phase interfaces and use the theory of varifolds to obtain a rigorous passage to a limit in a suitable weak formulation of the Gibbs-Thomson law.
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Introduction.
The Mullins-Sekerka flow is a variant of the classical Stefan problem and describes phase transitions, such as melting or solidification processes, where a negligible specific heat of the material under consideration can be assumed. In this situation the energy balance is expressed by a quasi-stationary parabolic equation. A geometric condition on the phase interface, known as Gibbs-Thomson law, accounts for surface tension effects. In contrast to the classical Stefan problem, the MullinsSekerka flow allows for superheating and undercooling, i.e., temperatures above the melting point in the solid phase or temperatures below the melting point in the liquid phase.
To state the problem we consider a given time interval (0, where H(t, .) denotes the scalar mean curvature of the phase interface, which we take as positive for convex liquid phases.
The Mullins-Sekerka problem is given by (1.2) and (1.4). An initial condition for X and a boundary condition for u on ∂Ω are prescribed. This model can be seen as a quasi-stationary variant of the Stefan problem with Gibbs-Thomson law given by (1.1) and (1.4). Existence of classical solutions for the Mullins-Sekerka problem locally in time was proved by Chen, Hong, and Li [CHY96] and by Escher and Simonett [ES97] . In general, classical solutions can develop singularities. To derive long-time existence results one has to turn to weak formulations. Chen [Che96] obtains solutions globally in time studying the limit of a certain Cahn-Hilliard model. Here the Gibbs-Thomson law is satisfied in a rather weak and complex formulation. In particular, the measures giving the energy density are not necessarily rectifiable.
Luckhaus and Sturzenhecker give in [LS95] another weak formulation of the Mullins-Sekerka problem. Phase and temperature function
satisfy (1.2) in the sense of distributions and (1.4) in the BV-formulation of the GibbsThomson law, that is,
. Whereas this weak formulation is comparatively simple, the convergence of timediscrete approximations X h and u h to correct weak solutions of (1.2) and (1.4) is only shown under an additional condition on the approximations, which reads
This excludes a loss of surface area for the phase interfaces and allows one to prove the convergence of approximate Gibbs-Thomson laws within the BV-formulation.
In the present paper we use the time-discrete approximation scheme of [LS95] but drop condition (1.5). Difficulties which arise are captured in the following timeindependent example. Assume two solid parts of approximations X h which merge to one when letting h → 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A part of the boundary, indicated by the dashed line, has ceased to separate two different phases. We call this part the hidden boundary, whereas the phase interface represents the physically relevant part of the boundary. Cusp singularities occur due to the cancellation of phase interfaces. As shown in [Sch97] , the BV-formulation of the Gibbs-Thomson law breaks down.
These difficulties are tackled in [Rög03] and [Rög04] , where the Stefan problem with Gibbs-Thomson law is treated. Following an idea of Schätzle [Sch01] we consider the surface measure of the phase interfaces to master possible cancellations. In the above example the surface measures |∇X h | converge with h → 0 to a Radon measure that has double multiplicity on the hidden boundary. This suggests the use of the concept of integral varifolds introduced by Almgren [Alm65] . Geometric measure theory provides a notion of mean curvature for integral varifolds; Schätzle [Sch01] investigates the convergence of approximate Gibbs-Thomson equations in this context. However, the control about the hidden boundaries is quite weak and we have to focus on the physically relevant part of the boundary. For this purpose the following Proposition, which we have proved in an earlier work, will be crucial (for the notations, consult section 2). 
is satisfied H n−1 -almost everywhere on ∂ * E. This proposition justifies the following definition. Definition 1.2. Let E ⊂ Ω and X E ∈ BV(Ω), and assume that there exists an integral (n − 1)-varifold μ on Ω satisfying (1.6)-(1.8). Then we call
the generalized mean curvature vector of ∂ * E and define a scalar mean curvature by
The essential boundary ∂ * E represents the phase interface, whereas spt(μ) \ ∂ * E can be seen as a hidden boundary. Proposition 1.1 shows that the varifold's mean curvature restricted to the phase interface is a property of the phase interface itself and independent of the location of hidden boundaries.
Our solutions of the Mullins-Sekerka problem satisfy the Gibbs-Thomson in the sense that for almost all times a generalized mean curvature for the phase interface exists and is given pointwise almost everywhere by (1.4) 
there exists functions 
H(t, .) = u(t, .). (1.10)
As shown in [Rög04] , (1.10) is well defined since for u ∈ L 2 (0, T ; H 1,2 (Ω)) trace values of u(t, .) exist H 2 -almost everywhere for almost all t ∈ (0, T ). Furthermore, our formulation of the Gibbs-Thomson law generalizes the BV-formulation. Nevertheless we remark that this solution concept does not include a weak formulation of a boundary condition on the angle between the phase interface and the fixed boundary ∂Ω (see also the comments in [Rög03] ). Moreover, since our focus is on the validation of the Gibbs-Thomson law, we have restricted our investigation to the case of a nonvanishing Dirichlet boundary. In the case of a pure Neumann boundary condition one has to take care of Lagrange multipliers occurring in the approximate GibbsThomson laws. For a discussion of this topic we refer to [BGS98] , where a multiphase Mullins-Sekerka system under a pure Neumann boundary condition is investigated.
The proof of Theorem 1.3 is given in sections 3 and 4. Compared to the Stefan problem with Gibbs-Thomson law, the technical difficulty is due to the degeneracy of the energy balance equation and the lack of L 1 (Ω T )-compactness for the approximate temperature functions.
General definitions and notations.
We fix some notations and basic definitions. As a general reference for geometric measure theory, see the book by Simon [Sim83] .
For functions depending on time and space variables we denote "∇" as the spatial gradient and "∇·" as the spatial divergence. For a differentiable function f : R n → R n and a k-dimensional subspace T of R n we define the divergence restricted to T as
where {t i } i=1,...,k is any orthonormal basis of T . For Ω ⊂ R n open, μ a Radon measure on Ω, x ∈ Ω, and > 0, define the scaled measures
as tends to zero. In this case θ is the multiplicity of μ in x. We call μ a rectifiable (n − 1)-varifold if for μ-almost all x ∈ Ω the (n − 1)-dimensional tangential plane T x μ exists, and an integral (n − 1)-varifold if in addition the multiplicity of μ is μ-almost everywhere integer-valued. A general (n − 1)-varifold is a Radon measure on the Grassmannian G n−1 Ω, which denotes the product of Ω and the space of (n−1)-dimensional subspaces of R n . In the present paper we identify a rectifiable (n − 1)-varifold μ and the related Radon measure V μ on G n−1 Ω, defined by
The first variation of a rectifiable (n − 1)-varifold μ is given by
We say that μ is of locally bounded first variation with mean curvature vector
For a L n -measurable set E ⊂ Ω of finite perimeter let ∂ * E denote the reduced boundary of E in Ω, that is, the subset of ∂E ∩ Ω where a generalized inner normal exists as Radon-Nikodým derivative ∇X E /|∇X E | with length one. Then |∇X E | = H n−1 | ∂ * E is an integral (with density 1) (n − 1)-varifold on Ω (see [AFP00, paragraph 3.5]).
Time discretization.
We use the scheme introduced by Luckhaus and Sturzenhecker [LS95] to construct time-discrete approximations. Given a time step h > 0, determine iteratively step functions in time
by the following procedure. We use the abbreviations X
In particular we get
and Fatou's lemma ensures lim inf
In [LS95] an estimate for time differences of X h is derived from (3.8); that is,
(3.10)
holds for all 0 < τ < T . The Fréchet-Kolmogorov-Riesz theorem (see, for example, [DS88, IV.8, Theorem 21]), the weak*-compactness of L 2 (0, T ; H 1,2 (Ω)), and (3.8), (3.9), and (3.10) yield the following proposition.
Proposition 3.1. There exists a subsequence h → 0 and functions
and for almost all t ∈ (0, T ) we have
4. Convergence to solutions. Let u, X and a subsequence h → 0 be given as in Proposition 3.1. To prove Theorem 1.3 we pass (3.4) and (3.5) to a limit and show u, X to be a correct weak solution of the Mullins-Sekerka problem. The energy balance is derived in a standard way. Use any ϕ ∈ C ∞ c ([0, T ) ×Ω) with ϕ| Γ D = 0 as a test function in (3.4), perform a discrete partial integration, and use (3.11) and (3.12) to obtain (1.9).
The main effort is the passage to a limit in the approximate Gibbs-Thomson law (3.5). To use a convergence result of Schätzle [Sch01] we argue pointwise in time. Due to the lack of strong L 1 (Ω T )-compactness of the approximate temperatures, we have to consider any limit point of (u h (t, .)) h>0 in the weak-H 1,2 (Ω) topology and identify their traces on ∂ * {X (t, .) = 1} with the trace of the weak limit u in (3.11). Let us denote by μ h t the integral 2-varifolds with density one associated to the surface measure of the phase interfaces
For the first variation of μ h t we obtain, recalling (3.5),
and observe from (3.5) and (3.8) that
where C(Ω), C (Ω) are independent of h > 0.
In a first step we will prove that the phase interfaces ∂ * {X (t, .) = 1} have a generalized mean curvature. Due to Proposition 1.1 this mean curvature is determined by the phase interface itself and thus given by the strong convergence in (3.12) and (3.13). Even more, any limit of the first variations (δμ h t ) h>0 is determined by (3.12). holds. Proof. Fix any t ∈ (0, T ) such that (3.13)-(3.15) hold and let (h i ) i∈N be an arbitrary subsequence with 
