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Résumé
La première partie est consacrée à l’étude du comportement asymptotique des solutions
de Navier-Stokes incompressible à l’infini de la variable d’espace. On obtient des résultats
optimaux de propagation de la décroissance en terme d’espaces à poids, ainsi qu’un develop-
pement asymptotique de la vitesse et de la pression analogue à la loi de Bernoulli. La théorie
s’étend à un modèle de la MHD.
Mot-clés : localisation, décroissance, comportement asymptotique, Navier-Stokes, MHD, es-
paces à poids.
∗ ∗ ∗
La seconde partie est consacrée à l’étude des espaces de Sobolev associés à une famille
de champs de vecteurs, de type sous-elliptique. Les principaux résultats sont la description
des régularités fractionnaires avec la distance de Carnot, la démonstration d’inégalités de
Hardy et, dans le cas du groupe de Heisenberg, la théorie des traces sur une hypersurface
caractéristique générique.
Mot-clés : espaces de Sobolev, régularités fractionnaires, condition de crochet (Hörmander),
somme de carrés de champs de vecteurs, inégalite de Hardy, traces, groupe de Heisenberg.
Préambule
I do not know what I may appear to the world ;
but to myself I seem to have been only like a boy
playing on the seashore, and diverting myself in
now and then finding a smoother pebble or a pret-
tier shell than ordinary, whilst the great ocean of
truth lay all undiscovered before me.
Sir Isaac Newton1 (1642-1727)
Cette thèse comporte deux parties indépendantes : l’étude de la localisation des solutions
de deux problèmes paraboliques (Navier-Stokes incompressible et son extension magnéto-hydro-
dynamique) et l’analyse d’espaces fonctionnels associés à une famille de champs de vecteurs.
Le premier axe de recherche m’a été proposé par Jean-Yves Chemin dans le cadre de mon
D.E.A. Il s’agissait alors d’étudier la thèse de Lorenzo Brandolese et d’étendre aux espaces Lp à
poids les résultats qu’il avait obtenus pour p = +∞. J’ai ensuite eu la chance de rencontrer Lorenzo
et nous avons décidé de poursuivre ensemble l’étude de la localisation des solutions. Actuellement,
ce travail a donné lieu aux publications suivantes :
– F. Vigneron, Spatial decay of the velocity field of an incompressible viscous fluid in Rd, Non-
linear Analysis T.M.A. 63 (2005), 525–549.
– L. Brandolese, F. Vigneron, On the localization of the magnetic and the velocity fields in the
equations of magnetohydrodynamics, Proceedings Edinburgh Math. Soc. (à paraître).
– L. Brandolese, F. Vigneron, New asymptotic profiles of nonstationnary solutions of the Navier-
Stokes system, École polytechnique, CMLS (2006, preprint).
– F. Vigneron, Decay theorems for the Navier-Stokes system with elementary O.D.E. techniques,
(en préparation).
L’extension du dernier article avec Lorenzo dans le cadre de domaines extérieurs est à l’étude. Un
des objectifs est la justification mathématique du modèle d’écoulement potentiel (irrotationnel), à
grand nombre de Reynolds, loin de la couche limite et du sillage.
L’intitulé initial de la thèse était : Localisation et microlocalisation en mécanique des fluides. Les
travaux de Lorenzo Brandolese ayant mis en évidence la propagation de taux de décroissance arbi-
trairement élevés pour le tourbillon ainsi que la stabilité d’une décomposition atomique convenable
(voir [15]), la question principale était de déterminer le devenir d’une information fréquentielle
additionnelle. En d’autres termes, trouver une définition convenable de la propriété “le tourbillon
initial est microlocalisé autour de (x,±ξ)” et démontrer un théorème de propagation. A cause de
la viscosité, on ne peut espérer au mieux qu’un théorème avec paramètre, exprimant une forme de
1In David Brewster, Memoirs of the Life, Writings and Discoveries of Sir Isaac Newton, vol. 2, ch. 27 (1855).
confinemnent au voisinage de l’image de (x,±ξ) après transport-diffusion par le champ de vitesse.
Ce problème reste ouvert.
Cependant, afin d’acquérir les techniques de l’analyse microlocale, Jean-Yves Chemin m’a pro-
posé d’étendre des résultats d’analyse fonctionnelle obtenus avec Hajer Bahouri et C.-J. Xu pour
les espaces de Sobolev sur le groupe de Heisenberg (voir [4] et [5]). La description des traces des
espaces d’ordre fractionnaire fut une surprise, avec l’apparition de poids dépendant de l’indice de
régularité au voisinage des points caractéristiques (i.e. là où la structure de dérivation est tangente
à la surface de trace). L’étude a aussi nécessité une description des espaces de régularité fraction-
naire au moyen de la distance de Carnot-Carathéodory. La preuve de l’équivalence entre ce point
de vue géométrique et celui de l’analyse fonctionnelle abstraite nécessite des techniques variées,
et n’aurait pas abouti sans l’aide amicale de Sami Mustapha. L’essentiel de ce travail est contenu
dans deux articles :
– S. Mustapha, F. Vigneron, Construction of Sobolev spaces of fractional order in a subriemannian
case, Annales de l’Institut Fourier 57 (2007).
– F. Vigneron, The trace problem for Sobolev spaces over the Heisenberg group, École polytech-
nique, CMLS (2006).
Quelques résultats non publiés sont inclus dans le développement de cette thèse, en particulier au
sujet de l’inégalité de Hardy.
Un certain nombre de difficultés techniques subsistent, en particulier pour les familles de champs
vérifiant la condition de Hörmander d’ordre supérieur à 3. L’étude des espaces de Sobolev non hil-
bertiens est, elle aussi, assez largement ouverte. Cependant, les résultats déjà obtenus peuvent être
appliqués dès maintenant, à la constitution d’une théorie hilbertienne complète pour le problème
de Dirichlet sous-elliptique, sur un domaine borné régulier générique. Ce travail semble être un des
objectifs de la thèse de H. Mokrani, sous la direction de C.J. Xu.
Les énoncés non attribués sont personnels. Les énoncés indiqués “avec X” sont le fruit d’une
collaboration. Les autres sont dûs à des tiers ; la référence permet alors de retrouver l’article original.
Un renvoi à une équation (P.Q.R) de la thèse désigne le chapitre P, section §P.Q, équation R. Les
énonçés sont numérotés, sans distinction de nature, par ordre croissant ; le compteur est remis à
zéro au début de la deuxième partie.
Vu l’indépendance des deux thèmes de recherche et afin de simplifier la lecture de la bibliogra-
phie, celle-ci a été scindée en deux. Un index thématique, commun aux deux parties, permet enfin
de retrouver les définitions, les notations et les principaux résultats.
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Chapitre 1
Introduction
La première partie est consacrée à l’étude de la décroissance des solutions des EDP paraboliques
et plus spécifiquement à l’équation de Navier-Stokes pour des fluides incompressibles.
L’archétype des EDP paraboliques est l’équation de la chaleur sur R+ × Rd :∂tu− ν∆u = 0u(0, x) = a(x)
Une part des enjeux peut aussi bien s’illustrer sur ce problème plus simple pour lequel on dispose
d’une solution explicite :
u(t, x) = eνt∆a(x) =
∫
Rd
gνt(x− y) a(y) dy
avec gλ(x) = (4piλ)−d/2 exp
(− |x|24λ ).
Cette équation modélise la diffusion de la grandeur u : par exemple, le refroidissement d’un
matériau isotrope de conductivité thermique ν ayant un profil thermique inital a(x). Le processus
est d’autant plus rapide que le paramètre ν > 0 est élevé. L’évolution est irréversible : le problème
de Cauchy dans R− × Rd est mal posé.
La question de la localisation de la solution u(t, x) se scinde a priori en deux sous-problèmes. Si
le profil initial tend vers zéro à l’infini de Rd, celui de la solution conserve-t-il cette propriété ? La
solution tend-elle vers zéro en temps grand ? Un calcul élémentaire et le simple bon sens indiquent
que les deux réponses sont positives. Cependant, l’existence de solutions constantes montre aussi
que ces questions ne sont pas indépendantes mais que, au contraire, la décroissance spatiale permet
la décroissance en temps.
Dans un contexte non-linéaire, par exemple pour l’équation de Navier-Stokes, des phénomènes
nouveaux d’obstruction à la décroissance peuvent apparaître.
Il est temps d’illustrer par quelques énoncés mathématiques cette discussion informelle.
L’équation de la chaleur propage l’information à vitesse infinie : même si a est à support
compact, le support de u(t, x) n’est, en général, pas compact dès que t > 0. Cependant, à grande
distance du profil initial, la solution reste exponentiellement petite. En effet, si a est à support
compact, la solution de l’équation de la chaleur vérifie :
|u(t, x)| ≤ C (νt)−d/2 exp(−c|x|2/νt) ‖a‖L1 .
La distance caractéristique de la diffusion est donc |x| ∼ √νt.
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En l’absence de force extérieure, la solution de l’équation de la chaleur associé à une donnée
d’énergie finie tend vers zéro :
‖u(t)‖L∞ ≤ C t−d/4 ‖a‖L2 .
La nature parabolique de l’équation induit un couplage des deux notions de décroissance : la
localisation du champ accélère sa diffusion. Par exemple, lorsque 0 < ϑ < d, on a la propriété
suivante (voir [63]) :
∀x ∈ Rd, |a(x)| ≤ C
(1 + |x|)ϑ =⇒ ∀t > 0,
∥∥et∆a∥∥
L∞
≤ C ′ (1 + t)−ϑ/2.
De même, on a aussi (voir [13]) :
sup
(t,x)∈R+×Rd
(1 + |x|)ϑ |et∆a(x)| <∞ =⇒ ∀t > 0, sup
x∈Rd
(1 + |x|)ϑ |et∆a(x)| ≤ C(1 + t)−ϑ/2.
Cependant, la décroissance en temps peut aussi être induite par de fortes oscillations :
supp aˆ ⊂ {ξ ∈ Rd ; |ξ| ≥ λ} =⇒ ∥∥et∆a∥∥
L2
≤ e−tλ2 ‖a‖L2 .
Elle n’entraîne donc pas nécessairement un contrôle spatial.
En mécanique des fluides, la première obstruction à la décroissance des champs est liée à l’in-
compressibilité. Un champ bien localisé dans Rd (d ≥ 2) et à divergence nulle vérifie nécessairement
des conditions de moment :u ∈ L
1(Rd)
div u = 0
=⇒ ∀j ∈ {1, . . . , d},
∫
Rd
uj(x) dx = 0.
En effet, en variable de Fourier, uˆ ∈ C0(Rd) et ∑ ξj uˆj(ξ) ≡ 0 entraînent uˆj(0) = 0. On contourne
cependant assez facilement ce problème. Il suffit par exemple de considérer des champs de la forme :
uj(x) =
∑
i
∂iΦi,j(x)
où Φ est une matrice antisymétrique dont la décroissance peut être choisie arbitrairement rapide.
La seconde obstruction est liée à la dynamique non-linéaire de l’équation de Navier-Stokes :
∂tu− ν∆u+ (u · ∇)u = −∇p.
Le fluide étant incompressible, son champ de vitesse est à divergence nulle. L’interaction de ces
deux propriétés détermine implicitement le champ de pression :
−∆p = div ((u · ∇)u).
La pression s’avère être un facteur limitant de la décroissance en la variable d’espace. En effet, si
le champ est convenablement localisé à l’instant initial, on montrera (cf. Théorèmes 30 et 32) que
le premier ordre de son développement asymptotique est solution du problème :
∂tu− ν∆u = −∇p.
Dans ce cas, la décroissance du champ de vitesse ne peut donc pas excéder celle du gradient de
pression.
Avant d’énoncer plus précisément nos résultats, il convient d’introduire quelques définitions.
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1.1 Cadre fonctionnel
La description mathématique de la localisation spatiale d’une fonction peut s’exprimer de façons
très différentes, et dépend, en particulier, de l’information de régularité dont on dispose déjà. Par
exemple, le flot de l’équation de la chaleur dans Rd vérifie :∥∥et∆u∥∥
L1
+ td/2
∥∥et∆u∥∥
L∞
≤ c ‖u‖L1 .
La norme L1 exprime une forme de décroissance spatiale ; le second terme exprime une décroissance
uniforme en temps. Cependant, si ϑ > 0, l’invariance par translation interdit tout contrôle général
de la norme
sup
x∈Rd
(1 + |x|)ϑ ∣∣et∆u(x)∣∣
par la norme L1 de u. Le problème vient des fonctions “convergeant faiblement” vers zéro à l’infini.
L’exemple fondamental est la fonction lacunaire
u(x) =
∑
n≥0
 
{|x−xn|≤εn}(x)
où (xn)n≥0 est une suite divergente de Rd et (εn)n≥0 une suite de réels strictement positifs, de
limite nulle. Cette fonction est mal localisée, au sens de la norme uniforme, mais en choisissant
convenablement son support, on peut rendre arbitrairement petite sa norme L1.
Cette remarque conduit à définir plusieurs notions de localisation.
1.1.1 Espaces à poids : Lpϑ(R
d)
Pour p ≥ 1 et ϑ ≥ 0, l’espace Lpϑ(Rd) est l’ensemble des fonctions mesurables sur Rd telles que
(1 + |x|)ϑu(x) ∈ Lp(dx).
C’est un espace de Banach pour la norme :
‖u‖p
Lpϑ
=
∫
Rd
|u(x)|p (1 + |x|)pϑdx (1.1.1)
avec, si p = +∞, la convention ‖u‖L∞ϑ = sup
x∈Rd
(1 + |x|)ϑ |u(x)|.
Deux espaces de même paramètre ϑ+ dp doivent être considérés comme équivalents du point de
vue de la localisation. On a une inclusion continue Lp1ϑ1 ↪→ L
p2
ϑ2
lorsque
1 ≤ p2 ≤ p1 et ϑ2 + d
p2
< ϑ1 +
d
p1
·
C’est une conséquence immédiate de l’inégalité de Hölder :
‖u‖Lp2ϑ2 = ‖(1 + |x|)
ϑ2u‖Lp2 ≤ ‖(1 + |x|)ϑ2−ϑ1‖Lr ‖(1 + |x|)ϑ1u‖Lp1 ≤ C ‖u‖Lp1ϑ1
avec r ≥ 1 défini par 1r = 1p2 − 1p1 . La constante du second membre est finie car (ϑ1 − ϑ2)r > d.
Remarque - Dans les problèmes d’évolution, l’espace C
(
[0, T ];Lpϑ
)
est constitué des fonctions u(t, x)
dont toutes les composantes sont de classe Lpϑ pour tout t ∈ [0;T ] et telles que
lim
t′→t
‖u(t′)− u(t)‖Lpϑ = 0
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pour tout t ∈ [0;T ]. Lorsque p = +∞, on doit affaiblir la régularité à l’origine en supposant
seulement que u(t) ⇀
t→0
u(0) au sens des distributions, puisqu’il en est ainsi pour le flot de la
chaleur. On le note alors Cw ([0, T ];L∞ϑ ). ♦
Le résultat suivant est une extension naïve de la loi de convolution de Young dans le cadre des
espaces à poids. Ce résultat n’est pas optimal. Des généralisations convenables seront utilisées dans
la suite de cette étude (voir §2.2.4 et §3.2). On peut aussi consulter [54] pour une extension aux
espaces de Lorentz, [6] pour une discussion sur les cas d’égalité de l’inégalité de Young et [79] pour
une théorie générale des espaces à poids.
Proposition 1 Etant donnés p, q ≥ 1 tels que 1p + 1q ≥ 1 et ϑ ≥ 0, on a :
‖u ∗ v‖
L
Y(p,q)
ϑ
≤ 2ϑ ‖u‖Lpϑ ‖v‖Lqϑ (1.1.2)
avec Y(p, q) = pqp+q−pq l’exposant de Young associé au couple (p, q).
Preuve L’estimée (1.1.2) repose sur l’inégalité de Peetre :
∀x, y ∈ Rd, Φ(x, y) := (`+ |x− y|)(`+ |y|)
`+ |x| ≥
`
2
· (1.1.3)
Posant U(x) := (`+ |x|)ϑ|u(x)| et V (y) := (`+ |y|)ϑ|v(y)|, on a alors
U ∗ V (x) = (`+ |x|)ϑ
∫
Rd
Φ(x, y)ϑ|u(x− y)||v(y)|dy.
Le théorème de convolution standard de Young entraîne donc
‖u ∗ v‖
L
Y(p,q)
ϑ
≤ `−ϑ(2/`)ϑ ‖U ∗ V ‖LY(p,q)
≤ 2ϑ/`2ϑ ‖U‖Lp ‖V ‖Lq = 2ϑ ‖u‖Lpϑ ‖v‖Lqϑ ,
ce qui achève la démonstration.
Bien qu’élémentaire, la Proposition 1 fournit une estimation des solutions de l’équation de la
chaleur.
Corollaire 2 Pour tout p ≥ 1 et ϑ ≥ 0, il existe une constante κ > 0 telle que :
∀T > 0, ∀u ∈ Lpϑ, sup
t∈[0,T ]
∥∥et∆u∥∥
Lpϑ
≤ κ (1 + T )ϑ/2 ‖u‖Lpϑ . (1.1.4)
La constante κ ne dépend que de ϑ et de la dimension d.
Preuve Il suffit d’appliquer (1.1.2) :∥∥eνt∆u∥∥
Lpϑ
≤ 2ϑ ‖gt‖L1ϑ ‖u‖Lpϑ
puis de calculer la norme à poids du noyau de convolution :
‖gt‖L1ϑ = (4pi)
−d/2
∫
Rd
(
1 +
√
t|ξ|
)ϑ
e−|ξ|
2/4 dξ ≤ Cd (1 + t)ϑ/2.
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1.1.2 Décroissance au sens faible : taux ηp(f)
Comme nous l’avons remarqué au début de cette section, il est parfois nécessaire de comparer
l’information de localisation exprimée dans le cadre Lp en faisant varier l’indice p. Dans ce cas, la
notion de taux de décroissance faible se substitue avantageusement à celle d’espace à poids.
Pour 1 ≤ p ≤ +∞ et f ∈ Lp
loc
(Rd), on définit le taux de décroissance p−faible de f par :
ηp(f) = sup
{
η ∈ R ; lim
R→+∞
Rη
(∫
1≤|x|≤2
|f(Rx)|p dx
)1/p
= 0
}
. (1.1.5)
On vérifie immédiatement que, pour 1 ≤ q ≤ p :
ηp(f) ≤ ηq(f) ≤ η1(f).
Lorsque l’une des inégalités est stricte, la fonction f présente une structure lacunaire à l’infini : la
fonction se concentre dans des régions où elle décroît peu, mais dont la mesure totale est faible.
Cette inégalité signifie naïvement qu’on accède à une information de décroissance potentiel-
lement meilleure en considérant l’espace qui exige la régularité minimale. Le taux 1−faible se
généralise d’ailleurs naturellement aux distributions positives car
η1(f) = sup
{
η ∈ R ; lim
R→+∞
Rη−d
∫
Rd
|f(x)|ϕ
( x
R
)
dx = 0
}
où ϕ est un fonction positive régulière, égale à 1 et supportée au voisinage de la couronne unité. Ce-
pendant, dans un contexte non-linéaire d’ordre k, le taux k-faible sera généralement plus approprié
que le taux calqué sur L1 (cf. les énoncés du chapitre 3).
Le lien avec les espaces à poids est donné par les identités suivantes :
ηp(f) = sup
{
ϑ+
d
p
; f ∈ Lpϑ
}
= sup
{
ϑ+
d
q
; q ≥ p et f ∈ Lqϑ
}
. (1.1.6)
Etant entendu que f ∈ Lploc, on a aussi :
ηp(f) = inf
{
ϑ+
d
p
; f 6∈ Lpϑ
}
. (1.1.7)
1.1.3 Notations diverses
1. Lorsque η = ηp(f) est fini, on note f
Lp∼ |x|−η. Par extension, la notation
f
Lp
= O(|x|−η) pour |x| → +∞
signifie que ηp(f) ≥ η. Cette notation est consistante car si f ∈ Lpϑ, alors f
Lq
= O(|x|−(ϑ+d/p))
à l’infini pour 1 ≤ q ≤ p.
2. Si f(λ, x) et g(x) sont deux fonctions numériques sur R×Rd et Rd respectivement, la notation
f(λ, x) = Oλ(g(x)) pour |x| → +∞
signifie que |f(λ, x)| ≤ C(λ)g(x) où C est une fonction positive, localement bornée sur R.
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3. Si A et B sont deux expressions dépendant d’un paramètre α, on écrit
A ≤ B − εα (1.1.8)
pour signifier que A ≤ B si α = 0 et que A < B si α 6= 0. En particulier, la notation
A ≤ B − ε1/p signifie que l’inégalité doit être stricte pour p fini, mais que le cas d’égalité est
autorisé lorsque p = +∞.
4. La partie positive d’un réel x ∈ R est (x)+ = max{x; 0}.
1.2 Principaux résultats
Le chapitre 2 est consacré à l’étude de la décroissance du champ de vitesse dans le modèle d’un
fluide visqueux incompressible, régi par les équations de Navier-Stokes.
Les premiers résultats concernent la persistance de l’information de localisation spatiale. Lors-
qu’on suppose que la solution est régulière, on a les résultats suivants.
1. En temps fini, l’information de localisation se propage tant qu’elle n’excède pas |x|−d−1 (ou
une décroissance similaire dans Lp) :
ηp(u(t)) ≥ min{ηp(u(0)) ; d+ 1}.
2. Si η1(u) > d+1 sur [T, T ′], alors (uh|uk)L2 = λ(t)δh,k. Autrement dit, génériquement, l’excès
de localisation ne se propage pas mais est instantanément diffusé.
Lorsque u est seulement une solution faible d’énergie finie ‖u(t)‖L2 ≤ ‖u(0)‖L2 , on montre que :
η1(u(t)) ≥ min{η1(u(0)) ; d}.
La limitation à d (et pas d+ 1) est d’ordre technique mais est reliée au fait qu’on ne sait pas non
plus propager, avec une constante uniforme en temps, le contrôle des normes de localisation.
En collaboration avec Lorenzo Brandolese, nous avons obtenu un développement asymptotique
de la solution pour des données modérément décroissantes :
u(t, x) ' eνt∆u0(x)− γd∇x
∑
h,k
dxhxk − δh,k |x|2
d|x|d+2
∫ t
0
(uh(t
′)|uk(t′))L2 dt′

p(t, x) ' p0 + γd
∑
h,k
dxhxk − δh,k |x|2
d|x|d+2 · (uh(t)|uk(t))L2
où p0 et γd sont des constantes numériques. Dans ce régime asymptotique, le flot se comporte
alors presque comme un écoulement potentiel. Pour des solutions globales convenables, le profil
des vitesses est valide uniformément dans la région |x|2 ≥ t+ 1.
Sur le plan mathématique, ce résultat améliore la compréhension du phénomène de diffusion
instantanée : pour t assez petit et |x| assez grand (la borne dépend de t−1), on obtient ainsi :
c t |x|−(d+1) ≤ |u(t, x)| ≤ c′ t |x|−(d+1)
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avec une borne inférieure valide dans presque toutes1 directions. On peut facilement en déduire
des bornes inférieures sur les normes de la solution. Par exemple, si 1 ≤ p ≤ ∞ et ϑ ≥ 0 vérifient :
ϑ+
d
p
≤ d+ 1− ε1/p, (1.2.1)
alors pour t assez grand et une donnée de Cauchy décroissante :
‖u(t)‖Lpϑ ≥ C t
− 1
2
(
d+1−ϑ− d
p
)
. (1.2.2)
Jusqu’à présent, cette inégalité n’était connue que dans certains cas particuliers (par exemple p = 2
et 0 ≤ ϑ ≤ 2 pour [74], [44], [4] ou 1 ≤ p ≤ ∞ et ϑ = 0 dans [36]). La restriction sur ϑ+ d/p peut
être omise lorsque les champs ne présentent pas de symétries particulières car alors ‖u(t)‖Lpϑ = +∞
si l’inégalité (1.2.1) n’est pas vérifiée.
Ce développement est aussi susceptible d’une interprétation physique. Tout manuel de méca-
nique des fluides affirme que, aux grands nombres de Reynolds, le flot autour d’un obstacle mince
se comporte, hors du sillage et de la couche limite, comme un écoulement potentiel (donc irrota-
tionnel). En d’autres termes, les effets de la viscosité n’affectent pas le comportement à l’infini de
l’écoulement. Le développement asymptotique précédent exprime la consistance de cette hypothèse
et constitue un premier pas vers la justification rigoureuse de ce genre d’approximation.
Pour ce qui est de la décroissance en temps, on doit (pour des raisons techniques) ou bien
considérer des solutions fortes, ou bien se restreindre à des espaces invariants par translation. En
particulier, on peut étendre l’inégalité d’énergie de la manière suivante (avec ν = 1 pour simplifier).
Si u est une solution de Leray issue d’une donnée u0 ∈ H˙1/2(R3), il existe t0 ≥ 0 tel que
‖u(t)‖2L2 +
∫
R3
e(t−t0)
1/2
+ |ξ||uˆ(t, ξ)|2 dξ +
∫ t
0
∫
R3
|ξ|2e(τ−t0)1/2+ |ξ||uˆ(τ, ξ)|2 dξ dτ ≤ C ‖u0‖2L2 . (1.2.3)
L’originalité de ce résultat réside dans sa preuve qui ne fait intervenir qu’une technique d’équation
différentielle ordinaire, due à Jean-Yves Chemin.
Une partie de la théorie précédente a été étendue à la magnéto-hydrodynamique. L’enjeu ma-
thématique est alors l’étude d’un système anisotrope couplé, le champ hydrodynamique n’ayant
aucune raison a priori de décroître comme le champ magnétique. Au chapitre 3, on montre que si
le champ magnétique est suffisamment bien localisé, l’effet de la force de Lorentz est négligeable à
l’infini ; l’évolution du plasma est alors comparable à celle de Navier-Stokes. Dans le cas contraire,
l’évolution est asymptotiquement contrôlée par celle du champ magnétique.
Ces deux chapitres reposent grandement sur l’intuition et les résultats antérieurs de Lorenzo
Brandolese. Une partie des résultats présentés ici est le fruit de notre collaboration.
1En fait, à l’extérieur d’un ensemble de directions, de mesure arbitrairement petite sur Sd−1 si c→ 0.
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Chapitre 2
Décroissance du champ de vitesse en
mécanique des fluides
L’objectif de la section §2.1 est de présenter, de manière élémentaire, la modélisation d’un fluide
de température constante. Le lecteur intéressé uniquement par les questions mathématiques peut
se reporter directement à la page 18 où sont introduites les notations utilisées dans le reste de ce
chapitre.
2.1 Modèles mathématiques de la mécanique des fluides
Il existe de nombreuses façons de justifier les modèles de la mécanique des fluides, en particulier
à partir de modèles microscopiques de la matière. Dans les pages qui suivent, on adopte un point
de vue classique : appliquer les principes physiques “à la Newton”, c’est-à-dire en faisant le bilan
des forces s’exerçant sur une portion infinitésimale du fluide, isolée par la pensée. Pour plus de
détails sur les enjeux physiques, on peut consulter [3], [10], [30] ou [47].
Un fluide de température constante est caractérisé par la donnée d’un champ de vecteur v(t, x)
représentant la vitesse moyenne des particules se situant au voisinage du point x à l’instant t et d’un
champ scalaire ρ(t, x) > 0 indiquant la densité de matière. On désigne par Ω un ouvert connexe
de Rd représentant le domaine (indéformable) dans lequel le fluide est confiné.
La description eulérienne de ce fluide consiste à analyser son évolution dans un système de
coordonnées de référence, associé à un référentiel galiléen. Par exemple, si la durée d’observation
est relativement brève, le référentiel terrestre est adapté.
Mouvement du fluide : le flot
Le mouvement du fluide s’exprime mathématiquement par l’existence d’un flot pour le champ
de vitesse, c’est-à-dire d’une fonction φt(x) : [0, T ]× Ω→ Ω solution du système :{
φ˙t(x) = v (t, φt(x)) ,
φ0 = IdΩ .
(2.1.1)
Généralement, le flot transforme Ω par difféomorphisme. Par exemple, si div v ∈ L1([0, T ];L∞(Ω)),
on vérifie immédiatement que le déterminant jacobien est donné par :
J(t, x) ≡ det
[
∂φi
∂xj
]
i,j
= exp
(∫ t
0
div v(τ, φτ (x))dτ
)
> 0.
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La question de la légitimité mathématique du flot est difficile et, à l’heure actuelle, seulement
partiellement résolue. Dans cette section de modélisation, nous admettrons donc son existence et
sa régularité comme hypothèse de travail. Cela revient à supposer, par exemple, que le champ
de vitesse est de classe C ([0, T ]; Liploc(Ω)). Dans la suite de ce chapitre, nous aurons cependant
l’occasion d’étudier le champ de vitesse dans des classes de fonctions moins régulières afin de mettre
en évidence certaines propriétés spécifiques, comme la décroissance à l’infini du champ.
Trajectoires et particules de fluide
L’expérience de pensée la plus naturelle consiste à isoler une partie du fluide à un instant donné,
puis à suivre son évolution au cours du temps. Du point de vue mathématique, la donnée d’un réel
t ∈ [0, T ] et d’un sous-ensemble Dt ⊂ Ω définit une particule de fluide : c’est l’application
τ 7→ Dτ = φτ ◦ φ−1t (Dt). (2.1.2)
Lorsque Dt est une sous-variété de dimension r, il en est de même pour Dτ à tout instant τ ≥ 0.
Lorsque D0 = {x0}, la “particule de fluide” s’identifie à une courbe intégrale du champ de
vitesse v(t, x) ; on parle alors simplement de la trajectoire issue de x0. La particule de fluide peut
être visualisée expérimentalement en déposant une goutte de colorant au point x0 à l’instant t = 0
et en photographiant le flot avec un long temps de pose.
Lorsque la mesure de D0 est positive, la particule est dite matérielle et on peut lui appliquer
les lois générales de la physique. Le passage de la formulation intégrale des lois de conservation, qui
doivent être vérifiées pour toutes particules matérielles de fluide, à une formulation infinitésimale
en termes d’EDP est rendue possible par un résultat élémentaire de théorie de la mesure.
Proposition 3 Soit f une fonction localement intégrable sur Ω, d’intégrale nulle sur tout ouvert
borné régulier, de mesure positive. Alors f est nulle presque partout sur Ω.
Grandeurs observables dans un fluide en mouvement
On s’intéresse aux propriétés quantitatives de la matière emportée par le flot. Les grandeurs
physiques extensives (i.e. proportionnelles à la quantité de matière) se représentent mathémati-
quement par l’intégrale d’un champ, scalaire ou vectoriel, dépendant des paramètres d’état ρ et v.
La donnée d’une particule de fluide D, d’une mesure µ0 sur D0 et d’un champ Ψ(t, x) sur Ω
définit une observable ; c’est la fonction [0, T ]→ R donnée par la formule :
OD(Ψ)(t) =
∫
Dt
Ψ(t, y) dµt(y) (2.1.3)
où µt est la mesure transportée sur Dt définie par :∫
Dt
f(y) dµt(y) =
∫
D0
f(φt(x)) J(t, x) dµ0(x).
Quand la particule de fluide se réduit à une trajectoire ponctuelle issue du point x, la mesure
naturelle est la mesure de Dirac et on a
O{x}(Ψ)(t) = Ψ(t, φt(x))× J(t, x).
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Lorsque la particule de fluide est matérielle (i.e. de mesure de Lebesgue positive), on choi-
sit µt(x) = dx car c’est une mesure invariante. Les observables les plus courantes sont données
dans le tableau 2.1.
Champ Ψ Observable OD(Ψ)
 
volume
ρ masse
ρv impulsion
1
2ρv
2 énergie
x ∧ ρv moment
Tab. 2.1 – Observables d’une particule de fluide D.
Rappelons quelques règles élémentaires de calcul. La variation d’une observable au cours du
temps est elle-même une observable donnée par la formule suivante :
O˙D(Ψ) = OD
(
DΨ
Dt
+Ψdiv v
)
, (2.1.4)
avec DΨDt = ∂tΨ+ (v · ∇)Ψ, la dérivée particulaire (ou convective) du champ. En particulier, si λ
est une fonction scalaire, on a :
O˙D(λΨ) = OD
(
λ · DΨ
Dt
+Ψ · (∂tλ+ div(λv))
)
. (2.1.5)
Lorsque λ et Ψ sont deux fonctions scalaires, cette formule est symétrique en (λ,Ψ).
Soit D une particule matérielle de fluide (munie de la mesure de Lebesgue) et ∂D son bord,
supposé suffisamment régulier pour pouvoir y définir une normale sortante n ainsi que la mesure
de surface. Le théorème de Stokes prend alors la forme suivante :
OD(div Ψ) = O∂D(Ψ · n) (2.1.6)
pour tout champ régulier Ψ(t, x) ∈ Rd.
Conservation de la masse et équation de la densité
La conservation de la masse d’une particule de fluide D signifie que OD(ρ) = Cte. En appliquant
la formule (2.1.5) et la Proposition 3, on obtient :
∂tρ+ div(ρv) = 0. (2.1.7)
En termes naïfs, l’identité précédente signifie que la matière est bien transportée par le flot :
ρ(t, φt(x)) = ρ0(x) exp
(
−
∫ t
0
div v(τ, φτ (x))dτ
)
.
On remarque aussi que la formule (2.1.5) se simplifie notablement lorsque λ = ρ :
O˙D(ρΨ) = OD
(
ρ
DΨ
Dt
)
.
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Forces agissant sur une particule de fluide
Dans la suite de ce chapitre, on suppose que les forces s’exerçant sur une particule de fluide
peuvent être classées de la manière suivante (voir [3, chap. 6]).
1. Les forces agissant de manière extensive sur la matière (par exemple, la gravitation terrestre)
sont représentées par un champ vectoriel de densité f , c’est-à-dire par l’observable
Fext = OD(ρf).
2. Les contraintes de surface dues au caractère non uniforme du champ de vitesse sont repré-
sentées par un opérateur linéaire T, i.e. par l’observable
Fsurf = O∂D(Tn).
A priori, T dépend du champ de vitesse et devrait être une fonction de ∇v. Cependant, il
n’est pas nécessaire de choisir déjà une expression particulière de T, car ce qui suit n’en
dépend pas encore.
Ce modèle revient à négliger toute interaction gravitationnelle ou magnétique interne au fluide.
Il est donc inadapté pour décrire un plasma comme, par exemple, la matière stellaire, ou une
suspension de particules ferro-magnétiques plongée dans un champ magnétique. Il est par contre
pertinent pour de nombreuses phases liquides, comme les écoulements d’air ou d’eau.
Equation de Cauchy
Le référentiel étant supposé galiléen, la relation fondamentale de la mécanique s’écrit :
O˙D(ρv) = OD(ρf) +O∂D(Tn).
Un calcul immédiat et la RP]position 3 entraînent l’équation de Cauchy :
∂tv + (v · ∇)v = divT
ρ
+ f. (2.1.8)
Les différents modèles de la mécanique des fluides consistent à postuler une relation particulière
entre T et ∇v. Le modèle d’Euler est une approximation d’ordre zéro, celui de Navier-Stokes est
d’ordre un. On peut cependant remarquer que, dans tout modèle admissible, le tenseur T est
nécessairement symétrique. En effet, la loi de conservation du moment cinétique s’écrit :
O˙D(x ∧ ρv) = OD(x ∧ ρf) +O∂D(x ∧ Tn).
La formule (2.1.5) et l’équation de Cauchy entraînent alors :
O∂D(x ∧ Tn)−OD(x ∧ divT) = OD
(
x ∧
[
ρ
Dv
Dt
− ρf − div T
])
= 0.
On en déduit que div(x ∧ T)− x ∧ divT =∑i,j Tji ei ∧ ej = 0. Cette relation exprime la symétrie
du tenseur T.
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Hypothèse d’incompressibilité
Un fluide est dit incompressible lorsque le volume occupé par une particule de fluide est
indépendant du temps :
OD( ) = Cte.
La formule (2.1.4) entraîne alors l’équation de conservation :
div v = 0. (2.1.9)
Dans ce cas, la densité se calcule par la formule ρ(t, φt(x)) = ρ0(x).
Désormais, on suppose que le fluide est incompressible, de densité constante.
Hypothèses des fluides parfaits : le modèle d’Euler
Un fluide est dit parfait lorsque le tenseur des contraintes est diagonal, c’est-à-dire qu’il existe
une fonction scalaire σ(t, x) telle que :
T(t, x) = −p(t, x) Id .
Le scalaire p(t, x) quantifie la contrainte exercée par le fluide, de manière normale, sur une surface
d’appui infinitésimale située au point x, à l’instant t : c’est la pression.
L’équation de Cauchy (2.1.8) se réduit alors à celle d’Euler :
∂tv + (v · ∇)v = −∇p
ρ
+ f. (2.1.10)
Lorsque la force extérieure est conservative (f = −∇V ) et si le fluide est à température constante,
on peut mettre le second membre sous la forme −∇pi avec pi = g + V où g est l’énergie libre de
Gibbs. Cela résulte immédiatement de l’identité thermodynamique :
dp
ρ
= dg + SdT.
Par exemple, si le fluide est incompressible de densité constante :
pi(t, x) =
p(t, x)
ρ
+ V (t, x).
Le flot d’un fluide parfait incompressible de densité constante ρ est caractérisé par la propriété
suivante (cf. [2] ou [26, chap. 1] et ses références) : c’est un champ de difféomorphismes préservant
la mesure et qui réalise une extrémale de l’action :
At,t′(φ) = 1
2
ρ
∫ t′
t
∫
Ω
|∂tφ(τ, x)|2 dx dτ.
Cela signifie que pour tout t ≥ 0 et toute fonction régulière h sur [−, ] à valeurs dans l’ensemble
des champs de difféomorphismes préservant la mesure et telle que h(0) = φ(t), on a :
DAφ(h˙) ≡ ρ
∫ t
0
∫
Ω
∂tφ(τ, x) ∂th˙(τ, x) dx dτ = 0.
L’équation d’Euler décrit donc un système hamiltonien de dimension infinie.
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La faiblesse du modèle d’Euler est qu’il ne dégrade pas l’énergie. En effet, la variation de
l’énergie cinétique d’une particule de fluide incompressible est donnée par la formule :
O˙D
(
1
2
ρv2
)
= OD
(
ρv · Dv
Dt
)
= OD(ρv · f) +O∂D(v · Tn).
Le premier terme décrit le travail de la force extérieure et le second, celui des forces de surface.
C’est un système conservatif.
Hypothèses des fluides newtoniens visqueux : le modèle de Navier-Stokes
Un fluide est dit newtonien lorsque le tenseur des contraintes prend la forme suivante :
T(t, x) = −p(t, x) Id+ η
(
t∇v +∇v
2
)
(2.1.11)
pour une certaine constante η ≥ 0. Reportant cette définition dans l’équation de Cauchy (2.1.8),
on obtient l’équation de Navier-Stokes :
∂tv − ν∆v + (v · ∇)v = −∇p
ρ
+ f (2.1.12)
avec ν = η/ρ. On dit que ν est la viscosité (cinématique) du fluide. Comme précédemment, le
second membre s’écrit aussi −∇pi lorsque la température est constante.
Fluide ν (10−6m2/s)
Mercure . . . . . . . . . . . . 0.12
Eau . . . . . . . . . . . . . . . . 1
Alcool . . . . . . . . . . . . . . 2.2
Air (1 atm, 27oC) . . . 14
Glycérine . . . . . . . . . . . 680
Tab. 2.2 – Ordre de grandeur de la viscosité.
Bien que la viscosité soit un “petit” paramètre numérique (voir Tab. 2.2), elle modifie radi-
calement les propriétés qualitatives du fluide. Le bilan d’énergie d’une particule incompressible
devient :
O˙D
(
1
2
ρv2
)
= OD(ρv · f) +O∂D(v · (−∇p))− ηOD(|∇v|2).
Le nouveau terme, négatif, exprime la diffusion de l’énergie cinétique.
Il est malheureusement indéniable que l’hypothèse (2.1.11) résulte d’avantage d’un compromis
entre la simplicité et le réalisme du modèle mathématique que d’une évidence expérimentale. Dans
l’esprit du VIèmeproblème de Hilbert, on peut chercher à justifier l’approximation hydrodynamique
à partir de modèles microscopiques de nature statistique. Ce programme est encore en cours de
réalisation et repose sur de nombreuses contributions mathématiques. Nous ne citerons que le ré-
sultat de F. Golse et L. Saint-Raymond [46] sur la convergence des suites renormalisées de solutions
faibles de type DiPerna-Lions du modèle cinétique de Boltzmann, vers les solutions faibles de type
Leray du modèle de Navier-Stokes. Pour plus de détails sur ce sujet passionnant et difficile, nous
ne pouvons qu’inviter le lecteur à consulter la synthèse de C. Vilani [83].
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Conditions aux limites
Lorsque le fluide est confiné dans une enceinte, la composante de la vitesse, transversale au
bord, doit être nulle. La condition de Neumann
v · n = 0 (∂Ω)
est donc nécessaire. Cette condition aux limites est naturelle pour l’équation d’Euler : elle ne prend
pas en compte la résistance que le bord oppose à l’écoulement.
A l’échelle microscopique, le bord présente toujours une multitude d’irrégularités. Sans entrer
dans les spécificités physiques des matériaux, on peut se représenter ces irrégularités comme autant
de micro-facettes orientées aléatoirement et le long desquelles la condition de Neumann est vérifiée.
A l’échelle macroscopique, la seule façon de ne pas développer de singularités dans le champ de
vitesse consiste alors à imposer la condition de Dirichlet :
v = 0 (∂Ω).
Cette condition aux limites est naturelle pour Navier-Stokes. L’intuition précédente peut être ren-
due rigoureuse grâce au résultat suivant, emprunté à [23, Thm 1].
Théorème 4 (J. Casado-Diaz, E. Fernández-Cara, J. Simon) Soient U un ouvert borné de Rd−1 et Σ une
fonction C1 sur U , uniformément positive. Soit aussi η une fonction C1 périodique sur Rd−1. On
définit :
Λε =
{
(x′, xd) ∈ U × R ; 0 < xd < Σ(x′) + εη
(
x′
ε
)}
.
On suppose que η présente des fluctuations dans toutes les directions :
∀ξ′ ∈ Rd−1\{0}, ∃x′ ∈ Rd−1, ∃λ > 0, η(x′ + λξ′) 6= η(x′).
On se donne enfin une famille (uε)ε>0 de fonctions H
1(Λε) vérifiant la condition de Neumann au
bord de Λε et telles que :
sup
ε>0
∫
Λε
|∇uε|2 dx < +∞.
Si uε converge (pour ε→ 0) dans L2loc(Λ0), alors u˜ = limuε vérifie la condition de Dirichlet le long
de la surface d’équation xd = Σ(x).
                     
                     
                     
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         
         
         
         
         
xd
x′ ∈ Rd−1
Λε
U
xd = Σ(x
′) + εη
(
x′
ε
)
nε
Fig. 2.1 – Condition de Neumann sur un bord irrégulier.
La différence de nature entre les conditions au bord modifie radicalement les propriétés de
l’écoulement. Dans le modèle d’Euler tridimensionnel, la force exercée par le fluide sur un obstacle
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est identiquement nulle (paradoxe de D’Alembert) et un fluide initialement irrotationnel (rot v = 0)
jouira indéfiniment de cette propriété.
Au contraire, dans le modèle de Navier-Stokes la vorticité prend naissance au voisinage des
bords donnant naissance à une couche limite où les effets de la viscosité sont prépondérants.
Le fluide oppose alors une certaine résistance à l’avancement d’un corps étranger. Cette zone se
prolonge aussi derrière l’obstacle et forme le sillage.
Hypothèses simplificatrices
Dans la suite de ce chapitre, on considère un fluide newtonnien, incompressible, de densité et
de température constantes. Le système d’équation dont on veut étudier les proprités de localisation
spatiale est donc celui-ci : ∂tu+ div(u⊗ u)− ν∆u = −∇pdiv u = 0. (NS)
L’équation a un sens dans l’espace des distributions dès que u ∈ L2loc.
Dans la quasi-totalité du chapitre, on supposera que le fluide emplit tout l’espace Rd, essentiel-
lement par souci de simplification. Certains théorèmes seront aussi valables dans le demi-espace.
La question d’étendre ces résultats à des domaines extérieurs plus généraux est encore ouverte.
La pression est donnée par la formule suivante :
−∆p =
∑
i,j
(∂ju
i)(∂iu
j). (2.1.13)
Dans Rd, modulo des hypothèses de croissance raisonnable à l’infini, elle se calcule donc à partir
du champ de vitesse par convolution avec la solution fondamentale du laplacien :
(2pi)−1 log |x| ou − (d− 2) Γ
(
d
2
)
2pid/2|x|d−2
selon respectivement que d = 2 ou d ≥ 3.
L’équation de Navier-Stokes (NS) est invariante par translation et rotation. Le changement
d’échelle qui préserve la viscosité est le suivant :
v(t, x) est solution ⇐⇒ ∀λ > 0, λv(λ2t, λx) est solution. (2.1.14)
Pour tout couple (p, q) ∈ [1;∞]2 tel que
2
q
+
d
p
= 1,
la norme de l’espace Lq(R+;Lp(Rd)) est invariante sous la transformation (2.1.14).
Equation intégrale
Le projecteur de Leray-Hopf sur les champs à divergence nulle
Pv = (Id−∇∆−1 div)v =
d∑
k=1
∫
T ∗Rd
(
δjk − ξjξk|ξ|2
)
ei(x−y)·ξ vj(y)
dy dξ
(2pi)d
ek, (2.1.15)
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ramène (NS) à une équation de la chaleur, avec coefficient de diffusion ν et un terme source
quadratique. La formule de Duhamel conduit alors à l’équation intégrale du champ de vitesse :
u(t) = eνt∆a−
∫ t
0
eν(t−s)∆P div(u⊗ u)(s)ds (NSi)
où a(x) est la donnée de Cauchy à t = 0, supposée à divergence nulle. On démontre que les
équations (NS) et (NSi) ont les mêmes solutions distribution (cf. [58]).
L’opérateur intégral du second membre de (NSi) agit par convolution. Les composantes du
champ de vitesse vérifient :
uj(t) = gνt ∗ aj −
d∑
h=1
d∑
k=1
∫ t
0
Fj;h,k(ν(t− s)) ∗ (uhuk)(s) ds. (2.1.16)
La fonction g est la solution fondamentale de l’équation de la chaleur (cf p. 3). Il y a une légère
ambiguïté dans la définition du noyau hydrodynamique Fj;h,k(t, x) ; la normalisation naturelle
consiste à choisir une matrice symétrique en (h, k). Le noyau est composé de fonctions réelles, de
classe C∞ sur ]0,+∞[×Rd définies par :
Fj;h,k(t, x) =
∫
Rd
ie−t|ξ|
2+ix·ξ
(
1
2
[ξhδj,k + ξkδj,h]− ξjξhξk|ξ|2
)
dξ
(2pi)d
· (2.1.17)
La fréquence ξ = 0 est singulière puisque F̂j;h,k(t, ξ) est le produit de e−t|ξ|
2
et d’une fonction
homogène de degré 1. Le comportement asymptotique de F (t, x) dans la zone |x|2  t est donc
comparable à |x|−d−1 (voir (2.2.7)).
2.2 Propriétés du noyau hydrodynamique
L’étude de la décroissance du champ de vitesse repose sur une analyse précise des propriétés
du noyau Fj;h,k et en particulier celles de l’opérateur de convolution associé.
2.2.1 Propriétés de symétrie
Le noyau hydrodynamique présente un certain nombre d’invariants.
Proposition 5 Les fonctions Fj;h,k jouissent des propriétés suivantes.
1. Condition de divergence nulle : pour tout couple (h, k) fixé,
d∑
j=1
∂jFj;h,k = 0. (2.2.1)
2. Formules d’anti-symétrie : pour toute famille µj ∈ {0, 1},
Fj;h,k ((−1)µ1x1, . . . , (−1)µdxd) = (−1)µj+µh+µk Fj;h,k(x). (2.2.2)
3. Loi d’échelle : pour tout λ > 0,
Fj;h,k(t, x) = λ
d+1Fj;h,k(λ
2t, λx). (2.2.3)
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4. Loi du temps : pour tout t, t′ > 0 et x ∈ Rd,
Fj;h,k(t) ∗ gt′ = Fj;h,k(t+ t′). (2.2.4)
Preuve Les trois premières vérifications sont immédiates. Démontrons la dernière. Le noyau hy-
drodynamique s’exprime en fonction de la gaussienne standard g = g1 de la manière suivante :
Fj;h,k(t, x) = F
(1)
j;h,k(t, x) + F
(2)
j;h,k(t, x) (2.2.5)
avec
F
(1)
j;h,k(t, x) =
1
2
[(∂hgt)δj,k + (∂kgt)δj,h] , F
(2)
j;h,k(t, x) =
∫ ∞
t
∂j∂h∂kgs(x) ds.
Comme la famille (gt)t≥0 est un semi-groupe de convolution, i.e. gt ∗ gt′ = gt+t′ , on en déduit :
F
(1)
j;h,k(t) ∗ gt′ =
1
2
[(∂hgt)δj,k + (∂kgt)δj,h] ∗ gt′ = F (1)j;h,k(t+ t′)
et F (2)j;h,k(t) ∗ gt′ =
∫ ∞
t
∂j∂h∂kgs+t′(x) ds =
∫ ∞
t+t′
∂j∂h∂kgs(x) ds = F
(2)
j;h,k(t+ t
′).
2.2.2 Estimations ponctuelles
Le comportement du noyau hydrodynamique est très différent selon qu’on observe l’échelle
diffusive |x|2 ≤ t ou l’échelle |x|2 ≥ t à laquelle la pression et la condition d’incompressibilité sont
prépondérantes. Rappelons que le noyau (2.1.17) ne dépend pas de la viscosité ; la variable x est
donc ici une grandeur renormalisée, homogène à t1/2.
Proposition 6 Le noyau hydrodynamique vérifie l’estimation suivante :
|Fj;h,k(x)| ≤ C δj,h|xk|+ δj,k|xh|+ δh,k|xj |
t(d+2)/2
+O
( |x|2
t(d+3)/2
)
. (2.2.6)
Le comportement asymptotique est donné par le développement suivant :
Fj;h,k(t, x) = γd
∂
∂xj
(
xhxk
|x|d+2 −
δh,k
d|x|d
)
+ |x|−(d+1)Ψj;h,k
(
x√
t
)
(2.2.7)
avec γd = pi
−d/2 Γ(d+22 ). Le terme de reste est exponentiellement décroissant : il existe deux
constantes positives C et c ne dépendant que de la dimension d, telles que
|Ψj;h,k(x)|+ |∇Ψj;h,k(x)| ≤ Ce−c|x|2. (2.2.8)
Les fonctions Ψj;h,k sont de classe C
∞(Rd).
Remarques
1. Des calculs de ce type apparaissent, dès le début du XXèmesiècle, dans les travaux de C.W. Oseen
(voir en particulier [68, §5.9 et §7.3]).
2. Le passage formel à la limite ν → 0 dans (NS) revient à figer le noyau à t = 0 :
F 0j;h,k(x) = lim
t→0
Fj;h,k(t, x) = γd
∂
∂xj
(
xhxk
|x|d+2 −
δh,k
d|x|d
)
+
1
2
[δj,k∂h + δj,h∂k] δ0(x)
avec δ0(x) la masse de Dirac à l’origine. ♦
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Grâce à (2.2.7), l’équation intégrale (NSi) s’écrit :
u(t) = eνt∆a+∇w(t) +
∫ t
0
F˜ (ν(t− s)) ∗ (u⊗ u)(s) ds (2.2.9)
avec F˜ (t, x) = |x|−d−1Ψ(x/√t) et
w(t, x) = γd
∑
h,k
(
xhxk
|x|d+2 −
δh,k
d|x|d
)
∗
∫ t
0
(uhuk)(s, ·) ds.
Dans certaines conditions (si u est bien localisé), le terme d’écoulement potentiel domine le troi-
sième. Cette remarque sera développée au paragraphe §2.5.
La formule (2.2.7) ne contredit pas le fait que le noyau est régulier pour t > 0. De même, la
formule (2.2.9) n’est pas contradictoire avec la condition de divergence nulle. Pour h, k fixés, (2.2.1)
donne simplement :
∀t > 0,
d∑
j=1
∂
∂xj
(
|x|−(d+1)Ψj;h,k
(
x√
t
))
= −γd∆
(
xhxk
|x|d+2 −
δh,k
d|x|d
)
.
Preuve Reprenons la notation (2.2.5). Pour tout triplet (j, h, k) ∈ {1, . . . , d}, on a :
F
(1)
j;h,k(t, x) = −
δj,k xh + δj,h xk
4(4pi)d/2 t(d+2)/2
e−|x|
2/4t,
donc F (1)j;h,k(t, x) = |x|−(d+1)Ψ(1)j;h,k
(
x/
√
t
)
, avec
Ψ
(1)
j;h,k(x) = −2−d−1pi−d/2(δj,k xh + δj,h xk)|x|d+1e−|x|
2/4. (2.2.10)
Le second terme du noyau s’écrit :
F
(2)
j;h,k(t, x) =
∫ ∞
t
(
σj,h,k(x)
(2s)2
− xjxhxk
(2s)3
)
gs(x) ds
avec σj,h,k(x) = δj,hxk + δj,kxh + δh,kxj. Le changement de variable λ = |x|/
√
4s donne
gs(x) = pi
−d/2|x|−dλde−λ2
et donc :
F
(2)
j;h,k(t, x) = 2pi
−d/2
∫ |x|/√4t
0
(
σj,h,k(x)
|x|d+2 λ
d+1 − 2xjxhxk|x|d+4 λ
d+3
)
e−λ
2
dλ.
On en déduit immédiatement (2.2.6). D’autre part, pour tout A > 0 :∫ A
0
λd+ne−λ
2
dλ =
1
2
Γ
(
d+ n+ 1
2
)
−
∫ ∞
A
λd+ne−λ
2
dλ.
En appliquant cette formule avec A = |x|/√t, on obtient :
pid/2F
(2)
j;h,k(t, x) =
σj,h,k(x)
|x|d+2 Γ
(
d+ 2
2
)
− 2xjxhxk|x|d+4 Γ
(
d+ 4
2
)
+ |x|−(d+1)Ψ(2)j;h,k
(
x√
t
)
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avec
Ψ
(2)
j;h,k(x) = −
2σj,h,k(x)
|x|
∫ ∞
|x|/2
λd+1e−λ
2
dλ+
4xjxhxk
|x|3
∫ ∞
|x|/2
λd+3e−λ
2
dλ. (2.2.11)
La formule Γ(z + 1) = zΓ(z) entraîne alors la formule (2.2.7) en remarquant que :
σj,h,k(x)
|x|d+2 − (d+ 2)
xjxhxk
|x|d+4 =
∂
∂xj
(
xhxk
|x|d+2 −
δh,k
d|x|d
)
.
Le reste Ψj;h,k = Ψ
(1)
j;h,k +Ψ
(2)
j;h,k vérifie l’estimation exponentielle (2.2.8).
Corollaire 7 Il existe une constante C > 0, ne dépendant que de la dimension, telle que :
|Fj;h,k(t, x)| ≤ C |x|
(|x|+√t)d+2 . (2.2.12)
Lorsque x est fixé dans Rd, l’estimation précédente est une fonction décroissante de t.
2.2.3 Estimations intégrales
La norme L1 du noyau est contrôlée de la manière suivante :
Proposition 8 Il existe une constante C > 0 telle que
∀t > 0, ‖Fj;h,k(t)‖L1 ≤ C t−1/2. (2.2.13)
Preuve C’est une conséquence immédiate de (2.2.12).
La moyenne en temps du noyau hydrodynamique est contrôlée par (cf. [81]) :
1
T
∫ T
0
|Fj;h,k(t, x)| dt ≤ Cd|x|d−1(|x|+√T )2 . (2.2.14)
D’après (2.2.12), cette estimation domine aussi, ponctuellement, le noyau Fj;h,k.
2.2.4 Opérateur de convolution dans les espaces à poids
L’étude de la propagation de l’information de décroissance repose sur l’analyse, dans les espaces
à poids, des opérateurs de convolution :
Λj;h,kw(t, x) =
∫ t
0
∫
Rd
Fj;h,k(ν(t− s), x− y)w(s, y) dy ds. (2.2.15)
Dans ce qui suit, Λ désigne l’un quelconque de ces opérateurs et F le noyau correspondant.
Théorème 9 (F.V. [81]) Soient (p, ϑ) et (q, µ) deux couples d’indices tels que p ≥ q et :
ϑ ≤ µ, (2.2.16a)
1
q
<
1
p
+
1
d
, (2.2.16b)
ϑ+
d
p
< d+ 1− m
1 + qp(q−1)
, (2.2.16c)
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avec m = max{d+ 1− µ; 0}. Alors, il existe une fonction localement bornée CνT telle que :
sup
t∈[0,T ]
‖Λw(t)‖Lpϑ ≤
CνT
ν
(νT )
1
2
(1+ d
p
− d
q
)
sup
t∈[0,T ]
‖w(t)‖Lqµ . (2.2.17)
De plus, si p < d/(d− 1), l’hypothèse (2.2.16b) peut être remplacée par q ≥ 1. Lorsque p =∞, on
peut admettre l’égalité dans (2.2.16c).
Remarques
1. Le fait que l’opérateur Λ commute avec les translations contrairement aux normes de Lpϑ
et Lqµ nécessite l’hypothèse (2.2.16a). L’inégalité (2.2.16b) signifie qu’il existe un indice r tel
que
1 ≤ r < d
d− 1 et
1
r
+
1
q
= 1 +
1
p
· (2.2.16b′)
Cette inégalité entraîne que Λ tend vers zéro quand T → 0+. Enfin, (2.2.16c) exprime la
limitation due à la faible décroissance du noyau Fj;h,k à l’infini.
2. L’hypothèse (2.2.16b) n’autorise pas le cas limite ϑ = µ = 0 et (p, q) = (d, d/2). Ce point ne
peut être atteint car F. Oru a montré (voir [66, chap. III]) que l’application bilinéaire (u, v) 7→
Λ(uv) n’est pas continue sur L∞([0, T ];L3)× L∞([0, T ];L3) en dimension d = 3. ♦
Les hypothèses sur les indices sont illustrées par les figures 2.2 et 2.3.
(p, q)
1
p
1
q
1/r
0
1
11/d 1/d′
1/d
2/d
Fig. 2.2 – Indices (p, q) admissibles.
La ligne discontinue correspond à q = p/2.
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1
q
− 1
d
1
q
1
2
d+ 1
1
p
ϑ Lqµ
Fig.a - Cas µ ≥ d+ 1
1
q
− 1
d
1
q
1
2
d+ 1
1
p
ϑ
Lqµ
Fig.b - Cas 2 ≤ µ < d+ 1
1
q
− 1
d
1
q
1
2
d+ 1
1
p
ϑ
Lqµ
Fig.c - Cas 1 < µ < 2
1
q
− 1
d
1
q
1
2
d+ 1
1
p
ϑ
Lqµ
Fig.d - Cas µ ≤ 1
Fig. 2.3 – Poids (ϑ, µ) admissibles.
La famille de diagrammes illustre les divers choix possibles de (p, ϑ) pour la continuité
Λ : L∞([0, T ];Lqµ)→ L∞([0, T ];Lpϑ).
Les bords gauches et supérieurs du domaine gris foncé sont exclus, sauf si p =∞ ou si ϑ = µ. La
partie gris clair (i.e. p < q) résulte de l’inclusion naturelle des espaces à poids.
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La preuve du Théorème 9 nécessite quelques étapes.
L’approche naïve consiste à utiliser une généralisation de la loi de convolution de Young, comme
pour la Proposition 1. On est alors conduit à estimer ‖Fj;h,k‖L1([0,T ];Lrϑ) avec r donné par la
formule (2.2.16b′). Malheureusement, cette technique n’utilise que l’information w ∈ Lqϑ, même
si µ > ϑ. Par exemple, pour q = p/2, l’application directe de (1.1.2) ne conduit à (2.2.17) que
lorsque
ϑ < 1 +
d
p
·
L’idée que nous allons mettre en oeuvre est de remplacer l’étude des espaces à poids par un
problème équivalent : celui de la continuité Lq → Lp d’un opérateur intégral dont le noyau est
asymétrique. On peut alors appliquer le critère suivant.
Proposition 10 (F.V. [81]) Soient p, q deux nombres réels tels que 1 ≤ q ≤ p < ∞. On définit r ∈
[1;∞] par 1r + 1q = 1 + 1p . Pour toutes fonctions mesurables positives K et F , on a :∥∥∥∥∫
Rd
K(·, y)F (y) dy
∥∥∥∥
Lp
≤ sup
y
(∫
Rd
Kr(x, y) ‖K(x, ·)‖p−rLr dx
)1/p
‖F‖Lq . (2.2.18)
Quand p = +∞, la définition de r devient 1r + 1q = 1 et on a :∥∥∥∥∫
Rd
K(·, y)F (y) dy
∥∥∥∥
L∞
≤
(
sup
x
‖K(x, ·)‖Lr
)
‖F‖Lq . (2.2.19)
Preuve La loi de Hölder donne l’inégalité ponctuelle suivante :∫
K(x, y)F (y)dy =
∫
[K(x, y)r]
1
r
− 1
p [F (y)q]
1
q
− 1
p [K(x, y)rF (y)q]
1
p dy
≤
(∫
K(x, y)rdy
) 1
r
− 1
p
(∫
F (y)qdy
) 1
q
− 1
p
(∫
K(x, y)rF (y)qdy
) 1
p
.
On obtient alors (2.2.18) en calculant la norme Lp(dx) :∫ (∫
K(x, y)F (y)dy
)p
dx ≤
∫∫
‖K(x, ·)‖p−rLr K(x, y)rF (y)qdxdy · ‖F‖p−qLq .
Remarques (sur la Proposition 10)
1. Quand K(x, y) est une fonction de x−y, le critère se réduit à la loi de convolution de Young.
2. Si p = +∞, le critère correspond au lemme de Schur.
3. Par dualité, la Proposition 10 donne :
‖K‖L(Lq,Lp) ≤ min
{
sup
x
(∫
Rd
K(x, y)r ‖K(·, y)‖q′−rLr dy
)1/q′
;
sup
y
(∫
Rd
K(x, y)r ‖K(x, ·)‖p−rLr dx
)1/p}
.
Cette expression est dominée par la formule multiplicative :
‖K‖L(Lq ,Lp) ≤
(
sup
x
∫
Rd
Kr(x, y) dy
)1/q′ (
sup
y
∫
Rd
Kr(x, y) dx
)1/p
(2.2.20)
qui, pour p = q = 2, se réduit au critère de continuité de Holmgren. ♦
L’avantage de la formule (2.2.18) sur (2.2.20) apparaît lorsque ‖K(x, ·)‖Lr n’est pas simplement
borné en x, mais décroît à l’infini. Cette remarque est la clef de la preuve du Théorème 9.
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 Preuve du Théorème 9
Pour démontrer (2.2.17), il suffit de démontrer l’inégalité ponctuelle suivante :
∀t ∈ [0, T ], ‖ |F (νt)| ∗w ‖Lpϑ ≤ C˜νt (νt)
− 1
2
(1− d
p
+ d
q
) ‖w‖Lqµ (2.2.21)
avec une fonction localement bornée C˜νt puis d’intégrer pour t ∈ [0, T ].
On introduit W (y) = (1 + |y|)µw(y). Le problème (2.2.21) revient alors à montrer que :
∀t ∈ [0, T ],
∥∥∥∥∫
Rd
Kνt(·, y)W (y) dy
∥∥∥∥
Lp
≤ C˜νt (νt)−
1
2
(1− d
p
+ d
q
) ‖W‖Lq (2.2.22)
pour la même constante C˜νt et le noyau asymétrique :
Kνt(x, y) =
(1 + |x|)ϑ
(1 + |y|)µ · |F (νt, x− y)|.
En fait, la preuve n’utilise pas toute la spécificité du noyau hydrodynamique puisqu’elle demeure
valable pour tout noyau dominé en module par :
K˜νt(x, y) =
(1 + |x|)ϑ (1 + |y|)−µ
|x− y|d−1(|x− y|+√νt)2 ·
En particulier, d’après (2.2.14), la preuve démontre aussi la continuité de l’opérateur à noyau :
1
T
∫ T
0
|F (t)|dt : Lpϑ −→ Lqµ.
Commençons par éliminer les unités physiques par un changement d’échelle convenable. On
pose λ =
√
νt. On a alors l’identité suivante :∫
Rd
K˜νt(
√
νt ξ,
√
νt η)W (η)dη = (νt)−
d+1
2
∫
Rd
Rλ(ξ, η)W (η)dη
avec Rλ(ξ, η) = ( 1 + λ|ξ| )
ϑ ( 1 + λ|η| )−µ
|ξ − η|d−1 ( 1 + |ξ − η| )2 · On en déduit que, pout tout t > 0 :∥∥∥∥∫
Rd
Kνt(·, y)W (y) dy
∥∥∥∥
Lp
≤ (νt)− 12 (1− dp+ dq ) ‖Rλ‖L(Lq;Lp) ‖W‖Lq . (2.2.23)
Il suffit donc de vérifier que la famille d’opérateurs Rλ est uniformément bornée de Lq dans Lp
lorsque 0 ≤ λ < 1.
L’application de la Proposition 10 nécessite alors quelques calculs.
Lemme 11 Pour λ > 0 et r défini par (2.2.16b′), on a les estimations suivantes :
‖Rλ(ξ, ·)‖Lr ≤ C(1 + λ)2 (1 + λ|ξ|)−s (2.2.24)
avec s = min {µ; d+ 1} − ϑ ≥ 0. De plus, si p <∞ :
sup
η∈Rd
∫
Rd
Rrλ(ξ, η) ‖Rλ(ξ, ·)‖p−rLr dξ ≤ C ′ Φ(λ)p. (2.2.25)
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La fonction Φ est localement bornée ; elle est donnée par :
Φ(λ) =

(1 + λ)ϑ−
p−r
p
µ when µ < dr
(1 + λ)ϑ−d(1−
1
q
) ( log(1 + λ))1− 1q when µ = dr
(1 + λ)ϑ−d(1−
1
q
)− p−r
p
[d+1−µ]+ when µ > dr ·
La Proposition 10 entraîne alors que ‖Rλ‖L(Lq ;Lp) ≤ C Φ(λ) en général. Si p = +∞, on obtient
plutôt ‖Rλ‖L(Lq;L∞) ≤ C(1 + λ)2 et dans ce cas, l’égalité ϑ = min{µ; d+ 1} est possible.
Remarque - La constante C˜νt des inégalités (2.2.21) et (2.2.22) est donnée par C˜νt = Φ
(√
νt
)
. Celle
du Théorème 9 est CνT = C sup
t∈[0,T ]
Φ
(√
νt
)
avec C ne dépendant que de d, p, q, ϑ et µ. ♦
La démonstration de la Proposition 9 se ramène donc à la seule vérification du lemme précédent.
 Preuve de (2.2.24) : une estimation hypergéométrique
La principale difficulté de (2.2.24) consiste à estimer convenablement Rλ(ξ, η) lorsque η est
négligeable devant ξ. On utilise alors le résultat élémentaire suivant :
Lemme 12 Etant donnés α > 0 et β ∈ R, on a l’identité remarquable suivante :∫ t
0
τα
(1 + λτ)β
dτ
τ
=
tα
(1 + λt)min{α,β}
φα,β(λt), (2.2.26)
avec une fonction φα,β bornée lorsque α 6= β et à croissance logarithmique dans le cas contraire.
Preuve On désigne par Fλ(α, β; t) le membre de gauche de (2.2.26). Le changement de variable
σ = (λτ)α donne
Fλ(α, β; t) =
λ−α
α
∫ (λt)α
0
dσ
(1 + σ1/α)β
·
Comme α > 0, on a 1+ σ . (1+ σ1/α)α. A un facteur multiplicatif borné près, l’intégrale est donc
contrôlée par ∫ (λt)α
0
dσ
(1 + σ)β/α
=
(1 + (λt)α)1−β/α − 1
1− β/α ≤ Cα,β
(λt)α
(1 + λt)min(α,β)
si α 6= β, ou bien par ∫ (λt)α
0
dσ
1 + σ
= log (1 + (λt)α)
lorsque α = β.
Revenons à la preuve de (2.2.24). La partie facile est l’estimée suivante :∫
|η|> |ξ|
2
Rrλ(ξ, η) dη ≤ (1 + λ|ξ|)r(ϑ−µ)
∫ ∞
0
ωd dρ
ρ(r−1)(d−1) (1 + ρ)2r
avec ωd le volume de la sphère unité de Rd. Cette estimation nécessite que dd+1 < r <
d
d−1 ;
cette hypothèse est compatible avec (2.2.16b′). Dans l’autre cas, on utilise la formule hypergéomé-
trique (2.2.26) :∫
|η|≤ |ξ|
2
Rrλ(ξ, η) dη ≤ B |ξ|d−r(d−1) (1 + |ξ|)−2r (1 + λ|ξ|)rϑ−min(µr,d)
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avec B = ωd φ(λ|ξ|) et φ bornée ou (si µr = d) à croissance logarithmique. On en déduit :∫
Rd
Rrλ(ξ, η) dη ≤ (1 + λ|ξ|)r(ϑ−µ)
{
A+B
|ξ|d−r(d−1) (1 + λ|ξ|)[µr−d]+
(1 + |ξ|)2r
}
. (2.2.27)
Pour simplifier cette expression, on discute suivant la taille de µ :
– Si 0 ≤ µ < dr , on remarque que
1 +
|ξ|d−r(d−1)
(1 + |ξ|)2r ≤ 2,
donc le membre de droite de (2.2.27) est borné par C (1 + λ|ξ|)−r(µ−ϑ).
– Si µ = dr , on prend en compte la croissance logarithmique de B :
|ξ|d−r(d−1)
(1 + |ξ|)2r log(1 + λ|ξ|) ≤
log(1 + λ|ξ|)
(1 + |ξ|)(d+1)r−d
( |ξ|
1 + |ξ|
)d−r(d−1)
≤ log(1 + λ).
Le membre de droite de (2.2.27) est alors borné par C log(1 + λ) (1 + λ|ξ|)−r(µ−ϑ).
– Si dr < µ de nouvelles puissances de λ|ξ| apparaissent au numérateur et le membre de droite
de (2.2.27) est contrôlé par :
(1 + λ|ξ|)r(ϑ−µ)
{
1 +
(1 + λ|ξ|)µr−d
(1 + |ξ|)(d+1)r−d
( |ξ|
1 + |ξ|
)d−r(d−1)}
≤ (1 + λ|ξ|)r(ϑ−µ) + (1 + λ|ξ|)r(ϑ−d−1)
(
1 + λ|ξ|
1 + |ξ|
)(d+1)r−d
≤ (1 + λ)(d+1)r−d (1 + λ|ξ|)r(ϑ−min{µ;d+1}).
Comme (d+1)r− d < 2r, le premier facteur est borné par (1+ λ)2r. Ce calcul achève la preuve de
l’estimée (2.2.24).
 Preuve de (2.2.25) : le principe de “moindre localisation” pour la convolution
Considérons maintenant le cas où p <∞. On veut démontrer (2.2.25). Grâce à (2.2.24), il suffit
de vérifier que l’intégrale
I(λ, η) =
1
(1 + λ|η|)µr
∫
Rd
(1 + λ|ξ|)α
|ξ − η|(d−1)r (1 + |ξ − η|)2r dξ
est uniformément bornée par C (1 + λ)α pour λ > 0 et η ∈ Rd. Les exposants sont donnés par :
r =
pq
p(q − 1) + q α = rϑ− (p− r)s et s = min {µ; d+ 1} − ϑ.
On vérifie immédiatement que cette intégrale converge lorsque
α < (d+ 1)r − d. (2.2.28)
Cette contrainte est satisfaite par (2.2.16c).
L’intégrale I(λ, η) étant un produit de convolution, son comportement à l’infini est dicté par le
facteur le moins localisé, conformément au lemme suivant.
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Lemme 13 Si β ≥ α ≥ 0, on a :
‖u ∗ v‖L∞−α ≤ 2
α ‖u‖L∞−α ‖v‖L1β . (2.2.29)
Preuve L’éclatement des exposants donne, pour tout x ∈ Rd :
(1 + |x|)−α
∫
Rd
(1 + |x− y|)α |v(y)| dy
≤ sup
y∈Rd
{
1
(1 + |y|)β−α ·
(
1 + |x− y|
(1 + |x|)(1 + |y|)
)α}
‖v‖L1β ≤ 2
α ‖v‖L1β ,
la dernière inégalité résultant de celle de Peetre (1.1.3).
Terminons la preuve de (2.2.25) La convolution étant une opération commutative, on a :
I(λ, η) =
1
(1 + λ|η|)µr
∫
Rd
(1 + λ|ξ − η|)α
|ξ|(d−1)r (1 + |ξ|)2r dξ.
Le calcul qui démontre (2.2.29) donne cette fois :
I(λ, η) ≤ 1
(1 + λ|η|)µr−α supξ∈Rd
(
1 + λ|ξ − η|
(1 + λ|ξ|)(1 + λ|η|)
)α ∫
Rd
(1 + λ|ξ|)α
|ξ|(d−1)r (1 + |ξ|)2r dξ.
Le premier facteur est uniformément inférieur à 1 car α ≤ µr En effet, si µ ≤ d + 1, on
a α = pϑ − (p − r)µ ≤ rµ grâce à (2.2.16a) et si µ > d + 1, l’hypothèse (2.2.16c) implique
ϑ < d + 1 − dp et donc −dp < r
(
µ− d+1p
)
. L’inégalité de Peetre (1.1.3) borne le second facteur
par 2α. La factorisation de (1 + λ)α dans la dernière intégrale donne alors :
I(λ, η) ≤ 2α (1 + λ)α
∫
Rd
(1 + |ξ|)α
|ξ|(d−1)r (1 + |ξ|)2r dξ,
et (2.2.25) en découle immédiatement.
Remarques
1. Contrairement au cas p = +∞, le cas d’égalité de (2.2.16c) n’est pas acceptable car (2.2.28)
doit être une inégalité stricte.
2. Pour souligner l’importance de l’asymétrie du critère (2.2.18) dans la preuve précédente, il est
instructif de comprendre ce qui se serait passé si on avait utilisé la formule symétrique (2.2.20).
Cela revient à utiliser seulement (2.2.24), i.e. le fait que
∫
Rd
|Rλ(·, η)|r dη est uniformément
borné. Pour borner l’intégrale en dξ, on aurait dû alors estimer à nouveau I(λ, η) mais cette
fois avec α = rϑ. Dans ce cas, (2.2.28) entraînerait ϑ < 1 + dq − dp . Cette dernière condition
est malheureusement trop restrictive et ne conduirait pas au Théorème 9.
Le critère de la Proposition 10 est donc bien le point crucial de la preuve précédente. ♦
2.3 Conservation des propriétés de localisation spatiale
On est maintenant en mesure d’étudier la propagation de l’information de localisation spatiale.
Dans un premier temps, on ne s’intéresse qu’à l’étude d’un intervalle de temps fini. La question
de la localisation uniforme de la solution dans l’espace et dans le temps sera discutée au para-
graphe §2.4.3.
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2.3.1 Existence de solutions localisées
La question de la propagation de l’information de localisation est connue pour les espace L∞ϑ .
Théorème 14 (L. Brandolese) Soit d ≥ 2. Il existe une constante γ > 0 telle que pour tout champ de
vecteur a ∈ L∞(Rd) à divergence nulle, on peut trouver
T ≥ γmin{1; ν ‖a‖−2L∞}
et une unique solution u ∈ Cw ([0, T );L∞) de (NSi). Cette solution est régulière pour t > 0. De
plus, si a ∈ L∞ϑ avec ϑ ≥ 0, on a aussi :
u ∈ Cw
(
[0, T );L∞ϑ
¯
)
(2.3.1)
avec ϑ
¯
= min{ϑ ; d+ 1}.
Preuve Voir par exemple [58, chapitre 25], ou ci-dessous.
Le premier objectif est de généraliser ce résultat aux espaces à poids Lpϑ avec p 6= +∞.
Théorème 15 (F.V. [81]) On suppose que ϑ ≥ 0 et p > d ≥ 2 vérifient :
ϑ+
d
p
< d+ 1. (2.3.2)
Si p =∞, l’égalité est possible dans (2.3.2). Il existe une constante γ > 0, indépendante de ν, telle
que pour tout champ a ∈ Lpϑ(Rd) et à divergence nulle, il existe un réel T > 0 vérifiant
T
1− d
p ≥ γmin{1; ν1+ dp ‖a‖−2Lpϑ } (2.3.3)
et une unique solution u ∈ C([0, T ];Lpϑ) de (NSi).
On désigne par T ∗p,ϑ(a) le temps de vie dans L
p
ϑ (i.e. la longueur de l’intervalle de définition du
prolongement maximal de la solution). Si de plus a ∈ Lqµ où (q, µ) est un autre couple d’indices
vérifiant l’hypothèse (2.3.2), alors
T ∗p,ϑ(a) = T
∗
q,µ(a) (2.3.4)
et les deux solutions coïncident.
Remarques
1. Comme (q, µ) = (p, 0) est un couple admissible pour (2.3.2), ce théorème démontre la pro-
pagation de l’information initiale de décroissance tant que la solution existe dans Lp. En
particulier, si la solution est globale et régulière (voir [58, chap. 14-16]), on a u(t) ∈ Lpϑ pour
tout t > 0.
2. Comme T ∗(u(t)) = T ∗(u(0)) − t, on peut intégrer (2.3.3) sur [0, T ]. On obtient alors :∫ T
0
‖u(t)‖℘
Lpϑ
dt < +∞ avec 2
℘
+
d
p
≤ 1 =⇒ T ∗p,ϑ(u(0)) > T.
♦
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La condition (2.3.2) est optimale pour le problème de la propagation de la décroissance. L. Bran-
dolese et Y.Meyer [12] ont en effet démontré que, sous une hypothèse technique mineure, une
solution u = (u1, . . . , ud) de (NS) telle que :
sup
t∈[T,T ′]
∫
Rd
(1 + |x|) |u(t, x)| dx < +∞ (2.3.5a)
doit nécessairement vérifier aussi les relations d’orthogonalité suivantes :
∀t ∈ [T, T ′], ∃λ(t) ∈ R,
∫
Rd
uhuk(t, x) dx = λ(t) δh,k (2.3.5b)
qui ne sont génériquement pas satisfaites. Autrement dit, aucune solution stable ne peut décroître
strictement plus vite à l’infini que |x|−d−1 et dans ce cas, l’excès de localisation est instantanément
diffusé. On reviendra plus en détail sur ce phénomène au paragraphe §2.6, dans lequel on montrera
en particulier que (2.3.5a) entraîne (2.3.5b) sans aucune hypothèse technique supplémentaire.
Le fait qu’une propriété de forte localisation spatiale d’une donnée de Cauchy n’est pas, en
général, propagée par le flot de Navier-Stokes n’empêche pas qu’il puisse exister des solutions
instables exceptionnellement décroissantes.
Par exemple, pour ε > 0 assez petit, le champ a ∈ R3 défini par
a1(x) = εx1(x
2
3 − x22) e−|x|
2
a2(x) = εx2(x
2
1 − x23) e−|x|
2
a3(x) = εx3(x
2
2 − x21) e−|x|
2
est associé à une solution régulière u ∈ L∞(R+;L∞6 (R3)) (voir §2.4.3).
Preuve du Théorème 15
L’équation (NSi) est un problème de point fixe dans l’espace XT = Cw([0, T ];L∞ϑ ) défini
au §1.1.1 :
u(t) = eνt∆a+ B(u, u)
avec
B(u, v) = −
d∑
h=1
d∑
k=1
∫ t
0
Fj;h,k(ν(t− s)) ∗ (uhvk)(s) ds.
On construit donc une solution sur un intervalle [0, T ] avec le théorème de Picard (voir par exemple
[20, chap. 1 - §2] ou [58, chap. 15]).
D’après le Corollaire 2, on a déjà :∥∥eνt∆a∥∥
XT
≤ κ max
{
1;
√
νT
}ϑ
‖a‖X0 (2.3.6)
avec κ ≥ 1. Le point crucial est la continuité de B sur l’espace XT .
Lemme 16 Pour νT < 1, il existe une constante C ne dépendant que de p, ϑ et d telle que :
‖B(u, v)‖XT ≤ BT ‖u‖XT ‖v‖XT (2.3.7)
avec BT = C ν−1 (νT )
1
2
(1− d
p
)
.
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Fig. 2.4 – Champ symétrique a ∈ R3 avec quelques courbes intégrales.
Preuve L’inégalité de Hölder donne :
‖uv‖
L∞([0,T ];L
p/2
2ϑ )
≤ ‖u‖L∞([0,T ];Lpϑ) ‖v‖L∞([0,T ];Lpϑ)
Comme Bj(u, v) = −
∑
h,k Λj;h,k(uhuk), il suffit d’appliquer l’inégalité (2.2.17) du Théorème 9 :
‖Λj;h,kw‖L∞([0,T ];Lpϑ) ≤
C
ν
(νT )
1
2
(1− d
p
) ‖w‖
L∞([0,T ];L
p/2
2ϑ )
.
avec w = uhvk.
Lorsque T > 0 est assez petit pour vérifier simultanément νT < 1 et
4κBT ‖a‖X0 < 1, (2.3.8)
l’opérateur
v 7→ B(eνt∆a, eνt∆a) + 2B(eνt∆a, v) + B(v, v)
est contractant ; il a donc un point fixe v ∈ XT . On pose alors :
u(t) = eνt∆a+ v(t).
Par construction, u est une solution de l’équation (NSi) définie sur [0, T ].
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Si u1 et u2 sont deux solutions de (NSi) dans XT , définies respectivement sur I1 et I2, on vérifie
immédiatement, grâce à (2.3.7), que l’ensemble
I := {t ≥ 0 s.t. ∀τ ∈ [0, t], u1(τ) = u2(τ)}
est simultanément ouvert, fermé et non vide ; c’est donc I1 ∩ I2. On peut donc définir le temps de
vie T ∗p,ϑ comme la longueur de l’intervalle de définition du prolongement maximal de la première
solution construite. Cette solution est d’ailleurs unique dans l’ensemble
⋃
0≤T<T ∗p,ϑ XT .
La solution maximale étant une extension de la solution construite par le théorème de Picard,
le temps de vie T ∗p,ϑ vérifie l’inégalité contraire à (2.3.8), c’est-à-dire (2.3.3).
On doit vérifier la continuité de la solution à l’instant initial. L’inégalité (2.3.7) entraîne
lim
t→0+
‖v(t)‖Lpϑ = 0
donc u(t) = a+
(
eνt∆ − Id) a+ v(t) converge vers la donnée de Cauchy lorsque t→ 0+ (éventuel-
lement seulement au sens faible si p = +∞).
Le dernier point est l’affirmation de l’identité des temps de vie (2.3.4). La démonstration fait
l’objet du paragraphe suivant.
2.3.2 Localisation dans plusieurs espaces à poids
L’inclusion naturelle des espaces à poids pour p ≥ q et ϑ+ dp > µ+ dq :
‖u(t)‖Lqµ ≤ ‖u(t)‖Lpϑ (2.3.9)
entraîne T ∗p,ϑ ≤ T ∗q,µ. L’inégalité inverse repose sur un lemme de Gronwall.
Théorème 17 (F.V. [81]) Soient (p, ϑ) et (q, µ) deux couples d’indices tels que µ ≥ 0, 1p + 1q ≤ 1,
q > d, ϑ+
d
p
< d+ 1 et ϑ < 1 +
d
q
+
(
p
q′
− 1
)
µ (2.3.10)
la dernière condition n’étant nécessaire que si ϑ+ µ < d+ 1. Toute solution u de (NSi) vérifie :
‖u(t)‖Lpϑ ≤ C ‖a‖Lpϑ exp
(
C t1−σ
νσ
sup
s∈[0,t]
‖u(s)‖Lqµ
)
(2.3.11)
avec σ = 12(1 +
d
q ) et C une fonction localement bornée (positive) de νt. L’égalité ϑ = d + 1 est
possible lorsque p = +∞. Lorsque 1 ≤ p < dd−1 , l’hypothèse q > d résulte des autres.
Remarque - L’hypothèse q > d interdit fort heureusement d’utiliser la norme L2 pour contrôler
les autres normes. . . Ce résultat ne fournit donc une information pertinente que si la solution est
a priori supposée régulière. ♦
Corollaire 18 Soit u une solution de (NS) avec donnée de Cauchy a ∈ Lpϑ ∩ L∞ avec p ≥ 1 et
ϑ+
d
p
≤ d+ 1− ε1/p.
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Fig. 2.5 – Étapes dans la preuve de (2.3.4) – Échelle : d = 3.
Alors u(t) ∈ Lpϑ tant que la solution reste bornée dans L∞([0, t]× Rd). De plus, si 0 ≤ ϑ < 1, on a
pour tout t > 0 :
‖u(t)‖Lpϑ ≤ C ‖a‖Lpϑ exp
(
C
√
t
ν
‖u‖L∞([0,t]×Rd)
)
. (2.3.12)
Lorsque ϑ > 1 (donc p 6= 1), on dispose aussi d’une inégalité de normes, mais avec un très mauvais
contrôle de la croissance de la constante avec le temps (exponentielles itérées). Ce résultat est
cependant exactement complémentaire de la propriété de diffusion instantanée (2.3.5).
 Application : fin de la preuve du Théorème 15
Le Théorème 17 implique que T ∗p,ϑ est indépendant de ϑ pourvu que ϑ+
d
p < d+1 (avec égalité
si p = ∞). En effet, pour p = q > d et 0 ≤ µ ≤ ϑ, les inégalités (2.3.9) et (2.3.11) entraînent
que T ∗p,ϑ = T
∗
p,µ si
ϑ+
d
p
< d+ 1 et ϑ < 1 +
d
p
+ (p − 2)µ.
Une première application avec µ = 0 donne T ∗p,ϑ = T
∗
p,0 lorsque ϑ < 1+
d
p . Une seconde avec µ = d/p
donne ensuite T ∗p,ϑ = T
∗
p,d/p pour 1 +
d
p ≤ ϑ < d+ dp′ .
Par ailleurs, l’hypothèse (2.3.10) est vérifiée pour tous les couples (p, ϑ) et (q, µ) tels que ϑ, µ < 1
et p, q > d. Dans ce cas, on a aussi T ∗p,ϑ = T
∗
q,µ.
La conclusion générale (2.3.4) s’obtient alors par transitivité de l’égalité.
 Preuve du Théorème 17
Soit u ∈ L∞([0, T ];Lqµ) une solution de (NSi) avec u(0) = a ∈ Lpϑ. Pour tout s ≤ t, on a aussi :
uj(t) = e
ν(t−s)∆uj(s) +
∑
h,k
∫ t
s
Fj;h,k(ν(t− t′)) ∗ (uhuk(t′)) dt′.
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Si u = 0, (2.3.11) est évident ; on suppose désormais que u 6= 0.
L’inégalité (2.3.6) garantit l’existence d’une constante A > 0 ne dépendant que de d, de ϑ et
de νT telle que
sup
τ∈[0,T ]
∥∥eντ∆v∥∥
Lpϑ
≤ A ‖v‖Lpϑ . (2.3.13a)
Le terme non-linéaire est contrôlé par l’inégalité de Hölder :
‖uhuk(s)‖LH(p,q)ϑ+µ ≤ ‖uh(s)‖Lpϑ ‖uk(s)‖Lqµ ,
avec H(p, q) = pqp+q . D’après (2.2.21), on a en particulier :
‖ Fj;h,k(t) ∗ w ‖Lpϑ ≤ B (νt)
−σ ‖w‖
L
H(p,q)
ϑ+µ
.
avec σ = 12(1 +
d
q ) et B > 0 ne dépendant que des paramètres d, p, ϑ, q, µ et νT . On a donc :
‖Fj;h,k(ν(t− τ)) ∗ (uhuk)(τ) ‖Lpϑ ≤ B (ν(t− τ))
−σ ‖uh(τ)‖Lpϑ ‖uk(τ)‖Lqµ (2.3.13b)
pour τ ≤ t ≤ T .
En combinant (2.3.13a) et (2.3.13b), on obtient :
‖u(t)‖Lpϑ ≤ A ‖u(s)‖Lpϑ +
B
νσ
· (t− s)
1−σ
1− σ · supτ∈[s,t]
‖u(τ)‖Lpϑ × supτ∈[s,t]
‖u(τ)‖Lqµ (2.3.14)
pour tout couple (s, t) ∈ [0, T ]2 tel que s ≤ t.
On définit alors une suite croissante (Tn)n≥0 par
Tn = n∆ avec ∆
1−σ = A
(
B
(1− σ)νσ supτ∈[0,T ]
‖u(τ)‖Lqµ
)−1
.
On introduit N ∈ N tel que TN ≤ T < TN+1 et In = [Tn, Tn+1] ∩ [0, T ]. On pose enfin :
Mn = sup
τ∈In
‖B(τ)‖Lpϑ .
Par construction,
sup
t∈[0,T ]
‖u(t)‖Lpϑ = max0≤i≤NMi.
L’inégalité (2.3.14) pour s = Tn et t ∈ In donne :
M0 ≤ 2A ‖a‖Lpϑ et Mn ≤ 2AMn−1 (1 ≤ n ≤ N).
On a donc
max
0≤i≤N
Mi ≤ (2A)N+1 ‖a‖Lpϑ ,
ce qui démontre (2.3.11).
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2.3.3 Propagation de la localisation des solutions faibles
L’équation (NS) possède des solutions faibles, globales en temps.
Théorème 19 (J. Leray [60]) Pour toute donnée initiale a ∈ L2 à divergence nulle, il existe une solu-
tion u au sens des distributions de (NS), vérifiant l’inégalité d’énergie :
1
2
‖u(t)‖2L2 + ν
∫ t
0
‖∇u(s)‖2L2 ds ≤
1
2
‖a‖2L2 . (2.3.15)
On peut montrer que la régularité des solutions de Leray est équivalente à leur unicité (voir [77]).
La question de savoir si ces solutions sont nécessairement régulières est ouverte (voir [35] pour le
problème mis à prix). Pour un tour d’horizon rapide des résultats connus, on peut par exemple
consulter les traités [25], [58], [61], [78] ainsi que, par exemple, les articles [21], [24], [27], [31], [40],
[53], [55], [65] et les références internes.
La question de la localisation des solutions faibles se formule de façon plus naturelle en utilisant
le taux de décroissance η1 défini par (1.1.5).
On a démontré précédemment que si u est une solution de (NSi), l’alternative suivante est
vérifiée tant que u(t) ∈ L∞ :
1. si η1(a) ≤ d+ 1, alors η1(u(t)) ≥ η1(a), i.e. l’information de localisation se propage ;
2. si η1(u) > d+1 sur [T, T ′], alors (uh|uk)L2 = λ(t)δh,k, i.e. génériquement, l’excès de localisa-
tion ne se propage pas.
Ceci est une simple reformulation de (2.3.5) et (2.3.12) avec p = 1. La question est maintenant de
comprendre ce qui se passe lorsqu’on omet l’hypothèse que u est bornée.
Théorème 20 Soit u une solution faible de (NS) telle que ‖u(t)‖L2 ≤ ‖a‖L2 pour tout t > 0. On a
alors :
η1(u(t)) ≥ min{d; η1(a)}. (2.3.16)
Une part de l’information de localisation est donc propagée par le flot. Le cas η1(a) ∈]d; d+ 1[ est
ouvert.
Preuve On écrit (NS) sous forme intégrale. On a donc
uj(t) = e
νt∆aj +
∑
h,k
∫ t
0
Fj;h,k(ν(t− s)) ∗ (uhuk(s)) ds.
Par hypothèse, le produit uhuk est uniformément borné dans L∞(R+;L1(Rd)). Le Théorème 9
appliqué avec p = q = 1 et ϑ = µ = 0 entraîne donc :
∥∥u(t)− eνt∆a∥∥
L1
≤ C(νt)
√
t
ν
‖a‖2L2
avec C ∈ L∞loc(R+). Ainsi, on a η1(u(t) − eνt∆a) ≥ d ; d’où (2.3.16).
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2.3.4 Localisation des dérivées
La localisation des dérivées du champ a été peu étudiée. On peut citer le résultat de G. Furioli
et E. Terraneo [41] qui construisent des solutions L2ϑ pour ϑ <
d
2 + 1 en utilisant aussi de la
décroissance sur les dérivées.
D’une manière générale et en dimension d ≥ 2, les dérivées d’une fonction sont toujours “mieux”
localisées que la fonction elle-même : si les dérivées d’une fonction sont localisées, alors la fonction
initiale le sera aussi. On peut illustrer ce phénomène par l’inclusion de Sobolev :
{f ; ∇f ∈ L2(Rd)} ⊂ L2d/(d−2) (ou BMO si d = 2).
Le membre de gauche signifie que η2(∇f) ≥ d2 et celui de droite que η2(f) ≥ d2 + 1. On a aussi le
résultat plus précis suivant.
Proposition 21 (avec L. Brandolese) Soient d ≥ 2, ε ≥ 0 et f est une fonction sur Rd. Alors :
∇f ∈ L11+ε =⇒ ∃c ∈ R, f − c ∈ L1ε.
Si f est de classe C1, alors :
∇f ∈ L∞1+ε =⇒ ∃c ∈ R, f − c ∈ L∞ε .
Preuve La première partie est un résultat de la thèse de L. Brandolese [11, p. 39]. La seconde est
un calcul élémentaire. Pour tout ω ∈ Rd, |ω| = 1, on considère
`ω ≡ lim
r→∞ f(rω) = f(0) +
∫ ∞
0
∇f(sω) · ω ds.
Si ω˜ est un autre point de la sphère unité et r > 0 on a :
|`ω − `ω˜| ≤
∫ ∞
r
|∇f(sω)| ds+ Cr sup
|x|≥r
|∇f(x)|+
∫ ∞
r
|∇f(sω˜)| ds.
En faisant tendre r→∞ on en déduit que c ≡ `ω est indépendant de ω. Mais alors,
|f(rω)− c| ≤
∫ ∞
r
|∇f(sω)| ds ≤ C(1 + r)−α+1
d’ou la conclusion.
Cette propriété est évidemment fausse en dimension d = 1.
Le théorème suivant indique que la localisation des dérivées se propage comme le champ de
vitesse. Pour simplifier, on énonce le résultat en termes de décroissance uniforme.
Proposition 22 (avec L. Brandolese [17]) Soit u ∈ L∞([0, T ];L∞ϑ ) une solution de (NS) avec donnée
de Cauchy a = u(0) et ϑ ≤ d+ 1. Si, pour un indice i ∈ {1, . . . , d}, on a aussi ∂ia ∈ L∞ϑ , alors :
∂iu ∈ L∞([0, T ];L∞ϑ ). (2.3.17)
De plus, si ∂ia ∈ L∞ϑ pour tous les indices i ∈ {1, . . . , d} et si ∆a ∈ L∞ϑ alors
t1/2∂tu ∈ L∞([0, T ];L∞ϑ ). (2.3.18)
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Preuve Traitons d’abord le cas des dérivées spatiales. En dérivant (NSi) suivant xi, on est ramené
à un problème de point fixe affine :
∂iu = Θ(∂iu)
avec Θ = (Θ1, . . . ,Θd) et
Θjw = e
t∆(∂iaj) + 2
∑
h,k
∫ t
0
Fj;h,k(t− s) ∗ (uhwk)(s) ds.
Le Théorème 9 implique que Θ opère continûment sur X = L∞([0, T0];L
p
ϑ) et que∥∥Θ(w − w′)∥∥
X
≤ C0 T
1
2
0 sup
t∈[0,T ]
‖u(t)‖L∞ϑ
∥∥w − w′∥∥
X
.
On peut donc choisir T0 > 0 de sorte que Θ soit une contraction de l’espace de Banach X. Son
unique point fixe w = ∂iu appartient donc aussi à cet espace. Le même argument s’applique ensuite
à [T0, 2T0], [2T0, 3T0], . . . et entraîne finalement que ∂iu ∈ L∞([0, T ];Lpϑ).
Pour la dérivée temporelle, on utilise l’identité ∂tu = Θ˜(∂tu) avec
Θ˜j(w) = −∆aj +
∑
h,k
Fj;h,k(t) ∗ (ahak) + 2
∑
h,k
∫ t
0
Fj;h,k(s) ∗ (uhwk)(t− s) ds.
L’espace de Banach à considérer est
Y = {w ; t1/2 ‖w(t)‖L∞ϑ ∈ L
∞([0, T0])}.
Le Théorème 9 implique alors que
−∆aj +
∑
h,k
Fj;h,k(t) ∗ (ahak) ∈ Y
et que ∥∥Θ˜(w − w′)∥∥
X
≤ piC0 T
1
2
0 sup
t∈[0,T ]
‖u(t)‖L∞ϑ
∥∥w − w′∥∥
X
.
Dans cette dernière estimation, on a utilisé :
∀t > 0,
∫ t
0
ds√
s(t− s) = pi. (2.3.19)
La conclusion s’ensuit alors par un argument similaire au précédent.
2.3.5 Conservation de certains profils anisotropes
Le Théorème 15 implique aussi que les solutions de (NS) peuvent hériter de propriétés ani-
sotropes de localisation de la donnée de Cauchy, du moins tant qu’elles ne violent pas la limite
de diffusion instantanée (2.3.5). Pour simplifier l’énoncé, on n’étudie à nouveau que les profils
uniformes.
Théorème 23 Soient a un champ de vecteur à divergence nulle et u la solution correspondante
de (NS) dans Cw ([0, T ];L∞). On suppose qu’il existe une fonction m telle que
|et∆a(x)| ≤ Ct (1 + |x|)−ϑm(x)−1 (2.3.20)
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avec d+12 < ϑ ≤ d + 1 et 1 ≤ m(x) ≤ C(1 + |x|)d+1−ϑ. Il existe alors une constante C ′ > 0 telle
que :
|u(t, x)| ≤ C ′ (1 + |x|)−ϑm(x)−1 (2.3.21)
pour tout t ∈ [0;T ].
Preuve D’après le Théorème 15 et puisque 2ϑ ≥ d+ 1, on a :
u(t, x) = eνt∆a+Ot
(
(1 + |x|)−d−1
)
sur [0, T ] ×Rd. La décroissance de u est donc dictée par le profil de eνt∆a.
Voici quelques exemples de poids vérifiant (2.3.20). Un poids de Peetre est une fonction me-
surable m : Rd → [1;+∞) telle que
∃C0 > 0, ∀x, y ∈ Rd, m(x+ y) ≤ C0m(x)m(y). (2.3.22)
La classe de Peetre contient (pour αi ≥ 0) :
m1(x) = 1 + |x1|α1 + . . .+ |xd|αd et m2(x) = eα|x|.
Elle est stable par sommes et produits finis, par translation et par transformation orthogonale.
Lemme 24 Soit m un poids de Peetre tel que m(x) ≤ C exp(c|x|). Pour tout T > 0, il existe une
constante CT > 0 telle que ∥∥m(et∆a)∥∥
L∞
≤ CT ‖ma‖L∞ . (2.3.23)
Preuve C’est un calcul élémentaire :
m(x)
∣∣et∆a(x)∣∣ ≤ C0 [(mgt) ∗ (m|a|)] (x) ≤ C0 (4pi)−d/2 ‖ma‖L∞ ∫
Rd
m
(√
t y
)
e−y
2/4 dy.
L’intégrale converge car m
(√
t y
) ≤ C exp(c T |y|).
2.4 Décroissance en temps grand
Après avoir étudié la propagation en temps fini de la décroissance spatiale, on s’intéresse natu-
rellement à l’uniformité en temps de l’information de localisation. Pour les solutions de Leray, ce
problème s’avère difficile et n’a pas, à ce jour, de réponse connue. Des réponses partielles existent,
mais uniquement sous l’hypothèse additionnelle que la solution est régulière.
Un problème connexe consiste à estimer à quelle vitesse les normes de la solution tendent
vers zéro lorsque le système se relaxe librement (i.e. en l’absence de forces extérieures). La borne
supérieure, génériquement optimale, est donnée par les solutions spatialement bien localisées. La
question de l’existence de solutions exceptionnelles non triviales, décroissant plus vite que le taux
générique, a motivé une littérature considérable. On sait aujourd’hui que les solutions exception-
nelement décroissantes en temps se classifient par leur groupe de symétrie (voir [14]).
Hormis une nouvelle estimation sur la décroissance des solutions faibles (Théorème 26) et
la présentation synthétique, cette section n’a pas de prétention à l’originalité et ne vise qu’à la
complétude de l’exposé.
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2.4.1 Décroissance en temps, sans contrôle spatial
On s’intéresse à la décroissance en temps grand des solutions faibles de Navier-Stokes associées
à des données initiales u0 ∈ L2(Rd) et vérifiant l’inégalité d’énergie “classique” :
‖u(t)‖2L2 + 2ν
∫ t
0
‖u(s)‖2
H˙1
ds ≤ ‖u0‖2L2 . (2.4.1)
M. Wiegner [85] a montré que, pour des forces extérieures raisonnablement décroissantes, l’énergie
cinétique ‖u(t)‖L2 tend vers zéro lorsque t→ +∞. Pour simplifier, on supposera qu’il n’y a pas de
terme de force.
En dimension d = 3 ou 4, l’inégalité (2.4.1) entraîne l’existence d’un temps t0 > 0 tel que
‖u(t0)‖
H˙−1+
d
2
 ν.
Pour t ≥ t0, on peut donc appliquer la théorie des petites solutions et affirmer que cette dernière
reste régulière. Cette remarque implique (au moins si d ≤ 4) qu’il suffit d’étudier le comportement
en temps grand des petites solutions fortes pour décrire aussi celui de toutes les solutions faibles.
 Le résultat de Wiegner
Un progrès important dans la compréhension de (NS) consiste à étudier ce système dans le
cadre d’espaces de Besov d’indice négatif. Pour σ > 0, l’espace de Besov B˙−σp,r est caractérisé par :
tσ/2
∥∥et∆a∥∥
Lp
∈ Lr
(
R+;
dt
t
)
. (2.4.2)
On a une inclusion B˙−σ1p1,r1 ⊂ B˙−σ2p2,r2 si p1 ≥ p2, r1 ≤ r2 et σ1 + d/p1 = σ2 + d/p2.
La définition (2.4.2) suggère que les termes de régularité négative doivent être considérés comme
asymptotiquement négligeables lorsque t → +∞. À bien des égards, cette intuition se révèle cor-
recte, puisque des conditions du type
‖u0‖
B˙
−1+ dp
p,∞
 ν avec d < p <∞ (2.4.3)
ou l’existence d’une matrice V0 telle que
u0 = div V0 avec ‖V0‖BMO  ν (2.4.4)
sont désormais connues pour garantir l’existence, l’unicité et la régularité de la solution au problème
de Cauchy (voir [19], [69], [27], [55]).
Inversement, l’effet régularisant de (NS) constitue une obstruction à la décroissance de l’énergie.
Le résultat suivant indique en effet que la décroissance de la norme L2 ne peut pas être arbitraire-
ment rapide. Pour simplifier, on suppose que ν = 1.
Proposition 25 (Wiegner [85]) Soit u0 ∈ L2 ∩ B˙−σ2,∞ avec σ > 0. Toute solution faible vérifiant l’inéga-
lité d’énergie (2.4.1) vérifie aussi :∥∥u(t)− et∆u0∥∥L2 ≤ C(1 + t)−min{σ+ d−24 ; d+24 } (2.4.5)
avec un facteur multiplicatif ln(e+ t) lorsque σ = 1. En particulier :
‖u(t)‖L2 ≤ C(1 + t)−min{
σ
2
; d+2
4 }. (2.4.6)
- 40 -
Partie I - Chapitre 2 DÉCROISSANCE EN TEMPS GRAND - §2.4
Le caractère génériquement optimal de l’obstruction à la décroissance de l’énergie est apparu
lentement, mais est aujourd’hui fermement établi. T. Miyakawa et M. Schonbek [64] démontrent
ainsi que la propriété
lim inf
t→+∞ t
d+2
4 ‖u(t)‖L2 = 0
est essentiellement équivalente au fait que la matrice d’énergie
K∗h,k =
∫ ∞
0
∫
Rd
uh(s, y)uk(s, y) dy ds
est proportionnelle à la matrice identité. L. Brandolese [13], [14] a construit des exemples non
triviaux de flots exceptionnels possédant cette propriété. Il a aussi démontré que les flots pour
lesquels (2.4.6) n’est pas optimal se classifient par leur groupe de symétries.
 Les espaces de Besov de régularité négative contiennent les fonctions décroissantes
Les interprétations de l’indice σ dans B˙−σp,r sont multiples. C’est bien sûr un indice de régularité
car |D| : B˙−σp,r → B˙−σ−1p,r et le théorème de Wiegner montre qu’il peut être affecté par l’effet
régularisant de Navier-Stokes.
Il mesure aussi le degré d’oscillation des fonctions puisque (voir [5])∥∥∥eix·ω/εa(x)∥∥∥
B˙−σp,r
≤ Caεσ
si 0 < σ < d
(
1− 1p
)
. Enfin, les espaces de Besov sont invariants par translation.
Cependant, B˙−σp,r ne contient pas uniquement des fonctions irrégulières et oscillantes, mais aussi
une large classe de fonctions décroissantes. En effet, si a ∈ B˙−σp,r , la transformée de Fourier aˆ(ξ)
doit être relativement plate au voisinage de ξ = 0 de manière à avoir
2−jσ
∥∥φ(2−jD)a∥∥
Lp
∈ `r(j ∈ Z)
où φ est une fonction positive régulière, supportée dans la couronne unité. Cette propriété exprime
une forme de décroissance de a(x) lorsque |x| → +∞. Par exemple, pour 0 < ϑ < d et σ ≥ 0, on a
une inclusion :
L∞ϑ (R
d) =
déf
{
a ; (1 + |x|)ϑa(x) ∈ L∞
}
⊂ B˙−σp,∞
si σ+ dp < ϑ (avec égalité si p =∞). En ajoutant essentiellement l’hypothèse que a est de moyenne
nulle (ou plus généralement, en supposant la nullité des premiers moments de a), T. Miyakawa [63]
a montré que les fonctions fortement décroissantes à l’infini appartiennent aussi à des espaces de
Besov B˙−σ∞,∞ avec σ > d.
 Une inégalité logarithmique
L’objectif de cette section est de démontrer de manière élémentaire la généralisation suivante
de l’inégalité d’énergie (2.4.1) avec ν = 1.
Théorème 26 Il existe une constante numérique C > 0 telle que pour toute fonction u0 de classe
L2(R3) de norme H˙1/2 suffisamment petite, on ait, pour tout t ≥ 0 :
‖u(t)‖2L2 +
∫
R3
e
√
t |ξ||uˆ(t, ξ)|2 dξ +
∫ t
0
∫
R3
|ξ|2e
√
τ |ξ||uˆ(τ, ξ)|2 dξ dτ ≤ C ‖u0‖2L2 . (2.4.7)
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On en déduit immédiatement l’inégalité suivante :
∀s ≥ 1,
∫ ∞
0
τ s ‖u(τ)‖2
H˙s
dτ
τ
≤ C ‖u0‖2L2 .
En prenant u(t/2) comme donnée initiale, on obtient aussi :
‖u(t)‖L2 ≤ C(1 + t)−α =⇒ ∀s > 0, ‖u(t)‖H˙s ≤ Cs(1 + t)−α−s/2. (2.4.8)
Dans le dernier cas et grâce à l’inégalité de Gagliardo-Nirenberg (s > d/2)
‖a‖L∞ ≤ ‖a‖1−d/2sL2 ‖a‖
d/2s
H˙s
,
on a en particulier :
‖u(t)‖L∞ ≤ C(1 + t)−α−d/4. (2.4.9)
Une partie de ces résultats est déjà connue. L’estimation de l’intégrale en temps qui figure
au premier membre de (2.4.7) est due à J.-Y. Chemin [28]. Le corollaire (2.4.8) a été démontré
par M. Schonbek et M. Wiegner [76] en utilisant une technique de découpage parabolique temps-
fréquence. L’originalité du Théorème 26 réside donc surtout dans le caractère élémentaire de sa
preuve, par une méthode d’EDO.
La preuve consiste à établir des estimations uniformes à partir du schéma de Friedrichs. Dans
la suite de cette section u désignera donc, par abus, une solution du problème{
∂tu−∆u = −χε(Q)
u|t=0 = χε(u0)
(2.4.10)
où χε = χ(εD) avec χ l’indicatrice de la boule unité et Q(t) = −P div(u(t)⊗u(t)). Après transfor-
mation de Fourier, ce problème se réduit à une équation différentielle ordinaire (non linéaire) dans
l’espace
L2div;ε = {v ∈ L2 ; div v = 0 et supp vˆ ⊂ B (0, ε−1)}.
Comme cette famille de solutions converge faiblement vers la solution de (NS), il suffit, d’après
l’inégalité de Fatou, de démontrer (2.4.7) avec une constante indépendante de ε > 0.
Soient λ > 0 et φλ : R+ → R+ la solution de l’EDO :
φ′λ(t) =
∫
R3
e(2t
1/2−λφλ(t))·|ξ| |ξ|2 |uˆ(t, ξ)|2 dξ
avec φλ(0) = 0. Cette solution est bien définie et globale car le second membre est une fonction
bornée et lipschitzienne de φ avec une constante de Lipschitz inférieure à Cε e2ε
−1t1/2 ‖u‖2L2 .
On pose
T ∗λ = inf
{
t ≥ 0 ; ∀τ ≤ t, λφλ(τ) ≤ τ1/2
}
.
Ainsi, pour t ≤ T ∗λ ,
φ′λ(t) ≥
∫
R3
|ξ|2e|ξ| t1/2 |uˆ(t, ξ)|2 dξ.
Comme φλ est de classe C1, nulle pour t = 0, on remarque que T ∗λ > 0.
Remarque - L’hypothèse de petitesse de la norme H˙1/2 n’est pas nécessaire : en toute généralité, le
Théorème 26 reste vrai pour t < T ∗λ0 et une constante λ0 donnée par le Lemme 27 ci-dessous. ♦
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Preuve de l’estimation intégrale en temps. Bien que cette partie du résultat soit déjà connue, la
preuve est instructive et nous aurons besoin des estimations intermédiaires pour obtenir la nouvelle
estimation ponctuelle. Le point clef est le lemme suivant :
Lemme 27 (J.-Y. Chemin, [28]) Il existe λ0 > 0 et c0 > 0 (indépendants de ε) tels que
φλ0(t) ≤ c0
∫ t
0
∥∥eτ∆/2u0∥∥2H˙1 dτ (2.4.11)
pour tout t < T ∗λ0 .
Admettons provisoirement ce résultat. Un calcul immédiat donne∫ t
0
∥∥eτ∆/2u0∥∥2H˙1 dτ ≤ Kmin{‖u0‖2L2 ; t1/2 ‖u0‖2H˙1/2} .
Pour tout t < T ∗λ0 , on a :
φ′λ0(t) ≥
∫
R3
|ξ|2e
√
t |ξ||uˆ(t, ξ)|2 dξ.
En intégrant sur [0, t], on en déduit
∀t < T ∗λ0 ,
∫ t
0
∫
R3
|ξ|2e
√
s |ξ||uˆ(s, ξ)|2 dξ ds ≤ φλ0(t) ≤ (c0K) ‖u0‖2L2 . (E′2)
Supposons de plus que ‖u0‖2H˙1/2 ≤ c/λ0 avec c < (c0K)−1. Alors, pour tout t < T ∗λ0 , on a
λ0φλ0(t) ≤ (c c0K) t1/2
et donc T ∗λ0 = +∞. Sans l’hypothèse de petitesse de la norme H˙1/2, le Théorème 26 reste vrai
pour t < T ∗λ0 .
Preuve [Lemme 27] Il suffit de trouver des constantes c0 et c1 telles que :
∀λ > 0, φλ(t) ≤ c0
∫ t
0
∥∥eτ∆/2u0∥∥2H˙1 dτ + c1 φλ(t)λ . (2.4.12)
On choisit alors λ0 = 2c1. La démonstration est un calcul élémentaire.
Comme u est solution de (2.4.10), la formule de Duhamel donne :
φ′λ(t) ≤ 2
∫
R3
|ξ|2|uˆ0(ξ)|2e−t|ξ|2+2
√
t |ξ| dξ + Iλ(t) (2.4.13)
avec Iλ(t) = 2
∫
R3
Jλ(t, ξ)
2 dξ et Jλ(t, ξ) = |ξ|
∫ t
0
e−(t−s)|ξ|
2+[
√
t−λ
2
φλ(t)]·|ξ| χ̂εQ(s, ξ) ds.
Le premier terme de (2.4.13) est majoré par celui de (2.4.12) avec c0 = 2e2 car
−t|ξ|2 + 2
√
t |ξ| ≤ −1
2
t|ξ|2 + 2.
On va donc montrer que ∫ t
0
Iλ(s) ds = 2
∫ t
0
∫
R3
Jλ(s, ξ)
2 dξ ds ≤ c1 φλ(t)
λ
· (2.4.14)
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On remarque que |χ̂εQ(s, ξ)| ≤ 2|ξ||̂(u2(s))(ξ)| et que la phase s’écrit aussi[
2
√
t− λφλ(t)
]
· |ξ| = Ψλ(0, t, ξ)
avec, pour s < t :
Ψλ(s, t, ξ) = |ξ|
∫ t
s
τ−1/2 − λφ′λ(τ) dτ.
On a bien sûr Ψλ(0, t, ξ) = Ψλ(0, s, ξ) + Ψλ(s, t, ξ). On en déduit :
Jλ(t, ξ) ≤ 2|ξ|2
∫ t
0
e−(t−s)|ξ|
2+ 1
2
Ψλ(s,t,ξ) ×
∣∣∣û2(s)(ξ)∣∣∣ e 12Φλ(0,s,ξ) ds.
Majorons indépendamment chaque facteur. Pour le premier, on remarque simplement que :
−(t− s)|ξ|2 + 1
2
Ψλ(s, t, ξ) ≤ −1
2
(t− s)|ξ|2 + 4− λ|ξ|
∫ t
s
φ′λ(τ) dτ
en distinguant les deux cas (
√
t+
√
s)|ξ| ≤ 2 et (√t+√s)|ξ| ≥ 2.
Pour le second facteur, l’inégalité triangulaire Ψλ(0, s, ξ) ≤ Ψλ(0, s, ξ−η)+Ψλ(0, s, η) entraîne :∣∣∣û2(s)(ξ)∣∣∣ e 12Φλ(0,s,ξ) = ∣∣uˆ(s)∗2(ξ)∣∣ e 12Φλ(0,s,ξ) ≤ (|uˆ(s)|e 12Φλ(0,s,·))∗2 (ξ)
avec la notation f∗2 = f ∗ f . Par définition, on a :
φ′λ(t) =
∥∥∥eΨλ(0,t,D)u∥∥∥2
H˙1
.
En dimension d = 3, la loi de produit H˙1 × H˙1 → H˙1/2 entraîne :∣∣∣û2(s)(ξ)∣∣∣ e 12Φλ(0,s,ξ) ≤ C |ξ|−1/2 φ′λ(t) f(t, ξ)
avec ‖f(t, ·)‖L2 = 1 et C la constante de la loi de produit.
On obtient donc :
Jλ(t, ξ) ≤ C|ξ|3/2
∫ t
0
e−
1
2
(t−s)|ξ|2+4−λ|ξ| R ts φ′λ(τ) dτ φ′λ(s) f(s, ξ) ds
≤ C e4|ξ|3/2
(∫ t
0
e−(t−s)|ξ|
2
φ′λ(s) f(s, ξ)
2 ds
)1/2
×
(∫ t
0
e−2λ|ξ|
R t
s φ
′
λ(τ) dτ φ′λ(s) ds
)1/2
≤ C
′ |ξ|
λ1/2
(∫ t
0
e−(t−s)|ξ|
2
φ′λ(s) f(s, ξ)
2 ds
)1/2
.
Alors, en intégrant d’abord la variable τ dans l’expression suivante∫ t
0
∫
R3
Jλ(τ, ξ)
2 dξ dτ ≤ C
λ
∫
[0,t]2×R3
1s≤τ |ξ|2e−(τ−s)|ξ|2 φ′λ(s) f(s, ξ)2 dτ ds dξ
on obtient exactement (2.4.14). Ceci entraîne (2.4.12) et achève la preuve du Lemme 27.
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Preuve de l’estimation ponctuelle en temps. Pour conclure la preuve de (2.4.7), il ne reste plus qu’à
vérifier que ∫
R3
e
√
t |ξ||uˆ(t, ξ)|2 dξ ≤ C ‖u0‖2L2 .
L’estimation de la solution libre est immédiate. Pour toute fonction a ∈ L2, on a en effet :∫
Rd
e
√
t|ξ|∣∣e−t|ξ|2 aˆ(ξ)∣∣2 dξ ≤ 2 ‖a‖2L2
pour tout t > 0, puisque r − 2r2 ≤ 1/16 et e1/16 < 2.
On s’intéresse maintenant à la partie non-linéaire Q(t) = (u ⊗ u)(t). Il suffit de démontrer un
résultat légèrement plus fort, à savoir que ‖V (t)‖L2 ≤ C ‖u0‖L2, avec
V (t, ξ) =
∫ t
0
e
1
2
Ψλ0(0,t,ξ)−(t−s)|ξ|2
∣∣Q̂(s, ξ)∣∣ ds.
Comme Ψλ0(0, t, ξ) ≥ t1/2|ξ| sur [0;Tλ0), on aura bien démontré (2.4.7). Cette estimation cruciale
est déjà implicitement contenue dans l’argument précédent. Par définition, on a :
V (t, ξ) = |ξ|−1Jλ0(t, ξ)
donc :
V (t, ξ)2 ≤ C
λ0
∫ t
0
e−(t−s)|ξ|
2
φ′λ0(s) f(s, ξ)
2 ds.
En intégrant en ξ ∈ R3, on obtient bien (puisque ‖f(s)‖L2 = 1) :
‖V (t)‖2L2 ≤
C φλ0(t)
λ0
≤ C ′ ‖u0‖2L2 .
2.4.2 Classification de la décroissance en temps par les symétries du flot
Dans R3, le problème de Cauchy associé à une donnée initiale à divergence nulle et à décrois-
sance rapide a une solution forte dans L∞4 (R
3). L. Brandolese [14] a démontré que, si la donnée
initiale est invariante sous certains groupes de symétrie, alors la solution aura une meilleure lo-
calisation spatiale. Si de plus, le flot est global en temps, alors la décroissance de la norme Lp
sera exceptionnellement rapide (3/2 < p ≤ +∞). Le tableau récapitule les valeurs précises des
paramètres.
Groupe de symétrie Solution u(t, x) Borne de ‖u(t)‖Lp
SO(3) u = 0 –
Prisme, Cylindre L∞4 (R
3) t
−2+ 3
2p
Tétrahèdre L∞5 (R
3) t−
5
2
+ 3
2p
Cube, Octahèdre L∞6 (R
3) t−3+
3
2p
Icosahèdre, Dodécahèdre L∞8 (R
3) t−4+
3
2p
Tab. 2.3 – Classification décroissance-symétrie d’après [14, Théorème 1.2].
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2.4.3 Propagation de la localisation pour certaines solutions fortes
Le problème de la propagation uniforme de l’information de localisation est en partie résolu
par les deux résultats suivants. Dans cette section, on suppose que le problème de Cauchy possède
déjà une solution globale, unique et régulière.
Théorème 28 (Brandolese [13]) Soit u0 ∈ L∞ϑ un champ à divergence nulle avec 1 ≤ ϑ ≤ d + 3.
Lorsque ϑ > d, on suppose que ce champ est symétrique, i.e.u0,1(x) = u0,2(σ(x)) = · · · = u0,d(σ
d−1(x))
u0,j ((−1)γ1x1, . . . , (−1)γdxd) = (−1)γj u0,j(x)
(2.4.15)
où σ(x1, . . . , xd) = (xd, x1, . . . , xd−1) et γj ∈ {0, 1}. De plus, si ϑ ∈ {d, d+1, d+2, d+3}, on suppose
aussi que
et∆u0 ∈ L∞(R+;L∞ϑ )
et enfin, si ϑ = d, que u0 ∈ B˙−d∞,∞. On suppose enfin que le problème de Cauchy a une solution
unique en imposant que
sup
x∈Rd
|x||u0(x)| < η (2.4.16)
où η > 0 est une constante ne dépendant que de ϑ et d. Alors, l’unique solution u(t, x) vérifie :
|u(t, x)| ≤ C (1 + t)−α/2 (1 + |x|)−β (2.4.17)
avec α, β ≥ 0 tels que α+ β ≤ ϑ.
En dimension d ≥ 3, le champ défini par
u0,j(x) = εxj(x
2
j−1 − x2j+1) e−|x|
2
avec la convention xd+1 = x1 est un exemple non-trivial de donnée symétrique vérifiant les hypo-
thèses du thèorème précédent. La condition de petitesse est vérifiée dès que 4e−2ε < η.
Pour des flots modérément décroissants, on peut relaxer la condition de petitesse précédente.
Par contre, la régularité de la solution reste une hypothèse.
Théorème 29 (Amrouche, Girault, Schonbek, Schonbek [1]) En dimension 2 ≤ d ≤ 5, soit u une solution
forte de Navier-Stokes, associée à une donnée initiale u0. On fait les hypothèses suivantes :
1. u0 ∈ L∞ϑ avec ϑ ≤ d/2
2. Il existe µ > d−24 tel que
‖u(t)‖L2 ≤ C (1 + t)−µ. (2.4.18)
3. u0 ∈ H1 ∩Wm,r avec r > d, 0 ≤ δ < d, 2 ≤ r1 ≤ r, 1 ≤ q ≤ ∞ et
1
q
<
δ
2
− d
2r
+
1
2
1
r
≤ 1
r1
+
δ
d
< 1− 1
r
· (2.4.19)
Alors, la solution u vérifie l’inégalité suivante pour tout multi-indice α de longueur au plus m :
|∇αu(t, x)| ≤ Cϑ,α (1 + t)−ρ (1 + |x|)−ϑ (2.4.20)
avec ρ =
(
1− 2ϑd
) (
µ+ d4 +
|α|
2
)
.
La preuve est assez complexe et repose sur l’étude des classes de Morey. Rappelons aussi que
l’inclusion L∞ϑ ⊂ B˙−(d−2)/22,∞ est vérifiée lorsque ϑ > d− 1.
L’article de I. Kukavica et J. J. Torres [57] contient aussi d’autres résultats généraux.
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2.5 Développement asymptotique des solutions spatialement bien localisées
On peut trouver des profils asymptotiques des solutions de Navier-Stokes dans Rd, par exemple
dans les travaux de T. Miyakawa, M. Schonbek [64], A. Carpio [22], Y. Fujigaki, T. Miyakawa [36] ou
de T. Gallay et E. Wayne [43]. Cependant, ces profils permettent surtout d’étudier le comportement
en temps grand du champ de vitesse.
Les profils auto-similaires ont été étudiés en particulier par F. Planchon [70]. Mais dès lors qu’on
considère un champ qui décroît plus vite à l’infini que |x|−1 le seul profil possible est identiquement
nul.
Dans la suite de ce paragraphe, la matrice d’énergie de l’écoulement joue un rôle important.
Pour u ∈ L1loc(R+;L2(Rd)), on définit :
Eh,k(t) = (uh(t)|uk(t))L2 =
∫
Rd
(uhuk)(t, x) dx
ainsi que la matrice “moyenne” (non renormalisée par 1/t) :
Kh,k(t) =
∫ t
0
∫
Rd
(uhuk)(s, x) dx ds. (2.5.1)
Nous allons d’abord énoncer les résultats sans démonstration, les preuves étant reportées au para-
graphe §2.5.4
2.5.1 Développement du champ de vitesse en “diffusion+gradient”
L’identité (2.2.9) donne déja un développement du champ de vitesse de la forme
u(t) = eνt∆a+∇w +R.
Le terme de reste est un produit de convolution entre u⊗u et un noyau singulier à l’origine (homo-
gène à |x|−d−1) mais exponentiellement décroissant à l’infini. Sous cette forme, il est difficile d’en
déduire un résultat précis ; on peut néanmoins conjecturer que, sous des hypothèses convenables,
le terme de reste pourrait être négligeable à l’infini.
Théorème 30 (avec L. Brandolese [17]) Soient ϑ > d+12 et a un champ à divergence nulle, dans L
∞
ϑ .
La solution u ∈ Cw
(
[0, T );L∞ϑ
¯
)
de (NS) donnée par le Théorème 14 vérifie, pour |x| → +∞ :
u(t, x) = eνt∆a(x) +∇Π(t, x) +Ot
(
|x|−min{2ϑ ; d+2}
)
(2.5.2)
avec Π(t, x) donné par :
Π(t, x) = γd
∑
h,k
δh,k|x|2 − dxhxk
d|x|d+2 · Kh,k(t) (2.5.3)
et γd = pi
−d/2 Γ(d+22 ).
Le terme potentiel s’écrit aussi ∇Π(t, x) = |x|−d−4P (t, x). Chaque composante Pj(t, x) est un
polynôme homogène de degré 3 :
Pj(t, x) = γd
∑
h,k
(
(d+ 2)xjxhxk − |x|2σj,h,k(x)
)Kh,k(t), (2.5.4)
avec σj,h,k(x) = δj,hxk + δj,kxh + δh,kxj.
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Remarques
1. L’inégalité d’énergie (2.4.1) entraîne :
|∇Π(t, x)| ≤ C t ‖a‖L2 |x|−d−1.
En particulier, même si u(t, x) développe une singularité en temps fini, le terme ∇Π restera
uniformément borné sauf au voisinage de zéro. Cependant, ce résultat ne fournit aucune
information sur la singularité elle-même, ni sur son éventuelle formation.
2. Tant que la solution est régulière, le terme de reste de (2.5.2) compense la singularité à
l’origine de ∇Π(t, x).
3. La décroissance du terme de reste ne peut excéder |x|−d−2. En effet, l’équation (NS) étant
invariante par translation, le choix de l’origine est arbitraire. On vérifie facilement que
∇Π(x− x0, t)−∇Π(t, x)
décroît à l’infini comme |x|−d−2 lorsque Π 6≡ 0 et x0 6= 0.
4. La fonction Π(t, x) ne dépend qu’indirectement de la viscosité à travers la matrice d’éner-
gie K(t) de la solution. ♦
L’annulation de∇Π n’est possible que si la matrice d’énergie de l’écoulement est proportionnelle
à la matrice identité.
Proposition 31 Sous les hypothèses et avec les notations du Théorème 30 et pour tout t ∈ [0, T ), le
terme ∇Π(t, x) s’annule identiquement sur Rd si et seulement si la matrice K(t) vérifie :
∀h, k ∈ {1, . . . , d}, Kh,k(t) = α(t) δh,k. (2.5.5)
Le coefficient α est donné par α(t) = 1d TrK(t).
Comme l’annulation du terme ∇Π conditionne la possibilité d’une décroissance exceptionnel-
lement rapide du champ de vitesse, le critère précédent indique que si cette propriété se réalise,
alors toutes les composantes du champ seront simultanément concernées (voir Proposition 37).
Un critère semblable à (2.5.5) apparaît aussi dans l’article de T. Miyakawa et M. Schonbek [64]
où il est démontré qu’une décroissance exceptionnellement rapide de l’énergie ‖u(t)‖2L2 est essen-
tiellement équivalente au fait que la matrice lim
t→+∞K(t) est proportionnelle à l’identité.
2.5.2 Développement du terme de pression : loi de Bernoulli généralisée
Le profil suivant indique que la pression se comporte (à une constante près) comme −∂tΠ à
l’infini. Ce résultat présente une certaine analogie avec la loi de Bernoulli pour les écoulements
potentiels :
p = p0 +
1
2
ρU2.
où U est la valeur numérique de la vitesse. Cette formule exprime un bilan d’énergie et est valable
pour les solutions stationnaires de l’équation d’Euler en l’absence de force extérieure. Elle est
cependant utilisée par les physiciens pour décrire des écoulements visqueux à nombre de Reynolds
élevé autour d’un obstacle bien profilé, dans la zone située “loin” de l’obstacle (cf. l’exposé de la
théorie de Prandtl dans [47, §9.3.1], ou [10, Chap. VI]). Nous reviendrons sur cette interprétation
au paragraphe §2.7. On rappelle que la densité du fluide a été supposé constante égale à ρ0 = 1.
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Théorème 32 (avec L. Brandolese [17]) Soient ϑ > d+12 et a ∈ L∞ϑ un champ à divergence nulle tel
que ∂ia et ∂i∂ja soient aussi de classe L
∞
ϑ . La pression p(t, x) définie (à une fonction arbitraire de
t près) par (NS) vérifie alors :
p(t, x) = p0(t) + γd
∑
h,k
dxhxk − δh,k|x|2
d|x|d+2 ·
(
uh(t)|uk(t)
)
L2
+ q(t, x) (2.5.6)
avec, pour tout t > 0 :
η1(q(t, x)) ≥ min{2ϑ − 1; d+ 1}. (2.5.7)
Le taux de décroissance du terme principal est d. Une variante immédiate de la Proposition 31
entraîne que η1(p(t)) > d si et seulement si :
∀h, k ∈ {1, . . . , d}, (uh(t)|uk(t))L2 = 1d ‖u(t)‖2L2 δh,k. (2.5.8)
Au terme de reste près, on remarque que la pression p(t, x) ne dépend de la viscosité que par
l’intermédiaire de la matrice d’énergie du champ de vitesse.
2.5.3 Correction exponentielle en temps long
Sous une hypothèse de petitesse convenable, comme (cf. [63]) :
ess sup
x∈Rd
|x| |a(x)| ≤ ε0 ν,
la solution u(t, x) est définie pour tout temps t ∈ R+. Le Théorème 28 garantit alors la persistance
uniforme des propriétés de localisation (avec éventuellement une hypothèse sur eνt∆a si ϑ = d ou
d+ 1 et une constante C qui dépend de la viscosité) :
|u(t, x)| ≤ C (1 + |x|)−α (1 + t)−β/2
pour α, β ≥ 0 avec α+ β ≤ min{ϑ ; d+ 1}.
Le théorème suivant indique que le flot se comporte asymptotiquement comme un écoulement
potentiel dans la zone |x|2  νt+ 1.
Théorème 33 (avec L. Brandolese [17]) Soient ϑ > d+12 et u(t, x) une solution de (NS) sur R+ × Rd
vérifiant
|u(t, x)| ≤ C0 (1 + |x|)−α (1 + t)−β/2 (2.5.9)
pour tout α, β ≥ 0 tel que α+ β ≤ ϑ
¯
= min{ϑ; d+ 1}. On a alors :
u(t, x) = eνt∆a(x) +∇Π(t, x) + ν |x|−d−1E
(
νt ;
x√
νt+ 1
)
+Rν(t, x) (2.5.10)
avec les estimations suivantes :
|νE(νt, η)| ≤ Ce−c|η|2 ‖u‖2L2([0,t]×Rd) et |Rν(t, x)| ≤ Cγ |x|−d−1−γ (1 + t)−δ/2 (2.5.11)
où 0 < γ ≤ min{1;ϑ − d+12 }
δ =
2
(
ϑ− d+22
)− γ − 2 si d+12 < ϑ ≤ d+32
1− γ si ϑ > d+32
(2.5.12)
et  > 0 arbitraire.
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Remarques
1. Le profil donné par ce théorème est relié à celui de [36] mais fournit une meilleure information
ponctuelle.
2. Les singularités à l’origine des différents termes se compensent. Cette recombinaison des sin-
gularités a lieu dans la zone où |x|2 ≤ t+1 de sorte que le champ de vitesse tend uniformément
vers zéro lorsque t→ +∞ (cf. Théorème 26). ♦
Lorsque ϑ > (d + 2)/2, le reste Rν(t, x) décroît simultanément en la variable t et plus vite
que |x|−d−1 en la variable x. L’hypothèse (2.5.9) entraîne en particulier :
‖u‖2L2([0,t]×Rd) ≤
{
C si ϑ > d+22
C (1 + t)
d+2
2
−ϑ+ si ϑ ≤ d+22
avec  > 0 arbitraire. En fait, on peut même choisir  = 0 si ϑ 6= d+22 : l’inégalité de Young pour
les espaces de Lorentz donne l’inégalité pour eνt∆a et il suffit alors d’appliquer le Théorème 25
(voir [13]). Ainsi, lorsque ϑ ≤ (d+2)/2, le reste Rν(t, x) explose moins vite que le terme principal
|x|−d−1E(t, x/√t+ 1) dans la zone où |x|2 ≤ t+ 1. Le facteur de gain est (1 + t)−(d+22 −ϑ).
2.5.4 Preuves
Nous allons démontrer successivement les Théorèmes 30, 32 et 33 puis la Proposition 31. L’es-
sentiel de la méthode et des calculs est commun aux quatre énoncés et est donc exposé d’abord.
A-priori, toutes les constantes de ce paragraphe dépendent de la viscosité.
 Elimination de la viscosité
La transformation d’échelle
u(t, x) = νu˜(νt, x)
permet de faire les calculs avec une viscosité ν = 1, ce qui simplifie un peu les formules.
 Décomposition du terme non-linéaire
On utilise une décomposition de la non-linéarité de (NS) inspirée par l’article de M. Schon-
bek [74] qui donne une borne inférieure de l’énergie lorsque t→ +∞ :
(u⊗ u)(t, x) =
(∫
Rd
(u⊗ u)(t, y) dy
)
g(x) + v(t, x)
où g est la fonction gaussienne standard. Comme
∫
Rd
v(t, x) dx = 0, la fonction et∆ P div v a un
meilleur comportement à l’infini que la non-linéarité initiale et∆P div(u⊗ u). Le choix d’une gaus-
sienne plutôt qu’une fonction arbitraire d’intégrale 1 est dicté par la propriété (2.2.4).
Plus précisément, on pose :
(uhuk)(t, x) = Eh,k(t)g(x) + vh,k(t, x) avec Eh,k(t) =
(
uh(t)|uk(t)
)
L2
. (2.5.13)
Grâce à (2.2.4), l’équation (NSi) prend donc la forme suivante (rappel, ici ν = 1) :
uj(t) = e
t∆aj −
∑
h,k
∫ t
0
Eh,k(s) Fj;h,k(t+ 1− s) ds−
∑
h,k
∫ t
0
vh,k(s) ∗ Fj;h,k(t− s) ds.
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Le développement asymptotique (2.2.7) du noyau Fj;h,k donne :
uj(t, x) = e
t∆aj(x) +
Pj(t, x)
|x|d+4 +Rj(t, x), (2.5.14)
où Pj vérifie (2.5.4) et
Rj(t, x) = −
∑
h,k
(
R
(1)
j;h,k(t, x) +R
(2)
j;h,k(t, x)
)
avec :
R
(1)
j;h,k(t, x) = |x|−(d+1)
∫ t
0
Eh,k(t− s) Ψj;h,k
(
x√
s+ 1
)
ds, (2.5.15a)
R
(2)
j;h,k(t, x) =
∫ t
0
vh,k(s) ∗ Fj;h,k(t− s) ds. (2.5.15b)
Les fonctions Ψj;h,k sont celles définies par (2.2.7).
Le tourbillon de P˜ (t, x) = |x|−d−4P (t, x) est identiquement nul :
rot P˜ =
(
∂iP˜j − ∂jP˜i
)
i,j
= 0.
Ce terme est donc un champ de gradient. On vérifie immédiatement que le potentiel est donné par
la formule (2.5.3).
Remarque - La décomposition précédente fournit une bonne approximation d’une non-linéarité gaus-
sienne “en temps moyen”. Précisément, le carré de la solution fondamentale de l’équation de la
chaleur (avec viscosité ν = 1) s’écrit
g2t (x) =
(∫
Rd
gt(y)
2dy
)
g+4(t, x).
avec
4(t, x) =
{
1−
(
t
2
)d/2
e(2−t)|x|
2/4t
}
g2t (x).
Pour x ∈ Rd fixé, cette approximation est donc mauvaise à la fois pour t → 0 et pour t → +∞.
Cependant, si
t = 2 ou |x|2 = 2d t
t− 2 ln
t
2
,
on a 4(t, x) = 0. ♦
 Estimations du terme de reste Rj;h,k
La formule (2.5.14) n’a d’intérêt que dans la mesure où on est capable d’estimer le terme de reste.
Remarquons d’ailleurs que le reste doit compenser exactement le terme homogène de degré −d− 1
lorsque x→ 0 et t > 0 ou pour x ∈ Rd fixé et t→ +∞. Les calculs de ce paragraphe sont communs
aux différents résultats qu’on se propose de démontrer.
Borne supérieure de R(1)j;h,k(t, x). L’estimation (2.2.8) donne :
Ψj;h,k
(
x√
4(s + 1)
)
≤ C exp
(
− c |x|
2
4(s+ 1)
)
,
donc
|R(1)j;h,k(t, x)| ≤ C |x|−d−1 exp
(
− c |x|
2
4(t+ 1)
) ∫ t
0
‖u(s)‖2L2 ds. (2.5.16)
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Borne supérieure de R(2)j;h,k(t, x). Comme
∫
Rd
vh,k(s, x) dx = 0, le second terme de reste s’écrit :
R
(2)
j;h,k(t, x) =
∫ t
0
∫
Rd
vh,k(s, y) (Fj;h,k(x− y, t− s)− Fj;h,k(t− s, x)) ds dy.
La formule de Taylor donne :
|R(2)j;h,k(t, x)| ≤
∫ t
0
∫
|y|≤|x|/2
|y| |vh,k(s, y)| sup
|z|≤|x|/2
|∇Fj;h,k(x+ z, t− s)| ds dy
+
∫ t
0
(∫
|y|≥|x|/2
|vh,k(s, y)| dy
)
|Fj;h,k(t− s, x)| ds (2.5.17)
+
∫ t
0
∫
|y|≥|x|/2
|vh,k(s, y)| |Fj;h,k(x− y, t− s)| ds dy.
Grâce à (2.2.7)–(2.2.8), on a |∇Fj;h,k(t, x)| ≤ C|x|−(d+2) uniformément pour t > 0. On obtient :
|R(2)j;h,k(t, x)| ≤ C
(∫ t
0
∫
|y|≤|x|/2
|y| |vh,k(s, y)| dy ds
)
|x|−(d+2)
+
(∫ t
0
∫
|y|≥|x|/2
|vh,k(s, y)| dy ds
)
|x|−(d+1) (2.5.18)
+
∫ t
0
(t− s)−1/2 sup
|y|≥|x|/2
|vh,k(s, y)| ds.
Dans la dernière intégrale, on a utilisé la propriété (2.2.13).
Il reste maintenant à combiner les hypothèses de localisation de u aux formules (2.5.16), (2.5.17)
ou (2.5.18) pour obtenir les résultats annoncés.
 Asymptotique en temps fini
Ce paragraphe est consacré à la démonstration du Théorème 30. On cherche donc à contrôler
les restes ci-dessus sans se préoccuper de l’accroissement des constantes avec t > 0. Cependant, on
doit apporter un soin particulier à l’asymptotique t→ 0 afin de pouvoir en déduire ultérieurement
des bornes inférieures sur u comme (2.6.5).
Le terme R(1)j;h,k vérifie
|R(1)j;h,k(t, x)| ≤
C (t+ 1)1/2
|x|min{2ϑ ; d+2}
∫ t
0
‖u(s)‖2L2 ds. (2.5.19)
En effet, si (d+ 1)/2 < ϑ ≤ d+ 2/2, on a
exp
(
− c |x|
2
4(t+ 1)
)
≤ C ′|x|d+1−2ϑ(t+ 1)ϑ− d+12
et si ϑ ≥ d+ 2/2, on a aussi
exp
(
− c |x|
2
4(t+ 1)
)
≤ C ′|x|−1(t+ 1)1/2.
Dans les deux cas, la pénalisation en temps est moindre que (1 + t)1/2.
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Pour contrôler R(2)j;h,k, on peut remarquer que, par définition de v :
|vh,k(s, y)| ≤ |u(s, y)|2 + ‖u(s)‖22 g(y) ≤ C(1 + |y|)−2ϑ¯ ‖u(s)‖2L∞ϑ
¯
avec ϑ
¯
= min{ϑ ; d+ 1}. En conséquence et puisque 2ϑ
¯
> d+ 1 :
|R(2)j;h,k(t, x)| ≤ C |x|−d−2
∫ t
0
‖u(s)‖2L∞ϑ
¯
ds
+ |x|−1−2ϑ¯
(∫ t
0
‖u(s)‖2L∞ϑ
¯
ds
)
+ (1 + |x|)−2ϑ¯
∫ t
0
‖u(s)‖2L∞ϑ
¯
(t− s)−1/2 ds.
Ainsi, pour |x| ≥ 1 :
|R(2)j;h,k(t, x)| ≤
C (t+
√
t)
|x|min{2ϑ ; d+2} sups≤t ‖u(s)‖
2
L∞ϑ
¯
. (2.5.20)
Ce calcul achève la preuve du Théorème 30.
Remarque - Lorsque 0 ≤ t < min{1;T}, on a en particulier :
|R(t, x)| ≤
C
√
t ‖a‖2L∞ϑ
|x|min{2ϑ,d+2} · (2.5.21)
Rappelons au passage que L∞ϑ ⊂ L2 puisque ϑ > d/2. ♦
 Développement asymptotique de la pression
Démontrons maintenant le Théorème 32. La pression est définie, à une fonction arbitraire de t
près, par :
−∇p = (∂t −∆)u+ div(u⊗ u).
Dans les termes linéaires, on remplace u par le profil (2.5.14). On obtient alors :
−∇p = ∇(∂t −∆)Π + (∂t −∆)R+ div(u⊗ u)
d’où (2.5.6) avec
−∇q = −∇∆Π+ (∂t −∆)R+ div(u⊗ u).
Grâce à la Proposition 21, il suffit donc de vérifier que
t1/2∇q ∈ L∞([0, T ];L11+ε(Rd\{|x| < 1}))
avec ε = min{2ϑ′ − d− 1; 1} et ϑ′ < ϑ.
Pour tout t > 0, le terme ∇∆Π est une fonction homogène de degré −d − 3 dont les coeffi-
cients sont bornés par ‖a‖2L2. Il est donc borné uniformément dans L∞
(
[0, T ];L13−α(R
d\{|x| < 1}))
avec α > 0 arbitraire.
L’hypothèse ∂ia ∈ L∞ϑ et (2.3.17) impliquent que le terme div(u⊗u) = (u·∇)u est uniformément
borné dans L∞2ϑ ⊂ L12ϑ′−1.
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Le reste R(t, x) est la somme de deux termes. Le premier étant exponentiellement décroissant,
voici les détails des calculs pour le second :
(∂t −∆)R(2)j;h,k(t, x) = vh,k(0) ∗ Fj;h,k(t) +
∫ t
0
(∂t −∆)vh,k(t− s) ∗ Fj;h,k(s) ds
avec vh,k(t, x) = uhuk − (uh|uk)L2 g(x) ∈ L∞([0, T ];L∞2ϑ). On a aussi :
∂tvh,k = (∂tuh)uk + uh(∂tuk)− (∂tuh|uk)L2 g(x) − (uh|∂tuk)L2 g(x).
Ainsi, t1/2∂tvh,k ∈ L∞([0, T ];L∞2ϑ). Pour contrôler les produits scalaires on utilise le fait que ϑ > d/2
donc que la norme L∞ϑ contrôle la norme L
2.
Le Théorème 9 et plus exactement l’inégalité (2.2.21) impliquent alors
t1/2vh,k(0) ∗ Fj;h,k(t) ∈ L∞([0, T ];L∞min{2ϑ;d+1}).
En utilisant la formule (2.3.19), on obtient aussi :∫ t
0
(∂t −∆)vh,k(t− s) ∗ Fj;h,k(s) ds ∈ L∞([0, T ];L∞min{2ϑ;d+1}).
Ainsi t1/2(∂t − ∆)R(2) ∈ L∞([0, T ];L∞min{2ϑ;d+1}) ⊂ L∞([0, T ];L1min{2ϑ′−d;1}). On remarque que la
constante peut grandir avec T .
Ceci achève la preuve du Théorème 32.
 Asymptotique en temps long
On considère une solution globale u de (NS) vérifiant (2.5.9) et on souhaite démontrer le Théo-
rème 33. Comme on s’est ramené au cas ν = 1, l’équation (2.5.14) implique le profil (2.5.10) avec
Ej(t, y) = −
∑
h,k
∫ t
0
∫
Rd
(uhuk)(t− s, y)Ψj;h,k
(√
t+ 1
s+ 1
y
)
dz ds
et
Rj(t, x) = −
∑
h,k
R
(2)
j;h,k.
La borne exponentiellement décroissante (2.2.8) fournit immédiatement la première inéga-
lité (2.5.11). Pour démontrer la deuxième partie de (2.5.11), on utilise (2.5.17). L’hypothèse (2.5.9)
implique en particulier :
‖u(t)‖2L2 ≤ C (1 + t)−(ϑ−
d
2
−)
pour tout  > 0. Ainsi :
|vh,k(s, y)| ≤ |u(s, y)|2 + ‖u(s)‖22 g(y) ≤ C (1 + |y|)−2α (1 + s)−(ϑ−α)
pour d/2 < α ≤ ϑ. D’autre part, l’inégalité (2.2.7) entraîne, pour 0 ≤ β ≤ d+ 1 et 0 ≤ γ ≤ 1 :
|Fj;h,k(t, x)| ≤ C|x|−βt−(d+1−β)/2,
|∇Fj,hk(t, x)| ≤ |x|−(d+1+γ)t−(1−γ)/2.
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La Proposition 8 donne aussi ‖Fj;h,k(t)‖L1 ≤ C t−1/2. Ainsi, (2.5.17) entraîne :
|R(t, x)| ≤ C
(∫ t
0
∫
|y|≤|x|/2
(1 + |y|)1−2α(1 + s)−ϑ+α(t− s)− 12+ γ2 dy ds
)
|x|−(d+1+γ)
+C
(∫ t
0
∫
|y|≥|x|/2
(1 + |y|)−2α(1 + s)−ϑ+α|x|−β(t− s)− d+1−β2 dy ds
)
(2.5.22)
+C
∫ t
0
(t− s)−1/2(1 + |x|)−2α(1 + s)−ϑ+α ds.
On désigne respectivement par I1, I2 et I3 les intégrales du second membre. Les paramètres α
et β peuvent être choisis indépendamment pour contrôler chaque intégrale.
On décompose I1 en I1,1+I1,2 en découpant l’intégrale
∫ t
0 en
∫ t/2
0 et
∫ t
t/2. On choisit α =
d+1
2 +
avec  > 0. Alors, pour tout t ≥ 1,
I1,1 ≤ Cγ |x|−(d+1+γ) ×
t
d+2+γ
2
−ϑ si d+12 < ϑ ≤ d+32
t−
1
2
+ γ
2 si ϑ > d+32
et
I1,2 ≤ Cγ, |x|−(d+1+γ) t
d+2+γ
2
+−ϑ.
En conséquence :
I1 ≤ Cγ, |x|−(d+1+γ) ×
t
d+2+α
2
−ϑ+ si d+12 < ϑ <
d+3
2
t−
1
2
+α
2 si ϑ > d+32 ·
(2.5.23)
Pour I2, on choisit α = d+12 +  et β = d + γ. Pour I3, on choisit plutôt α =
d+1+γ
2 . Dans les
deux cas, un calcul analogue au précédent conduit encore à l’estimation (2.5.23). Ceci achève la
preuve du Théorème 33.
 Critère d’annulation de ∇Π
La preuve de la Proposition 31 consiste à vérifier un résultat un peu plus complet : on considère
une famille de polynômes homogènes
Qj(x) =
∑
h,k
(|x|2σj,h,k(x)− (d+ 2)xjxhxk)Kh,k (2.5.24)
où K = (Kh,k) une matrice réelle donnée.
Proposition 34 Les assertions suivantes sont équivalentes :
1. La matrice K est proportionnelle à l’identité, i.e.
∀h, k ∈ {1, . . . , d}, Kh,k = α δh,k (2.5.25)
avec α = 1d TrK.
2. Qj ≡ 0 pour tout indice j ∈ {1, . . . , d}.
3. Il existe un indice j ∈ {1, . . . , d} tel que Qj ≡ 0.
4. Il existe un indice j ∈ {1, . . . , d} tel que ∂jQj ≡ 0.
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Preuve En mettant en facteur le terme xjx2` dans (2.5.24), la j
ème composante de Q s’écrit :
Qj(x) = xj
d∑
`=1
{TrK − dK`,` + 2(Kj,j −K`,`)}x2`
+2|x|2K˜(ej , x)− (d+ 2)xjK˜(x, x)
où ei = (0, . . . , 0, 1, 0, . . . , 0) désigne la base canonique de Rd et K˜ est la forme bilinéaire associée
aux coefficients extra-diagonaux de K :
K˜(u, v) =
∑
h 6=k
Kh,kuhvk.
Les relations (2.5.25) signifient que la matrice K = (Kh,k)1≤h,k≤d est proportionnelle à la matrice
identité. Dans ce cas, on vérifie immédiatement que Qj(x) = 0.
Montrons inversement que ∂jQj ≡ 0 implique K = α Id. On a :
∂jQj(x) =
d∑
`=1
{(1 + 2δj,l)(TrK − dK`,`) + 2(Kj,j −K`,`)}x2`
− 2dxjK˜(ej , x)− (d+ 2)K˜(x, x).
Par hypothèse, ∂jQj(ei) = 0 pour tout i, donc
∀` ∈ {1, . . . , d}, (1 + 2δj,l)(TrK − dK`,`) + 2(Kj,j −K`,`) = 0.
Tous les termes diagonaux de K sont donc égaux. En conséquence :
∂jQj(x) = −2dxjK˜(ej, x)− (d+ 2)K˜(x, x).
Par hypothèse, cette expression est identiquement nulle ; en dérivant par rapport à xj, on obtient
alors :
∂2jQj = −4(d− 1)K˜(ej, x) = 0
donc K˜(ej , x) = 0 puisque d ≥ 2. Finalement, K˜(x, x) ≡ 0 et Ki,i = 1d TrK pour i ∈ {1, . . . , d}.
2.6 Obstructions à la décroissance
Lorsque la donnée de Cauchy est suffisamment régulière et décroissante, on a (cf. Théorème 15) :
u(t, x) = Ot
(
(1 + |x|)−(d+1)). (2.6.1)
Il est légitime de poser le problème de la validité de la borne inférieure correspondante.
Une première difficulté est la suivante : la borne supérieure implique que u(t, ·) ∈ L1(Rd). La
condition de divergence nulle entraîne donc :
∀t > 0, ∀j ∈ {1, . . . , d},
∫
Rd
uj(t, x) dx = 0.
En particulier, comme u est régulière pour t > 0, aucune borne inférieure non triviale par une
fonction positive donnée n’est possible.
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Des bornes inférieures de nature intégrale sont déjà connues. Par exemple, L. Brandolese et
Y. Meyer [12] ont démontré que si la donnée initiale ne présente pas de symétries particulières et
plus précisément s’il existe j 6= k dans {1, . . . , d} tels que∫
Rd
aj(x) ak(x) dx 6= 0 (2.6.2a)
ou ∫
Rd
a2j(x) dx 6=
∫
Rd
a2k(x) dx (2.6.2b)
alors, pour t > 0 arbitrairement petit, la solution de (NS) vérifie
R
∫
R≤|x|≤2R
|u(t, x)| dx 6→ 0 lorsque R→ +∞. (2.6.3)
En particulier, (cf. [58, Théorème 25.2]), on a :∫
Rd
|x| |u(t, x)| dx = +∞ et
∫
Rd
|x|d+2|u(t, x)|2 dx = +∞
même si la donnée initiale est à décroissance rapide.
Le Théorème 30 permet à la fois de simplifier la preuve de ce résultat et de le généraliser par des
bornes inférieures ponctuelles. Les exemples de flots symétriques décroissant exceptionnellement
vite (cf. §2.4.2) montrent qu’on ne peut pas s’affranchir des hypothèses (2.6.2).
2.6.1 Bornes inférieures ponctuelles et diffusion instantanée
Le résultat suivant complète la description du phénomène de diffusion instantanée (cf. [12]
ou [58]).
Proposition 35 Pour ϑ > d+ 1, soit a ∈ L∞ϑ un champ de vecteur à divergence nulle. On considère
la solution u de (NS) dans Cw
(
[0, T );L∞d+1
)
. On pose T ′ = min{1;T} et
ϑ∗ = max
{1
2
;
1
ϑ− d− 1
}
.
1. Il existe une constante c > 0 telle que, pour t assez petit et |x| ≥ C t−ϑ∗ :
|u(t, x)| ≤ c t |x|−(d+1). (2.6.4)
2. Si les relations de non-symétrie (2.6.2) sont satisfaites pour un couple (j, k), alors, pour tout x
situé dans un voisinage conique de l’axe xj ou de l’axe xk, avec ≥ C t−ϑ∗, on a :
|uj(t, x)| ≥ c′ t |x|−(d+1). (2.6.5)
De plus, pour une solution non-symétrique, la borne inférieure (2.6.5) vaut dans presque toute
direction :
Σ =
σ ∈ Sd−1 ; lim inft→0+|x|→+∞
x∈Rσ
(
t−1 |x|d+1 |uj(t, x)|
)
= 0
 (2.6.6)
est un sous-ensemble fermé et de mesure nulle de la sphère Sd−1.
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Ce résultat montre que, pour les flots non-symétriques (i.e. génériques), chaque composante du
champ de vitesse diffuse instantanément dans toutes les directions. Pour t > 0 assez petit :
R ≥ C t−ϑ∗ =⇒
∫
R≤|x|≤2R
|uj(t, x)| dx ≥ c0t
R
.
En particulier, si 1 ≤ p < +∞ et ϑ+ dp ≥ d+ 1 :∫
Rd
|xk|ϑp|uj(t, x)|p dx = +∞, (2.6.7)
pour tout couple (j, k) ∈ {1, . . . , d}2. La propriété (2.6.7) est complémentaire de l’inégalité donnée
par le Corollaire 18 (p.33) : pour 1 ≤ p ≤ ∞ et ϑ+ dp ≤ d+ 1− ε1/p,∫
Rd
(1 + |x|)ϑp|u(t, x)|p dx ≤ Cu(t)
∫
Rd
(1 + |x|)ϑp|a(x)|p dx (2.6.8)
avec Cu(t) < +∞ tant que la solution est régulière.
Preuve La borne supérieure (2.6.4) résulte par exemple du Théorème 30 et de la formule (2.5.21) :
|u(t, x)− et∆a(x)| ≤ C t |x|−(d+1) + C√t |x|−(d+2) ≤ C t |x|−(d+1)
pour (t, x) ∈ [0;T ′]× Rd et |x| ≥ t−1/2. De plus, si |x| ≥ t−1/(ϑ−d−1), on a :
|et∆a(x)| ≤ C|x|−ϑ ≤ 12C t|x|−d−1. (2.6.9)
Intéressons-nous maintenant à la borne inférieure (2.6.5). On doit distinguer deux cas.
1. Il existe j 6= k tels que α =
∫
Rd
(ajak) dx 6= 0. Alors, pour t > 0 assez petit,
|Kj,k(t)| ≥ |α|t
2
·
Pour  > 0, l’ensemble Γk = {x ; |xr| < |xk| (r 6= k)} est un voisinage conique de l’axe xk.
L’identité (2.5.4) donne alors
∀x ∈ Γk, |x| ≥ R =⇒ |Pj(t, x)| ≥ |α|t
3
|xk|3
si  est choisi assez petit et R assez grand. En combinant (2.5.14), (2.5.21) et (2.6.9) on obtient
donc
|u(t, x)| ≥ |uj(t, x)| ≥ |α|t
4
|xk|−(d+1) ≥ |α|t
4
|x|−(d+1)
pour x ∈ Γk et |x| ≥ C t−ϑ∗ , i.e. (2.6.5).
2. Dans le deuxième cas, il existe j 6= k tels que
∫
Rd
a2j dx 6=
∫
Rd
a2k dx. Quitte à échanger j et k,
on peut alors supposer que :
β =
d∑
m=1
∫
Rd
a2m dx− d
∫
Rd
a2j dx 6= 0.
Le même argument s’applique alors à x ∈ Γj et |x| ≥ C t−ϑ∗ :
|u(t, x)| ≥ |uj(t, x)| ≥ |β|t
4
|xj |−(d+1) ≥ |β|t
4
|x|−(d+1).
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Ceci démontre (2.6.5).
Il reste à prouver la dernière assertion de la Proposition 35. L’application s 7→
∫
Rd
(uhuk)(s, x) dx
est continue ; (2.5.4) implique donc :
∀x ∈ Rd, lim
t→0
1
t
P (t, x) = P(x)
avec P = (P1, . . .Pd) défini par
Pj(t, x) = γd
∑
h,k
(∫
Rd
ahak
)(
(d+ 2)xjxhxk − |x|2σj,h,k(x)
)
.
La convergence de t−1 P (t, x) vers P(x) est uniforme lorsque x décrit la sphère unité. Sous l’hy-
pothèse (2.6.2), la Proposition 31 entraîne que Pj 6≡ 0 donc que c’est un polynôme homogène de
degré 3 pour tout j = 1, . . . , d.
On considère la famille suivante d’ouverts denses de la sphère unité :
Ωj = {ω ∈ Sd−1 : Pj(ω) 6= 0}
et pour ω ∈ Ωj , on définit Tω > 0 comme la borne supérieure des t ≤ T ′ tels que
1
t
|Pj(ω, t)| ≥ 1
2
|Pj(ω)|.
On pose enfin cω = 14 |Pj(ω)|.
Si ω = x/|x| ∈ Ωj, les inégalités (2.5.14), (2.5.21) et la majoration élémentaire |et∆a(x)| ≤
C|x|−ϑ entraînent :
|uj(t, x)| ≥ 2cω t |x|−(d+1) − C t1/2|x|−(d+2) − C|x|−ϑ ≥ cω t |x|−(d+1)
pour 0 ≤ t ≤ Tω et |x| ≥ Cω t−ϑ∗ . Autrement dit, Σ ⊂ Ωcj. C’est donc une surface algébrique et en
particulier, un sous-ensemble de mesure nulle de Sd−1.
2.6.2 Bornes inférieures en temps grand dans les espace à poids
Dans cette section, on se place dans le cadre d’application du Théorème 33. On suppose de plus
que a ∈ L∞ϑ avec ϑ > d+22 . Comme L∞ϑ ⊂ B˙−1−2,∞ , le Théorème 25 entraîne alors que la solution
est L2(R+ × Rd) ; on peut donc définir :
∇Π∞(x) ≡ lim
t→∞∇Π(t, x).
La Proposition 31 assure que ∇Π∞ est génériquement non nul. Le profil (2.5.10) entraîne donc
que, pour tout ε > 0 :∣∣∣u(t, x) − et∆a(x)−∇Π∞(x)∣∣∣ ≤ Ce−|x|2/(t+1) + Cε|x|−d−1 t−(ϑ−ε−(d+2)/2). (2.6.10)
On se propose d’en déduire des bornes inférieures des normes de u.
Proposition 36 Soit a ∈ L∞d+1+ε et u la solution correspondante de (NS) dans L∞d+1. On suppose que
le Théorème 33 s’applique et que ∇Π∞ 6≡ 0. Alors, on a :
‖u(t)‖Lpϑ ≥ c (1 + t)
− 1
2
(d+1−ϑ− d
p
) (2.6.11)
pour 1 ≤ p ≤ ∞ et 0 ≤ ϑ ≤ d+ 1− ε1/p.
- 59 -
§2.6 - OBSTRUCTIONS À LA DÉCROISSANCE Partie I - Chapitre 2
Remarques
1. Cette borne inférieure était déjà connue dans certains cas : lorsque p = 2 et 0 ≤ ϑ ≤ 2 (cf.
[74], [4]) ou lorsque 1 ≤ p ≤ ∞ et ϑ = 0 (cf. [36]).
2. L’hypothèse (2.5.9) implique en particulier :
‖u(t)‖Lpϑ ≤ Cε (1 + t)
− 1
2
(d+1−ϑ− d
p
−ε)
pour tout ε > 0. En fait, la borne optimale (i.e. avec ε = 0) a été obtenue par plusieurs
auteurs, au moins lorsque p ≥ 2 et avec quelques restrictions supplémentaires sur ϑ (cf. §2.4.3
ou [57] et les références auxquelles il renvoie). ♦
Preuve Pour A > 0, on définit :
DA(t) = {x ∈ Rd ; |x|2 ≥ A(t+ 1)}.
L’inégalité (2.6.10) entraîne :
∥∥u(t)− et∆a∥∥p
Lpϑ
≥
∫
DA(t)
|u(t, x)− et∆a(x)|p(1 + |x|)pϑ dx
≥ 1
2
∫
DA(t)
|∇Π∞(x)|p(1 + |x|)pϑ dx
≥ C (A(t+ 1))− p2 (d+1−ϑ− dp )
(2.6.12)
la dernière inégalité résulant du fait que ∇Π∞ 6≡ 0. On peut en effet trouver un cône Γ tel que
∀x ∈ Γ, |∇Π∞(x)| ≥ c0|x|d+1
avec c0 qui ne dépend que de la constante C0 dans (2.5.9).
D’autre part, comme a ∈ L1(Rd) et div a = 0, on a
∫
a(y) dy = 0. On en déduit :
|et∆a(x)| ≤ C(1 + |x|)−ϑ (1 + t)(ϑ−d−1)/2
par un calcul analogue à (2.5.17). Alors,∫
DA(t)
|et∆a(x)|p(1 + |x|)αp dx ≤ C A− p2 (ϑ−α− dp ) t− p2 (d+1−α− dp ).
L’exposant de A étant ici strictement inférieur à celui de (2.6.12), la comparaison de ces deux
inégalités implique (2.6.11) si A est choisi assez grand.
2.6.3 Isotropie des solutions exceptionnellement bien localisées
On a vu que le flot de Navier-Stokes propage certains profils anisotropes, dans la mesure où ils
sont compatibles avec le flot de la chaleur et qu’ils ne violent pas la limite de diffusion instantanée
(cf. Théorème 23).
Au contraire, le résultat suivant indique que la décroissance à l’infini des solutions exception-
nellement bien localisées est nécessairement isotrope.
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Proposition 37 Soit a ∈ L∞d+1+ε un champ de vecteur à divergence nulle avec 0 < ε < 1. On désigne
par u la solution correspondante de (NS) dans Cw
(
[0, T );L∞d+1
)
. Pour tout t > 0 (fixé), s’il existe
un indice j ∈ {1, . . . , d} et un sous-ensemble Σ ⊂ Sd−1 de mesure positive tels que
∀σ ∈ Σ, lim
|x|→+∞
x∈Rσ
|x|d+1uj(t, x) = 0, (2.6.13)
alors, toutes les composantes uk (k = 1, . . . , d) du champ de vitesse vérifient :
|uk(t, x)| ≤ C(1 + |x|)−(d+1+ε). (2.6.14)
De plus, lorsque (2.6.13) vaut sur un intervalle de temps fini t ∈ [T0, T1], la constante C peut être
choisie indépendamment de t.
Preuve L’hypothèse implique que ∂jΠ(t, x) ≡ 0. La Proposition 31 entraîne alors que toutes les
autres composantes s’annulent : ∇Π(t, x) ≡ 0. Le résultat découle alors immédiatement du déve-
loppement asymptotique (2.5.2).
2.7 Application à l’écoulement autour d’un obstacle aérodynamique
Voici une dernière application du Théorème 30. Dans le demi-espace
Rd+ = {(x′, xd) : x′ ∈ Rd−1, xd > 0},
on considère le semi-groupe {e−tA′}t≥0 engendré par −A′ = ν∆ avec les conditions de Neumann :
∂du
′|∂Rd+ = 0, ud|∂Rd+ = 0. (2.7.1)
On pose u′ = (u1, . . . , ud−1) et x′ = (x1, . . . , xd−1).
Les conditions de Neumann ne sont pas standard pour Navier-Stokes puisque la condition
naturelle est celle de Dirichlet (cf. le Théorème 4). Les conditions de Neumann suppriment le
phénomène de couche limite. Cependant, on peut rendre compte de l’hypothèse (2.7.1) dans le
cadre de l’approximation laminaire pour les corps bien profilés (voir plus bas) ; cette approximation
suppose que les effets de la viscosité sont asymptotiquement négligeables à l’extérieur de la couche
limite et du sillage.
Examinons maintenant le cadre mathématique. Les conditions de Neumann entraînent, au
moins formellement, la conservation de l’énergie :
1
2
d
dt
‖u‖2L2 + ν ‖∇u‖2L2 = 0.
La formulation intégrale de Navier-Stokes dans Rd+ devient :
u(t) = e−tA
′
a−
∫ t
0
e−(t−s)A
′
P div(u⊗ u)(s) ds, (2.7.2)
étant entendu que la donnée de Cauchy vérifie div a = 0. On peut alors construire des solutions
faibles et des solutions fortes avec des techniques classiques (cf. [37]).
Le résultat qu’on se propose de démontrer est le suivant.
- 61 -
§2.7 - APPLICATION PHYSIQUE Partie I - Chapitre 2
Proposition 38 Soit a ∈ L∞ϑ (Rd+) avec ϑ > (d+1)2 . Il existe T > 0 et une unique solution forte
u ∈ Cw
(
[0, T );L∞ϑ
¯
(Rd+)
)
de (2.7.2) avec ϑ
¯
= min{ϑ; d+ 1}. Cette solution vérifie :
u(t, x) = eνt∆a(x) +H(t, x) +Ot
(
|x|−min{2ϑ ; d+2}
)
, (2.7.3)
où H = (H1, . . . ,Hd) est homogène de degré −(d+ 1) et
|Hj(t, x)| ≤ C|x′| · |x|−(d+2), (1 ≤ j ≤ d− 1) (2.7.4)
|Hd(t, x)| ≤ C|xd| · |x|−(d+2). (2.7.5)
Les constantes dépendent de la viscosité. De plus, H est un champ de gradient.
La Proposition 38 entraîne les estimations anisotropes suivantes :
ud(t, x) = O
(|x′|−(d+2)) et u′(t, x) = O(|x′|−(d+1)) si |x′| → +∞ avec xd fixé
ud(t, x) = O
(|xd|−(d+1)) et u′(t, x) = O(|xd|−(d+2)) si xd → +∞ avec x′ fixé.
Ceci n’est pas contradictoire avec la Proposition 37 car ces taux de décroissance sont valables dans
une région cylindrique et non conique.
Preuve La preuve est très simple. Si u est une solution de (2.7.2), on peut construire une solution
de (NS) dans Rd en posant (cf. [37]) :u˜j(x1, . . . , xd−1,−xd, t) = uj(x1, . . . , xd−1, xd, t) si j 6= du˜d(x1, . . . , xd−1,−xd, t) = −ud(x1, . . . , xd−1, xd, t) sinon.
Les hypothèses de la Proposition 38 étant vérifiées, on peut appliquer (2.5.2) à u˜. Or, par construc-
tion
K˜j,d(t) =
∫ t
0
∫
Rd
(u˜j u˜d)(s, x) dx ds ≡ 0
si j 6= d. L’identité (2.5.4) entraîne alors que ∇Π˜(t, x) = |x|−d−4 |P (t, x)| est borné par une fonc-
tion H(t, x) qui vérifie (2.7.4).
L’interprétation physique de ce résultat est la suivante. Considérons un corps aérodynamique Ω
se déplaçant à la vitesse V dans un fluide au repos. La dimension L du corps étant fixée, le nombre
de Reynolds de l’écoulement est
Re =
V L
ν
donc proportionnel à V . La théorie de Prandtl (cf. [47, Chapitre 9] ou [10, Chapitre VI]) indique
que le fluide ne devrait être vraiment perturbé que dans un voisinage mince du bord du corps
(la couche limite), d’épaisseur ε ∼ √νL/V . Pour vérifier la consistance de cette hypothèse, on
considère le domaine extérieur à Ω+ Bε. On désigne par n la normale au bord et on pose
u = uh + (u · n)n.
L’absence d’interaction avec la couche limite se traduit par les conditions aux limites :
u · n = 0 et ∂uh
∂n
= 0.
Dans le cas d’un bord rectiligne, on retrouve (2.7.1).
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Fig. 2.6 – Perturbation de l’approximation laminaire au-delà de la couche limite de Prandtl.
Dans le référentiel du corps (qui est galliléen puisqu’en translation rectiligne uniforme) le champ
de vitesse apparent du fluide s’écrit :
u(t, x) = V + v(t, x)
et vérifie l’équation (NS).
On modélise une petite perturbation de l’approximation laminaire par une donnée de Cauchy
u(0, x) = V + a(x) où a est une fonction très bien localisée (par exemple à support compact). On
pose alors v(t, x) = w(t, x+ V t) et w(t, y) vérifie (NS) avec la donnée de Cauchy w(0, y) = a(y).
L’application du Théorème 38 à la solution w(t, y) s’interprète de la façon suivante.
1. Asymptotiquement loin de la couche limite, l’écoulement perturbé est potentiel (i.e. est un
champ gradient). En particulier, c’est un champ irrotationnel. Cette propriété est en accord
avec l’observation physique que le tourbillon prend naissance dans la couche limite.
2. A une unité de distance de la couche limite, la perturbation du champ de vitesse est de l’ordre
de |a|2. En conséquence, l’approximation laminaire est stable si et seulement si V  tL |a|2,
c’est-à-dire si le nombre de Reynolds est suffisamment grand, par exemple Re tν |a|2. Cette
conclusion est aussi en accord avec l’observation expérimentale (voir [47, Chapitre 9]).
En bref, la discussion précédente permet de conclure que lorsque le nombre de Reynolds est suffi-
samment élevé, l’approximation laminaire est mathématiquement consistante le long des parois
latérales d’un corps bien profilé.
Bien entendu, ce résultat ne justifie pas, à lui seul, l’approximation laminaire. Il serait beau-
coup plus convaincant de démontrer un théorème d’approximation dans le cadre de conditions de
Dirichlet, mais ce problème est aujourd’hui encore ouvert.
Dans le cas d’un écoulement stationnaire, des profils ont été obtenus par F. Haldi et P. Wittwer
[48], [86]. Ils modélisent l’effet d’aspiration derrière un obstacle (“wake flow” en anglais). Cepen-
dant, eux non plus ne travaillent pas directement avec l’obstacle ; ils se placent dans un demi-plan
perpendiculaire au flot principal, situé en retrait du corps, et imposent des conditions aux limites
dictées par des modèles expérimentaux.
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Pour les écoulements instationnaires, les travaux récents de Y. Kozono [56] et C. He, T. Miya-
kawa [49] suggèrent que les conditions de non-symétrie (2.6.2) doivent être remplacées par la non-
annulation de la résultante des forces exercées par le fluide sur l’obstacle :∫
∂Ω
T[u, p] · n 6= 0
où Tj,k[u, p] =
η
2 (∂juk + ∂kuj)− δj,kp désigne le tenseur des déformations (2.1.11).
2.8 Remarques sur la localisation du tourbillon
L’essentiel de ce chapitre a été consacré à l’étude de la décroissance du champ de vitesse et de
ses dérivées, conduisant aussi à une description du champ de pression.
Avant de clore ce chapitre, il est donc nécessaire de rappeler quelques résultats sur la décrois-
sance du tourbillon. C’est la matrice antisymétrique :
Ωij = ∂iuj − ∂jui. (2.8.1)
En dimension d = 2, c’est une grandeur scalaire et pour d = 3, on l’identifie au rotationnel ω = rotu.
Le tourbillon satisfait l’équation suivante :
∂tΩij − ν∆Ωij + (u · ∇)Ωij = −
∑
k
∂k(uj∂i − ui∂j)uk = −
∑
k
(Ωi,k∂j − Ωj,k∂i)uk. (2.8.2)
Le second membre est identiquement nul en dimension 2. La loi de Biot-Savart permet de recalculer
le champ de vitesse à partir du tourbillon. Par exemple, en dimension d = 3 :
u(t, x) = − 1
4pi
∫
R3
x− y
|x− y|3 ∧ ω(t, y) dy.
Le caractère antisymétrique du tourbillon lui permet d’être très bien localisé alors que le champ
de vitesse ne l’est pas. On peut citer par exemple le résultat suivant.
Théorème 39 (L. Brandolese, [11] - Chap. 3) Soit ω0 un champ à divergence nulle et de classe L∞ϑ (R
3)
pour tout ϑ ≥ 0. Il existe T > 0 et une unique solution régulière de (NS) sur [0, T ] telle que
rotu(0) = ω0. De plus,
u ∈ L∞([0, T ];L∞3 (R3)) et ω ∈
⋂
ϑ≥0
L∞([0, T ];L∞ϑ (R
3)).
Enfin, si
∫
xj ω0(x) dx = 0 pour j = 1, 2, 3, alors u ∈ L∞([0, T ];L∞4 (R3)).
En dimension 2 et lorsque νt est suffisamment petit, R. Danchin [32] a montré aussi que la loca-
lisation du tourbillon est exponentiellement proche de celle de la solution de l’équation d’Euler,
avec convergence lorsque ν → 0.
En temps grand, et dans des variables convenables, le tourbillon converge vers un tourbillon
d’Oseen, i.e. la solution correspondant à une vorticité initiale concentrée à l’origine (cf. [45] pour R2,
[44] pour R3 et [72] pour le cas de R2×[0, 1]). Ce déplacement vers les basses fréquences correspond à
l’observation physique que le tourbillon tend à s’organiser en structures cohérentes et que les petits
tourbillons sont “absorbés” par les plus gros.
- 64 -
Partie I - Chapitre 2 LOCALISATION DU TOURBILLON - §2.8
La Proposition 35 implique que pour une donnée de Cauchy générique, supportée dans la
boule unité, une fraction non négligeable de l’énergie est transportée immédiatement à l’infini.
La convergence vers un tourbillon d’Oseen tend alors à indiquer que ce phénomène de diffusion
instantanée est “minimal” au sens où il ne transporte pas plus de masse à l’infini que le strict
nécessaire exigé par la loi de Biot et Savart.
La théorie de T. Gallay et E. Wayne [44] repose sur des techniques de système dynamique et
permet aussi de caractériser les flots dont le champ de vitesse vérifie ‖u(t)‖L2(R3) = o(t−5/4) comme
éléments d’une variété invariante de codimension 11 dans un espace de fonction adapté.
L’un des objectifs initiaux de mon travail était d’étudier la propagation de l’information fré-
quentielle des tourbillons bien localisés ; par exemple, étant donné un tourbillon initial Ω0 : Rd → R
dans la classe de Schwartz tel que
supp Ωˆ0 ⊂ {ξ ∈ Rd ; |ξ ± ξ0| ≤ ε|ξ0|},
étudier l’évolution ultérieure de Ωˆ(t, ξ) en fonction du paramètre fréquentiel |ξ0|  1/
√
νt. La
question reste pour le moment essentiellement ouverte, mais a été une motivation importante de
l’apprentissage de l’analyse microlocale, qui fait l’objet de la deuxième partie de cette thèse.
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Chapitre 3
Un système couplé : la
magnéto-hydrodynamique
Au chapitre 2, on a étudié des champs vectoriels dont toutes les composantes répondaient au
même profil de décroissance, que ce dernier soit isotrope ou anisotrope. L’enjeu mathématique du
chapitre 3 est d’étudier un problème parabolique vectoriel dont les composantes ont des profils de
localisation différents.
La magnéto-hydrodynamique (MHD) fournit un exemple naturel de système dont les compo-
santes, étant de nature différentes, présentent spontanément des propriétés de localisation diffé-
rentes. Par ailleurs, ce système est une extension de Navier-Stokes ; on peut donc mettre à profit
cette parenté pour réutiliser les techniques du chapitre précédent.
3.1 Description du modèle et énoncé du résultat principal
Les équations de la magnéto-hydrodynamique sont un des modèles classiques de la physique
des plasmas, décrivant l’interaction entre un champ magnétique et un fluide constitué de particules
électriquement chargées.
Les réacteurs Tokamaks en sont une application particulièrement impressionnante : le but de
ces engins est de confiner un plasma dans une région suffisamment dense et chaude pour pouvoir
entretenir des réactions de fusion thermonucléaire. Le confinement est assuré par des champs ma-
gnétiques intenses. Ce modèle s’applique aussi à l’étude de la dynamique de la couronne solaire.
Pour plus de détails le lecteur est invité à consulter, par exemple, l’ouvrage de E.R. Priest [71].
Sous forme adimensionnée, les équations qu’on se propose d’étudier sont les suivantes :
∂u
∂t
− ∆u
Re
+ (u · ∇)u− σ(B · ∇)B = −∇
(
p+
σ
2
|B|2
)
∂B
∂t
− ∆B
Rm
+ (u · ∇)B − (B · ∇)u = 0
div u = divB = 0
u(0) = u0 et B(0) = B0.
(MHD)
Les inconnues sont le champ de vitesse u, la pression p et le champ magnétique B. Comme précé-
demment, on pose le problème dans Rd avec d ≥ 2.
Les constantes Re et Rm sont respectivement le nombre de Reynolds hydrodynamique et le
nombre de Reynolds magnétique. On pose σ =M2/(ReRm) où M est le nombre de Hartman.
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Après un changement d’échelle convenable, on peut supposer que S = Re = 1. Etant entendu
que l’enjeu principal de ce chapitre est l’étude du couplage de localisations différentes, on peut
simplifier les notations en supposant aussi que Rm = 1. Les résultats obtenus sont cependant
valables en toute généralité en ajoutant convenablement les constantes.
Lorsque B ≡ 0, le système (MHD) se réduit à l’équation de Navier–Stokes (NS). On peut
construire des solutions faibles de (MHD), globales en temps, mais, comme pour Navier-Stokes,
leur unicité est un problème ouvert lorsque d ≥ 3. On peut trouver des résultats de régularité
dans [50], sous la forme de bornes supérieures de la dimension de Hausdorff de l’ensemble singulier
des solutions. La théorie de P. Constantin et C. Fefferman [24] reliant la régularité du flot à la
direction de la vorticité a aussi été étendu au cadre magnéto-hydrodynamique par C. He, Z. Xin [51].
Enfin, l’asymptotique en temps grand est assez bien comprise : par exemple, [75] calcule le taux de
décroissance optimal de la norme L2 de u et B pour une classe importante de flots.
À l’inverse, l’étude de la décroissance des solutions de (MHD) par rapport à la variable d’espace
semble n’avoir encore jamais été réalisée. L’objectif de ce chapitre est donc de décrire en quelle
mesure la présence du champ magnétique affecte les propriétés de localisation spatiale du champ
hydrodynamique.
3.1.1 Forme intégrale de (MHD)
En appliquant le projecteur de Leray (2.1.15) et la formule de Duhamel, on obtient la version
intégrale de (MHD) :
u(t) = et∆u0 −
∫ t
0
e(t−s)∆ P div(u⊗ u−B ⊗B)(s) ds
B(t) = et∆B0 −
∫ t
0
e(t−s)∆ div(u⊗B −B ⊗ u)(s) ds
div u0 = divB0 = 0.
(MHDi)
On introduit les noyaux Fj;h,k et Gj;h,k des opérateurs et∆P div et et∆ div. L’équation devient :
v = et∆v0 − V(v, v)
avec v = (u,B), v0 = (u0, B0) et V = (V1,V2) : R2d × R2d → R2d défini par :
V1(w,w
′) = U(w1, w′1)−U(w2, w′2) et V2(w,w′) = B(w1, w′2)− B(w2, w′1).
On note w = (w1, w2) la décomposition canonique de R2d = Rd × Rd. Les opérateurs U et B sont
bilinéaires sur Rd et définis par :
Uj(f, g)(t, x) =
∑
h,k
∫ t
0
Fj;h,k(t− s) ∗ (fh gk)(s) ds,
Bj(f, g)(t, x) =
∑
h,k
∫ t
0
Gj;h,k(t− s) ∗ (fh gk)(s) ds.
Les propriétés de F = (Fj;h,k) ont été étudiées en détail au paragraphe §2.2. En particulier,
F (t, x) = t−(d+1)/2 Φ(x/
√
t) avec |Φ(x)| ≤ C (1 + |x|)−(d+1). (3.1.1)
Le faible taux de décroissance de Φ exprime que F (t, ·) 6∈ L11(Rd) ; sinon, F̂ (t, ·) aurait été une
fonction de classe C1 sur Rd. Le noyau G = (Gj;h,k) vérifie :
G(t, x) = t−(d+1)/2 Ψ(x/
√
t) avec |Ψ(x)| ≤ CN (1 + |x|)−N (3.1.2)
pour tout N ≥ 0.
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3.1.2 Théorème de propagation de la localisation
Le problème peut se formuler mathématiquement de la façon suivante. Étant donnés deux
champs à divergence nulle
(u0, B0) ∈ Lp0ϑ0(Rd)× L
p1
ϑ1
(Rd), (3.1.3)
la solution – localement unique – de (MHD) est-elle aussi bien localisée que la donnée de Cauchy ?
Pour des raisons techniques, il n’est pas possible de donner une réponse universellement satisfaisante
dans le cadre des espaces à poids.
Cependant, pour que l’équation ait un sens, il est nécessaire que les solutions soient localement
de carré sommable dans Rd. On a donc recours à la notion de taux de décroissance L2–faible
introduite au Chapitre 1. La question revient alors à montrer ou infirmer que
u(t)
L2
= O(|x|−(ϑ0+d/p0)) et B(t) L2= O(|x|−(ϑ1+d/p1)) lorsque |x| → +∞.
Cette formulation contourne les problèmes techniques puisqu’elle permet d’obtenir une réponse
positive sans nécessairement avoir à démontrer que
(u,B) ∈ L∞
(
[0, T ] ; Lp0ϑ0 × L
p1
ϑ1
)
. (3.1.4)
Le résultat est le suivant.
Théorème 40 (avec L. Brandolese [16]) Soient u0 ∈ Lp0ϑ0(Rd), B0 ∈ L
p1
ϑ1
(Rd) deux champs à divergence
nulle dans Rd (d ≥ 2). On suppose que :{
ϑ0 ≥ 0
d < p0 ≤ +∞
et
{
ϑ1 ≥ 0
d < p1 ≤ +∞.
(3.1.5a)
On définit η0 = ϑ0 + d/p0, η1 = ϑ1 + d/p1 et δ =
(
2d
p1
− 1
)+
et on suppose que
δ + εδ ≤ η0 ≤ min
{
d+ 1 ; 2η1 − δ
}
. (3.1.5b)
Alors, il existe T > 0 et une unique solution régulière (u,B) de (MHDi) dans
C([0, T ];Lp
∗
0 × Lp1)
avec p∗0 = min{p0 ; dδ − εδ}. Cette solution vérifie :
u(t)
L2
= O(|x|−η0) et B(t) L2= O(|x|−η1) lorsque |x| → +∞. (3.1.6)
La propriété (3.1.6) persiste au-delà de [0, T ] tant que la solution est régulière. Si d = 2, on peut
choisir T arbitrairement grand.
Ce théorème précise le fondement mathématique d’un certain nombre d’observations expéri-
mentales. On peut en tirer les conclusions suivantes.
1. Le flot préserve toujours la localisation initiale du champ magnétique. En effet, il n’y a pas
de contrainte supérieure sur le taux η1.
La propagation de la localisation du champ u est par contre soumise à quelques restrictions.
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1
p
{
η1 ≤ (d+ 1)/2
p1 ≥ 2d
0 1/d2/p1
2θ1
2η1
θ
d+ 1
2θ1
{
η1 ≤ (d+ 1 + δ)/2
d < p1 < 2d
2/p1
δ
θ
2η1
1/dδ/d0
1
p
d+ 1
2η1 − δ
{
η1 ≥ (d+ 1 + δ)/2
p1 > d
θ
2η1
d+ 1
1
p1/d0
L’union des zones grisées indique les valeurs
admissibles de (p0, ϑ0) entraînant (3.1.6) une
fois que (p1, ϑ1) est donné.
Gris foncé : Paramètres pour lesquels on
peut démontrer (3.1.4). La ligne pointillée
représente les espaces utilisés pour en dé-
duire le Théorème 40.
En haut : B décroît faiblement. Le couplage
dépend légèrement de la régularité de B via
δ =
(
2d
p1
− 1
)+
.
En bas à gauche : B décroît rapidement.
Le champ de vitesse a un comportement hy-
drodynamique (cf. Chapitre 1).
Fig. 3.1 – Couplages (u,B) admissibles permettant la propagation de la décroissance.
2. Lorsque le champ magnétique est faiblement localisé (précisément si η1 ≤ (d + 1 + δ)/2),
le comportement asymptotique de u à l’infini de Rd est dicté par celui de B. Le taux de
décroissance maximal qui puisse être propagé par le flot excède 2η1 − 1 car 0 ≤ δ < 1
dans (3.1.5b). La théorie mathématique devient plus facile lorsque p1 augmente avec η1 =
ϑ1+d/p1 fixé, c’est-à-dire lorsque la décroissance du champ est plus régulière et se rapproche
uniformément de |x|−η1 . Par exemple, lorsque p1 ≥ 2d, on a δ = 0. Le taux de décroissance
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maximal de u capable d’être propagé atteint alors sa borne naturelle, à savoir deux fois celui
du champ magnétique. La borne inférieure pathologique η0 disparait aussi dans ce cas.
3. Lorsque le champ magnétique décroît suffisamment vite, l’asymptotique de u n’est plus affec-
tée par B, mais est donnée par les lois de l’hydrodynamique. En effet, si η1 ≥ (d+ 1 + δ)/2,
la contrainte (3.1.5b) se réduit à η0 ≤ d + 1. Cette restriction est exactement celle qui est
apparue au Chapitre 1 (voir Théorème 15).
En termes physiques, la conclusion peut s’interpréter de la manière suivante. D’après l’équation
d’induction, les lignes de champ magnétique sont simultanément transportées par le flot et atténuées
par diffusion. Ce processus essentiellement local ne parvient pas à étaler le champ magnétique ; la
localisation de B se propage donc toujours.
Le champ magnétique agit sur le champ de vitesse via la force de Lorentz. Lorsque B décroit
suffisamment vite à l’infini, son influence s’estompe et le fluide se comporte asymptotiquement
comme le flot de Navier-Stokes. A l’inverse, si B décroît peu, la force de Lorentz reste importante
et modifie radicalement le comportement asymptotique de u.
3.2 Une loi de convolution pour les espaces à poids
Comme pour Navier-Stokes, la propagation en temps fini de la décroissance résulte d’une loi
de convolution convenable dans les espaces à poids. La proposition suivante étend le critère de
continuité donné par la Proposition 10 pour les opérateurs de noyau :
ΓNλ (x) = (λ+ |x|)−N
où N > d est un réel fixé et λ > 0 un paramètre arbitraire. Par abus de notation, on identifie le
noyau à l’opérateur de convolution f 7→ ΓNλ ∗ f .
Proposition 41 On suppose N > d. Soient p, q ∈ [1;+∞] et ϑ, µ ≥ 0.
1. Alors ΓNλ ∈ L (Lqµ;Lpϑ) dès que
ϑ ≤ µ et ϑ+ d
p
≤ min
{
N − ε1/p ;µ+
d
q
− εµ−ϑ
}
. (3.2.1)
Si N 6= d(1 + 1p − 1q ), il existe une constante C > 0 indépendante de λ > 0 telle que
‖ΓNλ ∗ f‖Lpϑ ≤ Cλ
−N(1 + λ)N‖f‖Lqµ . (3.2.2)
Sinon, l’inégalité (3.2.2) est valable avec un facteur multiplicatif 1+| log λ| au second membre.
2. Si on suppose (3.2.1) et
1
q
<
1
p
+
1
d
, (3.2.3)
on peut trouver  > 0 et deux constantes C et m > 0, indépendantes de λ, telles que
‖ΓNλ ∗ f‖Lpϑ ≤ Cλ
−N+d−1+(1 + λ)m ‖f‖Lqµ (3.2.4)
avec à nouveau un facteur logarithmique lorsque N = d(1 + 1p − 1q ).
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Au terme de la preuve, on verra qu’on peut prendre :
 = min
{
d
p
− d
q
+ 1 ;
N − d+ 1
2
}
,
m = max
{
N − d+ 1− 2 ; −N + d
(
1
p
− 1
q
+ 1
)}
.
Preuve On décompose l’opérateur de la façon suivante :
(1 + |x|)ϑ |ΓNλ ∗ f(x)| ≤
[∫
Rd
ΓNλ (x− y)|f(y)| dy
]
(1 + |x|)ϑ = Iϑ,λ(x) + Jϑ,λ(x) +Kϑ,λ(x),
avec
Iϑ,λ(x) =
(∫
|y|≥|x|/2
ΓNλ (x− y)|f(y)| dy
)
(1 + |x|)ϑ,
Jϑ,λ(x) =
(∫
|y|≤|x|/2
ΓNλ (x− y)|f(y)| dy
)
(1 + |x|)ϑ  B(0,1)(x),
Kϑ,λ(x) =
(∫
|y|≤|x|/2
ΓNλ (x− y)|f(y)| dy
)
(1 + |x|)ϑ  B(0,1)c(x).
Rappelons que l’inégalité de Hölder donne :
‖f‖Lr ≤ C‖f‖Lqµ si
1
q
≤ 1
r
≤ min
{
1 ;
1
q
+
µ
d
− εµ
}
. (3.2.5)
On note B(0, 1) la boule unité de Rd et
 
E la fonction indicatrice d’un sous-ensemble E ⊂ Rd.
Contrôle de Kϑ,λ. Comme |y| ≤ |x|/2, on a :
(λ+ |x− y|)−N ≤ 2N (λ+ |x|)−N .
Alors, utilisant (3.2.5) avec 1r′ = 1− 1r =
(
1− µd − 1q + εµ
)+
, on obtient :
0 ≤ Kϑ,λ(x) ≤ C (λ+ |x|)−(N−ϑ)
∫
|y|≤ |x|
2
|f(y)| dy
≤ C (λ+ |x|)−(N−ϑ) ‖f‖Lr ‖ B(0,|x|/2)‖Lr′
≤ C (λ+ |x|)−(N−ϑ) |x|[d−(µ+ dq )+εµ]+‖f‖Lqµ .
Par définition de ce terme, |x| ≥ 1 donc ‖Kϑ,λ‖Lp ≤ C ‖f‖Lqµ avec une constante indépendante de
λ > 0, pourvu que
ϑ+
d
p
≤ N −
[
d−
(
µ+
d
q
)
+ εµ
]+
− ε1/p. (3.2.6)
Ayant supposé N > d, cette condition est plus faible que (3.2.1).
Contrôle de Jϑ,λ. On utilise à nouveau (3.2.5), mais avec r = q :
0 ≤ Jϑ,λ(x) ≤ C  B(0,1)(x) (λ+ |x|)−N
∫
|y|≤ |x|
2
|f(y)| dy
≤ C  B(0,1)(x) (λ+ |x|)−N |x|d(1−1/q) ‖f‖Lq ,
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d’où ‖Jϑ,λ‖Lp ≤ C
[
λ−Np
∫
|x|≤λ
|x|dp(1−1/q) dx+  {λ<1}
∫
λ≤|x|≤1
|x|−Np+dp(1−1/q) dx
]1/p
‖f‖Lq .
Ainsi, pour ϑ ≥ 0 et p ∈ [1,+∞], on a
‖Jϑ,λ‖Lp ≤ C
(
1 + λ
−N+d+ d
p
− d
q
)
‖f‖Lq si N 6= d
(
1 +
1
p
− 1
q
)
,
et ‖Jϑ,λ‖Lp ≤ C
(
1 + | log λ|) ‖f‖Lq si N = d(1 + 1
p
− 1
q
)
.
On contrôle donc ‖Jϑ,λ‖Lp par le membre de droite de (3.2.2). Il l’est aussi par celui de (3.2.4)
lorsque 1q <
1
p +
1
d et 0 <  ≤ d(1p − 1q + 1d ).
Contrôle de Iϑ,λ. On pose F (x) = (1 + |x|)µ |f(x)| donc F ∈ Lq(Rd) et
0 ≤ Iϑ,λ(x) ≤ C (1 + |x|)−(µ−ϑ)
∫
Rd
ΓNλ (x− y)F (y) dy.
D’autre part, ΓNλ ∈ Lbβ(Rd) pour tout paramètre b ∈ [1;+∞] et β ≥ 0 tels que
β +
d
b
≤ N − ε1/b
et on a :
‖ΓNλ ‖Lbβ ≤ Cλ
−N+ d
b (1 + λ)β . (3.2.7)
Le reste de la preuve de la Proposition 41 repose sur le lemme suivant.
Lemme 42 Soient a, b, p ∈ [1;+∞] et α, β, ϑ ≥ 0. Pour f ∈ Laα(Rd), g ∈ Lbβ(Rd), on définit
Iϑ(x) = (1 + |x|)−(α−ϑ) F ∗ g(x)
avec F (x) = (1 + |x|)α |f(x)|. S’il existe s ∈ [1,+∞] tel que :
ϑ ≤ α
d
s
≤ min
{
d
a
;
(
α+
d
a
)
−
(
ϑ+
d
p
)
− εα−ϑ ; d
(
1− 1
b
)}
d
s
≥ max
{
d
a
− d
p
;
[
d−
(
β +
d
b
)
+ εβ
]+} (3.2.8)
alors Iϑ ∈ Lp(Rd) et
‖Iϑ‖Lp ≤ C‖f‖Laα‖g‖Lbβ . (3.2.9)
Continuons la preuve de la Proposition 41. Pour la première partie, on applique le lemme
avec g = ΓNλ , b = +∞, β = N et Iϑ = Iϑ,λ. On distingue alors deux cas :
– Si 1q ≤ 1p , on choisit s = +∞ et (3.2.8) se réduit à la seule restriction ϑ+ dp ≤ µ+ dq − εµ−ϑ.
– Si 1q >
1
p , on choisit
1
s =
1
q − 1p . Dans ce cas, (3.2.8) devient ϑ ≤ µ.
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Combinant les estimations de Iϑ,λ, Jϑ,λ et Kϑ,λ, on obtient alors la première partie de la Proposi-
tion 41.
Pour démontrer (3.2.4), on fixe  tel que 0 <  ≤ N−d+12 et on applique le Lemme 42 avec g = ΓNλ ,
Iϑ = Iϑ,λ et
d
b
= d− 1 + , β = N − d+ 1− 2.
D’après (3.2.7), on a ΓNλ ∈ Lbβ(Rd) avec ‖ΓNλ ‖Lbβ ≤ λ
−N+d−1+φ(λ) et φ ∈ L∞loc([0;+∞)). Comme
précédemment,
– si 1q ≤ 1p , on choisit s = +∞ dans (3.2.8) et le Lemme 42 implique
‖Iϑ,λ‖Lbβ ≤ λ
−N+d−1+φ(λ)‖f‖Lqµ , (3.2.10)
pourvu que ϑ+ dp ≤ µ+ dq − εµ−ϑ.
– Si 1q >
1
p , alors
1
s =
1
q − 1p entraîne encore (3.2.10) à condition que ϑ ≤ µ et 1q ≤ 1p + 1d − d .
Ceci achève la preuve de la Proposition 41.
Preuve [Lemme 42] D’après (3.2.5), on a g ∈ Ls′(Rd) pour tout s′ ∈ [1;+∞] tel que
1
b
≤ 1
s′
≤ min
{
1 ;
1
b
+
β
d
− εβ
}
.
On pose 1s +
1
s′ = 1. Comme
1
a − 1s ≥ 0, l’exposant conjugué de Young Y(a, s′) est bien défini
par 1
Y(a,s′) =
1
a − 1s . De plus, on a F ∗ g ∈ LY(a,s
′)(Rd), i.e.
Iϑ ∈ LY(a,s
′)
α−ϑ .
Comme ϑ ≤ α, l’inclusion (3.2.5) implique que Iϑ ∈ Lp(Rd) pour tout p tel que
1
a
− 1
s
≤ 1
p
≤ min
{
1 ;
1
a
− 1
s
+
α− ϑ
d
− εα−ϑ
}
,
d’où (3.2.9).
3.3 Localisation spatiale du couple (u,B)
La preuve du Théorème 40 repose sur un énoncé plus technique. Le problème est qu’on ne sait
pas toujours montrer que
(u,B) ∈ L∞
(
[0, T ] ; Lp0ϑ0 × L
p1
ϑ1
)
même si on s’attend à ce que u et B soient respectivement localisés comme u0 ∈ Lp0ϑ0 et B0 ∈ L
p1
ϑ1
.
Heureusement, on peut alors trouver d’autres choix des paramètres exprimant la même décrois-
sance (au moins au sens faible) et pour lesquels on va pouvoir démontrer la propagation de la
localisation dans un espace à poids. Cette technique est illustrée sur la figure 3.1 (p. 70).
Théorème 43 (avec L. Brandolese [16]) Soient u0 ∈ Lp0ϑ0(Rd), B0 ∈ L
p1
ϑ1
(Rd) deux champs de vecteurs
à divergence nulle dans Rd (d ≥ 2). On suppose que ϑ0, ϑ1 ≥ 0, d < p0 ≤ +∞ et
2
p1
<
1
p0
+
1
d
. (3.3.1)
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Alors il existe T > 0 (et si d = 2, on peut prendre T = +∞) et une unique solution de (MHD) :
(u,B) ∈ C ([0, T ];Lp0 × Lp1) . (3.3.2)
Si les taux de décroissance de u0 et B0 définis respectivement par η0 = ϑ0+ d/p0 et η1 = ϑ1+ d/p1
vérifient
η0 ≤ min
{
d+ 1− ε1/p0 ; 2η1 − ε2ϑ1−ϑ0 ; 2η1 +
d
p0
− 2d
p1
}
, (3.3.3)
alors on a aussi :
(u,B) ∈ C([0, T ];Lp0ϑ0 × Lp1ϑ1). (3.3.4)
De plus, si une autre solution forte existe dans L ep0eϑ0 ×L
ep1
eϑ1 avec des indices vérifiant aussi (3.3.1) et
(3.3.3), alors les deux solutions coïncident.
Remarque - L’hypothèse (3.3.1) n’est pas vraiment reliée au problème de la localisation des champs,
mais plutôt à celui de l’existence d’une solution régulière. Elle reflète en particulier l’invariance du
problème par changement d’échelle :
uλ(t, x) = λu(λ
2t, λx), Bλ(t, x) = λB(λ
2t, λx) (λ > 0).
On peut s’attendre à ce que le Théorème 43 subsiste dans les cas limites p = d ou 2dp1 =
1
p1
+ 1d mais
cette extension nécessiterait des modifications importantes dans la démonstration comme l’intro-
duction des normes de Kato (voir [20, chap. 3] ou [21]). Cette technique est bien maîtrisée pour
Navier-Stokes et n’apporterait que peu de lumières sur le problème du couplage des localisations
spatiales de u et B. De même, l’utilisation de normes homogènes est possible à condition d’imposer
des restrictions plus sévères, comme :
ϑ+
d
p
< 1.
A nouveau, ce raffinement semble inutile à la compréhension du problème. ♦
3.3.1 Preuve du Théorème 40 – Propagation de la décroissance, au sens faible
Avant de démontrer le Théorème 43, on peut vérifier qu’il entraîne bien le Théorème 40 comme
corollaire. Soient p0, p1 et ϑ0, ϑ1 vérfiant (3.1.5a) et (3.1.5b).
Lorsque ϑ0 ≤ 2ϑ1, p0 ≤ d/δ − εδ et η0 ≤ d+ 1− ε1/p0 , alors les hypothèses (3.3.1) et (3.3.3) du
Théorème 43 sont vérifiées, et il n’y a rien à démontrer puisque la conclusion de ce théorème est
plus forte que celle du Théorème 40.
Dans tous les autres cas compris dans le Théorème 40 on a une inclusion Lp0ϑ0 ⊂ L
q
µ avec un
couple (q, µ) tel que le Théorème 43 puisse être appliqué à
(u0, B0) ∈ Lqµ × Lp1ϑ1 avec µ+
d
q
= η0 − 
et  > 0 arbitrairement petit (voir ci-dessous). L’application de ce théorème entraîne donc
u
L2
= O(|x|−(η0−)) et B L2= O(|x|−η1)
si |x| → +∞. On peut alors faire tendre → 0 pour obtenir le Théorème 40.
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De nombreux couples (q, µ) conviennent pour l’inclusion Lp0ϑ0 ⊂ L
q
µ. On a choisi d’utiliser ceux
qui sont représentés par la ligne pointillée de la Figure 3.1 (p. 70).
1. Si η1 ≥ (d+1+ δ)/2, le seul cas à ne pas être déjà contenu dans le Théorème 43 est celui où
η0 = d+ 1 avec p0 fini. Dans ce cas, on peut prendre.
(q, µ) = (p0, ϑ0 − ).
2. Si η1 ≤ (d+ 1 + δ)/2 et p1 ≥ 2d, on distingue deux cas.
– Si ϑ0 > 2ϑ1, alors
d
q
= ϑ0 − 2ϑ1 + d
p0
−  et µ = 2ϑ1
conviennent.
– Si ϑ0 ≤ 2ϑ1 et η0 = 2η1, on choisit à nouveau (q, µ) = (p0, ϑ0 − ).
3. Si d < p1 < 2d et η1 ≤ (d+ 1 + δ)/2, on utilise :
d
q
= 1− (1− δ)κ µ = 2ϑ1(1− κ) et κ = 1− η0 − δ − 
2(η1 − δ) ·
Ceci achève la preuve du Théorème 40 comme corollaire du Théorème 43.
3.3.2 Preuve du Théorème 43 – Propagation de la décroissance, au sens fort
La preuve du Théorème 43 consiste à appliquer un théorème de point-fixe à l’équation inté-
grale (MHDi) dans une boule convenable de l’espace C([0, T ], Lp0ϑ0 × L
p1
ϑ1
). La seule difficulté est
la continuité de l’opérateur bilinéaire sous-jacent pour laquelle on utilise le critère donné par la
Proposition 41.
Posant v = (u,B), v0 = (u0, B0), le système (MHDi) se met sous la forme :
v = et∆v0 − V(v, v) (3.3.5)
avec V défini p. 68. Il est alors bien connu (voir par exemple [20, Lemma 1.2.6] ou le paragraphe
§2.3.1 de cette thèse) que si X est un espace de Banach, la résolution de (3.3.5) nécessite seulement
de vérifier que
et∆v0 ∈ C([0, T ];X) (3.3.6a)
et
V : C([0, T ];X) × C([0, T ];X) → C([0, T ];X), (3.3.6b)
avec la norme de l’opérateur V qui tend vers 0 lorsque T → 0. Alors, l’existence et l’unicité d’une
solution v ∈ C([0, T ];X) est garantie, au moins pour T > 0 suffisamment petit.
On considère l’espace X = Lp0ϑ0 × L
p1
ϑ1
. La condition (3.3.6a) et la continuité en temps étant
immédiate, on ne développe ici que la continuité de V sur XT = L∞([0, T ];X).
Les hypothèses du Théorème 43 entraînent p0, p1 ≥ 2. L’inégalité de Hölder donne donc :
‖u⊗ u‖
L
p0/2
2ϑ0
≤ ‖u‖2
L
p0
ϑ0
, ‖B ⊗B‖
L
p1/2
2ϑ1
≤ ‖B‖2
L
p1
ϑ1
et, avec 1
H(p0,p1)
= 1p0 +
1
p1
l’exposant de Hölder,
‖u⊗B‖
L
H(p0,p1)
ϑ0+ϑ1
≤ ‖u‖Lp0ϑ0‖B‖Lp1ϑ1 .
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Pour λ > 0, on pose :
ΓNλ (x) = (λ+ |x|)−N .
Les propriétés (3.1.1) et (3.1.2) des noyaux de convolution entraînent (N ≥ 0 arbitraire) :
‖U(u, u)(t)‖Lp0ϑ0 ≤ C
∫ t
0
‖Γ d+1√
t−s ∗ (u⊗ u) (s)‖Lp0ϑ0 ds
‖U(B,B)(t)‖Lp0ϑ0 ≤ C
∫ t
0
‖Γ d+1√
t−s ∗ (B ⊗B) (s)‖Lp0ϑ0 ds
‖B(u,B)(t)‖Lp1ϑ1 ≤ CN
∫ t
0
‖ΓN√
t−s ∗ (u⊗B) (s)‖Lp1ϑ1 (t− s)
1
2
(N−d−1) ds.
Or la Proposition 41 entraîne pour 0 < λ ≤ 1 :
‖Γd+1λ ∗ f‖Lp0ϑ0 ≤ Cλ
σ0‖f‖
L
p0/2
2ϑ0
,
‖Γd+1λ ∗ f‖Lp0ϑ0 ≤ Cλ
σ′0‖f‖
L
p1/2
2ϑ1
(3.3.7)
et ‖ΓNλ ∗ f‖Lp1ϑ1 ≤ CNλ
σ1‖f‖
L
H(p0,p1)
ϑ0+ϑ1
avec des constantes indépendantes de λ et des exposants σ0, σ′0, σ1 vérifiant :
σ0 > −2, σ′0 > −2, σ1 > −N + d− 1. (3.3.8)
En effet, on peut appliquer (3.2.4) avec N = d+1 et  = 1− dp0 ou  = 1−
(
2d
p1
− dp0
)+
. On obtient
alors les deux premières inégalités avec
σ0 = −1− d
p0
et σ′0 = −1−
(
2d
p1
− d
p0
)+
.
Une nouvelle application de (3.2.4) avec N ≥ max{d + 1 ; ϑ1 + dp1} + ε1/p1 et  = 1 − dp0 donne la
troisième avec σ1 = −N + d− d/p0. L’hypothèse (3.3.1) implique (3.3.8).
En combinant ces résultats, on obtient :
‖U(u, u)‖L∞([0,T ];Lp0ϑ0) ≤ CT ‖u‖
2
L∞([0,T ];L
p0
ϑ0
)
(3.3.9a)
‖U(B,B)‖L∞([0,T ];Lp0ϑ0) ≤ CT ‖B‖
2
L∞([0,T ];L
p1
ϑ1
)
(3.3.9b)
‖B(u,B)‖L∞([0,T ];Lp1ϑ1) ≤ CT ‖u‖L∞([0,T ];Lp0ϑ0) ‖B‖L∞([0,T ],Lp1ϑ1) (3.3.9c)
avec une constante CT qui tend vers zéro lorsque T → 0. On en déduit :
9V9XT ≤ C max
{
T 1+
σ0
2 ; T 1+
σ′0
2 ; T 1+
1
2
(σ1+N−d−1)
}
.
Le temps de vie maximal T ∗ de la solution forte dans X = Lp0ϑ0 × L
p1
ϑ1
est donc minoré par :
T ∗ ≥ c min
{
1 ; ‖(u0, B0)‖
−2/(1− d
p0
)
X ; ‖(u0, B0)‖
−2/
(
1−
[
2d
p1
− d
p0
]+)
X
}
, (3.3.10)
avec une constante c > 0 dépendant a priori de tous les paramètres, mais pas de u0 ni de B0. Ceci
démontre les conclusions (3.3.2) et (3.3.4) du Théorème 43.
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3.3.3 Fin de la preuve du Théorème 43 – Loi du tout ou rien
Il reste à démontrer que le temps de vie est indépendant de la paire d’indices choisis pour
construire la solution.
Proposition 44 Soient u0 ∈ Lp0ϑ0(Rd) ∩ L
ep0
eϑ0(R
d) et B0 ∈ Lp1ϑ1(Rd) avec d ≥ 2. On pose
η0 = ϑ0 + d/p0, η˜0 = ϑ˜0 + d/p˜0 et η1 = ϑ1 + d/p1.
On suppose aussi que :
d < p0, p˜0 ≤ +∞
2
p1
< min
{
1
p0
+
1
d
;
1
p˜0
+
1
d
}
η0 ≤ min
{
d+ 1− ε1/p0 ; 2η1 − ε2ϑ1−ϑ0 ; 2η1 +
d
p0
− 2d
p1
}
η˜0 ≤ min
{
d+ 1− ε1/ ep0 ; 2η1 − ε2ϑ1−eϑ0 ; 2η1 +
d
p˜0
− 2d
p1
}
.
(3.3.11)
On définit les temps de vie dans les espaces à poids par :
T ∗ = sup
{
T > 0 t.q. (u,B) ∈ C([0, T ];Lp0ϑ0 × L
p1
ϑ1
)
}
,
T˜ = sup
{
T > 0 t.q. (u,B) ∈ C([0, T ];L ep0eϑ0 × L
p1
ϑ1
)
}
.
Alors T˜ = T ∗.
Remarque - On a un résultat analogue si u0 ∈ Lp0ϑ0(Rd) et B0 ∈ L
p1
ϑ1
(Rd) ∩ Lep1eϑ1(R
d), avec les modifi-
cations évidentes dans (3.3.11) :
d < p0 ≤ +∞
max
{
2
p1
;
2
p˜1
}
<
1
p0
+
1
d
η0 ≤ min
{
d+ 1− ε1/p0 ; 2η1 − ε2ϑ1−ϑ0 ; 2η˜1 − ε2ϑ1−ϑ0
}
.
η0 ≤ min
{
2η1 +
d
p0
− 2d
p1
; 2η˜1 +
d
p0
− 2d
p˜1
}
.
(3.3.11’)
♦
Preuve La preuve est similaire à celle du Théorème 17. Supposons par exemple que T˜ < T ∗.
L’unicité des solutions fortes entraîne qu’elles coïncident sur [0, T˜ [ et on va montrer que
sup
t∈[0, eT [
(
‖u(t)‖
L
ep0
eϑ0
+ ‖B(t)‖Lp1ϑ1
)
< +∞.
Alors (3.3.10) impliquera que la solution (u,B) ∈ L ep0eϑ0 × L
p1
ϑ1
puisse être étendue au-delà de T˜
contredisant ainsi la définition de T˜ . Sans restreindre la généralité, on peut supposer que u 6≡ 0
sur [0, T˜ ].
Rappelons aussi (Corollaire 2) l’existence d’une constante C0 > 0 ne dépendant que de d et
de ϑ, telle que :
sup
τ∈[0,eT ]
‖eτ∆v‖Lp1ϑ1 ≤ C0 (1 + T˜ )
ϑ1/2 ‖v‖Lp1ϑ1 . (3.3.12)
Dans ce qui suit, on pose A = C0 (1 + T˜ )ϑ1/2.
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Contrôle du champ magnétique. D’après la seconde équation du système (MHDi), on a :
∀s ∈ [0; T˜ ], B(t) = e(t−s)∆B(s)−
∫ t
s
G(t− τ) ∗ (u⊗B −B ⊗ u) (τ) dτ.
La troisième formule de (3.3.7) donne pour τ ≤ t ≤ T˜ ,
‖G(t− τ) ∗ (u⊗B) (τ)‖Lp1ϑ1 ≤ K(t− τ)
−σ‖ (u⊗B) (τ)‖
L
H(p0,p1)
ϑ0+ϑ1
avec σ = 12(1 +
d
p0
). La constante K peut dépendre de T ∗ et de tous les paramètres figurant
dans (3.3.11), mais pas de T˜ . On remarque que σ < 1. Ainsi, pour tout t ∈ [0; T˜ ],
‖B(t)‖Lp1ϑ1 ≤ A ‖B(s)‖Lp1ϑ1 +K
(t− s)1−σ
1− σ supτ∈[s,t]
‖u(τ)‖Lp0ϑ0 · supτ∈[s,t]
‖B(τ)‖Lp1ϑ1 . (3.3.13)
Pour n ≥ 0, on pose :
Tn = n∆ avec ∆ =
(
2K
1− σ sup
τ∈[0,eT ]
‖u(τ)‖Lp0ϑ0
)−1/(1−σ)
.
On définit N ∈ N tel que TN ≤ T˜ < TN+1. Pour 0 ≤ n ≤ N , on définit
In = [Tn, Tn+1] ∩ [0, T˜ [ et Mn = sup
τ∈In
‖B(τ)‖Lp1ϑ1 .
On applique alors (3.3.13) avec s = Tn et t ∈ In :
M0 ≤ 2A‖B0‖Lp1ϑ1 et Mn ≤ 2AMn−1 (1 ≤ n ≤ N),
donc
sup
t∈[0,eT [
‖B(t)‖Lp1ϑ1 = max0≤n≤NMn ≤ (2A)
N+1‖B0‖Lp1ϑ1 .
On obtient finalement :
sup
t∈[0, eT [
‖B(t)‖Lp1ϑ1 ≤ C ‖B0‖Lp1ϑ1 exp
((
1 + T˜ sup
s∈[0,eT ]
‖u(s)‖2/(1−
d
p0
)
L
p0
ϑ0
)(
1 + ϑ1 log(1 + T˜ )
))
.
Le membre de droite est fini puisqu’on a supposé que T˜ < T ∗.
Contrôle du champ de vitesse. Pour 0 ≤ s ≤ t < T˜ , on a :
u(t) = e(t−s)∆u(s)−
∫ t
s
F (t− τ) ∗ (u⊗ u)(τ) dτ +
∫ t
s
F (t− τ) ∗ (B ⊗B)(τ) dτ.
Les formules (3.3.7) entraînent :
‖u(t)‖
L
ep0
eϑ0
≤ A‖u(s)‖
L
ep0
eϑ0
+K
(t− s)1−σ
1− σ supτ∈[s,t]
‖u(τ)‖Lp0ϑ0 · supτ∈[s,t]
‖u(τ)‖
L
ep0
eϑ0
+K
(t− s)1−eσ
1− σ˜
(
sup
τ∈[s,t]
‖B(τ)‖Lp1ϑ1
)2
avec σ = 12(1+
d
p0
) < 1, σ˜ = 12(1+ (
2d
p1
− dp0 )+) < 1 et K dépendant de tous les paramètres sauf T˜ .
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Grâce au contrôle du champ magnétique, le dernier terme est borné par :
L =
K T˜ 1−eσ
1− σ˜
(
sup
τ∈[0,eT [
‖B(τ)‖Lp1ϑ1
)2
.
On définit (Tn)n≥0 et In comme précédemment et
M˜n = sup
τ∈In
‖u(τ)‖
L
ep0
eϑ0
.
L’entier N est la partie entière de T˜ /∆. Alors, pour 1 ≤ i ≤ N , on a
M˜0 ≤ 2A ‖u0‖Lep0
eϑ0
+ 2L et M˜n ≤ 2AM˜n−1 + 2L,
d’où sup
t∈[0, eT [
‖u(t)‖
L
fp0
eϑ0
= max
0≤n≤N
M˜n ≤ (2A)N+1 ‖u0‖Lep0
eϑ0
+ 2L
[
1 + . . .+ (2A)N−1 + (2A)N
]
< +∞.
Combinée à l’estimation du champ magnétique, cette inégalité entraîne que T˜ ≥ T ∗. En échangeant
les rôles de T˜ et T ∗ on obtient finalement T˜ = T ∗.
Le Théorème 43 est maintenant complètement démontré.
3.4 Obstruction à la décroissance, de type hydrodynamique
Dans cette section on s’intéresse au phénomène d’instabilité induit par un excès de localisation
du champ de vitesse, en l’absence de symétries particulières. Cette propriété a déjà été rencontrée
en hydrodynamique (voir §2.6).
Les hypothèses du Théorème 40 sont de deux types : certaines expriment les restrictions néces-
saires pour garantir le caractère bien posé du problème de Cauchy ; d’autres, comme
η0 ≤ min{d+ 1; 2η1 − δ},
sont liées à la localisation spatiale des données. Le théorème suivant implique l’optimalité de la
restriction η0 ≤ d+1. On s’attend aussi à ce que l’inégalité η0 ≤ 2η1 soit optimale pour une classe
assez générale de solutions, mais ce problème est encore ouvert.
Théorème 45 (avec L. Brandolese [16]) Soit (u,B) une solution de (MHD) dans C([0, T ];L2(Rd) ×
L2(Rd)) telle que, pour un certain ε > 0,
sup
t∈[0,T ]
|u(t, x)| L2= O(|x|−(d+1+ε)) (3.4.1a)
et sup
t∈[0,T ]
|B(t, x)| L2= O(|x|−(d+1+ε)/2). (3.4.1b)
Alors, pour tout t ∈ [0, T ], il existe une constante C(t) ≥ 0 telle que les composantes de u(t) et
B(t) soient reliées par l’identité :∫
Rd
(uhuk −BhBk)(t, x) dx = δh,k C(t) (h, k = 1, . . . , d). (3.4.2)
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Le Théorème 43 permet de satisfaire l’hypothèse (3.4.1b) par exemple dès que u0 et B0 appar-
tiennent à Lpϑ(R
d) avec p > d, ϑ + dp = (d + 1 + ε)/2, et  > 0. En particulier, si (u0, B0) est une
donnée de Cauchy bien localisée mais ne vérifiant pas (3.4.2) à t = 0, alors (3.4.1a) ne peut être
réalisé. L’excès de localisation du champ de vitesse est alors instantanément diffusée.
S’inspirant de [12], on définit l’espace E des fonctions f ∈ L1
loc
(Rd) telles que
‖f‖E =
def
∫
|x|≤1
|f(x)| dx + sup
R≥1
R
∫
|x|≥R
|f(x)| dx (3.4.3)
est fini et
lim
R→+∞
R
∫
|x|≥R
|f(x)| dx = 0.
L’inégalité de Hölder implique :
Lp0ϑ0(R
d) ⊂ E dès que

ϑ0 +
d
p0
≥ d+ 1 (p0 < +∞) ou
ϑ0 > d+ 1 (p0 = +∞).
La solution ne peut pas, en général, rester uniformément bornée dans E.
Proposition 46 Soit (u,B) ∈ C([0, T ];L2(Rd)× L2(Rd)) une solution de (MHD) telle que
u ∈ L∞([0, T ];E) (3.4.4a)
|u|2 + |B|2 ∈ L∞([0, T ];E). (3.4.4b)
Alors il existe une constante c ≥ 0 telle que
∀j, k ∈ {1, . . . , d},
∫
Rd
uj0u
k
0 −Bj0Bk0 = c δj,k. (3.4.5)
Preuve La preuve est une adaptation immédiate des arguments de [12]. On commence par réécrire
l’équation (MHD) sous la forme suivante (les constantes physiques ont été supposées égales à 1) :
u(t)− et∆u0 +
d∑
j=1
∫ t
0
e(t−s)∆ ∂j(uju−BjB) ds = −
∫ t
0
e(t−s)∆∇P (s) ds (3.4.6)
avec P = p + |B|
2
2 . On vérifie facilement que (3.4.4) implique que chaque terme du membre de
gauche de (3.4.6) appartient à L∞([0, T ];E). Ainsi, on a :
∇P˜ ∈ L∞([0, T ];E) avec P˜ (t) =
∫ t
0
e(t−s)∆ P (s) ds.
on pose
u˜j,k(t) =
∫ t
0
e(t−s)∆ ujuk(s) ds et B˜j,k(t) =
∫ t
0
e(t−s)∆BjBk(s) ds.
On applique alors l’opérateur div à (3.4.6), ce qui donne :
−∆P˜ =
d∑
j,k=1
∂j∂k(u˜
j,k − B˜j,k).
Le Lemme 2.3 et la Proposition 2.4 de [12] entraînent alors (3.4.5).
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La preuve du Théorème 45 est maintenant très simple.
Preuve [Théorème 45] L’inclusion naturelle des espaces à poids et la définition (1.1.6) impliquent,
sous les hypothèses du Théorème 45, l’existence de ε′ > ε′′ > 0 tels que :
sup
t∈[0,T ]
|u(t, ·)| ∈ L2d
2
+1+ε′
⊂ L11+ε′′ ⊂ E.
D’autre part, la définition (1.1.5) du taux de décroissance L2–faible implique
lim
R→∞
Rd+2+2ε
′
∫
R≤|x|≤2R
|u(t, x)|2 dx = 0
et
lim
R→∞
R1+ε
′
∫
R≤|x|≤2R
|B(t, x)|2 dx = 0,
uniformément pour t ∈ [0, T ]. Ainsi,
sup
t∈[0,T ]
(|u(t, ·)|2 + |B(t, ·)|2) ∈ L11+ε′′ ⊂ E.
La conclusion (3.4.2) est alors une conséquence de la Proposition 46.
3.5 Exemples de solutions exceptionnellement bien localisées
Cette brève section contient quelques indications pour construire des champs de vitesse dont
la localisation excède celle autorisée par (3.1.5b).
De telles solutions peuvent être construites à partir d’une donnée initiale ayant des propriétés
de symétrie particulières. Supposons par exemple que u0 et B0 sont à décroissance rapide (i.e. plus
vite que toute puissance négative de |x|) et que
Au0(x) = u0(Ax), AB0(x) = B0(Ax)
pour tout x ∈ Rd et toute matrice A ∈ G où G désigne un sous-groupe du groupe orthogonal O(d).
La solution de (MHD) hérite alors de cette propriété car le problème est invariant par rotation.
Si le groupe G est suffisamment non-trivial, ces propriétés de symétrie entraînent les relations
d’orthogonalité (3.4.2). On remarque d’ailleurs que le taux de décroissance en temps de la norme
d’énergie de (u0, B0) se classifie par le groupe de symétries de l’écoulement (voir §2.4.2).
En dimension d = 2, 3 des modifications mineures de la preuve des résultats du paragraphe §2.4.2
indiquent que le taux de décroissance optimale du flot est en fait identique à celui donné par
Navier-Stokes. En effet, ayant supposé B0 à décroissance rapide, cette propriété est propagée et
l’écoulement est alors qualitativement très proche de celui de (NS).
Par exemple, en dimension d = 2 et si G est le groupe cyclique d’ordre n, on a :
∀t ∈ [0, T ∗), u(t, x) = O(|x|−(n+1))
lorsque |x| → +∞. En particulier, la propriété d’être simultanément isotrope (i.e. G = SO(2)) et
à décroissance rapide est propagée.
En dimension d = 3, on construit des champs présentant le taux de décroissance maximal du
champ de vitesse (i.e. celui de |x|−8 à l’infini) en considérant le groupe de symétries de l’icosahèdre.
On doit cependant remarquer que toutes ces solutions sont instables puisque la moindre pertur-
bation du champ de vitesse peut détruire les propriétés de symétrie et donc provoquer la diffusion
instantanée du champ u.
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Chapitre 4
Définitions et hypothèses
Les espaces de Sobolev sont des espaces fonctionnels dans lesquels la régularité d’une fonction
est exprimée par l’appartenance simultanée de la fonction et d’un certain nombre de dérivées
(éventuellement calculées au sens des distributions) à un espace de référence, par exemple L2(Rd).
La deuxième partie de ce travail consiste à étudier des espaces de Sobolev dont les dérivations
sont données par une famille de champs de vecteurs. On souhaite en particulier comprendre l’in-
fluence de la structure géométrique des champs sur la régularité qu’il est possible d’exprimer dans
le cadre de ces espaces.
4.1 Présentation générale
Soit X = (X1, . . . ,Xm) une famille de champs de vecteurs réguliers sur un ouvert Ω de Rq.
Chaque champ agit sur les fonctions à travers sa dérivée de Lie :
(Xjf)(x) = df(x) ·Xj(x).
Le modèle des espaces fonctionnels qu’on souhaite étudier est :
H1(Ω;X ) =
{
f ∈ L2(Ω) ; ∀j ∈ {1, . . . ,m}, Xjf ∈ L2(Ω)
}
. (4.1.1)
Le seul cas non-trivial est celui où le rang de la familleX est strictement inférieur à la dimension
ambiante. Dans ce cas, la régularité n’est pas isotrope et la notion de régularité microlocale
s’y substitue avantageusement. Une fonction f est dite microlocalement de classe Hsx0,ξ0 en un
point (x0, ξ0) de l’espace des phases T∗ Ω si
〈ξ〉s |φ̂f(ξ)| ∈ L2
(∣∣∣∣ ξ|ξ| − ξ0|ξ0|
∣∣∣∣ < ε) (4.1.2)
pour un certain ε > 0 suffisamment petit (en fait aussi, pour tout ε′ ≤ ε) et une fonction de
troncature φ ∈ D(Ω) telle que φ(x0) = 1. Ici et dans toute la suite, on note
fˆ(ξ) =
∫
Rq
eix·ξf(x) dx
la transformée de Fourier d’une fonction f définie sur Rq. On pose aussi 〈ξ〉 = (1 + |ξ|2)1/2.
La suite de ce chapitre est consacrée aux définitions précises des espaces fonctionnels et s’achève
par un résumé des principaux résultats qu’on se propose de démontrer.
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Hypothèse de Hörmander
En termes naïfs, un commutateur exprime au niveau infinitésimal la conjugaison des déplace-
ments suivant le flot de deux champs de vecteurs. L’hypothèse de Hörmander signifie que toutes
les directions peuvent être atteintes, au moins indirectement, de cette manière.
Plus précisément, l’hypothèse de Hörmander (ou condition de crochet) exige que les Xj et
leurs commutateurs itérés jusqu’à un ordre fini, prescrit à l’avance, engendrent la totalité de l’espace
tangent ; autrement dit, c’est l’existence d’un entier n0 ≥ 2 tel que tout champ de vecteur Y puisse
être décomposé (mais pas nécessairement de façon unique) sous la forme :
Y =
∑
α1jXj +
∑
α2j1,j2[Xj1,Xj2 ] + . . .+
∑
αn0j1,...,jn0
[Xj1, [Xj2 , [. . . [Xjn0−1 ,Xjn0 ]]]] (4.1.3)
avec des fonctions localement bornées αkj1,...,jk sur Ω. On dit que n0 est le degré de non-holonomie
de la famille X .
La famille est dite régulière (au voisinage de x0) si le drapeau de TxΩ constitué des sous-espaces
Vk(x) = Vect
{
Xj(x), . . . , [Xj1, [. . . [Xjk−1 ,Xjk ]]](x)
}
(4.1.4)
est régulier, i.e. si chaque Vk est de rang constant pour tout k ≤ n0.
Sauf mention explicite du contraire, on supposera dans toute la suite que la familleX est régulière et
vérifie la condition d’ordre 2. Certains résultats pourront se généraliser au cas d’une hypothèse d’ordre
fini. Dans d’autres cas, au contraire, on se limitera au cas du groupe de Heisenberg (voir §4.5).
4.2 Espaces fonctionnels associés à une famille de champs
Afin d’unifier la présentation des espaces de Sobolev (et en particulier, ceux du chapitre 8), on
observe que l’espace (4.1.1) ne dépend pas explicitement de la familleX mais seulement du C∞ mo-
dule engendré par les champs. Cette remarque nous amène à modifier légèrement le concept ainsi
que les notations.
On considère, en toute généralité, une variété C∞, notée Ω, munie d’une mesure de Radon µ
sur la tribu borélienne. Comme précédemment, on note Xf = iX(df) la dérivation associée à un
champ de vecteur X.
Définition – Une structure de dérivation sur (Ω, µ) est la donnée simultanée d’un anneau A de
fonctions µ-mesurables et d’un A-module X de champs de vecteurs sur Ω, tels que :
1. C∞(Ω) ⊂ A ⊂ L∞(Ω;µ), i.e. A contient les fonctions régulières et
∀f ∈ A, ∃R > 0, µ({x ∈ Ω ; |f(x)| > R}) = 0,
2. X est de type fini sur A,
3. A est stable sous les dérivées de Lie X.
Remarque - Comme A contient les fonctions C∞, les coefficients des champs de vecteurs appar-
tiennent à A et l’ensemble
X(x) = {X(x) ; X ∈ X}
est un sous-espace vectoriel de TxΩ. En toute généralité, la dimension de ces sous-espaces pourrait
varier avec x ; ce n’est pas le cas si on suppose que la famille de champs est régulière. Dans l’étude
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des espaces de traces, on rencontera un exemple assez naturel de structure de dérivation dont
l’anneau A est consitué de fonctions quasi-homogènes de degré zéro (voir p. 149). ♦
Le module X étant de type fini sur A, on considère une famille génératrice Xˆ. Pour tout multi-
indice de longueur k ≥ 1, i.e. toute application α : {1, . . . , k} → Xˆ, on note Xˆα la dérivée de
Lie α(1) ◦ · · · ◦ α(k). Par convention Xˆ0 = Id.
Définition – L’espace de Sobolev Hk(Ω;X;µ) = {u ; Xˆαu ∈ L2(Ω;µ) si |α| ≤ k} est muni de la
norme hilbertienne
‖u‖2Hk(Ω;X;µ) =
∑
|α|≤k
∥∥Xˆαu∥∥2
L2(Ω;µ)
, (4.2.1)
la somme étant étendue à tous les multi-indices de longeur au plus k.
Pour k ∈ N, l’espace Hk(Ω;X;µ) et sa norme ne dépendent pas, à isomorphisme hilbertien près,
du choix de la famille génératrice Xˆ.
Notation. Dans la suite, on s’efforcera de noter X la famille de champs de vecteurs lorsqu’on ne
l’associe pas spécifiquement à une structure de dérivation et Xˆ lorsqu’on souhaite insister sur le
fait que c’est un choix particulier d’une famille génératrice d’une structure de dérivation X.
4.3 Eléments de géométrie sous-riemannienne
La donnée d’une famille de champs de vecteurs vérifiant la condition de Hörmander (6.1.1)
fournit naturellement une structure sous-riemannienne. L’idée fondamentale est que les seuls dé-
placements possibles sont contraints à suivre les flots des champs de vecteurs.
Définition – Un chemin absolument continu γ ∈ W 1,1([0, T ]; Ω) est dit X-horizontal s’il existe une
famille génératrice Xˆ et des fonctions bornées (aX)X∈Xˆ telles que
γ˙(t) =
∑
X∈Xˆ
aX(t)X(γ(t))
pour presque tout t ∈ [0, T ]. Il est dit sous-unitaire si ∑ a2X ≤ 1. On définit une quasi-distance,
dite de Carnot-Theodory, par :
D
Xˆ
(x, y) = inf
{
T ≥ 0 ; ∃γ ∈W 1,1([0, T ]; Ω) t.q.
∣∣∣∣∣ γ sous-unitaire,γ(0) = x et γ(T ) = y
}
avec la convention que D
Xˆ
(x, y) = +∞ si x et y ne peuvent pas être connectés par un chemin X-
horizontal.
Si Yˆ = Ξ · Xˆ est une autre famille génératrice (avec une matrice de passage Ξ), alors
D
Xˆ
(x, y) ≤ ‖Ξ‖L∞ DYˆ(x, y).
Ainsi, le choix d’une autre famille génératrice conduit, au moins localement, à une distance unifor-
mément équivalente.
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L’analogie avec la géométrie riemannienne est la suivante. Pour v ∈ TxΩ, on pose :
‖v‖2
Xˆ,x
= inf
{ ∑
a2X t.q. v =
∑
X∈Xˆ
aX X(x)
}
,
en convenant que ‖v‖
Xˆ,x =∞ si v /∈ X(x). La X -longueur d’un chemin absolument continu γ est
alors définie comme
L
Xˆ
(γ) =
∫ T
0
‖γ˙(t)‖
Xˆ,γ(t) dt.
La distance de Carnot-Theodory définie ci-dessus est équivalente à :
inf
{
L
Xˆ
(γ) | γ chemin sous-unitaire de x à y } . (4.3.1)
Cette propriété justifie l’appellation de géométrie sous-riemannienne.
Sous l’hypothèse de Hörmander (6.1.1) d’ordre n0 = 2 et en supposant de plus que Ω est un
ouvert connexe de Rq, le théorème de W.L. Chow [8, thm. 2.4] entraîne que la distance de Carnot
est finie pour tout couple de points dans Ω2.
La forme des boules B xρ =
{
y ∈ Ω t.q. D
Xˆ
(x, y) < ρ
}
peut être très compliquée. Cependant, le
théorème “boîte-boule” (Ball-Box theorem, [25, thm. 2.10]) implique l’estimation locale suivante :
∃β > 1, β−1|x− y| ≤ D
Xˆ
(x, y) ≤ β|x− y|1/2 (4.3.2)
pour |x− y| ≤ 1. L’exposant 12 reflète l’ordre n0 = 2 de la condition de Hörmander.
La borne inférieure reste vraie sans hypothèses particulières sur les champs, même si x et y
sont très éloignés l’un de l’autre :
∀x, y ∈ K, D
Xˆ
(x, y) ≥ β−1K |x− y| (4.3.3)
pour tout compact K ⊂ Ω. Si Ω = Rq et si les coefficients des champs sont bornés, la constante βK
peut être choisie indépendamment du compact K.
Le volume Vol(B xρ ) s’estime assez facilement. En effet, les boules sous-riemanniennes de petit
rayon vérifient la propriété de doublement du volume (voir [24, équation 3.1]) :
∃ c ≥ 1, ∀ρ ∈ [0, 1], Vol(B x2ρ) ≤ cVol(B xρ ), (4.3.4)
donc VolB xρ ≥ ρ
ln c
ln 2 VolB x1 .
Définition – Pour un système régulier vérifiant la condition de crochet de rang 2, on définit la
dimension homogène
Q = r + 2(n− r) (4.3.5)
où r = rgR Xˆ(x) est, par hypothèse, indépendant de x ∈ Ω et du choix de la famille génératrice.
Le volume de la boule sous-riemannienne se calcule alors à une constante près :
∃ C¯ ≥ C
¯
> 0, ∀ρ ∈ [0, 1], C
¯
ρQ ≤ Vol(B xρ ) ≤ C¯ ρQ. (4.3.6)
Pour un résultat plus général voir par exemple [25, théorème 2.17] (théorème de Mitchell).
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4.4 Utilisation du calcul de Weyl-Hörmander
Un des résultats essentiels de la théorie classique des espaces de Sobolev est le fait que la
transformation de Fourier réalise une isométrie d’espace de Hilbert entre Hs(Rq) et L2(〈ξ〉s dξ).
Dans le contexte précédent, l’analyse de Fourier doit être convenablement généralisée puisque la
régularité microlocale des fonctions Hk(Ω;X) est inhomogène et anisotrope.
Lorsque X vérifie la condition de crochet de rang 2, on peut utiliser, par exemple, le calcul de
Weyl-Hörmander, dans l’esprit de J.-M. Bony et J.-Y. Chemin [12] (voir aussi [17], [14]).
A. Nagel et E. Stein ont proposé une approche légèrement différente qui privilégie l’étude des
opérateurs à noyau grâce à un calcul symbolique spécifique [28].
Enfin, lorsque la structure sous-riemannienne est induite par un groupe de Carnot (en fait, plus
précisément, sur le groupe de Heisenberg), H. Bahouri, P. Gérard et C.J. Xu [7] ont proposé une
généralisation directe de la théorie de Littlewood-Paley (voir aussi [6]).
Le calcul de Weyl semble offrir un bon compromis entre la simplicité de mise en oeuvre et la
généralité des résultats. En voici quelques rappels succincts.
4.4.1 Semi-normes de confinement
La notion de confinement est définie par une famille de semi-normes sur l’espace des phases,
i.e. le fibré cotangent T∗Ω, muni de sa structure symplectique naturelle.
Soit g une métrique sur un espace symplectique (R2q, σ) ; la métrique duale est
gσ(S) = sup
T 6=0
σ(S, T )2
g(T )
ou, en termes matriciels : Gσ = −ΣG−1Σ.
Définition – Pour tout ensemble borélien U ⊂ R2q et tout entier N ∈ N, on définit la semi-norme :
‖φ‖N ; ConfU (g) = sup
X∈T∗ Rq
k≤N ;Ti 6=0
(
1 + gσ(X − U))N |∂T1 . . . ∂Tkφ(X)|
g(T1)1/2 . . . g(Tk)1/2
· (4.4.1)
Cette famille munit l’ensemble des fonctions C∞(R2q) d’une structure d’espace de Frechet.
Par construction : ‖φ‖N ; ConfU (g) ≤ ‖φ‖N+1;ConfU (g).
Revenons à l’espace des phases T∗ Rq, identifié à Rq × Rq. Soit X une famille de champs de
vecteurs sur Rq. A tout point X = (x, ξ), on associe la métrique :
gX =
〈ξ〉2 dx2 + dξ2
m2(X)
(4.4.2)
avec
m(X)2 = 〈ξ〉+
∑
|〈Xj(x)|ξ〉|2 . (4.4.3)
La famille (gY )Y ∈T∗ Rq vérifie les hypothèses classiques du calcul de Weyl-Hörmander, à savoir,
le principe d’incertitude g ≤ gσ et les conditions de lenteur et de tempérance qu’on résume par
l’inégalité :
∀T 6= 0,
(
gX(T )
gY (T )
)±1
≤ C0
(
1 + gσY (X − UδY )
)N0
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avec UδY = {X ∈ T∗ Rq ; gY (X−Y ) ≤ δ2}. Pour les détails des calculs, voir la preuve du Lemme 1.2.1
dans [14].
Remarque - Le poids microlocal (4.4.3) exprime une régularité microlocale H1/2 isotrope en plus
de la régularité associée à la famille X . Sous l’hypothèse de Hörmander d’ordre n0 = 2, ce n’est
pas une contrainte puisque le théorème de sous-ellipticité entraîne Hs(X ) ⊂ Hs/2loc (Rq). D’autres
remarques concernant le cas d’ordre n0 ≥ 3 sont incluses au paragraphe §6.4, ainsi qu’à la suite de
la Proposition 24 du Chapitre 7. ♦
Dans ce qui suit, le rayon de confinement est δ ∈ ]0, δ0[. On utilise la métrique gY et les
boules UδY . On abrège alors la notation Conf UδY(gY) en ConfY . On utilise aussi de préférence une
famille équivalente de semi-normes, donnée par le lemme suivant.
Lemme 1 Les semi-normes
‖φ‖N ; Conf ′Y = sup
X∈T∗ Rq
k≤N ;Ti 6=0
(
1 + gσY (X − UδY )
)N |∂T1 . . . ∂Tkφ(X)|
gX(T1)1/2 . . . gX(Tk)1/2
(4.4.4)
définissent le même espace de Frechet que ‖·‖N ; ConfY .
Preuve On a C−N/20 ‖φ‖N ; Conf ′Y ≤ ‖φ‖(1+N0)N ; ConfY ≤ C
N
0 ‖φ‖(1+N0)2N ; Conf ′Y .
4.4.2 Calcul symbolique dans les classes de confinement
La loi de composition des symboles est définie par :
(φ#ψ)(X) = pi−2q
∫∫
e−2i[X−S,X−T ] φ(S)ψ(T ) dS dT.
où [X,Y ] = y · ξ − x · η désigne la structure symplectique de R2q.
L’espace des phases admet une partition de l’unité (ϑY )Y ∈T∗ Rq en symboles confinés :∫
T∗ Rq
ϑY dgY = 1 et ∀N, sup
Y ∈T∗ Rq
‖ϑY ‖N ; ConfY <∞. (4.4.5)
On note dgY = |detGY |1/2dY la renormalisation naturelle de la métrique symplectique, avec GY
la matrice de gY dans les coordonnées locales dans lesquelles on exprime l’élément de volume dY .
La métrique g définie par (4.4.2) est dominée par la métrique fortement tempérée du calcul
symbolique Sm1
2
, 1
2
(voir [12, déf. 7.1]) :
g˜X = 〈ξ〉 dx2 + 〈ξ〉−1 dξ2.
On peut donc supposer que ϑY se décompose en ϑY = ψY#ϕY avec une autre partition de
l’unité (ϕY )Y ∈T∗ Rq et des fonctions (ψY )Y ∈T∗ Rq uniformément confinées (voir [12, §7]). Cette
propriété remplace l’intuition classique que toute fonction à support compact s’écrit comme un
produit de deux fonctions à support à peine plus gros, la seconde étant égale à 1 au voisinage de
la première.
Le calcul symbolique repose sur la propriété de multiconfinement des symboles composés.
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Théorème 2 (J.-M. Bony, N. Lerner [13, §3.2]) Il existe une fonction symétrique ∆ telle que pour tout
entier N , il existe M ≥ 0 et une constante CN > 0 vérifiant :
‖φ#ψ‖N ; ConfX + ‖φ#ψ‖N ; ConfY ≤ CN ∆(X,Y )−N ‖φ‖M ; ConfX ‖ψ‖M ; ConfY (4.4.6)
pour tous symboles φ, ψ. De plus, ∆(X,Y ) ≥ 1 et il existe un entier N0 tel que :
sup
X
∫
T∗ Rq
∆(X,Y )−N0 dgY <∞. (4.4.7)
Corollaire 3 Le produit de composition des symboles admet le développement asymptotique suivant :
φ#ψ(X) = φ(X)ψ(X) +
m−1∑
k=1
1
k!
(
1
2i [∂Y , ∂Z ]
)k
φ(Y )ψ(Z)
∣∣∣
X=Y=Z
+Rm(φ,ψ)(X) (4.4.8)
avec [∂Y , ∂Z ] =
∑
∂yi∂ζi − ∂zi∂ηi en coordonnées symplectiques, et l’estimation du reste :
λg(X)
m ‖Rm(φ,ψ)‖N ; ConfX ≤ CN ∆(X,Y )−N ‖φ‖M ; ConfX ‖ψ‖M ; ConfY (4.4.9)
où λg(X) = inf
T∈T∗ Rq
√
gσX(T )
gX(T )
=
m(X)2
〈ξ〉 ≥ 1.
4.4.3 Quantification de Weyl
La quantification de Weyl d’un symbole φ est définie par :
φwu(x) =
∫∫
ei〈x−z|ζ〉 φ
(x+ z
2
; ζ
)
u(z)
dzdζ
(2pi)q
·
On a φw ◦ ψw = (φ#ψ)w. Le symbole de Weyl d’un champ de vecteur est donné par la formule :
q∑
j=1
aj(x)∂xj =
(
a(x) · (iξ) + 1
2
div a
)w
(4.4.10)
où a = (a1, . . . , aq).
Proposition 4 (J.-M. Bony, N. Lerner [13, 2.4.1]) Les symboles confinés définissent des opérateurs bor-
nés sur L2 :
‖φw‖
L (L2) ≤ C1 inf
X
‖φ‖N1; ConfX . (4.4.11)
La métrique gX définie par (4.4.2) est scindée, i.e. de la forme a(X) dx2 + b(X) dξ2. On peut
donc généraliser le lemme de Cotlar de la manière suivante.
Théorème 5 (J.-Y. Chemin, C.J. Xu [17, 2.16]) Soit (ψY )Y ∈T∗ Rq une famille uniformément confinée
pour la métrique (4.4.2). Soit fY : Rq → C une famille de fonctions L2, mesurablement paramétrée
par Y ∈ T∗Rq. On définit
u(x) =
∫
T∗ Rq
(
ψwY fY
)
(x) dgY. (4.4.12)
Alors, il existe une constante Cψ > 0 ne dépendant que de la famille ψY telle que :
‖u‖2L2 ≤ Cψ
∫
T∗ Rq
‖fY ‖2L2 dgY. (4.4.13)
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4.4.4 Espaces de Sobolev et classes de symboles
On introduit des classes de symboles adaptés à la métrique (4.4.2).
Définition – Un poids M est une fonction régulière telle que :(
M(X)
M(Y )
)±1
≤ C¯ (1 + gσY (X − Uδ0Y ))N¯ .
On définit la classe de symbole S(M) par la famille de semi-normes :
‖φ‖N ;S(M) = sup
X∈T∗ Rq
k≤N ; Ti 6=0
M(X)−1
|∂T1 . . . ∂Tkφ(X)|
gX(T1)1/2 . . . gX(Tk)1/2
· (4.4.14)
Le poids M est dit régulier si M ∈ S(M).
Le poids m défini par (4.4.3) est un poids admissible régulier (voir [14, lemme 1.2.1]).
Si M1 et M2 sont deux g-poids, on a un calcul symbolique. Le produit de deux symboles
respectivement de classe S(M1) et S(M2) est de classe S(M1M2). L’inverse d’un symbole φ de
classe S(M) vérifiant |φ| ≥ c > 0 est de classe S(M−1). Le développement asymptotique du
Corollaire 3 est complété par les estimations suivantes du terme de reste :
λg(X)
m ‖Rm(φ,ψ)‖N ; ConfX ≤ CNM(X) ‖φ‖M ; ConfX ‖ψ‖M ;S(M) (4.4.15a)
λg(X)
m ‖Rm(φ,ψ)‖N ;S(M1M2) ≤ CN ‖φ‖M ;S(M1) ‖ψ‖M ;S(M2) (4.4.15b)
En particulier, pour tout entier N , il existe M ∈ N et une constante structurelle C tels que :
‖φψ‖N ; ConfX + ‖φ#ψ‖N ; ConfX + λg(X) ‖φ#ψ − φψ‖N ; ConfX ≤ CM(X) ‖φ‖M ; ConfX ‖ψ‖S(M) .
La définition “fréquentielle” des espaces de Sobolev s’inspire de l’analyse de Fourier sur Rq en
considérant le poids comme une fréquence.
Définition – Soit M un poids régulier. Pour s ≥ 0, l’espace H(Ms) est constitué des fonctions u
de L2(Rq) telles que :
‖u‖2H(Ms) =
∫
T∗ Rq
M(Y )2s ‖ϑwY u‖2L2 dgY <∞ (4.4.16)
pour une partition de l’unité (ϑY )Y ∈T∗ Rq de l’espace des phases en symboles confinés.
L’espace H(Ms) ne dépendant pas du choix de la partition de l’unité (voir [12, proposition 4.3]).
Le lien entre H(Ms) et S(Ms) est donné par le théorème suivant.
Théorème 6 (J.-M. Bony, J.-Y. Chemin [12, corollaires 6.6 & 6.7]) Soit M un poids régulier. Une fonc-
tion u appartient à H(Ms) si et seulement si awu ∈ L2 pour tout symbole a ∈ S(Ms).
De plus il existe deux symboles b ∈ S(Ms) et h ∈ S(M−s) tels que :
h#b = b#h = 1. (4.4.17)
L’application hw : L2 → H(Ms) est un isomorphisme d’espaces de Hilbert, d’inverse bw.
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4.4.5 Exemples classiques
La mise en oeuvre effective du calcul de Weyl nécessite d’identifier quelques espaces classiques.
1. L’espace H(1) coïncide avec L2(Rq) et les normes sont équivalentes.
2. L’espace H(〈ξ〉s) est l’espace de Sobolev usuel Hs(Rq).
3. Proposition 7 (J.-Y. Chemin, C.J. Xu [17]) Soit X une famille de champs vérifiant uniformément
la condition de Hörmander d’ordre 2 sur Rq. Pour k ∈ N et le poids m défini par (4.4.3)
l’espace H(mk) du calcul de Weyl coïncide avec l’espace Hk(Rq;X) défini par (4.2.1).
La famille {H(ms)}s≥0 étant stable par interpolation complexe (voir [12, remarque 4.2]), ces
espaces constituent donc une généralisation naturelle des espaces d’indice entier.
La preuve de la Proposition 7 est un exemple significatif de la mise en oeuvre du calcul de Weyl.
En voici les grandes lignes, les détails des calculs pouvant être retrouvés dans [4]. Voir aussi [17]
pour une autre démonstration utilisant le Théorème 6.
Preuve Le symbole des champs Zi ∈ Xˆ est donné par (4.4.10). C’est une fonction de classe S11,0
bornée par m donc de classe S(m) (voir le Lemme 16 p.117). En conséquence :
‖u‖2Hk/2(Rq) +
∑
|α|≤k
∥∥Xˆαu∥∥2
L2
≤ ‖u‖2H(mk) .
Inversement, il existe une partition de l’espace des phases dépendant d’un paramètre A > 0 :
T∗ Rq ⊂
⋃
j
Ej
définie par E0 = {(x, ξ) ; Q(x, ξ) ≤ A 〈ξ〉} et pour 1 ≤ j ≤ rgX :
Ej =
{
(x, ξ) ; r2|Zj(x, ξ)|2 ≥ Q(x, ξ) ≥ A 〈ξ〉
}
où r = rgX est le nombre de champs d’une base (Z1, . . . , Zr) de X et Q(x, ξ) =
∑ |Zj(x) · ξ|2.
Comme m2(X) = Q(x, ξ) + 〈ξ〉, on a donc :
‖u‖2H(mk) ≤ (1 +A) ‖u‖2Hk/2(Rq) +
r∑
j=1
∫
Ej
m(Y )2k ‖ϕwY u‖2L2 dgY.
On note aj le symbole de Zj et on définit :
pij,`,Y (X) =
(
m(Y )
aj(X)
)`
ϕY (X) ϑj,`,Y (X) = λg(Y )
(
ϕY − ϕY
a`j
#a#`j
)
(X)
où λg(X) = m(X)2/ 〈ξ〉 désigne le “gain” du calcul. Le Corollaire 3 et les formules (4.4.15) as-
surent que (pij,`,Y )Y ∈Ej et (ϑj,`,Y )Y ∈Ej sont deux familles de symboles uniformément confinés. Par
construction,
ϕwY = m(Y )
−`piwj,`,Y ◦ Z`j + λg(Y )−1ϑwj,`,Y .
On en déduit pour ` = k :
‖u‖2H(mk) ≤ (1 +A) ‖u‖2Hk/2(Rq) +
r∑
j=1
∫
Ej
∥∥piwk,`,Y (Zkj u)∥∥2L2 + λg(Y )−2m(Y )2k ‖ϑk,`,Y u‖2L2 dgY.
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Or λg(Y )−1 ≤ 1A si Y ∈ Ej. Ainsi, en choisissant un paramètre A suffisamment grand, on en
déduit :
‖u‖2H(mk) ≤ C ‖u‖2Hk/2(Rq) + C
∑
|α|≤k
∥∥Xˆαu∥∥2
L2
.
Enfin, comme la famille de champs vérifie uniformément la condition de crochet d’ordre 2, le
terme ‖u‖2Hk/2 est contrôlé par la norme L2 des X-dérivées de u. D’où le résultat annoncé.
4.5 Exemple fondamental : le groupe de Heisenberg Hd
Avant d’aller plus loin, on peut illustrer les définitions précédentes sur un exemple concret, le
plus simple des groupes de Carnot, celui de Heisenberg (voir [1] ou [30]).
Le groupe de Heisenberg Hd peut être identifié à son algèbre de Lie Rd × Rd × R grâce à des
coordonnées exponentielles x = (p, q ; t). La structure de groupe est non commutative :
(p, q; t) · (p′, q′; t′) = (p+ p′, q + q′; t+ t′ − 2(q · p′ − p · q′)).
La mesure de Haar est la mesure de Lebesgue induite par R2d+1 et sera donc notée encore dx.
Les champs :
Xˆ :
{
Xi = ∂pi + 2qi∂t
Yi = ∂qi − 2pi∂t
(1 ≤ i ≤ d) (4.5.1)
sont invariants à gauche. On vérifie immédiatement que ∂t = 14 [Yi,Xi].
4.5.1 Structure de dérivation naturelle sur le groupe de Heisenberg
La propriété suivante fait le lien avec les espaces de Sobolev “abstraits” du paragraphe §4.2.
Proposition 8 Le C∞-module engendré par les champs de vecteurs qui annulent la 1-forme canonique
κ = dt + 2(pdq − qdp) (4.5.2)
est une structure de dérivation sur Hd. La famille Xˆ définie par (4.5.1) est une base.
Sur le groupe de Heisenberg, la notation X désigne systématiquement cette structure de dérivation.
La structure Xˆ vérifie uniformément la condition de crochet de rang 2. On a en effet :∑
T∈Xˆ∪[Xˆ,Xˆ]
|T (x) · ξ|2 ≥ 1
2
(ξ2p + ξ
2
q ) + 2(2 + p
2 + q2)ξ2t ≥ C|ξ|2
pour tout x = (p, q; t) dans Hd et ξ = (ξp, ξq; ξt) dans T∗xHd.
4.5.2 Distance de Carnot
La distance de Carnot associée à Xˆ est notée D
Hd
(x, y). Elle est invariante à gauche et unifor-
mément équivalente à la distance de gauge
∥∥x−1 · y∥∥
g
où
‖(p, q; t)‖g = 4
√
(p2 + q2)2 + t2. (4.5.3)
On peut calculer explicitement les géodésiques lorsque d = 1 (voir [15, §4]).
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4.5.3 Espaces de Sobolev
On démontrera ultérieurement (voir le Théorème 13 p.112) que les espaces de Sobolev Hs(Hd)
définis par interpolation complexe ou par le calcul de Weyl ont une norme équivalente à :
‖u‖2Hk+σ(Hd) = ‖u‖2Hk(Hd) +
∑
|α|=k
∫∫
∆0
|Xˆαu(x)− Xˆαu(y)|2
D
Hd
(x, y)Q+2σ
dx dy (4.5.4)
avec (k, σ) ∈ N×]0; 1[. L’entier Q = 2d+2 est la dimension homogène. Dans cette formule, on note
∆0 = {(x, y) ; D
Hd
(x, y) ≤ c0}
et le choix d’une autre constante c0 ∈ ]0,+∞[ conduit simplement à une norme équivalente.
Rappelons aussi que la théorie de Littlewood-Palley a été généralisée au groupe de Heisenberg
par H. Bahouri, P. Gerard et C.J. Xu (voir [7] et [6]).
4.6 Principaux résultats
Le chapitre 5 est consacré à l’étude d’un problème élémentaire, celui des espaces de Sobolev
définis en variable de Fourier par un poids anisotrope. Bien qu’élémentaire, ce modèle est assez
représentatif des idées que nous utiliserons dans le cas général.
Au chapitre 6, on considère une famille de champs vérifiant uniformément la condition de
crochet d’ordre 2. On démontre alors que les espaces de Sobolev d’ordre fractionnaires définis par
l’analyse fonctionnelle abstraite peuvent être caractérisés par la distance de Carnot. Un exemple
d’application est la formule (4.5.4) précédente. Ce résultat est le fruit d’une collaboration avec Sami
Mustapha (voir [27]). Le théorème repose à la fois sur une analyse microlocale précise des opérateurs
de translation et sur des estimations classiques du noyau de la chaleur associé au Laplacien sous-
elliptique.
Le chapitre 7 est centré sur l’inégalité de Hardy et ses applications à l’éclatement des espaces
de Sobolev de faible régularité. L’inégalité de Hardy sous-riemannienne peut être démontrée dans
un contexte très général, par exemple seulement sour l’hypothèse de Hörmander d’ordre 2 ou 3
et sur certains exemples d’ordre arbitraire. Pour des raisons techniques, le théorème d’éclatement
nécessite une inégalité plus forte, translatée dans l’échelle de régularité, et qui semble beaucoup plus
difficile à démontrer. Ainsi, on ne sait démontrer le résultat d’éclatement pour toutes les régularités
fractionnaires naturelles (i.e. pour s < Q/2 où Q est la dimension homogène) que dans le cadre
du groupe de Heisenberg. Dans les autres cas, on doit imposer des restrictions plus sévères sur s
comme, par exemple, être inférieur au plus grand entier minorant strictement Q/2.
Au chapitre 8, on envisage le problème de la restriction d’une fonction Hs(Hd) à une hypersur-
face Σ du groupe de Heisenberg. La restriction peut en effet développer des singularités aux points
caractéristiques, c’est-à-dire lorsque Σ est parallèle au noyau de la 1-forme canonique (4.5.2). En
supposant que la surface Σ vérifie une certaine hypothèse géométrique générique, on peut mettre en
oeuvre une technique d’éclatement autour des points caractéristiques. On obtient alors l’existence
de traces pour tout s > 1/2, ainsi qu’un théorème de relèvement. Lorsque l’indice de régularité est
inférieur à 1, l’espace de traces n’est pas contenu dans L2loc(Σ).
Le chapitre 9 contient enfin quelques illustrations produites par un petit programme informa-
tique personnel. Ce programme n’a guère plus d’ambition que d’être un « jeu éducatif » : il simule
le déplacement d’un mobile sous-riemannien dans R4, permettant ainsi d’expérimenter la difficulté
à joindre deux points par des déplacements X-horizontaux.
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Chapitre 5
Etude d’un problème modèle
L’objet de ce chapitre est d’exposer l’essentiel des idées qui seront développées dans les chapitres
suivants, tout en s’affranchissant des difficultés techniques inhérentes aux familles de champs de
vecteurs.
Les espaces de Sobolev construits avec des champs de vecteurs expriment une régularité micro-
locale anisotrope : les notations étant celles du paragraphe §4.1, les fonctions de Hs(X) sont, en
effet, microlocalement de classe Hs/kx,ξ lorsque ξ ∈ Vk(x) . La difficulté majeure est que le champ
de surfaces Vk n’est, par hypothèse, pas intégrable et ne peut donc pas être réalisé comme l’espace
tangent à une sous-variété de Rq de dimension rk. Ce défaut de platitude rend nécessaire l’utili-
sation de techniques “avancées” comme le calcul fonctionnel des opérateurs sous-elliptiques, ou le
calcul symbolique de Weyl-Hörmander.
Dans ce chapitre, on considère des espaces fonctionnels exprimant une régularité anisotrope
invariante par translation euclidienne, ce qui permet d’utiliser seulement l’analyse de Fourier “clas-
sique” sur Rq.
5.1 Espaces de Sobolev anisotropes, invariants par translation
Soient 1 ≤ ω1 ≤ ω2 ≤ . . . ≤ ωq des nombres réels. Pour tout ξ ∈ Rq, on pose :
m(ξ) = 1 +
q∑
j=1
|ξj |1/ωi . (5.1.1)
Définition – Pour s ≥ 0, l’espace H(ms) est l’espace constitué des fonctions u ∈ L2(Rq) telles que :
‖u‖2H(ms) =
∫
Rq
m(ξ)2s|uˆ(ξ)|2 dξ < +∞. (5.1.2)
C’est un espace de Hilbert séparable contenu dans l’espace usuel Hs/ωq(Rq).
Remarques
1. Par exemple, lorsque ω1 = . . . = ωq = 1, on retrouve l’espace usuel Hs(Rq).
2. La régularité microlocale d’une fonction u ∈ H(ms) est Hs/ωkx,ξ lorsque
ξ ∈ Vk = {η ∈ Rq ; η1 = . . . = ηk−1 = 0 et ηk 6= 0} . (5.1.3)
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Cette propriété ne coïncide pas avec la zone où la kèmecomposante est dominante :
Ek =
ξ ∈ Rq ; |ξk|1/ωk ≥∑
j 6=k
|ξj |1/ωj
 .
Cependant, Vk est la direction asymptotique de Ek car :
Vk = {ξ ∈ Rq ; ∃R0 > 0, ∀R ≥ R0 ⇒ Rξ ∈ Ek} .
Cette discussion est illustrée sur la Figure 5.1 en dimension 2 et 3. Dans ce dernier cas,
on remarque en particulier que E1 et E3 ont une frontière commune ; ce phénomène est en
partie responsable des difficultés techniques qui apparaissent lorsqu’on cherche à développer
un calcul symbolique avec des champs vérifiant la condition de crochet d’ordre 3 ou plus (voir
aussi la Proposition 24 p.130 et les remarques qui suivent). ♦
ξ1
ξ2
|ξ1| = |ξ2|1/2
-10
0
10
Ξ1
0
2
4
Ξ2
-2
0
2
Ξ3
Fig. 5.1 – Zone sous-elliptique et régularité microlocale.
5.2 Exemples d’applications
Considérons par exemple le problème élémentaire suivant : déterminer la régularité de la solution
causale (i.e. nulle si t < 0) de l’équation de la chaleur
(∂t −∆)u = f (5.2.1)
lorsque f ∈ L2(R+×Rq) est connue et supportée dans R+×Rq. On dispose bien sûr d’une solution
explicite :
|uˆ(t, ξ)|2 ≤
(∫ t
0
e−2t
′|ξ|2 dt′
)
‖f‖2L2([0,t]×Rq) ≤ Cmin{t; |ξ|−2} ‖f‖2L2([0,t]×Rq) ,
donc ‖u(t)‖H˙1(Rq) ≤ C ‖f‖L2(R+×Rq).
La vraie question est donc de retrouver ce résultat sans utiliser la formule de Duhamel. On
réalise la transformation de Fourier en variables (t, x) ∈ Rq+1 et on note (τ, ξ) les variables duales.
Par hypothèse,
(iτ + |ξ|2) uˆ(τ, ξ) ∈ L2(Rq+1)
donc u ∈ H(m˙2) où m˙(τ, ξ)4 = τ2 + |ξ|4. D’autre part, u ∈ L∞loc(R+;L2) donc
u(t, x)χ(t) ∈ H(m2)
- 104 -
Partie II - Chapitre 5 INTÉGRABILITÉ DU TAUX D’ACCROISSEMENT - §5.3
avec le poids inhomogène m4 = 1 + m˙4 et χ une fonction de classe C∞ à support compact, égale
à 1 sur [0, T ]. On conclut alors en appliquant un théorème de traces :
Tr{t=Cte}
(
H(m2)
)
= H1(Rq)
qui sera démontré ci-dessous (voir Théorème 12).
Les espacesH(ms) apparaissent aussi dans l’étude d’opérateurs d’ordre anisotrope. Par exemple,
le problème elliptique : 
(
Id− ∂2
∂x21
+ ∂
4
∂x42
)
u = f,
f ∈ L2(R2)
(5.2.2)
admet une solution unique u = F−1(fˆ(ξ)/(1 + ξ21 + ξ
4
2)) qui est de classe H(1 + ξ
2
1 + ξ
4
2). Si
on considère le problème de Dirichlet sur un domaine borné régulier, avec l’opérateur ∂2x1 + ∂
4
x2 ,
la question des traces devient essentielle puisque sa réponse détermine les conditions aux limites
admissibles.
Le problème parabolique correspondant est l’équation d’évolution :(
∂t − ∂
2
∂x21
+
∂4
∂x42
)
u = f (5.2.3)
dont la solution est donnée par u(t) =
∫ t
0
e(t−t
′)(∂21−∂42 )f(t′) dt′. Si f ∈ L2(R+ × R2), on vérifie
facilement que u(t) ∈ H((1 + ξ21 + ξ42)1/2) pour tout t > 0.
5.3 Propriété d’intégrabilité du taux d’accroissement
Lorsque 0 < s < 1, l’espace Hs(Rq) décrit une régularité fractionnaire qu’il est possible de
caractériser par une estimation intégrale du taux d’acroissement. Dans le cas général, on introduit
la distance anisotrope suivante :
δ(x, y) =
q∑
j=1
|xj − yj|1/ωj (5.3.1)
et on note Q =
∑
ωj la dimension homogène correspondante. Pour λ > 0, le déterminant jacobien
de la dilatation anisotrope :
(x1, . . . , xq) 7→ (λω1x1, . . . , λωqxq)
est λQ.
Théorème 9 Pour tout s ∈ ]0, 1[, il existe une constante Cs telle que :
C−1s ‖u‖2H(ms) ≤ ‖u‖2L2 +
∫∫
R2q
|u(x)− u(y)|2
δ(x, y)Q+2s
dxdy ≤ Cs ‖u‖2H(ms) . (5.3.2)
Preuve Le contrôle de la norme L2 étant immédiat, il suffit de démontrer seulement l’inégalité
homogène. On commence par utiliser l’invariance par translation. Le changement de variable x =
y + h donne : ∫∫
R2q
|u(x)− u(y)|2
δ(x, y)Q+2s
dxdy =
∫
Rq
‖(T ∗h − Id)u‖2L2(∑ |hj |1/ωj )Q+2s dh
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avec T ∗hv(x) = v(x+ h). L’identité de Parseval et le théorème de Fubini entraînent alors :∫
Rq
‖(T ∗h − Id)u‖2L2(∑ |hj |1/ωj )Q+2s dh =
∫
Rq
µ(ξ) |uˆ(ξ)|2 dξ
où µ(ξ) =
∫
Rq
|eih·ξ − 1|2
(∑
|hj |1/ωj
)−Q−2s
dh. Grâce à l’homogénéité de δ(0, h), on a :
∀λ > 0, µ(ξ) = λ2s µ
(
ξ1
λω1
, . . . ,
ξq
λωq
)
.
Enfin, on remarque que µ est une fonction régulière vérifiant :
0 < µ(ξ) ≤ 4ω1 · · ·ωq
(
|ξ|2
∑∫ 1
0
|ϑj |2ωj dϑ|ϑ|q+2s +
∫ ∞
1
dϑ
|ϑ|q+2s
)
≤ C 〈ξ〉2
avec C < +∞ puisque s < 1 ≤ ωj. En particulier, µ est bornée supérieurement et inférieurement
sur le compact : {
ξ ∈ Rq ;
∑
|ξj |1/ωj = 1
}
.
L’identité d’homogénéité appliquée avec λ =
∑ |ξj|1/ωj donne alors le résultat.
Remarque - Le Théorème 9 sera étendu au chapitre 6. L’invariance par translation et l’homogénéité
de la distance dicteront alors le choix d’un système de coordonnées convenables (voir §6.3). ♦
5.4 Inclusion dans Lp
Le deuxième résultat fondamental de la théorie classique des espaces de Sobolev est l’inclusion :
Hs(Rq) ⊂ Lp si q
p
=
q
2
− s > 0. (5.4.1)
Ce résultat ce généralise à condition d’utiliser la dimension homogène Q =
∑
ωj.
Théorème 10 Soient s un réel positif et p ≥ 2 tels que
Q
p
=
Q
2
− s > 0. (5.4.2)
Alors H(ms) ⊂ Lp(Rq) et l’inclusion est un opérateur continu.
Preuve A nouveau, il suffit de démontrer l’inégalité homogène. On suppose que ‖u‖H(m˙s) = 1
avec m˙ =
∑ |ξj|1/ωj . Le théorème de Fubini permet d’écrire la norme Lp sous la forme :
‖u‖pLp = p
∫ ∞
0
λp−1|{x ∈ Rq ; |u(x)| > λ}| dλ
où |E| désigne la mesure de Lebesgue d’un sous-ensemble mesurable de Rq. On pose :
u = u
¯
λ + u¯λ avec u
¯
λ =F
−1 ( 
m˙(ξ)≤Aλ uˆ(ξ)
)
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et Aλ > 0 un paramètre fixé ultérieurement et F la transformée de Fourier. Comme ‖u‖H(m˙s) = 1,
on contrôle uniformément u
¯
λ :
‖u
¯
λ‖2L∞ =
∣∣∣∣∫
Rq
uˆ
¯λ
(ξ) dξ
∣∣∣∣2 ≤ ∫
m˙≤Aλ
dξ
m˙(ξ)2s
·
On choisit Aλ de manière à avoir : ∫
m˙≤Aλ
dξ
m˙(ξ)2s
=
λ2
4
· (5.4.3)
En effet, la mesure de la boule {m˙(ξ) ≤ ρ} est comparable à ρQ donc la mesure de surface de la
sphère vérifie :
cρQ−1 ≤ |{m˙(ξ) = ρ}| ≤ CρQ−1.
On en déduit immédiatement que
∫
m˙≤Aλ
dξ
m˙(ξ)2s
'
∫ Aλ
0
ρQ−2s
dρ
ρ
=
AQ−2sλ
Q− 2s · Alors, en utilisant
l’estimation de Tchebytchev |{f > µ}| ≤ µ−2 ‖f‖2L2 :
‖u‖pLp ≤ p
∫ ∞
0
λp−1|{x ∈ Rq ; |u¯λ(x)| > λ2 }| dλ ≤ 4p
∫ ∞
0
λp−3 ‖u¯λ‖2L2 dλ.
La formule de Parseval et le théorème de Fubini donnent enfin :
‖u‖pLp ≤ 4p
∫
Rq
(∫ ∞
0
λp−3
 
m˙(ξ)>Aλ dλ
)
|uˆ(ξ)|2 dξ.
On conclut en utilisant que (Q2 − s)(p− 2) = 2s et l’inégalité AQ−2sλ ≥ Cλ2.
Les inclusions dans BMO pour s = Q/2 et les classes de Hölder associées à la distance aniso-
trope δ(x, y) si s > Q/2 se généralisent sans surprise (voir [17] pour une généralisation incluant
les espaces du calcul de Weyl) mais nous n’en aurons pas besoin dans la suite de cette étude. Il en
est de même pour la compacité de l’inclusion H(ms) ⊂ H(ms′) si s > s′ et si les fonctions sont à
support dans un compact fixe.
5.5 Théorie des traces
On cherche ensuite à définir une extension convenable de la notion de « restriction à une
hypersurface ».
Le résultat classique (voir [29]) est que la trace sur une sous-variété Σ de codimension 1 des
fonctions appartenant àHs(Rq) est bien définie si s > 1/2. Dans ce cas, la régularité de la restriction
est Hs−
1
2 (Σ). A l’inverse, il existe des fonctions dans H1/2(Rq) qui ne sont pas bornées le long d’un
hyperplan. On a cependant le résultat suivant valable même pour s négatif.
Proposition 11 Soient s ≤ 12 et ε > 0. On considère un point x0 ∈ Σ et un vecteur ν ∈ Tx0 Rq
normal à Σ en x0 (i.e. ν · ξ = 0 pour tout ξ ∈ Tx0 Σ). Alors toute fonction u ∈ Hs(Rq) microloca-
lement H
1/2+ε
(x0,ν)
admet une restriction à Σ de classe Hs−
1
2 (Σ).
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Preuve On pose ξ = (ξν , ξ′) des coordonnées dont la première direction est ν. On note Fξν et Fξ′
les transformées de Fourier partielles et uˆ = Fξν ◦Fξ′(u) la transformée de Fourier complète. Par
hypothèse, il existe un voisinage conique Γν de ν tel que
M(ξ) χ̂u(ξ) ∈ L2(Rq) avec M(ξ) =
〈ξ〉
1
2
+ε si ξ ∈ Γν
〈ξ〉s sinon
et χ une fonction de troncature au voisinage de x0. On a donc :
Fξ′
(
(χu)|Σ
)
(ξ′) =F−1ξν
(
χ̂u(·, ξ′))(0) = (2pi)−1 ∫
R
χ̂u(ξν , ξ
′) dξν .
On en déduit l’estimation ponctuelle :
∣∣∣Fξ′((χu)|Σ)(ξ′)∣∣∣ ≤ C (∫
R
dξν
M(ξν , ξ′)2
)1/2
‖M(ξ) χ̂u(ξ)‖L2(dξν) .
La constante se calcule facilement :∫
R
dξν
M(ξν , ξ′)2
=
∫ A|ξ′|
0
dξν
(|ξν |+ 〈ξ′〉)2s +
∫ ∞
A|ξ′|
dξν
(|ξν |+ 〈ξ′〉)1+2ε ≤ C
(〈
ξ′
〉1−2s
+
〈
ξ′
〉−2ε)
.
Comme s ≤ 1/2 et ε > 0, le dernier terme est équivalent à 〈ξ′〉1−2s.
Le problème de la description des traces appelle la définition suivante.
Définition – Soit Σ une sous-variété de codimension 1 de Rq ; on dit que l’espace H(ms) admet des
traces sur Σ s’il existe un espace de Hilbert H tel que :
1. L’application naturelle de restriction à Σ se prolonge en un opérateur borné :
TrΣ : H(m
s)→H .
2. Il existe un opérateur borné J :H → H(ms) tel que TrΣ ◦J = IdΣ.
Dans ce cas on note H = TrΣ (H(m
s)). On dit que J est un opérateur de relèvement.
5.5.1 Exemples de traces sur un hyperplan affine
Le cas le plus proche de la théorie classique est celui où Σ est une hyperplan affine parallèle
aux axes.
Théorème 12 Soit Σ un hyperplan affine de Rq (q ≥ 2) d’équation xk = c. L’espace H(ms) a des
traces si s > ωk/2. De plus, on a :
TrΣ (H(m
s)) = H(ms−
ωk
2 ) (5.5.1)
avec m(ξ′) = 1 +
∑
j 6=k |ξ′j |1/ωj et ξ′ = (ξ1, . . . , ξk−1, ξk+1, . . . , ξq).
Remarque - La direction normale à Σ est ∂xk ∈ Vk (voir (5.1.3)). ♦
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Preuve On note Fξk etFξ′ les transformées de Fourier partielles et uˆ = Fξk ◦Fξ′(u) la transformée
de Fourier complète. Pour u régulière et v = u|Σ, on a donc :
Fξ′v(ξ
′) = F−1ξk
(
uˆ(·, ξ′))(0) = (2pi)−1 ∫
R
uˆ(ξ) dξk.
Par Cauchy-Schwartz, on en déduit :
∣∣Fξ′v(ξ′)∣∣ ≤ C (∫
R
dξk
m2s(ξ)
)1/2
‖ms(ξ) uˆ(ξ)‖L2(dξk)
donc µFξ′v ∈ L2(Σ) avec :
µ(ξ′) =
(∫
R
dξk
m2s(ξ)
)−1/2
= C
(
1 +
∑
j 6=k
|ξj|1/ωj
)s−ωk
2
= Cms−
ωk
2
le calcul étant valable si s > ωk/2.
Un opérateur de relèvement est donné par la formule :
Jv(x) = F−1ξ′
(
χ(xkm(ξ
′)ωk)Fξ′v
)
(x′)
avec χ une fonction C∞(R,R), égale à 1 à l’origine et dont la transformée de Fourier est à support
compact. On vérifie immédiatement sa continuité en remarquant que :
Ĵv(ξ) = Cm(ξ′)−ωk χˆ(ξk/m(ξ′)ωk) (Fξ′v)
donc ‖Jv‖2H(ms) ≤ C
∫
m(ξ′)2s−ωk |Fξ′v|2 dξ′ ≤ C ‖v‖2H(ms−ωk/2).
5.5.2 Problème géométrique associé aux traces sur une sous-variété
La théorie générale des traces sur une sous-variété de codimension 1 est difficile. En effet, la
normale à la surface peut ne pas appartenir au même ensemble Vk le long de Σ, ce qui modifie
radicalement la nature de l’espace de traces. Ce problème apparaît par exemple systématiquement
si la surface est le bord d’un domaine borné régulier, par exemple la boule unité.
Plus précisément, on dit qu’un point x0 ∈ Σ est caractéristique si ν(x0) ∈ Vk mais il existe
des points arbitrairement proches tels que ν(x) ∈ V` avec ` < k). En termes naïfs, la surface cesse
d’être transverse à une direction de plus haute régularité microlocale. La singularité qui apparaît
au voisinage d’un point caractéristique dépend de l’ordre du contact entre Σ et les surfaces de
régularité.
L’exemple le plus simple est celui de R2 avec le poids m = (1 + |ξ1|4 + |ξ2|2)1/4 et la surface Σ
d’équation x21−x2 = 0. L’origine est un point caractéristique. Le Théorème 12 indique que, le long
de Σ, la régularité microlocale d’une fonction u ∈ H(ms) est
s
2 − 14 si x 6= 0,
s− 1 à l’origine.
Le premier cas exige s > 1/2 et le second n’est démontré que pour s > 1. Lorsque 1/2 < s ≤ 1,
la trace sur Σ des fonctions de H(ms) est bien définie dans L2loc(Σ\{0}) mais peut présenter une
singularité à l’origine.
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Sur la couronne C0 = {c0 < |x1| < c1}, les Théorèmes 12 et 9 donnent pour 1/2 < s < 1 :∫∫
C 20
|v(x1)− v(x′1)|2
|x1 − x′1|1+(s−
1
2
)
≤ C
∫∫
C 20
|u(x)− u(x′)|2
δ(x, x′)3+2s
+ C
∫
C0
|u(x)|2
en notant v(x1) = u(x1, x21) la restriction à Σ et δ(x, x
′) = |x1 − x′1| + |x2 − x′2|1/2. Par dilatation
anisotrope (x1, x2) 7→ (λ−1x1, λ−2x2), on en déduit l’estimation suivante :∫∫
C 2λ
|v(x1)− v(x′1)|2
|x1 − x′1|1+(s−
1
2
)
≤ Cλ 32−s
∫∫
C 2λ
|u(x)− u(x′)|2
δ(x, x′)3+2s
+ Cλ
3
2
+s
∫
Cλ
|u(x)|2
avec Cλ = λ−1C0. On peut donc décrire les traces de H(ms) par :∑
λ∈2N
λs−
3
2
∫∫
C 2λ
|v(x1)− v(x′1)|2
|x1 − x′1|s+
1
2
dx1 dx
′
1 ≤ C ‖u‖2H(ms) + C
∫ |u(x)|2
δ(x, 0)2s
dx. (5.5.2)
Le contrôle du dernier terme nécessite une inégalité de Hardy anisotrope :
∀s < 3/2,
∫ |u(x)|2
δ(x, 0)2s
dx ≤ Cs ‖u‖2H(ms) . (5.5.3)
L’entier 3 qui borne 2s est la dimension homogène associée à la distance δ. L’étude de cette inégalité
et de ces généralisations aux familles de champs de vecteurs fait l’objet du Chapitre 7.
Il est important de remarquer que, dans cet exemple, le changement d’échelle anisotrope adapté
à l’espace de Sobolev laisse aussi la surface de trace invariante. Cette méthode se généralise à des
surfaces Σ d’équation g(x1, x2) = 0 pourvu que ∂2x1g 6= 0 en chaque point caractéristique. Cette
technique sera développée au chapitre 8 pour décrire les traces des espaces de Sobolev sur le groupe
de Heisenberg, avec une hypothèse analogue pour le contact champs-surface.
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Chapitre 6
Réalisation des espaces de Sobolev d’indice
fractionnaire
Dans son cours sur les espaces fonctionnels, H. Triebel [31] décrit la construction d’espaces
d’ordre fractionnaire au dessus d’une variété riemannienne ou d’un groupe de Lie et en donne une
caractérisation intrinsèque au moyen d’estimations intégrales sur des opérateurs de translation.
Cependant, ces espaces sont essentiellement de nature “isotrope” puisque le nombre de dérivations
localement indépendantes est, en tout point, maximal.
L’objectif de ce chapitre est de donner une description “effective et calculable” des espaces de
Sobolev d’ordre fractionnaire, lorsque les dérivations sont associées à une famille de champs de
vecteurs vérifiant la condition de Hörmander de rang 2.
Etant donné que la régularité est un problème de nature locale, on ne s’intéresse pas ici aux
éventuels problèmes qui pourraient apparaître à l’infini ou être induits par la présence d’un bord.
Le lecteur intéressé plutôt par les questions globales pourra éventuellement consulter le chapitre 8
(en particulier, la remarque p.162), mais ce problème est essentiellement ouvert.
6.1 Enoncé principal
Soit X = (X1, . . . ,Xm) une famille de champs de vecteurs réguliers sur une ouvert connexe Ω
de Rq, de rang constant r. On suppose que tout champ de vecteur X peut se décomposer (mais
pas nécessairement de façon unique) :
X =
∑
αjXj +
∑
βk,l[Xk,Xl] (6.1.1)
avec des fonctions localement bornées αj , βk,l sur Ω. La distance de Carnot-Carathéodory définie
sur Ω par (4.3.1) sera notée d.
Pour tout compact K ⊂ Ω, on considère l’espace :
H1K(X ) =
{
u ∈ L2(Ω) t.q. Xju ∈ L2(Ω) (j = 1, . . . ,m), avec suppu ⊂ K
}
. (6.1.2)
L’analyse fonctionnelle abstraite décrit les espaces intermédiaires entre L2(K) et H1K(X ) :
HsK(X ) = [L
2(K);H1K(X )]s
l’espace et la norme étant définie par interpolation complexe (voir [9]).
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Théorème 13 (avec S. Mustapha [27]) Pour 0 < s < 1 et K sous-ensemble compact de Ω, il existe
une constante Cs,K > 0 telle que :
C−1s,K ‖u‖2HsK(X ) ≤ ‖u‖
2
L2(Ω) +
∫∫
Ω×Ω
d(x,y)<1
|u(x) − u(y)|2
d(x, y)2s
dx dy
Vol(B xd(x,y))
≤ Cs,K ‖u‖2HsK(X ) (6.1.3)
pour toute fonction mesurable u supportée dans K, les trois expressions étant simultanément finies
ou infinies.
Le membre de gauche de (6.1.3) entraîne en particulier :
C˜−1s,K
∫∫
|x−y|<1
|u(x)− u(y)|2
|x− y|2n+1+s dxdy ≤
∫
Ω
|u(x)|2 dx+
∫∫
d(x,y)<1
|u(x)− u(y)|2
d(x, y)2n+2+2s
dxdy. (6.1.4)
En effet, le théorème de Hörmander appliqué à l’opérateur hypoelliptique −∆X =
∑
X ∗j Xj
entraîne une inclusion continue Hs
loc
(X ) ⊂ Hs/2
loc
(Rq).
Remarque - Le Théorème 13 peut être vu comme une extension de ceux de [17], à savoir l’inclusion
de Hs
loc
(X ) dans les espaces de Hölder construits avec la distance de Carnot lorsque s > Q/2. ♦
Idées et structure de la preuve
La démonstration du Théorème 13 met en oeuvre deux approches complémentaires.
Très approximativement, le membre de gauche de (6.1.3) signifie qu’on est capable de contrô-
ler les puissances fractionnaires de −∆X =
∑
X ∗j Xj par une expression faisant intervenir des
puissances négatives de la distance de Carnot. L’outil approprié est le calcul fonctionnel avec le
semi-groupe et∆X et plus précisément, l’estimation exponentiellement décroissante du noyau de
convolution associé.
La preuve du membre de droite de (6.1.3) s’inspire de celle de l’inégalité (5.3.2), à savoir l’analyse
fréquentielle de la différence u(y)−u(x) vue comme opérateur de translation (T ∗y−x− Id)u. On peut
alors faire abstraction des notions de chemins X -horizontaux et de géodésiques, en ne retenant
que l’idée de “bonnes” ou “mauvaises” directions.
On peut remarquer que, contrairement au cas modèle étudié au chapitre 5, l’anisotropie induite
par la distribution de plans X (x) ⊂ TxΩ ne peut pas être redressée car (6.1.1) est incompatible
avec le théorème de Darboux. L’analyse de Fourier classique doit donc laisser la place à un calcul
microlocal convenable.
Réduction du problème
On peut réduire arbitrairement la taille de support de u puisque si le résultat est démontré sur
deux compacts K et K ′, il s’étend de manière évidente à K ∪K ′. On peut alors supposer que K
est contenu dans un ouvert de carte.
Le cas Ω = Rq suffit à démontrer le théorème en toute généralité. En effet, étant donnée un
sous-ensemble compact K ⊂ Ω, on choisit une fonction régulière χ à support compact dans Ω et
égale à 1 au voisinage de K. On considère alors la famille de champs
X˜ = (χX1, . . . , χXm, (1− χ)∇) sur Rq.
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Elle est de rang constant r surK et vérifie la condition de Hörmander (6.1.1) sur Rq. L’augmentation
du rang de X˜ sur supp(1 − χ) n’est pas un problème car l’hypothèse de rang constant ne servira
en fait que sur K. Par abus mais afin de simplifier les notations, la famille X˜ sera notée X dans
la suite de ce chapitre.
On procède aussi à l’identification naturelle T∗Rq ' Rq × Rq.
6.2 Estimation inférieure de la dérivée faible, via le calcul fonctionnel
Ce paragraphe démontre le membre de gauche de (6.1.3). On utilise le calcul fonctionnel et la
théorie du noyau de la chaleur associé au sous-laplacien :
∆X = −
∑
X
∗
j Xj =
∑
X
2
j + (divXj)Xj . (6.2.1)
C’est un opérateur sous-elliptique, symétrique donc fermable sur L2. Et comme −∆X est positif,
on peut considérer ses puissances fractionnaires.
Pour 0 < s < 1, l’espace d’interpolation complexe
HsK(X ) = [L
2(K);H1K(X )]s
coïncide avec la complétion de D(K) pour la norme
‖u‖2s,X = ‖u‖2L2 +
∥∥(−∆X )s/2u∥∥2L2 . (6.2.2)
Les normes ‖·‖s,X et ‖·‖Hs(X ) sont équivalentes.
Avant de détailler les calculs, voici un résumé de l’idée principale. Le semi-groupe
{
et∆X
}
t≥0
engendré par (−∆X ) est holomorphe et contractant sur L2. Pour tout s ∈ ]0, 1[ on a
(−∆X )s = −∆X ◦ (−∆X )s−1
avec s− 1 < 0. D’autre part, le calcul fonctionnel donne :
∀σ > 0, ∃ cσ > 0, (−∆X )−σ = cσ
∫ ∞
0
tσet∆X
dt
t
(6.2.3)
donc (−∆X )s = −c1−s
∫
t1−s∆X
(
et∆X
) dt
t
. C’est un opérateur à noyau :
(−∆X )s u(x) = −c1−s
∫
Rq
∫ ∞
0
t1−s
∂pt
∂t
(x, y) u(y)
dt
t
dy
avec pt(x, y) le noyau de la chaleur défini par :
∂pt
∂t
= ∆X pt (y fixé), et p0(x, y) = δ0(x− y).
L’estimation exponentielle de pt(x, y) est déjà connue (voir [23]) et fait intervenir la distance de
Carnot-Carathéodory. En calculant convenablement la norme L2, on en déduit la partie gauche
de (6.1.3).
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Une formule exacte pour
∥∥(−∆X )s/2u∥∥L2
Développant l’idée précédente, on calcule la norme ‖·‖s,X de la manière suivante :∥∥(−∆X )s/2u∥∥2L2 = ((−∆X )2 ◦ (−∆X )s−2u |u)L2
= c′s
(
(−∆X )2
(∫ ∞
0
t2−s e2t∆X
dt
t
)
u
∣∣∣∣u)
L2
avec c′s = 22−sc2−s. Comme ∆X commute à l’opérateur et∆X , on a :∥∥(−∆X )s/2u∥∥2L2 = c′s ∫ ∞
0
t2−s
∥∥∆X (et∆X u)∥∥2L2 dtt ·
On distingue alors la dynamique en temps court du régime asymptotique t ≥ 1 :
1
c′s
∥∥(−∆X )s/2u∥∥2L2 = ∫
Rq
∫ 1
0
t2−s
∣∣∣∣ ∂∂t(et∆X u)(x)
∣∣∣∣2 dtt dx
+
∫ ∞
1
t2−s
∥∥∆X (et∆X u)∥∥2L2 dtt ·
(6.2.4)
Décroissance en temps grand
Comme et∆X est un semi-groupe holomorphe, on a (voir [18, Lemme 2.38]) :
∥∥∆X (et∆X )∥∥L(L2) ≤ Ct · (6.2.5)
En particulier, l’intégrale correspondant à t ≥ 1 dans (6.2.4) est bornée par Cs ‖u‖2L2 .
Dynamique en temps fini
Considérons maintenant l’intégrale pour t ∈ [0, 1]. On commence par remarquer que :
∀t > 0, ∀x ∈ Rq,
∫
Rq
pt(x, y) dy = 1,
donc
∫
Rq
∂tpt(x, y) dy = 0. On peut alors faire apparaître la différence u(y)− u(x) :
∂
∂t
(et∆X u)(x) =
∫
Rq
∂pt(x, y)
∂t
u(y) dy =
∫
Rq
∂pt(x, y)
∂t
[u(y)− u(x)] dy.
La dérivée du noyau est alors contrôlée par le Lemme suivant.
Lemme 14 Le noyau pt(x, y) de et∆X vérifie l’inégalité ponctuelle :
∀t ∈ ]0, 1[,
∣∣∣∣∂pt(x, y)∂t
∣∣∣∣ ≤ κt pγt(x, y) ≤ κ¯t e−γ¯d
2(x,y)/t
Vol(B x√
t
)
(6.2.6)
avec des constantes κ, κ¯, γ, γ¯ > 0.
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Preuve Rappelons les estimations classiques (voir [23, Théorèmes 3 et 4]) :
∣∣∣∂kt pt(x, y)∣∣∣ ≤ Cktk e−ν d(x,y)
2/t
Vol(B x√
t
)
(k = 0, 1) et pt(x, y) ≥ C ′0
e−ν′d(x,y)2/t
Vol(B x√
t
)
·
On pose γ = ν ′/ν ≥ 1, γ¯ = ν2/ν ′ et κ¯ = C0κ avec
κ =
C1
C ′0
sup
x∈Rq
0<t<1
Vol(B x√
γt
)
Vol(B x√
t
)
·
Comme les boules sous-riemanniennes de petit rayon jouissent de la propriété de doublement du
volume (4.3.6), κ est bornée par C1C ′0
−1C¯C
¯
−1γQ/2 et (6.2.6) s’ensuit immédiatement.
La première partie de (6.2.6) et l’inégalité de Hölder appliquée à la mesure de probabilité
pγt(x, y) dy
donnent l’estimation ponctuelle suivante :∣∣∣∣ ∂∂t (et∆X u)(x)
∣∣∣∣2 ≤ κ2t2
∫
Rq
pγt(x, y) |u(y)− u(x)|2 dy. (6.2.7)
En remplaçant dans (6.2.4), on obtient :
c′s
−1 ∥∥(−∆X )s/2u∥∥2L2 ≤ Cs ‖u‖2L2 + κ2
∫∫∫
[0,1]×R2d
pγt(x, y) |u(x) − u(y)|2 dt dx dy
t1+s
·
La deuxième partie de (6.2.6) et le changement de variables t = γ¯d2(x, y) τ donnent alors :
κ2
∫ 1
0
pγt(x, y)
dt
t1+s
≤ κ κ¯
γ¯s d(x, y)2s
∫ 1
γ¯d(x,y)2
0
τ−s e−1/τ
Vol(B x
d(x,y)
√
γ¯ τ
)
dτ
τ
· (6.2.8)
On remarque que le rayon de la boule sous-riemannienne est toujours inférieur à 1.
Lorsque d(x, y) < 1, on utilise la version (4.3.4) de la propriété de doublement du volume :∫ 1
γ¯d(x,y)2
0
τ−s e−1/τ
Vol(B x
d(x,y)
√
γ¯ τ
)
dτ
τ
≤ Cte
Vol(B xd(x,y))
∫ ∞
0
τ−s−
Q
2 e−1/τ
dτ
τ
≤ Cte
′
Vol(B xd(x,y))
·
Lorsque d(x, y) ≥ 1, on réutilise (4.3.6) :
Vol(B xd(x,y)
√
γ¯τ ) ≥ C¯ γ¯
Q/2 τQ/2 d(x, y)Q.
La distance de Carnot étant naturellement plus grande que la distance euclidienne :∫ 1
γ¯d(x,y)2
0
τ−s e−1/τ
Vol(B x
d(x,y)
√
γ¯ τ
)
dτ
τ
≤ Cte|x− y|Q
∫ 1
γ¯
0
τ−s−
Q
2 e−1/τ
dτ
τ
≤ Cte
′
|x− y|Q ·
Dans ce dernier cas, on remarque que |x − y| ≥ β−2 (avec β donné par (4.3.3)) car sinon, on
aurait d(x, y) ≤ β|x− y|1/2 < 1, ce qui serait contradictoire.
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Fin de la preuve du membre de gauche de (6.1.3)
En combinant les calculs précédents, on obtient :
∥∥(−∆X )s/2u∥∥2L2 ≤ C1( ‖u‖2L2 + ∫∫
|x−y|≥β−2
|u(x)− u(y)|2
|x− y|Q+2s dxdy
)
+ C2
∫∫
d(x,y)<1
|u(x)− u(y)|2
d(x, y)2s
dx dy
Vol(B xd(x,y))
≤ C ′1 ‖u‖2L2 + C2
∫∫
d(x,y)<1
|u(x)− u(y)|2
d(x, y)2s
dx dy
Vol(B xd(x,y))
ce qui conclut la preuve du membre de gauche de (6.1.3).
Remarque - Les nombres réels C1, C ′1, C2 > 0 ne dépendent de s ∈ ]0, 1[ et de X qu’à travers les
constantes apparaissant dans (4.3.3), (4.3.4), (4.3.6) et (6.2.6). En particulier, cette partie de la
démonstration resterait inchangée pour des champs vérifiant une condition de Hörmander d’ordre
fini, et pas spécifiquement d’ordre 2 comme l’exige (6.1.1). ♦
6.3 Estimation supérieure de la dérivée faible, via le calcul de Weyl
La démonstration du membre de droite de (6.1.3) met en jeu l’analyse dans l’espace des phases.
Le point crucial est la définition d’une troncature fréquentielle paramétrée par l’amplitude “sous-
riemannienne” de la translation T ∗y−x−Id. Cette amplitude n’a de sens que dans un calcul microlocal
convenable, par exemple le calcul de Weyl. Cette idée est la clef d’une démonstration élémentaire
des inclusions de Sobolev (voir §5.4 ou [17]).
Projecteurs et translations anisotropes
On commence par introduire une décomposition de chaque espace tangent TxΩ adaptée à la
géométrie locale de la famille X . Comme Ω = Rq, le plan tangent est aussi identifié à Rq ; cette
décomposition induit donc une famille de translations anisotropes.
L’hypothèse de rang constant au voisinage du support de u (éventuellement réduit par partition
de l’unité) permet de choisir une base régulière de champs de vecteurs (Xj)1≤j≤q et des entiers nj
et n′j tels que Xj =Xnj for 1 ≤ j ≤ r,Xk = [Xnk ,Xn′k ] for r + 1 ≤ k ≤ q (6.3.1)
sur suppu.
Pour tout point x
¯
∈ suppu, les flots exjXj x
¯
de ces champs définissent une carte locale (xj)1≤j≤q
centrée au point x
¯
. Ce système est privilégié au sens de Bellaiche [8], c’est-à-dire que si (xj) sont
les coordonnées d’un point x :
C−1
( ∑
1≤j≤r
|xj |+
∑
r<k≤q
|xk|1/2
)
≤ d(x, x
¯
) ≤ C
( ∑
1≤j≤r
|xj |+
∑
r<k≤q
|xk|1/2
)
.
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Les constantes peuvent être choisies uniformément par rapport à x
¯
car ce point est régulier, i.e. la
famille de champs et le drapeau des commutateurs itérés sont de rang constant (voir [21, Lemme 1]
pour un énoncé plus général). Cette propriété est une variante du théorème Boîte-Boule (voir [25,
Proposition 2.14], “Ball-Box Theorem”).
La décomposition de l’espace tangent est maintenant naturelle :
TxΩ = N1(x)⊕N2(x) where
N1(x) = Vect{X1, . . . ,Xr},N2(x) = Vect{Xr+1, . . . ,Xn}. (6.3.2)
On désigne par pixi (i = 1, 2) le projecteur surNi. Les sous-espaces Ni(x) sont lisses en la variable
x (i.e.Ni est un sous-fibre de TΩ).
Remarque - Dans cette notation, l’indice i indique la longeur des commutateurs itérés qu’on doit
nécessairement calculer pour engendrerNi. Plus l’indice est élevé et plus la direction est difficile à
atteindre du point de vue de la métrique sous-riemannienne. ♦
Le projecteur pi1 est intimement lié au poids microlocal m défini par (4.4.3).
Proposition 15 La fonction (x, ξ) 7→ 〈pix1ν|ξ〉 est un symbole de classe S(m), uniformément vis-à-vis
du paramètre ν ∈ Sq−1. On a aussi 〈pix2ν|ξ〉 ∈ S(m2).
La preuve repose sur le lemme suivant. On rappelle qu’une fonction a(x, ξ) est un symbole de
classe S11,0 lorsque ∣∣∣∂αξ ∂βxa(x, ξ)∣∣∣ ≤ Cα,β 〈ξ〉1−|α|
pour tous multi-indices α, β.
Lemme 16 On a une inclusion d’espaces de Frechet :
S11,0 ↪→ S(m2). (6.3.3a)
De plus, si a ∈ S11,0 est un symbole classique tel que
|a(X)| ≤ C m(X) (6.3.3b)
pour une certaine constante C > 0, alors a ∈ S(m).
Preuve On remarque que
|a(x, ξ)| ≤ C0 〈ξ〉 ≤ C0m2(X).
D’autre part, il suffit de considérer les dérivations Dmx =
m(X)
〈ξ〉 ∂x et D
m
ξ = m(X)∂ξ car
∀T ∈ T∗Rq, gX(T )−1/2 |∂Tφ(X)| ≤ |Dmx φ(X)| + |Dmξ φ(X)|.
Le calcul est élémentaire :
Dmx
(
a(x, ξ)
)
= b(X) m(X) et Dmξ
(
a(x, ξ)
)
= c(X) m(X)
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avec b(X) = ∂xa/ 〈ξ〉 et c(X) = ∂ξa. On vérifie immédiatement que b, c ∈ S01,0. D’autre part, [14,
Lemme 1.2.1] implique que m ∈ S(m). Cette structure se transmet aux dérivées d’ordre supérieur
car si f ∈ S01,0 et h ∈ S(m) :
Dmx (f(X) · h(X)) = ∂xf(X) ·
m(X)
〈ξ〉 h(X) + f(X) ·D
m
x h(X)
et
Dmξ (f(X) · h(X)) = 〈ξ〉 ∂ξf(X) ·
m(X)
〈ξ〉 h(X) + f(X) ·D
m
ξ h(X).
Chaque terme est encore de la forme f˜(X) h˜(X) avec f˜ ∈ S01,0 et h˜ ∈ S(m).
On peut alors terminer la preuve de la Proposition 15.
Preuve [Proposition 15] Pour tout ν ∈ Sq−1, on peut trouver des fonctions régulières αj telles que
pix1ν =
∑
1≤j≤r
αj(x)Xj(x)
avec Xj(x) =
∑
1≤k≤q
Xkj (x)∂k défini par (6.3.1). Pour tout ξ = (ξk)1≤k≤q ∈ Rq, le produit scalaire
avec ξ est donné par :
〈pix1ν|ξ〉 =
∑
j,k
αj(x)X
k
j (x) ξk =
∑
1≤j≤r
αj(x) 〈Xj(x)|ξ〉 , (6.3.4)
donc |〈pix1ν|ξ〉| ≤ m(X)
(∑ ‖αj‖2L∞ )1/2. Proposition 15 découle alors du lemme précédent.
Comme Ω = Rq, l’espace tangent est naturellement identifié à Rq et on peut définir des trans-
lations anisotropes :
∀ν ∈ Sq−1, ∀ρ > 0, Dν,ρ(x) = x+ ρ pix1 (ν) + ρ2 pix2 (ν). (6.3.5)
On note D∗ν,ρu = u ◦Dν,ρ l’opérateur de translation associé.
Proposition 17 Il existe une constante C > 1 telle que
∀ν ∈ Sq−1, ∀ρ ∈ [0, 1], C−1 ρ ≤ d(x,Dν,ρ(x)) ≤ C ρ, (6.3.6)
uniformément pour x au voisinage de suppu.
Preuve C’est une reformulation de la remarque précédant (6.3.2).
Coordonnées polaires sous-riemanniennes
Grâce à la propriété de doublement du volume (4.3.6), on se ramène à estimer l’intégrale :
=su =
∫∫
d(x,y)<1
|u(x)− u(y)|2 d(x, y)−Q−2s dx dy. (6.3.7)
Pour cela, on utilise des coordonnées polaires adaptées, centrées en x.
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Lemme 18 Pour tout x ∈ Ω, l’application (ν, ρ) 7→ Dν,ρ(x) est un difféomorphisme
Sq−1× ]0,+∞[ '−→ Rq\{x}
de déterminant jacobien uniformément équivalent à ρQ−1.
Preuve Dans les “coordonnées polaires” centrées en x
¯
définies au début de §6.3, le point Dν,ρ(x
¯
) est
représenté par (ρν1, . . . , ρνr, ρ2νr+1, . . . , ρ2νn) où (νi) sont les coordonnées de ν. Le déterminant
jacobien croît comme ρQ−1 avec Q = r+ 2(n− r). Les champs Xi définis par (6.3.1) sont lisses ; la
matrice de passage vers un système fixe de coordonnées est aussi une application régulière.
Le lemme précédent et le théorème de Fubini donnent alors :
=su ≤ C sup
ν∈ Sq−1
∫ R
0
∥∥(D∗ν,ρ − Id)u∥∥2L2 ρ−1−2sdρ (6.3.8)
avec R > 0.
Remarque - L’expression (6.3.8) suggère l’appartenance de ρ 7→ D∗ν,ρu aux espaces Hs
(
[0, 1];L2
)
.
En général, ce n’est pas le cas car Dν,ρ+ρ′ 6= Dν,ρ ◦ Dν,ρ′ comme on s’y attendrait, par exemple,
dans le cas euclidien. ♦
Décomposition microlocale
Pour tout ρ > 0, on introduit une décomposition
u = u
¯
ρ + u¯ρ
dont le but est de dissocier les “hautes” et “basses” fréquences de u. L’invariance par translation de
la norme L2 donne alors :
C−1=su ≤ sup
ν∈Sq−1
∫ R
0
∥∥(D∗ν,ρ − Id)u¯ρ∥∥2L2 ρ−1−2sdρ + 2
∫ R
0
‖u¯ρ‖2L2 ρ−1−2sdρ. (6.3.9)
Dans ce contexte général, le poids microlocal m(X) défini par (4.4.3) se substitue naturellement à
la notion classique de “fréquence” et la longueur ρ représente l’inverse de la fréquence de coupure.
Avec les notations classiques (voir p. 95), on considère une partition de l’unité (ϑY )Y ∈T∗ Rq
de l’espace des phases. Les symboles ϑY sont des fonctions réelles uniformément confinées dans
les gY -boules UδY de rayon δ ∈ ]0, δ0[. De plus, on peut écrire ϑY = ψY#ϕY . On définit alors la
troncature basses-fréquences de u par :
u
¯
ρ =
∫
m(Y )≤ c0
ρ
ϑwY u(x) dgY. (6.3.10)
Le paramètre c0 est arbitraire, mais devra être choisi dans ]0, 1[.
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Estimation des hautes fréquences
L’estimation des hautes fréquences est un calcul classique, utilisant la décomposition des sym-
boles ϑY . L’équivalence entre la norme L2 et la norme H(1) donne :
‖u¯ρ‖2L2 =
∫∫
ρm(Y )>c0
ρm(Z)>c0
(
(ψZ#ψY )
w ◦ ϕwY u
∣∣ϕwZu)L2 dgY dgZ.
Les estimations (4.4.6), (4.4.11) et l’inégalité de Cauchy-Schwarz impliquent :
‖u¯ρ‖2L2 ≤ CN
∫∫
ρm(Y )>c0
ρm(Z)>c0
‖ϕwY u‖L2 ‖ϕwZu‖L2
dgY dgZ
∆(Y,Z)N
≤ C ′
∫
m(Y )>
c0
ρ
‖ϕwY u‖2L2 dgY.
On calcule d’abord l’intégrale en ρ. La formule
∫ R
A
ρ−1−2s dρ ≤ 1
2s
A−2s pour s > 0 et A ≤ R
donne alors : ∫ R
0
‖u¯ρ‖2L2 ρ−1−2sdρ ≤ Cs ‖u‖2H(ms) . (6.3.11)
Estimations des basses fréquences
Il reste à borner l’intégrale dépendant de u
¯
ρ dans (6.3.9). La famille (ϑX) étant une partition
de l’unité de T∗Rq, on a :
(D∗ν,ρ − Id)u¯ρ =
∫∫
m(Y )≤ c0
ρ
ϑwZ ◦ (D∗ν,ρ − Id) ◦ ϑwY u dgY dgZ.
Comme ϑX = ψX#ϕX , le lemme de Cotlar microlocal (Théorème 5) implique :∥∥(D∗ν,ρ − Id)u¯ρ∥∥2L2 ≤
∫∫
m(Y )≤ c0
ρ
∥∥ϕwZ ◦ (D∗ν,ρ − Id) ◦ ψwY ◦ ϕwY u∥∥2L2 dgY dgZ.
Le coeur du calcul est alors donné par le lemme suivant.
Lemme 19 Pour tout entier N , il existe une constante C ′N > 0 telle que m(Y ) ≤ c0ρ implique :
‖Θν,ρ(Y,Z)‖L (L2) ≤ C ′N
ρm(Y )
∆(Y,Z)N
(6.3.12)
avec Θν,ρ(Y,Z) = ϕ
w
Z ◦ (D∗ν,ρ − Id) ◦ ψwY et ∆ la fonction symétrique apparaissant dans (4.4.7).
Remarque - Ce lemme est une version microlocale de l’inégalité classique :
‖(T ∗h − Id)∆qu‖L2 ≤ C 2q|h| ‖∆qu‖L2
de la théorie de Littlewood-Paley (i.e. ∆qu = F−1[ϕ(2−qξ)û(ξ)] et ϕ une fonction régulière
supportée dans la couronne). Dans (6.3.12), la fréquence est remplacée par le poids m(Y ). Les
restrictions sur l’amplitude de la translation et le “sandwich” de ψwY et ϕ
w
Z expriment les difficultés
techniques dues au défaut de commutativité entre les translations et les opérateurs de confinement
du calcul de Weyl. ♦
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Admettons momentanément ce lemme. On choisit 2N ≥ N0 dans (4.4.6) :∥∥(D∗ν,ρ − Id)u¯ρ∥∥2L2 ≤ C ′N 2
∫∫
m(Y )≤ c0
ρ
ρ2m(Y )2 ‖ϕwY u‖2L2
dgY dgZ
∆(Y,Z)2N
≤ C ′
∫
m(Y )≤ c0
ρ
ρ2m(Y )2 ‖ϕwY u‖2L2 dgY.
Comme s < 1, on a
∫ B
0
ρ1−2sdρ =
1
2(1− s)B
2(1−s). En conséquence, pout tout ν ∈ Sq−1 :
∫ R
0
∥∥(D∗ν,ρ − Id)u
¯
ρ
∥∥2
L2
ρ−1−2sdρ ≤ C ′
∫∫
ρ≤c0m(Y )−1
m(Y )2 ‖ϕwY u‖2L2 ρ1−2s dρ dgY
≤ Cs ‖u‖2H(ms) . (6.3.13)
En combinant (6.3.9), (6.3.11) et (6.3.13), on obtient :∫∫
d(x,y)<1
|u(x)− u(y)|2 d(x, y)−Q−2s dx dy ≤ Cs ‖u‖2H(ms) . (6.3.14)
Ceci achève la preuve de (6.1.3), à condition de vérifier le Lemme 19.
Preuve du Lemme 19
Le calcul qui va suivre, joint à la caractérisation des classes de symboles donnée par [12,
Théorème 5.5], implique que les symboles des opérateurs (D∗ν,ρ − Id) ◦ ψwY sont uniformément de
classe S(ρm(Y )) lorsque les paramètres décrivent{
(ν, ρ, Y ) ∈ Sd−1 × R+ × T∗Rq
∣∣ ρ ≤ c0m(Y )−1} .
Ce domaine correspond aux translations D∗ν,ρ de la variable d’espace qui ne détruisent pas la
microlocalisation de ψwY u.
Venons-en aux détails techniques. La translation D∗ν,ρ se décompose en un somme de petites
translations grâce à la formule de Taylor :
Θν,ρ(Y,Z) = ϕ
w
Z ◦
(∫ ρ
0
∂
∂t
D∗ν,t dt
)
◦ ψwY .
On calcule la dérivée de D∗ν,ρ en revenant à la définition (6.3.5) :
∂
∂ρ
D∗ν,ρ = D
∗
ν,ρ ◦
(
∂pix1 ν + 2ρ ∂pix2 ν
)
.
Les dérivées et translatées de la quantification de Weyl se calculent facilement :
∂xk ◦ φw =
[
(iξk +
1
2
∂xk)φ
]w
et T ∗h ◦ φw = φ(x+ h, ξ)w ◦ T ∗h
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avec ici T ∗hv(x) = v(x+ h). En combinant toutes ces formules, on obtient :
Θν,ρ(Y,Z) =
∫ ρ
0
(
ϕZ #φ
ν,t
Y (Dν,t(x), ξ)
)w
◦D∗ν,t dt (6.3.15)
avec
φν,ρY (x, ξ) =
(
i 〈pix1ν|ξ〉+ 2iρ 〈pix2ν|ξ〉+
1
2
(pix1ν + 2ρ pi
x
2ν) · ∇x
)
ψY (x, ξ).
Le premier problème est que φν,ρY n’est pas calculé en X = (x, ξ) mais au point (Dν,ρ(x), ξ).
Lemme 20 Pour tout T ∈ T∗Rq tel que gσY (T ) ≤ c2 et tout symbole φ, on a :
‖φ(X + T )‖N ; ConfY ≤ CN ‖φ(X)‖N ; ConfY (6.3.16)
avec C = max(2; 1 + 2c2) et le même rayon de confinement δ.
Preuve En reprenant la définition des semi-normes ‖·‖ConfY , on obtient :
‖φ(X + T )‖N ; ConfY = sup
X∈T∗ Rq
k≤N ;Ti 6=0
(
1 + gσY ((X − T )− UδY )
)N |∂T1 . . . ∂Tkφ(X)|
gY (T1)1/2 . . . gY (Tk)1/2
·
Comme gσY (T ) ≤ c2, on a :
gσY ((X − T )− UδY ) ≤ 2gσY (X − UδY ) + 2gσY (T ) ≤ 2c2 + 2gσY (X − UδY ),
d’où (6.3.16).
La suite de la preuve utilise à plusieurs reprises l’estimation de calcul symbolique suivante qu’on
rappelle pour la commodité du lecteur.
Lemme 21 Soient A et B deux symboles etM un poids. Pour tout entier N , il existe une constante C
et des entiers K,M tels que :
‖AB‖N ; ConfY ≤ CM(Y ) ‖A‖K;S(M) ‖B‖M ; ConfY (6.3.17)
uniformément pour Y ∈ T∗Rq. A nouveau, le rayon de confinement δ est inchangé.
Preuve Cette fois, les semi-normes (4.4.4) s’avèrent plus pratiques. D’après la formule de Leibnitz :
∂T1 . . . ∂Tk
(
A(X)B(X)
)
gX(T1)1/2 . . . gX(Tk)1/2
=
∑ ∂Tσ(1) . . . ∂Tσ(`)A(X)
gX(Tσ(1))1/2 . . . gX(Tσ(`))1/2
· ∂Tσ(`+1) . . . ∂Tσ(k)B(X)
gX(Tσ(`+1))1/2 . . . gX(Tσ(k))1/2
la somme étant étendue aux permutations σ ∈ Sk telles que
σ(1) < . . . < σ(`) et σ(`+ 1) < . . . < σ(k).
On en déduit :
∂T1 . . . ∂Tk
(
A(X)B(X)
)
gX(T1)1/2 . . . gX(Tk)1/2
≤ CM(X)
‖A‖k;S(M) ‖B‖N+N¯ ; Conf ′Y(
1 + gσY (X − UδY )
)N+N¯
≤ C C¯ M(Y )(
1 + gσY (X − UδY )
)N ‖A‖k;S(M) ‖B‖N+N¯ ; Conf ′Y .
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La dernière étape est l’étude du confinement de φν,ρY .
Lemme 22 Pour tout entier N , il existe une constante CN et un entier M tels que :
sup
ρm(Y )≤ c0
m(Y )−1
∥∥φν,ρY ∥∥N ; ConfY ≤ CN ‖ψY ‖M ; ConfY . (6.3.18)
Preuve On étudie séparément chaque terme de φν,ρY .
∗ Le terme "elliptique" est 〈pix1ν|ξ〉ψY (X). La Proposition 15 indique que 〈pix1ν|ξ〉 ∈ S(m) donc
‖〈pix1ν|ξ〉ψY (X)‖N ; ConfY ≤ C m(Y ) ‖〈pix1ν|ξ〉‖K;S(m) ‖ψY ‖M ; ConfY (6.3.19a)
d’après le Lemme 21.
∗ Pour le terme "sous-elliptique" ρ 〈pix2ν|ξ〉ψY (X), le Lemme 21 donne :
‖ρ 〈pix2ν|ξ〉ψY (x, ξ)‖N ; ConfY ≤ C ρm(Y )2 ‖〈pix2ν|ξ〉‖K;S(m2) ‖ψY ‖M ; ConfY .
L’hypothèse ρm(Y ) ≤ c0 implique
‖ρ 〈pix2ν|ξ〉ψY (x, ξ)‖N ; ConfY ≤ C c0 m(Y ) ‖〈pix2ν|ξ〉‖K;S(m2) ‖ψY ‖M ; ConfY . (6.3.19b)
∗ Pour le dernier terme, on utilise simplement la définition (4.4.1) :
‖(pix1ν + 2ρ pix2ν) · ∇x ψY ‖N ; ConfY ≤ gY (T )1/2 ‖ψY ‖N+1;ConfY
≤ (1 + 2ρ)m(Y ) ‖ψY ‖N+1;ConfY (6.3.19c)
avec T = (pix1ν + 2ρ pi
x
2ν, 0) et gY (∂x)
1/2 = 〈η〉
m(Y ) ≤ m(Y ).
Terminons la preuve du Lemme 19.
Comme ρ ≤ c0
m(Y ) ≤ c0 < 1, on a ρ2 ≤ ρ. La longueur euclidienne de la translation vérifie :
|x−Dν,ρ(x)| = |ρ pix1ν + ρ2pix2ν| ≤ 2ρ ≤
2c0
m(Y )
·
donc gσY (ρ pi
x
1ν + ρ
2pix2ν, 0) ≤ 4c20. On peut donc bien appliquer le Lemme 20.
Le Lemme 22 entraîne alors que la famille
(
m(Y )−1 φν,ρY (Dν,t(x), ξ)
)
Y ∈T∗ Rq est uniformément
confinée dans le domaine ρm(Y ) ≤ c0.
On conclut alors en appliquant (4.4.6) et (4.4.11) à la formule (6.3.15) :
‖Θν,ρ(Y,Z)‖L (L2) ≤ C1
∫ ρ
0
∥∥ϕZ #φν,tY (Dν,t(x), ξ)∥∥N1; ConfY dt ≤ C ′N ρm(Y )∆(Y,Z)N ,
d’où (6.3.12).
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6.4 Remarques sur la régularité microlocale associée à une famille de champs
Comme remarqué au terme de la section §6.2, la preuve du membre de gauche de (6.1.3) ne
requiert pas spécifiquement la condition de Hörmander de rang 2, mais seulement une condition
d’ordre fini (4.1.3). En effet, l’estimation (6.2.6) du noyau de la chaleur est encore valable dans ce
cas ; la preuve se généralise donc sans changement.
A l’inverse, la preuve du membre de droite de (6.1.3) utilise le calcul de Weyl-Hörmander pour
décrire la régularité microlocale car, par définition, la “bonne” direction ne peut pas être redressée :
il est impossible de réaliser X (x) comme l’espace tangent d’une sous-variété de dimension r. Mal-
heureusement, le calcul de Weyl supporte difficilement des sauts de régularité microlocale de Hs1x,ξ
à Hs2x,ξ lorsque s2 > 2s1 ou s2 < s1/2.
Illustrons le problème sur l’exemple de la famille de Goursat dans R4 :
U = ∂x1 + x3∂x2 + x4∂x3 et V = ∂x4. (6.4.1)
Le degré d’holonomie de ce système est 3 car :
[V,U ] = ∂x3 et [[V,U ], U ] = ∂x2 .
Tous les points sont réguliers. Le poids microlocal naturellement associé est :
m(X) =
(
(ξ1 + x3ξ2 + x4ξ3)
12 + ξ124 + ξ
6
3 + 〈ξ〉4
)1/12
. (6.4.2)
La difficulté principale est due au résultat négatif suivant.
Proposition 23 Il n’existe pas de métrique g sur l’espace des phases T∗ R4 de la forme :
gX =
∑
j
dx2j
aj(X)2
+
dξ2j
bj(X)2
, (6.4.3)
vérifiant à la fois le principe d’incertitude gX ≤ gσX et telle que m ∈ S(m, g).
Preuve Le principe d’incertitude a ici une expression très simple :
aj(X)bj(X) ≥ 1 (j = 1, . . . , 4).
L’appartenance du poids m à la classe de symboles S(m, g) signifie que :aj(X)|∂xjm(X)| ≤ Cm(X),bj(X)|∂ξjm(X)| ≤ C m(X).
En conséquence, pour tout j ∈ {1, . . . , 4} :
|∂xjm(X)| |∂ξjm(X)| ≤ C2m(X)2. (6.4.4)
D’autre part, un calcul élémentaire donne :
∂x3m(X) =
(
ξ1 + x3ξ2 + x4ξ3
m(X)
)11
ξ2
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et
∂ξ3m(X) =
(
ξ1 + x3ξ2 + x4ξ3
m(X)
)11
x4 +
2 〈ξ〉2 ξ3 + 3 ξ53
6m(X)11
·
Sur le domaine défini par :
x3 = 0, ξ1 = λ, ξ2 = λ
3, ξ3 = 0 et |ξ4| ≤ λ
on a, pour une constante C > 1 suffisamment grande :(
λ12 + λ4 + 1
)1/12 ≤ m(X) ≤ C (λ12 + λ4 + 1)1/12 .
En particulier, pour λ ≥ 1, on obtient :
|x4|λ3 ≤ C ′ |∂xjm(X)| |∂ξjm(X)| et m(X)2 ≤ C ′′ λ2,
en contradiction avec (6.4.4) lorsque λ |x4| → ∞.
Remarque - Si on avait tronqué le saut de régularité dans la direction ∂x2 en remplaçant 〈ξ〉4 par 〈ξ〉6
dans la définition de m(X)12, on aurait réalisé m(X) ∼ λ en imposant :
ξ1 = λ et ξ2 = λ
2.
Mais dans ce cas, le produit (∂x3m) (∂ξ3m) serait de l’ordre de |ξ2||x4| ∼ λ2 ce qui ne serait pas
contradictoire. En fait, on sait bien (voir [14, lemme 1.2.1]) que le poids serait alors admissible
pour le calcul de Weyl. ♦
D’autres exemples de familles de champs vérifiant la condition de crochet d’ordre supérieur à 3
sont donnés dans les remarques qui suivent la Proposition 24 du Chapitre 7 (p. 130).
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Chapitre 7
Autour de l’inégalité de Hardy
Dans Rq, l’inégalité de Hardy pour la norme L2 est :
sup
x∈Rq
∫
Rq
|u(x)|2
|x|2k dx ≤ Ck
∥∥∇ku∥∥2
L2
. (7.0.1)
Cette inégalité est valable pour tout entier naturel k < q/2. Elle se généralise aux valeurs fraction-
naires 0 ≤ s < q/2, pourvu que le membre de droite soit remplacé par la norme :
‖u‖2
H˙s
=
∫
Rq
|ξ|2s |uˆ(ξ)|2 dξ.
L’inégalité de Hardy n’est pas valide lorsque s = q/2 puisque alors, pour toute fonction u ∈ D(Rq)
égale à 1 au voisinage de l’origine, le membre de gauche de (7.0.1) vaut +∞. En dimension impaire,
l’inégalité de Hardy est cependant vérifiée pour s ≥ q/2, à condition de ne considérer que les
fonctions u qui sont dans l’adhérence de D(Rq\{0}) pour la norme Hs.
Sur le groupe de Heisenberg Hd (voir §4.5), la distance à l’origine doit être remplacée par
une grandeur équivalente à la distance de Carnot, commme la distance de jauge (4.5.3). Plusieurs
inégalités de Hardy figurent dans la littérature. Dans [33], on trouve :
∫
Hd
|u(x)|2
‖x‖2g
φ(x) dx ≤ C
d∑
j=1
‖Xju‖2L2 + ‖Yju‖2L2
où φ est une fonction homogène de degré zéro, nulle le long de l’axe (0, 0; t) et égale à 1 le long du
plan (p, q; 0). Plus précisément, φ est donnée par :
φ(p, q; t) =
p2 + q2
‖p, q; t‖2g
·
En fait, on peut aussi contrôler la direction sous-elliptique (voir [2] et [4]) :
∫
Hd
|u(x)|2
‖x‖2g
dx ≤ C
d∑
j=1
‖Xju‖2L2 + ‖Yju‖2L2 . (7.0.2)
Dans ce chapitre, on se propose de généraliser cette inégalité aux familles de champs de vecteurs
vérifiant la condition de crochets de Hörmander (6.1.1), en s’inspirant d’une technique classique
pour démontrer (7.0.1), à savoir l’intégration par parties contre un champ “radial” bien choisi.
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On suppose, au début du chapitre, que la condition de crochet est vérifiée à un ordre fini
arbitraire. La légère surcharge de notations et de calculs permet de mettre en évidence les difficultés
techniques qui apparaissent lorsque n0 ≥ 3 (voir la Proposition 24 p.130).
La dernière section contient un théorème d’éclatement des espaces de Sobolev, qui sera utile au
chapitre 8, et qui est une application directe de l’inégalité de Hardy.
7.1 Système de coordonnées adapté à la géométrie sous-riemannienne
Soit Ω un ouvert de Rq et X = (Xi)1≤i≤m une famille de champs de vecteurs sur Ω, vérifiant
la condition de Hörmander (6.1.1) d’ordre fini arbitraire. On considère un point régulier x
¯
∈ Ω,
c’est-à-dire tel que pour k ≤ n0, le sous-espace de TxΩ engendré par les commutateurs d’ordre au
plus k, i.e.
Vk(x) = Vect
{
Xj(x), . . . , [Xj1, [. . . [Xjk−1 ,Xjk ]]](x)
}
soit de dimension constante rk au voisinage de x
¯
(voir (4.1.4)). On convient de poser r0 = 0.
L’hypothèse de Hörmander entraîne rn0 = q.
On choisit une famille libre de champs de vecteurs Zj, tels que
Zj ∈ Vk si rk−1 < j ≤ rk. (7.1.1)
Localement, la famille (Zj)1≤j≤q est donc une base de l’espace des champs de vecteurs sur Ω dont
les r1 premiers engendrent la famille initiale.
Définition – Un système de coordonnées locales (xj)1≤j≤q est dit adapté à la famille X s’il est centré
en un point régulier x
¯
et vérifie
Zj(x
¯
) = ∂j (7.1.2)
pour un choix des Zj en accord avec (7.1.1). On pose alors :
ωj = k si rk−1 < j ≤ rk. (7.1.3)
On note enfin Q =
q∑
j=1
ωj la dimension homogène. Lorsque le système n’est pas euclidien, on a Q ≥ 3
(voir aussi (4.3.5)).
Cette terminologie est conforme à [8]. On remarquera cependant qu’un système de coordonnées
adaptées n’est pas nécessairement privilégié, i.e. que le point de coordonnées (xj) ne coïncide pas
nécessairement à l’image de x
¯
sous l’action composée des flots exjZj (pour un choix de l’ordre de
composition). Voir aussi §6.3 pour un exemple de cordonnées privilégiées.
Remarque - Un système de coordonnées étant un difféomorphisme entre Ω et Tx
¯
Ω, on peut lé-
gitimement considérer que toute notion exprimée en coordonnées adaptées se rapporte en fait à
l’espace tangent. M. Gromov [20] a d’ailleurs montré qu’on peut effectivement munir cet espace
d’une structure sous-riemannienne qui, en un sens précis, est asymptotique à la structure de la
famille X au point x
¯
. ♦
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7.1.1 Expression des champs dans des coordonnées adaptées
On se place dans un système de coordonnées adaptées centré en x
¯
. Les champs Zj définis
par (7.1.1) sont donc de la forme :
Zi(x) = ∂i +
q∑
j=1
ζi,j(x) ∂j (1 ≤ i ≤ q) (7.1.4)
avec ζ(x
¯
) = 0. Rappelons que les r1 premiers engendrent la famille initiale et que les autres sont
des commutateurs.
En vue des applications, on aura aussi besoin de la formule suivante, valable pour 1 ≤ i ≤ r1 :
Zi(x) = ∂i +
r1∑
j=1
εi,j(x) ∂j +
∑
j>r1
εi,j(x)Zj(x) (7.1.5)
Les coefficients sont définis matriciellement par :
ε = ζ ·
IdRq +
 0 . . . 0ζr1+1,1 . . . ζr1+1,q
ζq,1 . . . ζq,q

−1
. (7.1.6)
Comme ζ(x
¯
) = 0, cette relation est bien définie au voisinage de x
¯
.
7.1.2 Jauge adaptée ρ et classe de symboles SkX,ρ
Dans un système de coordonnées adaptées, on peut définir une pseudo-norme anisotrope.
Définition – Une jauge adaptée à la famille X est une fonction positive ρ définie au voisinage d’un
point régulier x
¯
, telle qu’il existe un système de coordonnées adaptées dans lequel elle prend la
forme suivante :
ρ(x) =
 q∑
j=1
|xj |θ/ωj
1/θ (7.1.7)
où θ = 2ppcm(ω1, . . . , ωn0).
On prendra garde au fait qu’une jauge adaptée n’est pas nécessairement équivalente à la distance
de Carnot D
X
(x, x
¯
), à moins que le système de coordonnées ne soit privilégié au sens donné par [8].
Dans un systèmes de coordonnées adaptées, on a :
|xj | ≤ ρωj . (7.1.8)
En particulier, toute fonction régulière ϕ qui s’annule en x
¯
vérifie
|ϕ(x)| ≤ Cρ(x) (7.1.9)
pour ρ(x) < 1.
La “bonne” notion de platitude au voisinage de x
¯
s’exprime de la manière suivante. On rappelle
que la famille X est engendrée par X = (Z1, . . . , Zr1) et qu’un multi-indice de longueur k ≥ 1 est
une application α : {1, . . . , k} →X . On note X α la composée des dérivées de Lie α(1)◦ · · · ◦α(k).
Par convention X 0 = Id et |α| = k.
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Définition – Une fonction a ∈ C∞(Rq\{x
¯
}) supportée dans la boule ρ(x) < 1 est de classe SkX,ρ si
|(Z1, . . . , Zr1)αa| ≤ Cα ρk−|α| (7.1.10)
pour tout multi-indice α.
La formule de Leibnitz assure que le produit d’un symbole SkX,ρ et d’un symbole S
k′
X,ρ est de
classe Sk+k
′
X,ρ . De même, les dérivations Z1, . . . , Zr1 envoient S
k
X,ρ dans S
k−1
X,ρ .
D’après (7.1.9), une fonction régulière qui s’annule en x
¯
est de classe S1X,ρ. L’autre exemple
fondamental est la fonction ρ elle-même.
Proposition 24 Si la famille X vérifie la condition de Hörmander d’ordre n0 = 2, toute jauge adaptée
à X est de classe S1X,ρ.
Preuve C’est un calcul élémentaire. Pour 1 ≤ i ≤ r1, la formule (7.1.4) et les estimations (7.1.8)
et (7.1.9) donnent :
Ziρ =
1
4
Ziρ
4
ρ3
=
x3i
ρ3
+
r1∑
j=1
ζi,jx
3
j
ρ3
+
1
2
∑
j>r1
ζi,jxj
ρ3
= O(1).
Par récurrence, on vérifie que Zi1 . . . Zikρ est (pour ij ≤ r1) une somme finie de termes de la
forme F`/ρk+`−1 où F` ∈ S`X,ρ.
Remarque - Lorsque n0 ≥ 3, le calcul précédent ne peut plus aboutir sans hypothèses supplémentaires
sur les coefficients ζi,j avec j > r2. Le problème apparaît clairement sur l’exemple suivant :
Z = (1 + α)∂1 + β∂2 + γ∂3 et ρ = (x
12
1 + x
6
2 + x
4
3)
1/12,
avec α, β et γ régulières nulles à l’origine. On vérifie immédiatement que :
Zρ =
Z(ρ12)
12ρ11
= (1 + α)
x111
ρ11
+
βx52
2ρ11
+
γx33
3ρ11
·
Comme |α|+|β|+|γ| ≤ Cρ et |xk| ≤ ρk, les deux premiers termes sont bornés. Le terme γx33/ρ11 n’est
par contre borné que comme 1/ρ. En choisissant γ(x) = x1, on constate qu’il n’est effectivement
pas borné au voisinage de l’origine, le long de la surface x31 = x3. S’inspirant de la famille de
Goursat (6.4.1), on considère
X = (∂x1 + x1∂x3 , ∂x2 + x4∂x3 + x5∂x4 , ∂x5) (7.1.11)
dans R5. C’est un exemple de système régulier vérifiant la condition de crochet de rang 3. Les
coordonnées canoniques de R5 sont adaptées au point x = 0. Le calcul précédent montre que la
jauge :
ρ(x) = (|x1|12 + |x2|12 + |x3|4 + |x4|6 + |x5|12)1/12
n’est pas de classe S1X,ρ car |(∂x1 + x1∂x3)ρ| ≥ cρ−1 le long de x31 − x3 = x2 = x4 = x5 = 0. ♦
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7.1.3 Hypothèse de structure
La preuve de la Proposition 24 peut se généraliser lorsque ζi,j est de classe S
ωj−1
X,ρ . Les champs
étant réguliers, cela revient en fait à faire une hypothèse légèrement plus forte (voir aussi la preuve
de la Proposition 27).
Définition – Une famille de champs de vecteurs sur Rq vérifiant la condition de Hörmander d’ordre n0
est dite bien structurée au voisinage d’un point x
¯
s’il existe des coordonnées structurellement
adaptées, c’est-à-dire un système de coordonnées adaptées dans lequel les champs vérifient (7.1.4)
avec
|Xαζij | ≤ Ci,j,α ρ(ωj−1−|α|)+ . (7.1.12)
La jauge ρ est celle associée à ce système de coordonnées.
La notion de famille bien structurée de champs de vecteurs exprime l’existence de coordonnées
ayant certaines propriétés ; elle est donc invariante par changement de cartes et, en particulier, est
de nature géométrique. La caractérisation effective des familles bien structurées par des invariants
géométriques n’est malheureusement pas connue en général. Voici quelques exemples.
D’après (7.1.9), toute famille régulière d’ordre n0 = 2 est bien structurée et tout système de
coordonnées adaptées est structurellement adapté.
La famille de Goursat (6.4.1) est bien structurée et les coordonnées canoniques de R4 sont
structurellement adaptées. A l’inverse, la base canonique de R5 n’est pas structurellement adaptée
à la famille (7.1.11) ; cependant, dans le système de coordonnées :
y3 = x3 − 1
2
x21, yi = xi (i 6= 3),
on constate que cette famille est bien structurée puisque de la forme :
X′ = (∂y1 , ∂y2 + y4∂y3 + y5∂y4 , ∂y5).
Cet exemple est en fait le cas général des familles vérifiant la condition de crochet d’ordre 3.
Théorème 25 Au voisinage d’un point régulier, toute famille de champs de vecteurs sur Rq vérifiant
la condition de Hörmander d’ordre n0 ≤ 3 est bien structurée.
Preuve Le cas n0 = 2 étant déjà connu, on suppose donc que n0 = 3 et on se place dans un
système de coordonnées adaptées. On développe les coefficients des champs par la formule de
Taylor. Pour i ≤ r1 :
Zi(x) = ∂xi +
∑
k≤r1
ζi,k(x) ∂xk +
∑
r1<k≤r2
ζi,k(x) ∂xk +
∑
k>r2
 r1∑
j=1
∂ζi,k
∂xj
(x
¯
)xj + νi,k(x)
 ∂xk
avec ζi,k ∈ S1X,ρ et νi,k(x) ∈ S2X,ρ. En effet, d’après (7.1.8), les termes de la forme ∂ζi,k/∂xj (x¯)xjsont de classe S2X,ρ si j > r1. Le système de coordonnées est donc structurellement adapté à
la famille X si et seulement si ∂ζi,k∂xj (x¯
) = 0 pour i, j ≤ r1 et k > r2. En d’autres termes, les
seuls termes problématiques sont linéaires en les variables elliptiques, dans la direction d’ordre 3.
Pour i 6= i′ ≤ r1 on calcule alors le commutateur :
[Zi, Zi′ ](x
¯
) = Vi,i′ +
∑
k>r2
(
∂ζi′,k
∂xi
(x
¯
)− ∂ζi,k
∂xi′
(x
¯
)
)
∂xk
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avec Vi,i′ ∈ V2 (i.e. le sous-espace vectoriel engendré par les champs et les commutateurs d’ordre 2).
On en déduit que pour tout k > r2 et i, i′ ≤ r1 :
∂ζi′,k
∂xi
(x
¯
) =
∂ζi,k
∂xi′
(x
¯
).
On considère alors le système de coordonnées (yi)1≤i≤q dont les vecteurs de base vérifient
∂yi = ∂xi +
∑
k>r2
∑
j≤r1
∂ζi,k
∂xj
(x
¯
)xj ∂xk si i ≤ r1,
∂yi = ∂xi si i > r1.
Ce système est bien défini car les champs de vecteur du membre de droite commutent entre eux.
Ce nouveau système de coordonnées est, par construction, structurellement adapté.
Remarques
1. La preuve précédente fournit aussi un algorithme pour déterminer un système de coordonnées
structurellement adapté.
2. Lorsque n0 ≥ 4, les coefficients des directions d’ordre 4 qui sont quadratiques en les variables
elliptiques posent problème. N’étant pas du bon ordre, ils doivent être redressés. Ces termes
commutent bien avec les autres champs elliptiques au point x
¯
, mais cette propriété ne subsiste
pas nécessairement au voisinage. ♦
La famille de Goursat généralisée dans Rn+1 :
Un = ∂x1 +
n∑
k=2
xk+1∂k et Vn = ∂xn+1 (7.1.13)
est un exemple de famille vérifiant la condition de crochet d’ordre n, régulière et bien structurée.
La base canonique de Rn+1 est structurellement adaptée et la jauge associée est :
ρn(x) =
(
|x1|θ + |x2|θ/n + |x3|θ/(n−1) + . . .+ |xk|θ/(n+2−k) + . . .+ |xn+1|θ
)1/θ
avec θ = 2ppcm(1, 2, . . . , n).
La preuve de la Proposition 24 s’étend aux familles bien structurées.
Proposition 26 Si la famille X est bien structurée au voisinage d’un point x
¯
et si (xi)1≤i≤q est un
système de coordonnées structurellement adapté, la jauge ρ correspondante est de classe S1X,ρ.
Preuve En reprenant la preuve de la Proposition 24, il suffit de remarquer que pour i ≤ r1 :
Ziρ =
xθ−1i
ρθ−1
+
q∑
j=1
x
θ
ωj
−1
j ζi,j
ωj ρθ−1
est une somme finie de termes de la forme ρ1−θ Sθ−1X,ρ donc bornés au voisinage de x¯
(on rappelle
que θ/ωj est entier). La propriété d’être un quotient d’un symbole et d’une puissance de ρ passe
aux dérivées. On en déduit donc immédiatement que ρ ∈ S1X,ρ.
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7.1.4 Dilatations anisotropes
Un système de coordonnées adaptées permet enfin de définir des dilatations anisotropes.
Définition – Etant donné un système de coordonnées adapté à X au point x
¯
, on pose :
Dλ : (x1, . . . , xq) 7→ (λω1x1, . . . , λωkxk, . . . , λωqxq) (7.1.14)
pour tout λ > 0. Les ωj sont définis par (7.1.3).
La famille Dλ constitue un groupe multiplicatif, isomorphe à (R∗+,×). La jauge des coordonnées
adaptées est homogène :
ρ(Dλ(x)) = λρ(x).
Pour u : Ω → R, on pose D∗λu = u ◦ Dλ. La dilatation anisotrope s’étend aux distributions u ∈ D′
grâce à la formule de dualité :
〈D∗λu|ϕ〉 = λ−Q〈u|ϕ ◦ D−1λ 〉. (7.1.15)
où Q =
∑
ωj est la dimension homogène. Pour la masse de Dirac en x
¯
, on trouve ainsi :
D∗λ(∂αx δx
¯
) = λ−Q−
P
ωjαj ∂αx δx
¯
avec ∂αx = ∂
α1
1 . . . ∂
αq
q . La norme L2 vérifie :
‖D∗λu‖L2 = λ−Q/2 ‖u‖L2 . (7.1.16)
Enfin, pour tout champ de vecteur X et λ > 0, on introduit :
λXλ = D∗λ−1 ◦X ◦ D∗λ,
c’est-à-dire, en coordonnées :
Xλ(x) =
∑
λωj−1Aj(D−1λ (x))∂j
où X(x) =
∑
Aj(x) ∂j . On vérifie facilement que, pour λ > 1 :
‖D∗λu‖Hk(X) ≤ λ−Q/2+k ‖u‖Hk(Xλ) . (7.1.17)
Proposition 27 Soit X une famille de champs de vecteurs sur Rq, bien structurée au voisinage d’un
point x
¯
. On considère des dilatations Dλ associées à un système de coordonnées structurellement
adaptées et les champs conjugués Xλ définis ci-dessus. Alors
sup
λ>1
‖ψ‖Hk(Xλ) ≤ Ck ‖ψ‖Hk(Rq) (7.1.18)
pour toute fonction régulière ψ et tout entier k.
Preuve Il suffit de vérifier que les coefficients des champs de vecteurs Xλ calculés dans le système
de coordonnées structurellement adaptées sont uniformément bornés, ainsi que leurs dérivées, au
voisinage de x
¯
. Par définition, pour i ≤ r1 :
(Zi)λ(x) = ∂i +
q∑
j=1
λωj−1ζi,j(D−1λ (x))∂j .
Le coefficient de ∂j est donc borné par λωj−1|ζi,j(D−1λ (x))| ≤ Cρ(x)ωj−1. De même, si k ≤ r1, λ > 1
et ρ < 1 :
λωj−1|Zk
(
ζi,j(D−1λ (x))
)| ≤ λωj−2|(Zkζi,j)(D−1λ (x)))| ≤ C ρ(x)(ωj−2)+λ(ωj−2)+−(ωj−2) ≤ C ′
en notant τ+ = max{τ ; 0} la partie positive.
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7.2 Densité des fonctions régulières dont le support évite un point
La preuve de l’inégalité de Hardy que nous donnerons dans la suite de ce chapitre nécessite de
vérifier au préalable la densité des fonctions régulières dont le support évite x
¯
. Rappelons qu’on
définit toujours l’espace Hk(X) par (4.2.1) et les espaces de régularité fractionnaire par interpolation
complexe. La dimension homogène est définie par (7.1.3).
Proposition 28 Soit X une famille de champs de vecteurs sur Rq, bien structurée au voisinage d’un
point x
¯
et de dimension homogène Q. Pour 0 ≤ s < Q2 , l’espace D(Rq\{x¯ }) est dense dans H
s(X).
Preuve Soit u ∈ Hs(X) une fonction telle que (u|ϕ)s = 0 dès que suppϕ ⊂ Ω\{x
¯
}. On veut montrer
que u = 0. On note 〈·|·〉 le crochet de dualité des distributions et (·|·)s le produit scalaire de Hs(X).
On peut alors écrire (u|v)s = 〈u˜|v〉 avec
u˜ = (Id+(−∆X)s)u
et ∆X défini par (6.2.1). Le support de u˜ est donc réduit à {x
¯
} et le théorème de Schwartz entraîne
que u˜ est une somme finie de dérivées de masses de Dirac :
u˜ =
∑
α
cα ∂
α
x δx
¯
.
Par ailleurs, u˜ ∈ H−s(X), donc :∣∣〈D∗λ−1 u˜|ψ〉∣∣ = λQ |〈u˜|D∗λψ〉| ≤ C λQ ‖D∗λψ‖Hs(X) ≤ C λQ2 +s ‖ψ‖Hs(Xλ)
pour toute fonction test ψ ∈ D(Rq) et tout réel λ > 1. La dernière inégalité résulte de (7.1.17),
étendue par interpolation complexe aux valeurs fractionnaires de s. L’homogénéité de la masse de
Dirac permet de calculer le membre de gauche :
〈D∗λ−1 u˜|ψ〉 =
∑
α
(−1)|α| cα λQ+
P
ωjαj ∂αxψ(x¯
).
Enfin, d’après la Proposition 27 (et c’est là qu’on utilise l’hypothèse de structure) :
sup
λ→∞
‖ψ‖Hs(Xλ) < +∞.
Ainsi, pour tout entier k ≥ s, on a∣∣∣∣∣∑
α
(−1)|α| cα λQ+
P
ωjαj ∂αxψ(x¯
)
∣∣∣∣∣ ≤ CλQ2 +s ‖ψ‖Hk(Rq) .
Faisant tendre λ→∞ et en choisissant convenablement les moments de ψ, on en déduit que
cα 6= 0 =⇒ s ≥ Q
2
+
∑
ωjαj .
Comme s < Q/2, tous les cα sont nuls donc u˜ = 0 et finalement u = 0.
Le résultat précédent reste vrai lorsque s = Q/2 est un entier. Considérons par exemple une
fonction régulière Ψ ∈ D(R) supportée dans [−1/2, 1/2] et égale à 1 près de l’origine. La fonction
u = log(− log ρ)Ψ(ρ)
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n’est pas bornée au voisinage de x
¯
. On va montrer qu’elle est pourtant de classe HQ/2(X). Elle
vérifie en effet les estimations ponctuelles suivantes :
|X αu| ≤ Cα
ρ|α|| log ρ| Ψ˜(ρ)
avec Ψ˜ égale à 1 au voisinage de suppΨ. C’est une conséquence immédiate de l’identité algébrique :
dn
dρn
(log(− log ρ)) = (−1)
n
ρn log ρ
Pn
(
1
log ρ
)
avec P1 = 1 et Pn+1(X) = (n+X)Pn(X) +X2P ′n(X).
Lorsque k ≤ Q/2, les intégrales∫ 1
2
0
ρQ−1
ρ2k| log ρ|2 dρ =
∫ ∞
log 2
t−2 e−(Q−2k)t dt
convergent. Si Q est pair, ce calcul implique u ∈ HQ/2(X). En conséquence, δx
¯
/∈ H−Q/2(X) et en
reprenant la preuve précédente, on en déduit la densité de D(Ω\{x
¯
}) dans HQ/2(X).
Remarque - En dimension homogène Q impaire, les fonctions de D(Rq\{x
¯
}) ne sont pas denses
dans Hs(X) lorsque s ≥ Q/2. Le cas euclidien (i.e. X = ∇) fournit déjà un contre-exemple,
puisque l’inégalité de Hardy (7.0.1) est alors vraie pour tout s ≥ 0 et u ∈ D(Rq\{x
¯
}), mais qu’elle
est fausse pour s = q/2 et certaines fonctions u ∈ Hd/2(Rq). ♦
7.3 Inégalité de Hardy pour une famille de champs de vecteurs
Le principal résultat de ce chapitre est le théorème suivant.
Théorème 29 Soit X une famille de champs de Rq, vérifiant l’hypothèse de Hörmander (6.1.1) d’ordre
fini n0. On suppose que la famille est bien structurée au voisinage d’un point x
¯
(voir p.131). On
note enfin Q =
∑
ωj la dimension homogène (ωj est défini par (7.1.3)). Alors, pour 0 ≤ s < Q/2,
on a l’inégalité suivante : ∫
u2
ρ2s
≤ Cs ‖u‖2Hs(X) (7.3.1)
pour toute fonction de jauge ρ associée à des coordonnées structurelles centrées en x
¯
.
Remarque - Rappelons que lorsque n0 = 2 ou 3, l’hypothèse structurelle est contenue dans la
condition de crochet. ♦
La preuve consiste à construire un champ Λ ayant des propriétés voisines de celles du champ “ra-
dial” anisotrope
∑
ωjxj∂j. Rappelons que pour tout champ Λ, on a
δ
ρ2s
= − 1
2s
Λ
(
1
ρ2s
)
(7.3.2)
avec δ = (Λρ)/ρ et que δ ≡ 1 si Λ est le champ radial.
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Lemme 30 Il existe un champ de vecteur Λ tel que pour tout η > 0, il existe ρη > 0 vérifiant :
sup
ρ(x)<ρη
|div Λ(x)−Q|+ |δ(x) − 1|+ |Λδ(x)| < η. (7.3.3)
Pour tout s ≥ 1, tout  > 0 et toute fonction régulière u à support dans Rq\{0} et dans la
boule ρ ≤ ρη :
(Q− 2s − )
∫
u2
ρ2s
≤ C
∫ |Xu|2
ρ2(s−1)
· (7.3.4)
Preuve [Théorème 29] L’inégalité de Hardy est évidente si s = 0. Le cas s = 1 s’obtient en
choisissant  = 1/2 dans le lemme précédent. On déduit alors l’inégalité pour tout s ∈ [0, 1] par
interpolation complexe (pour l’interpolation des espaces L2(µ(x)dx), voir [9]).
Une nouvelle application du lemme donne alors, pour s ∈ [1, 2] et s < Q/2 :∫
u2
ρ2s
≤ As
∫ |Xu|2
ρ2(s−1)
≤ Bs ‖u‖2H2(X) .
En itérant l’argument, on en déduit l’inégalité de Hardy sur chaque intervalle s ∈ [k, k+1], pourvu
que s < Q/2.
Le calcul n’est valable que pour les fonctions supportées dans une couronne  < ρ < ρη.
Cependant, si χ désigne une fonction de D(R; [0, 1]) à support dans [−1, 1] et égale à 1 entre −1/2
et 1/2, on a pour tout ρ0 > 0 :∫
u2
ρ2s
≤
∫ |χ(ρ/ρ0)u|2
ρ2s
+
(
2
ρ0
)2s
‖u‖2L2 et ‖χ(ρ/ρ0)u‖Hs(X) ≤
Cs
ρs0
‖u‖Hs(X) .
On peut donc, sans restriction, supposer que u est à support dans une couronne contenue dans un
voisinage arbitrairement petit mais fixe de l’origine x
¯
. Enfin, la Proposition 28 assure que l’inégalité
de Hardy passe à la limite pour toute fonction de Hs(X) si elle est vrai pour les fonctions régulières
à support dans Rq\{x
¯
}.
Pour compléter la preuve, il reste donc seulement à vérifier le lemme.
7.3.1 Construction du champ “radial” Λ
Dans un système de coordonnées structurellement adapté, on définit :
Λ(x) =
r1∑
i=1
xi Zi(x) +
∑
j>r1
(
ωjxj −
r1∑
i=1
xi εi,j(x)
)
Zj(x), (7.3.5)
les coefficients εi,j étant donnés par (7.1.5). C’est une perturbation du champ radial anisotrope
naturel :
Λ(x) =
q∑
k=1
ωkxk∂k + Λ˜(x).
Le terme perturbatif s’écrit :
Λ˜(x) =
r1∑
k=1
 r1∑
j=1
xj εj,k(x) +
∑
j>r1
ωj xj ζj,k(x)
 ∂k + ∑
k>r1
∑
j>r1
ωj xj ζj,k(x) ∂k.
- 136 -
Partie II - Chapitre 7 INÉGALITÉ DE HARDY SOUS-RIEMANNIENNE - §7.3
L’hypothèse que les coordonnées sont structurellement adaptées entraîne donc :
Λ(x) =
q∑
k=1
(ωkxk + σk(x))∂k avec σk ∈ Sωk+1X,ρ (7.3.6)
car σk est une somme finie de termes qui sont tous des produits de la forme S1X,ρ×SωkX,ρ (ou S2X,ρ×
Sωk−1X,ρ avec ωk ≥ 2). Comme xk ∈ SkX,ρ, le terme correctif est bien d’ordre inférieur dans le calcul
symbolique anisotrope.
La divergence de Λ est donnée par :
div Λ(x) =
q∑
k=1
ωk + ∂kσk(x).
avec ∂kσk ∈ Xωk(Sωk+1X,ρ ) ⊂ S1X,ρ. Ainsi div Λ = Q+O(ρ) diffère arbitrairement peu de Q dans un
petit voisinage de x
¯
.
On calcule δ = Λρ/ρ grâce à la formule
δ(x) =
Λ(ρθ)
θρθ
= 1 +
q∑
k=1
σkx
θ
ωk
−1
k
ωkρθ
car
∑
ωixi∂i(ρ
θ) = θρθ et σk∂k(ρθ) = θωj σkx
θ
ωk
−1
k . Ainsi, δ = 1+ρ
−θ Sθ+1X,ρ est arbitrairement proche
de 1 au voisinage de x
¯
.
Enfin, pour estimer Λδ, on utilise :
Λδ =
q∑
k=1
(ωkxk + σk)∂k
(
ν
ρθ
)
= ρ−θ
q∑
k=1
(ωkxk + σk)(∂kν − θρ−1ν)
où ν ∈ Sθ+1X,ρ . En particulier, ∂kν ∈ Sθ+1−ωkX,ρ . On a donc Λδ ∈ S1X,ρ comme attendu.
7.3.2 Intégration par partie avec Λ
Si u est une fonction régulière à support dans l’intersection de Ω\{x
¯
} et de la boule ρ < ρη, la
formule : ∫
u2
ρ2s
= − 1
2s
∫
δ−1 u2 Λ
(
1
ρ2s
)
donne, après intégration par parties :∫
u2
ρ2s
[
(Q− 2s) + (div Λ−Q)δ−1 + (δ−1 − 1)Q− δ−2Λδ] = −2∫ uΛu
δ ρ2s
·
Les propriétés de Λ entraînent pour tout  > 0 :
(Q− 2s) + (div Λ−Q)δ−1 + (δ−1 − 1)Q− δ−2Λδ ≥ Q− 2s −  > 0
pour s < Q/2, ρ ≤ ρη et un choix convenable de η.
La preuve de (7.3.4) se réduit donc à vérifier que :∣∣∣∣∫ uΛuδ ρ2s
∣∣∣∣ ≤ ′ ∫ u2ρ2s + C′
∫ |Xu|2
ρ2(s−1)
· (7.3.7)
- 137 -
§7.4 - TRANSLATION DANS L’ÉCHELLE DE RÉGULARITÉ Partie II - Chapitre 7
On utilise cette fois l’expression (7.3.5). Grâce à (7.1.6), on peut écrire :
Λ =
q∑
k=1
νk(x)Zk
avec νk ∈ SωkX,ρ. Posant ϑk = δ−1ρ−2sνk ∈ Sωk−2sX,ρ , on est donc ramené à contrôler les intégrales :
Ik,s =
∫
ϑk u (Zku)
par le membre de droite de (7.3.7).
Pour k ≤ r1, les intégrales se traitent avec Cauchy-Schwarz :
|Ik,s| ≤
∫ |u|
ρs
|Zku|
ρs−1
≤
(∫
u2
ρ2s
)1/2 (∫ |Xu|2
ρ2(s−1)
)1/2
puis on applique l’inégalité ab ≤ a2 + Cb2.
Pour les autres intégrales, on utilise l’identité suivante, valable pour tous champs de vec-
teurs A,B et toutes fonctions régulières u et φ :∫
φu [A,B]u =
∫
φuTA,Bu−
∫
(Aφ)uBu+
∫
(Bφ)uAu (7.3.8)
où TA,B = (divB)A− (divA)B. La vérification de cette identité est élémentaire :
([A,B]u|φu)L2 = (Bu|A∗(φu))L2 − (Au|B∗(φu))L2
en notant X∗ = −X − divX l’adjoint pour le produit scalaire de L2. Le terme φ(Au)(Bu) se
simplifie par antisymétrie.
On applique (7.3.8) avec φ = ρ−2sθk ∈ Sωk−2sX,ρ et Zk = [A,B] où A est un opérateur de
dérivation d’ordre ωk−1 et B un des champs de la famille initiale, donc un opérateur de dérivation
d’ordre 1. Ainsi, Aφ ∈ S1−2sX,ρ et Bφ ∈ Sωk−1−2sX,ρ . On isole les termes contenant Au. On en déduit :
|Ik,s| ≤
∣∣∣∣∫ φ˜ uAu∣∣∣∣+ C (∫ |u|ρs |Xu|ρs−1 +
∫ |u|
ρs
|Xu|
ρs−ωk
)
≤
∣∣∣∣∫ φ˜ uAu∣∣∣∣+ ∫ |u|2ρ2s + C
∫ |Xu|2
ρ2(s−1)
avec φ˜ = Bφ+(divB)φ ∈ Sωk−1−2sX,ρ . Le champ A étant un commutateur d’ordre ωk− 1, le premier
terme se traite comme Ik′,s avec ωk′ = ωk − 1 donc k′ < k (ce terme a donc bien déjà été traité,
par récurrence).
7.4 Translation de l’inégalité de Hardy dans l’échelle de régularité
Pour les espaces de Sobolev usuels, l’inégalité de Hardy se translate dans l’échelle de régularité.
Pour σ et ς ≥ 0 tels que σ + ς < q/2, on a :∥∥∥∥ u|x|ς
∥∥∥∥
Hσ(Rq)
≤ Cσ,ς ‖u‖Hσ+ς(Rq) . (7.4.1)
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La preuve naturelle de cette inégalité repose malheureusement plus sur l’analyse de Fourier que
sur la définition intégrale de la norme Hs faisant intervenir le quotient u(x)−u(y)|x−y|s .
En utilisant la formule de Leibnitz et l’inégalité de Hardy (7.3.1), on peut la généraliser aux
espaces de Sobolev sous-riemanniens lorsque σ est entier.
L’inégalité de Hardy (7.3.1) étant fausse si s = Q/2, il semble impossible d’atteindre toutes les
valeurs fractionnaires de (σ, ς) avec σ + ς < Q/2 en utilisant simplement l’interpolation complexe.
Cependant, lorsque la structure sous-riemannienne est celle du groupe de Heisenberg, on peut
utiliser la généralisation de la théorie de Littlewood-Paley construite par H. Bahouri, P. Gérard et
C.J. Xu [7].
Théorème 31 Pour tout couple (ς, σ) ∈ R2+ avec σ + ς < Q/2, il existe une constante Cσ,ς > 0 telle
que (avec les notations du paragraphe §4.5) :∥∥∥∥∥ v‖x‖ςg
∥∥∥∥∥
Hσ(Hd)
≤ Cσ,ς ‖v‖Hσ+ς(Hd) (7.4.2)
pour toute fonction v dans Hσ+ς(Hd).
Preuve Le cas ς = 0 est évident. Le cas σ = 0 est l’inégalité de Hardy du Théorème 29, énoncée
dans le cas particulier du groupe de Heisenberg. On peut donc supposer que σ > 0 et ς > 0. De
plus, il suffit de démontrer (7.4.2) avec des normes homogènes. Le calcul paradifférentiel sur le
groupe de Heisenberg fournit la loi de produit suivante :
‖ab‖H˙σ(Hd) ≤ C ‖a‖
B˙
Q
2 −ς
2,∞ (H
d)
‖b‖H˙ς+σ(Hd)
valable pour ς > 0, σ > 0 et ς + σ < Q/2 (voir [6]). De plus, sous les mêmes hypothèses (voir [3]) :
1
‖x‖ςg
∈ B˙
Q
2
−ς
2,∞ (H
d).
La définition précise de l’espace de Besov est donnée par [7]. On peut aussi consulter [2] pour le
cas plus simple de Rd.
7.5 Application : éclatement de Hs(Hd) en couronnes dyadiques
Une application importante de l’inégalité de Hardy est la possibilité d’éclater les espaces de
Sobolev en variable d’espace. Par exemple, pour k < q/2 (k entier), on a :
‖u‖2Hk(Rq) '
∑
m≥0
‖ϕmu‖2Hk(Rq) (7.5.1)
où ϕm(x) = ϕ0(2mx) désigne une partition de l’unité de Rq\{0} par des fonctions régulières vérifiant
suppϕm ⊂ {x ∈ Rq ; 2−m−1 ≤ |x| ≤ 2−m+1}.
La preuve est immédiate et se réduit, pour k entier, à appliquer la formule de Leibnitz et l’inégalité
de Hardy (7.0.1).
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Au chapitre 8, on sera amené à étudier des singularités ponctuelles par une méthode d’éclate-
ment (voir aussi [4] ou [22]). Le succès de cette méthode repose, en grande partie, sur la possibilité de
généraliser (7.5.1) aux espaces de Sobolev construits avec des champs de vecteurs sous-riemanniens.
L’inégalité de Hardy sous-riemannienne (7.3.1) est vraie sous des hypothèses assez générales, par
exemple pour les familles vérifiant la condition de Hörmander d’ordre 2 ou 3. L’inégalité translatée
dans l’échelle de régularité est vraie sous ces mêmes hypothèses, mais tous les indices ne sont pas
nécessairement accessibles (du moins, pas avec la démonstration exposée ci-dessus). Pour simplifier
l’exposé on va donc se contenter d’étudier le groupe de Heisenberg afin de pouvoir appliquer (7.4.2).
L’essentiel des résultats qui vont suivre pourrait cependant se généraliser sous des hypothèses moins
restrictives, quitte par exemple à renoncer aux indices fractionnaires “extrêmes”.
Dans la suite, on considère le groupe de Heisenberg Hd, introduit au paragraphe §4.5. Par
analogie avec (7.1.14), on définit une famille de contractions dyadiques :
dm(p, q; t) = (2
−mp, 2−mq; 2−2mt). (7.5.2)
On a ‖dm(x)‖g = 2−m ‖x‖g. Rappelons que la dimension homogène de Hd est Q = 2d+ 2.
Remarque - Certains auteurs utilisent plutôt δ2m = d−1m . Cependant, dans une technique d’éclate-
ment, la plupart des formules font intervenir dm et nous assumerons ce choix pour simplifier les
notations. ♦
On définit aussi deux couronnes
C0 = {x ; 1/12 ≤ ‖x‖g ≤ 10/3} et C ′0 = {x ; 3/4 ≤ ‖x‖g ≤ 8/3} (7.5.3)
avec C ′0 ⊂ C0. Le fait que DHd(C ′0; cC0) ≥ ε0 ne sera pas utilisé immédiatement, mais est nécessaire
dans la preuve du Lemme 44 (p. 158).
Théorème 32 Pour 0 ≤ s < Q/2, il existe une fonction ϕ ∈ D(C ′0) telle que
‖u‖2Hs(Hd) '
∑
m≥0
2−m(Q−2s) ‖(u ◦ dm)ϕ‖2Hs(Hd) (7.5.4)
pour toute fonction u ∈ Hs(Hd) supportée dans la boule ‖x‖g ≤ 1.
A la différence de (7.5.1), l’énoncé précédent contient non seulement un découpage en couronnes,
mais aussi une remise à l’échelle des divers fragments.
La fin du chapitre est consacrée à la démonstration du Théorème 32. On ne distinguera les
valeurs entières de s que pour certaines démonstrations de résultats intermédiaires, la stratégie
générale restant largement indépendante de s.
Soit ϕ0 la fonction de base de la théorie de Littlewood-Paley dans R, supportée dans [3/4; 8/3]
et à valeurs dans [0, 1]. Pour une construction précise, voir par exemple [16, §2.1]. On définit alors
un fonction de troncature autour de l’anneau dm(C0) par :
ϕm = ϕ ◦ d−1m avec ϕ(x) = ϕ0(‖x‖g). (7.5.5)
Ainsi, si u est supportée dans la boule {x ; ‖x‖g ≤ 1}, on a :
∀x 6= 0, u(x) =
∑
m≥0
ϕm(x)u(x).
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De plus, lorsque |m−m′| ≥ 2,
suppϕm ∩ suppϕm′ = ∅. (7.5.6)
On note
 
m la fonction caractéristique du support de ϕm ; on a donc
∑
 
m ≤ 3.
La remise à l’échelle n’étant pas spécifique au découpage dyadique, on définit, pour λ ≥ 1 :
d′λ(p, q; t) = (p/λ, q/λ; t/λ
2).
On remarque que :
(u ◦ dm)ϕ = (ϕmu) ◦ d′2m .
Le Théorème 32 résulte alors immédiatement de la conjonction des deux résultats suivants.
Lemme 33 Pour 0 ≤ s < Q/2, il existe une constante Cs > 0 telle que toute fonction u de Hs(Hd),
à support dans la boule ‖x‖g ≤ 1, vérifie :
C−1s ‖u‖2Hs(Hd) ≤
∑
m≥0
‖ϕmu‖2Hs(Hd) ≤ Cs ‖u‖2Hs(Hd) . (7.5.7)
Lemme 34 Pour 0 ≤ s < Q/2, il existe une constante C ′s > 0 telle que pour tout λ ≥ 1 et toute
fonction u dans Hs(Hd) à support dans la boule ‖x‖g ≤ λ−1, on a :
C ′s
−1 ∥∥u ◦ d′λ∥∥Hs(Hd) ≤ λQ2 −s ‖u‖Hs(Hd) ≤ C ′s ∥∥u ◦ d′λ∥∥Hs(Hd) . (7.5.8)
Preuve du Lemme 33 : découpage en couronnes
Le Lemme 33 contient deux affirmations : d’une part la possibilité de découper une fonction
de Hs(Hd) en couronnes dyadiques spatiales, et d’autre part la possibilité de la reconstruire à partir
de ces blocs.
 Reconstruction à partir des blocs dyadiques
La première étape de la démonstration du Lemme 33 consiste à montrer que, pour tout s ≥ 0 :
‖u‖2Hs(Hd) ≤ Cs
∑
m≥0
‖ϕmu‖2Hs(Hd) . (7.5.9)
Cette partie de la démonstration ne nécessite pas que s < Q/2.
Comme le support de u est un sous-ensemble de {x ; ‖x‖g ≤ 1}, on a u =
∑
ϕmu, donc :
‖u‖2Hs(Hd) =
∑
m,m′
(ϕmu|ϕm′u)Hs(Hd).
Lorsque |m−m′| ≥ 2, la propriété (7.5.6) implique que (ϕmu|ϕm′u)Hk(Hd) = 0 pour tout entier k.
En conséquence, en reprenant la formule (4.5.4) pour calculer ‖u‖2Hs(Hd), on obtient comme borne
supérieure :
3
∑
m≥0
‖ϕmu‖2Hs(Hd) +
 
s/∈N
∑
|α|=k
|m−m′|≥2
∫∫
∆0
(Φαmu(x)− Φαmu(y)) (Φαm′u(x)− Φαm′u(y))
D
Hd
(x, y)Q+2σ
dx dy.
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Lorsque s n’est pas entier, on utilise la notation naturelle s = k + σ avec (k, σ) ∈ N×]0, 1[. On a
aussi posé
Φαmu = Xˆ
α(ϕmu).
Quitte à échanger les rôles de x et y, on peut supposer que (x, y) ∈ suppϕm × suppϕm′ car dans
tous les autres cas, la fonction à intégrer est identiquement nulle. L’inégalité de Cauchy-Schwartz
permet alors de borner l’intégrale par :∑
|α|=k
|m−m′|≥2
∫∫
∆0
|Φαmu(x)− Φαmu(y)|2
D
Hd
(x, y)Q+2σ
 
m(x)
 
m′(y) dx dy ≤ 3
∑
m≥0
‖ϕmu‖2Hs(Hd) .
La dernière inégalité résulte à nouveau de (7.5.6) et plus précisément du fait que
∑
 
m′ ≤ 3.
 Découpage en couronnes dyadiques
La deuxième étape de la preuve du Lemme 33 consiste à montrer que∑
m≥0
‖ϕmu‖2Hs(Hd) . ‖u‖2Hs(Hd) (7.5.10)
lorsque s < Q/2.
D’après la définition (7.5.5), les dérivées de ϕm sont données par la formule suivante :
(Xˆαϕm)(x) = 2
m|α|(Xˆαϕ) ◦ d−1m (x) =
ϕm,α(x)
‖x‖|α|g
(7.5.11)
avec
ϕm,α =
(
‖·‖|α|g (Xˆαϕ)
)
◦ d−1m . (7.5.12)
Par exemple, ϕm = ϕm,0.
La fonction ϕm,α est supportée dans la couronne dm(C0). La fonction ϕm,α ◦ dm ne dépend
pas de m ; c’est une fonction bornée sur C0. Grâce à la propriété (7.5.6) de quasi-disjonction des
supports, on en déduit :
sup
x∈Hd
∑
m≥0
|ϕm,α(x)|2 < +∞. (7.5.13)
Remarque - Dans la preuve, on utilise les propriétés (7.5.11)–(7.5.13) mais pas le fait que la fa-
mille (ϕm)m≥0 est une partition de l’unité. En conséquence, (7.5.10) est valable aussi pour toute
famille ϕm définie par (7.5.5) à partir d’une fonction régulière arbitraire ϕ supportée dans C0. ♦
Premier cas : s = k est entier. Lorsque s = k est un entier, la preuve de (7.5.10) est particulièrement
simple. L’application successive de la formule de Leibnitz, puis des formules (7.5.11) et (7.5.13)
et enfin de l’inégalité de Hardy (7.3.1) à l’ordre |α| ≤ k < Q/2 donne la succession d’inégalités
suivante :∑
m≥0
‖ϕmu‖2Hk(Hd) ≤ C
∑
m≥0
|α|+|β|≤k
∫
Hd
|ϕm,α(x)|2 |Xˆβu(x)|2
‖x‖|α|g
dx ≤ C ′k
∑
|α|+|β|≤k
∥∥Xˆβu∥∥2
H|α|(Hd)
.
Le membre de droite est borné par ‖u‖2Hk(Hd).
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Deuxième cas : s ∈ ]0, 1[. Comme Q ≥ 4, l’étude du premier cas permet déjà d’affirmer que le
Lemme 33 est vrai pour s = 0 et pour s = 1. Le résultat correspondant à s ∈ ]0, 1[ en découle par
interpolation complexe.
Plus précisément, on applique le Lemme 3.3 de [5] dont on rappelle les notations. Pour k = 0
et k = 1, on définit :
Ek =
{
u ∈ L2(Hd) ;
∑
‖ϕmv‖2Ek,m
}
où Ek,m = {u ∈ Hk(Hd) ; suppu ⊂ dm(C0)}. Ce lemme affirme que, pour 0 < s < 1 :
[E0, E1]s =
{
u ∈ L2(Hd) ;
∑
‖ϕmv‖2Es,m
}
(7.5.14)
avec Es,m = [E0,m, E1,m]s. En deux mots, le point clef de sa démonstration est le fait que l’opéra-
teur (Id−∆Hd)1/2 de domaine H1(Hd) est auto-adjoint sur L2(Hd).
Le lemme étant déjà démontré pour k = 0 et k = 1, on a donc bien Ek = Hk(Hd),
[E0, E1]s = H
s(Hd) et Es,m = {u ∈ Hs(Hd) ; suppu ⊂ dm(C0)}.
Comme (7.5.14) contient l’équivalence des normes, le Lemme 33 est maintenant démontré pour
toute valeur s ∈ [0, 1].
Troisième cas : s = k + σ avec (k, σ) ∈ N×]0, 1[. On ne peut plus procéder par interpolation
complexe lorsque, par exemple, s > Q2 − 1. En effet, l’inégalité de Hardy (7.3.1) étant fausse
pour s = Q/2, il manque le “pivot” de droite nécessaire à l’interpolation. On utilise plutot l’inégalité
translatée (7.4.2).
La formule de Leibnitz donne :
∑
m≥0
‖ϕmu‖2Hs(Hd) ≤
∑
m≥0
‖ϕmu‖2Hk(Hd) +
∑
m≥0
|α|+|β|=k
∥∥∥∥∥ϕm,α · Xˆβu‖x‖|α|g
∥∥∥∥∥
2
Hσ(Hd)
.
L’astuce consiste à appliquer maintenant le Lemme 33 dans les cas qu’on a déjà obtenus.
La première somme est bornée par ‖u‖2Hk(Hd) d’après le cas d’indice entier k. Pour la seconde
somme, on utilise la remarque initiale, à savoir que l’inégalité (7.5.10) est vraie pour s ∈ [0, 1] en
remplaçant ϕm par ϕm,α. Ainsi,
∑
m≥0
∥∥∥∥∥ϕm,α · Xˆβu‖x‖|α|g
∥∥∥∥∥
2
Hσ(Hd)
≤ C
∥∥∥∥∥ Xˆβu‖x‖|α|g
∥∥∥∥∥
2
Hσ(Hd)
≤ C ′
∥∥∥Xˆβu∥∥∥2
H|α|+σ(Hd)
la dernière inégalité résultant de (7.4.2).
Preuve du Lemme 34 : changement d’échelle
Ce lemme affirme que, avec des restrictions convenables sur le support de la fonction, la norme
inhomogène se comporte comme la norme homogène dans les dilatations anisotropes.
La distance D
Hd
étant uniformément à la distance de jauge, on a :
D
Hd
(d′λ(x), d
′
λ(y)) '
∥∥d′λ(x−1y)∥∥g = λ−1 ∥∥x−1y∥∥g ' λ−1DHd(x, y).
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Le changement de variables x′ = d′λ(x) donne donc :
∥∥u ◦ d′λ∥∥2Hs(Hd) = ∑
|α|≤k
λQ−2|α|
∥∥Xˆαu∥∥2
L2
+
 
σ 6=0 λQ−2s
∑
|α|=k
∫∫
d′λ(∆0)
|Xˆαu(x′)− Xˆαu(y′)|2
D
Hd
(x′, y′)Q+2σ
dx′ dy′
avec s = k + σ et (k, σ) ∈ N× [0, 1[.
 Borne suppérieure de ‖u ◦ d′λ‖Hs
Par hypothèse, on a suppu ⊂ {x ; λ ‖x‖g ≤ 1}. Comme λ ≥ 1, on a aussi d′λ(∆0) ⊂ ∆0. Ainsi :
λ2s−Q
∥∥u ◦ d′λ∥∥2Hs(Hd) ≤ ∑
|α|≤k
∫ |Xˆαu(x)|2
‖x‖2(s−|α|)g
dx+
 
σ 6=0
∑
|α|=k
∫∫
∆0
|Xˆαu(x′)− Xˆαu(y′)|2
D
Hd
(x′, y′)Q+2σ
dx′ dy′.
L’inégalité de Hardy (7.3.1) d’ordre s − |α| ≤ s < Q/2 entraîne que chaque terme de la première
somme est borné par ‖u‖2Hs(Hd). L’intégrale double fait partie de la définition de la norme (4.5.4).
 Borne inférieure de ‖u ◦ d′λ‖Hs
Lorsque s = k est entier, on utilise simplement le fait que λ ≥ 1 :
λ2k−Q
∥∥u ◦ d′λ∥∥2Hk(Hd) = ∑
|α|≤k
λ2(k−|α|)
∥∥Xˆαu∥∥2
L2
≥
∑
|α|≤k
∥∥Xˆαu∥∥2
L2
= ‖u‖2Hk(Hd) .
En particulier, ce sens de l’inégalité est donc vrai, sans aucune restriction sur le support de u.
Cette inégalité est équivalente au fait que l’opérateur
Tλ : u 7→ u ◦ (d′λ)−1
est borné sur Hk(Hd) avec une norme inférieure à λk−
Q
2 . La famille d’espaces Hs(Hd) est stable
par interpolation complexe et le foncteur d’interpolation est exact (voir [9]). En conséquence :
‖Tλu‖[Hk,Hk+1]s ≤ λs−
Q
2 ‖u‖[Hk,Hk+1]s .
D’après le Théorème 13 p. 112, la norme d’interpolation complexe est équivalente à la norme
usuelle (4.5.4). Ainsi, pour tout u ∈ Hs(Hd) :∥∥u ◦ d′λ∥∥Hs(Hd) ≥ CsλQ2 −s ‖u‖Hs(Hd) .
Ce calcul clôt la preuve du Lemme 34 et donc aussi celle du Théorème 32.
- 144 -
Chapitre 8
Théorie des traces sur le groupe de Heisenberg
Soit Ω un ouvert régulier du groupe de Heisenberg Hd. Le problème de Dirichlet naturel est :{
−∆Hdu+ u = f
u
∂Ω
= g
avec ∆Hd = −
∑
X∈Xˆ
X∗X. (8.0.1)
Ce problème a été largement étudié pour des données régulières par exemple, continues ou lip-
schitziennes (voir [11] et [22]). Cependant, la théorie hilbertienne des données moins régulières ne
semble pas avoir été développée. On s’intéresse par exemple à une donnée f de classe Hs(Ω;X)
au sens des espaces de Sobolev sous-riemanniens sur Hd (voir §4.5). Rappelons que la structure de
dérivation X est définie par les champs qui annulent la 1-forme canonique :
κ = dt + 2(pdq − qdp).
L’espace naturel pour la condition aux limites g est l’espace des traces sur Σ = ∂Ω de Hs+2(Ω;X).
La principale difficulté (qui n’apparaît pas dans l’étude classique du problème de Dirichlet
sur Rq) est qu’en certains points x ∈ Σ, le sous-espace de TxHd engendré par les dérivations, i.e.
ker κ(x), coïncide avec l’espace tangent TxΣ à la surface de trace.
Définition – Un point x ∈ Σ est dit caractéristique si ker κ(x) = Tx Σ. L’ensemble des points
caractéristiques de Σ est noté CarΣ.
ΣT
M
ker K(M)
M
M
°
Fig. 8.1 – Points caractéristiques et points ordinaires.
Le bord d’un ouvert C∞ possède toujours au moins un point caractéristique mais on peut montrer
que CarΣ est de mesure nulle (voir [19]). Cependant, lorsque s < Q/2, les restrictions à Σ des
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fonctions Hs(Hd) peuvent avoir un comportement singulier au voisinage des points caractéristiques.
L’objet de ce chapitre est de donner une description exacte de ces singularités grâce à un théorème
de trace et de relèvement.
Le théorème principal (Théorème 38) concerne en fait seulement une classe particulière de sur-
faces Σ, dont les points caractéristiques sont “fortement isolés” [4] ou “non dégénérés” [22]. Cepen-
dant, cette classe étant définie par la non-annulation d’un certain déterminant relié à la géométrie,
ce cas est générique dans l’ensemble de toutes les surfaces. Sous cette hypothèse géométrique, il
est possible de contrôler la formation de la singularité au voisinage des points caractéristiques par
une méthode d’éclatement. Cette méthode a déjà été mise en oeuvre dans l’étude du “cas modèle”
présentée au chapitre 5 et s’inspire de travaux antérieurs (voir [4] ou [22]).
Remarquons enfin que les résultats pourraient être étendus, au moins partiellement, à des
familles sous-riemanniennes plus générales. Mais pour des raisons techniques déjà évoquées au
paragraphe §7.5, on limite l’exposé au cas du groupe de Heisenberg.
8.1 Résultats classiques
Un certain nombre de travaux traitent du problème de la description des traces des espaces
de Sobolev sous-riemanniens. Cependant, aucun travail ne semble avoir été réalisé dans le cas où
simultanément s 6= 1 et CarΣ 6= ∅.
Le cas particulier s = 1 a été étudié par plusieurs auteurs, éventuellement dans un contexte
plus général que celui du groupe de Heisenberg. Pour le cas non-caractéristique, on peut citer les
Théorèmes 1.1-1.2 de [10] ou le Corollaire 3.3 de [26]. Le Théorème 1.2 de [4] traite des points
caractéristiques non dégénérés sur Hd. Le cas des hypersurfaces homogènes ayant un point carac-
téristique dégénéré est traité dans [5]. Cependant, dans tous ces résultats, l’espace des traces est
construit sur L2(Σ) ou Lp(Σ). Or, le Théorème 38 ci-dessous montre que le cas s = 1 est en fait
extrêmement particulier. Le “bon” espace de base pour décrire les traces est, en général, un espace
présentant un poids au voisinage de CarΣ, avec un poids qui s’exprime comme une fonction élevée
à la puissance s− 1.
En l’absence de points caractéristiques, [4] donne une caractérisation de l’espace des traces,
pour toute régularité s > 1/2. Ce résultat repose sur un théorème de traces abstrait en calcul
de Weyl-Hörmander et s’étend en particulier à toute famille de champs de vecteurs vérifiant la
condition de Hörmander d’ordre 2 (voir §8.5).
L’espace de traces peut être décrit de différentes façons. Par exemple, lorsque CarΣ = ∅, S. Be-
rhanu et I. Pesenson [10] décrivent les traces de H1(Hd) par
‖v‖2L2(Σ) +
∑
R∈Xˆ∗
∫ δ
0
ϑ−2 sup
|τ |≤ϑ
∥∥(eτR − Id)v∥∥2
L2(Σ)
dϑ (8.1.1)
et démontrent un théorème de relèvement. Ce résultat se généralise aux espaces de Sobolev calqués
sur Lp avec une famille de champs vérifiant la condition de Hörmander d’ordre fini et une surface
de trace non-caractéristique.
Toujours sous l’hypothèse CarΣ = ∅, R. Monti and D. Morbidelli [26] démontrent que les traces
de H1(Hd) vérifient :
‖v‖2L2(Σ) +
∫∫
Σ×Σ
d(x,y)≤δ
|v(x)− v(y)|2
D
Hd
(x, y)
dx dy
Vol(Bx,y ∩ Σ) <∞ (8.1.2)
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avec Bx,y = {z ∈ Hd ; d(x, z) ≤ d(x, y)} et en notant Vol la mesure de surface sur Σ. Leur conclusion
reste valable sous des hypothèses extrêmement générales. Par contre, ils ne démontrent pas de
théorème de relèvement.
Il est d’ailleurs assez facile de vérifier que (8.1.2) n’est pas, en général, associé à un théorème
de relèvement. Le contre-exemple le plus simple est celui du plan de Grushin R2 avec les champs
de vecteurs
∂x1 et x1∂x2 .
La droite Σ = {(0, x2) ; x2 ∈ R} est non-caractéristique. Le long de Σ, la distance sous-riemannienne
est équivalente à
√|x2 − x′2|. Ainsi, (8.1.2) entraîne :
C−1
∫∫
|x2−x′2|<1
|u(0, x2)− u(0, x′2)|2
|x2 − x′2|
dx2 dx
′
2 ≤ ‖∂x1u‖2L2(R2) + ‖x1∂x2u‖2L2(R2) .
Cependant, le véritable espace des traces est connu pour être H1/4(Σ) : une preuve particulière-
ment simple est donnée comme exemple d’application du Théorème 1.2 de [4] ; on peut aussi s’en
convaincre en remarquant que la norme ‖u(0, ·)‖H˙1/4(Σ) est homogène à
‖∂x1u‖2L2(R2) + ‖x1∂x2u‖2L2(R2)
pour la transformation d’échelle u(x1, x2) 7→ u(λx1, λ2x2).
L’impossibilité d’avoir un théorème de relèvement indique que la régularité des traces sur Σ ne
peut pas, en général, être décrite au moyen de la seule distance de Carnot ambiante et qu’il est
nécessaire d’étudier plus en détail la géométrie du problème.
8.2 Géométrie du problème
Soit Σ une hypersurface bornée de Hd, régulière au sens des variétés C∞. Le but de cette section
est de définir une structure de dérivation sur Σ qui permette de décrire convenablement les traces
de Hs(Hd).
8.2.1 Hypothèse de non-dégénérescence des points caractéristiques
Une définition implicite de Σ au voisinage d’un point x0 est une fonction g : Hd → R telle que,
localement, Σ = g−1({0}) et dg(x0) 6= 0.
Définition – Soit x0 un point caractéristique de Σ et g une définition implicite locale de Σ. Le
point x0 est dit non-caractéristique lorsque, pour tout x ∈ Σ suffisamment proche de x0, on a :
C−1D
Hd
(x, x0)
2 ≤
∑
Z∈Xˆ
|(Zg)(x)|2 ≤ CD
Hd
(x, x0)
2. (8.2.1a)
Cette hypothèse est équivalente à la non dégénérescence de la matrice hessienne (non-symétrique) :
rgR
(
XiXj g(x0) XiYj g(x0)
YiXj g(x0) YiYj g(x0)
)
= 2d. (8.2.1b)
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Remarque - Soit x = x0 · (p, q; t) un point de Σ situé au voisinage de x0. Comme x0 est un point
caractéristique, la surface Σ est localement contenue dans le “cône” c|t| ≤ p2 + q2 (voir Fig. 8.2
p. 152) donc :
D
Hd
(x, x0) '
√
p2 + q2. (8.2.2)
En d’autres termes, la restriction de D
Hd
(x, x0) à Σ est localement équivalente à la distance eucli-
dienne le long de Σ. ♦
Les points caractéristiques non dégénérés sont isolés dans Σ. L’hypothèse (8.2.1a) a été intro-
duite par [22] sous le nom de point caractéristique fortement isolé. La forme équivalente (8.2.1b)
apparaît dans [4].
Avant de continuer, voici une formulation géométrique de l’hypothèse de non-dégénérescence.
La position relative de Σ et du champ de 2d-plans défini par la 1-forme canonique κ est décrite par
le couple (piκ, piΣ) :
piκ :
∣∣∣∣ Σ→ Γxx 7→ ker κ(x) et piΣ :
∣∣∣∣ Σ→ Γxx 7→ TxΣ
où Γ = G2d(THd)|Σ désigne la variété Grassmannienne des hyperplans de THd, au dessus de Σ.
En général, on a dim(piκ(x) ∩ piΣ(x)) = 2d− 1, sauf aux points caractéristiques :
CarΣ = {x ∈ Σ ; piκ(x) = piΣ(x)}. (8.2.3)
La propriété suivante unifie le point de vue de [4] et celui de [22] et implique la généricité de la
notion de non-dégénérescence parmi les surfaces lisses.
Proposition 35 Un point caractéristique de la surface Σ est non-dégénéré si et seulement si le
couple (piκ, piΣ) est transverse à la diagonale du produit fibré Γ×
Σ
Γ.
Preuve Soit g une définition implicite de Σ dans un voisinage du point caractéristique x0. L’identité
dg =
d∑
j=1
(Xjg) dpj + (Yjg) dqj + (∂tg)κ
implique que la transversalité affirmée par la Proposition 35 est équivalente à celle de l’application∣∣∣∣ Σ→ R2dx 7→ (Xig(x);Yig(x))1≤i≤d
par rapport à l’origine de R2d. En d’autres termes, elle signifie que cette application est une carte
de Σ au voisinage de x0.
Comme (Z(x0))Z∈Xˆ est une base de Tx0 Σ sur R, cette propriété est encore équivalente à
l’inversibilité de la matrice hessienne (8.2.1b). L’inégalité (8.2.1a) vient alors de ce que la restriction
à Σ de la distance D
Hd
(x, x0) est équivalente à la distance euclidienne |x− x0|.
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8.2.2 Projection de la structure de dérivation
Dans toute la suite, on supposera que Σ est une surface C∞ bornée de Hd dont les points
caractéristiques sont non-dégénérés. Ces hypothèses sont génériques parmi les hypersurfaces.
On note CarΣ = {x1, . . . , xN} et
Σ∗ = Σ \ CarΣ . (8.2.4)
Pour x ∈ Σ∗, on définit :
ω(x) = min{1;D
Hd
(x, x1); . . . ;D
Hd
(x, xN )}. (8.2.5)
Rappelons que ω(x) '
√
p2 + q2 si x = xn ·(p, q; t) est un point de Σ voisin de xn. L’hypersurface Σ∗
est munie de la mesure :
dµx = ω(x) dx|Σ∗ . (8.2.6)
Enfin, on considère l’anneau des fonctions quasi-homogènes de degré 0 au voisinage de CarΣ :
A =
{
Φ ∈ C∞(Σ∗) ; |∇ΣαΦ| ≤ Cα ω−|α|
}
(8.2.7)
où ∇Σ désigne une base locale des champs tangents à Σ au voisinage de chaque point caractéristique.
La projection sur Σ de la structure de dérivation naturelle de Hd (voir la Proposition 8 p.100)
est définie de la manière suivante.
Définition – La structure de dérivation X∗ sur (Σ∗; dµ) est le A-module engendré par les champs de
vecteurs tangents à Σ, qui appartiennent au noyau de la 1-forme κ et qui s’annulent en tout point
de CarΣ.
En pratique, la structure projetée se calcule grâce à la propriété suivante.
Proposition 36 Si g est une définition implicite locale de Σ, la famille
Xˆ∗ : {Ri,j = (Zig)Zj − (Zjg)Zi}Zi,Zj∈Xˆ (8.2.8)
engendre la structure X comme A-module.
Preuve C’est un calcul immédiat (voir [4]). Par construction, ces champs sont dans X∗. Inversement,
si X ∈ X∗, on a :
X =
∑
αjZj
avec Xg = 0 et X(xn) = 0 pour tout xn ∈ CarΣ. Supposons que Z1g(xn) 6= 0 ; alors au voisinage
de xn on a :
X =
∑ αj
Z1g
R1,j +
1
Z1g
∑
αj(Zjg)Z1 =
∑
βjR1,j
avec βj =
αj
Z1g
∈ A.
La structure projetée est de rang constant. Pour tout x ∈ Σ∗ :
rgR Xˆ∗(x) = 2d− 1 (8.2.9)
car X∗ est par exemple engendrée par la sous-famille libre R1,2, R1,3, . . . , R1,2d si Z1g 6= 0.
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8.2.3 Sous-ellipticité de la structure projetée
Lorsque d = 1, la structure projetée est de rang 1 donc n’est pas sous-elliptique. Par contre,
si d ≥ 2, la famille (8.2.8) vérifie (voir le Lemme 4.1 de [4] ou [10]) :
∀x ∈ Σ∗, ∀ξ ∈ T∗xΣ,
∑
R∈Xˆ∗∪[Xˆ∗,Xˆ∗]
|R(x) · ξ|2 ≥ C ω(x)2|ξ|2. (8.2.10)
Sa dimension homogène est :
Q∗ = 2d+ 1.
Cette propriété est due à ce que les champs Xi et Yj commutent entre eux lorsque i 6= j. Elle
s’étend aux familles de champs de vecteurs pour lesquelles “au moins 2/3 des directions ambiantes
sont elliptiques”. Plus précisément, on a le résultat suivant.
Proposition 37 SoitM une variété de dimension n = p+q avec p ≥ 2n+13 . On a alors aussi p ≥ 2q+1.
On considère un champ de p-plans L engendré par une famille libre (X1, . . . ,Xp) de champs de
vecteurs vérifiant la condition de Hörmander d’ordre 2 et tels que :
1. X1 commute avec X2,X3, . . . ,X2q+1,
2. rg(X1, . . . ,Xp, [X2,X3], . . . , [X2q,X2q+1]) = p+ q
Alors, pour toute hypersurface Σ transverse à X1, les sections de LΣ = L∩TΣ vérifient la condition
de Hörmander de rang 2.
Preuve Par hypothèse, la somme :
LΣ ⊕Vect(X1, [X2,X3], . . . , [X2q,X2q+1])
est directe et définit un projecteur pi : TM → LΣ. On a LΣ = Vect(pi(X2), . . . , pi(Xp)), c’est-à-
dire Xj = pi(Xj) + ϑjX1. La première propriété entraîne alors :
∀k = 1, . . . , q, pi([X2k,X2k+1]) = [pi(X2k), pi(X2k+1)].
Ainsi, rg (pi(X2), . . . , pi(Xp), [pi(X2k), pi(X2k+1)]k=1,...,q) = n− 1.
Il est instructif d’expliciter complètement le premier exemple non trivial. On considère donc le
groupe de Heisenberg H2 paramétré par (p1, p2; q1, q2; t) ∈ R5 et la surface Σ d’équation t = 0. Son
seul point caractéristique est l’origine ; c’est un point non dégénéré.
On calcule la famille projetée avec RU,V = 12
(
(U · t)V − (V · t)U) :
RX1,Y1 = p1∂p1 + q1∂q1 RX2,Y2 = p2∂p2 + q2∂q2
RX1,Y2 = p2∂p1 + q1∂q2 RX2,Y1 = p1∂p2 + q2∂q1
RX1,X2 = q1∂p2 − q2∂p1 RY1,Y2 = p2∂q1 − p1∂q2.
La structure de dérivation sur Σ est de dimension 3, les champs projetés étant tous euclidiennement
orthogonaux à la direction “orthoradiale” :
R⊥ = −q1∂p1 + p1∂q1 − q2∂p2 + p2∂q2 =
1
2
[RX1,Y2 −RX2,Y1 , RX1,X2 −RY1,Y2].
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Une base de la famille projetée est donc :
Xˆ∗ :

R1 = p1∂p1 + q1∂q1 + p2∂p2 + q2∂q2,
R2 = p2∂p1 − q2∂q1 − p1∂p2 + q1∂q2,
R3 = −q2∂p1 − p2∂q1 + q1∂p2 + p1∂q2.
(8.2.11)
Le programme informatique décrit au Chapitre 9 (p.167) permet de simuler des déplacements
dans R4 contraints à suivre les flots de Xˆ∗.
8.2.4 Espaces de Sobolev sur Σ∗
Les traces sur Σ des fonctions de classe Hs+
1
2 (Hd) appartiennent à des espaces de Sobolev Σ∗
associés à la structure de dérivation X∗ définie ci-dessus.
Cependant, au voisinage des points caractéristiques, il est nécessaire d’introduire un poids
supplémentaire sous la forme d’une puissance de ω, dépendant de l’indice de régularité s.
Pour ϑ ≥ 0, on définit l’espace de Lebesgue à poids :
Lϑ(Σ
∗) = L2(Σ∗;ω−2ϑdµ) =
{
v ∈ L2loc(Σ∗) ;
∫
Σ∗
v2
ω2ϑ
dµ < +∞
}
.
L’objectif est d’exprimer rigoureusement la propriété : « une fonction et ses X-dérivées jusqu’à
l’ordre s appartiennent à Ls(Σ
∗) ».
Pour clarifier l’exposé, il est cependant préférable de commencer par dissocier l’indice de
poids ϑ ≥ 0 et l’indice de régularité k ∈ N. On définit :
W 0ϑ(Σ
∗) = Lϑ(Σ∗) et W k+1ϑ (Σ
∗) =
{
v ∈ Lϑ(Σ∗) ; ∀R ∈ X∗, Rv ∈W kϑ (Σ∗)
}
.
L’espace “candidat” pour décrire les traces de Hk+
1
2 (Hd) est :
Hk(Σ∗) =W kk (Σ
∗). (8.2.12)
Avec les notations générales des espaces de Sobolev associés à une famille de champs, cet espace
est exactement (voir p.93) :
Hk(Σ∗) = Hk(Σ∗;X∗;ω−2kdµ).
On remarquera que grâce aux formules (8.2.8) et (8.2.2), cette norme est, en pratique, totalement
explicite, à la différence, par exemple, de la norme (8.1.1).
Il reste à étendre convenablement cette définition lorsque k 6∈ N + 1/2. Plutôt que d’invoquer
une technique d’interpolation, on convient, pour (k, σ) ∈ N×]0, 1[ :
Hk+σ(Σ∗) =
v ∈W kk+σ(Σ∗) ; ∑|α|=k
∫∫
∆∗
|Xˆα∗ v(x)− Xˆα∗ v(y)|2
ω2k (ωD
Xˆ∗
(x, y))Q
∗+2σ
dµx dµy < +∞
 (8.2.13)
avec ∆∗ = {(x, y) ∈ Σ∗ × Σ∗ ; D
Xˆ∗
(x, y) ≤ c∗} et Q∗ = 2d + 1. La distance D
Xˆ∗
est celle associée à
la structure de dérivation X∗ (voir p.93).
Remarque - Dans cette formule, ω désigne indifféremment ω(x) ou ω(y) qui sont du même ordre de
grandeur lorsque (x, y) ∈ ∆∗ (voir le Lemme 44 p.158). L’espace Hk+σ(Σ∗) ne dépend pas de c∗ > 0
puisqu’un autre choix de c∗ donne une norme équivalente. ♦
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Le paragraphe §8.4.3 contient une preuve de la stabilité par dérivation :
∀s 6∈ N, ∀R ∈ X∗, u ∈ Hs+1(Σ∗) ⇒ Ru ∈ Hs(Σ∗). (8.2.14)
Cette propriété ne résulte pas immédiatement de la définition (8.2.13).
Remarque - Si on note L l’unité de longueur, V l’unité des fonctions v, la norme de Hs(Σ∗) est
homogène à V ×LQ
∗
2
−s. En effet, de même que le vecteur x∂x est sans unité, le fait que la structure
projetée X∗ s’annule aux points caractéristiques implique que les dérivations R ∈ Xˆ∗ et la pseudo-
distance D
Xˆ∗
sont adimensionnées. L’analyse dimensionnelle suggère donc, par analogie avec le cas
euclidien, qu’il est consistant d’envisager Hs(Σ∗) comme un candidat raisonnable pour décrire les
traces de Hs+
1
2 (Hd). Le Théorème 38 ci-dessous confirme cette intuition. ♦
8.3 Description des traces de Hs(Hd)
On peut maintenant énoncer le théorème principal de ce chapitre.
Théorème 38 (F.V. [32]) Soit Σ une hypersurface C∞ bornée de Hd (d ≥ 2) dont les points carac-
téristiques sont non-dégénérés. On munit Σ∗ = Σ \CarΣ de la structure de dérivation projetée X∗
définie p. 149. Les espaces Hs(Σ∗) sont définis par (8.2.12) et (8.2.13). Alors, :
∀s ∈
]
1
2
;
Q
2
[
, TrΣ
[
Hs(Hd)
]
= Hs−
1
2 (Σ∗). (8.3.1)
L’identité (8.3.1) signifie que l’opérateur de restriction est continu de Hs(Hd) dans Hs−
1
2 (Σ∗)
et qu’il existe un opérateur de relèvement continu. Le relèvement construit dans la preuve qui va
suivre est indépendant de s et fournit une fonction supportée dans le cône elliptique
{xn · (p, q; t) ; c|t| ≤ p2 + q2}
au voisinage de xn ∈ CarΣ.
                           
                           
                           
             
             
             
Fig. 8.2 – Σ est contenue dans la zone elliptique (ici, la variable verticale est
√
t).
L’opérateur de trace réduit donc la dimension homogène d’une unité (Q∗ = Q − 1) tout en
réduisant la régularité d’une demi-dérivée, exactement comme dans le cas standard (voir [29]).
Remarque - La régularité de Σ est définie au sens des variétés C∞ et pas au sens de la struc-
ture sous-riemannienne Hd. Par exemple, l’hypersurface t = 0 est une variété régulière, mais
l’application (p, q) ∈ R2d 7→ (p, q, 0) ∈ Hd n’est pas lipschitzienne pour la distance de Carnot-
Caratheodory D
Hd
. ♦
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8.4 Preuve du théorème de trace
Soit (Vn)0≤n≤N une famille d’ouverts de Hd, recouvrant Σ et telle que :
V0 ∩CarΣ = ∅ et Vn ∩ CarΣ = {xn} si n 6= 0.
Sur V0, le théorème est déjà connu (voir [4] ou le Théorème 46 présenté en annexe, au para-
graphe §8.5).
En conséquence, il suffit d’analyser uniquement la situation à l’intérieur de Vn (n 6= 0). Après
translation de xn à l’origine, on peut donc supposer que Σ est contenue dans la boule ‖x‖g ≤ 1 et
que CarΣ = {0}. L’équation g(x) = 0 définissant Σ est de la forme :
g(p, q; t) = t+ h(p, q) + r(p, q)
où h est une forme quadratique et |r(p, q)| ≤ C(|p|3 + |q|3). On utilisera la formulation (8.2.1a) de
l’hypothèse de non-dégénérescence.
8.4.1 Eclatement autour des points caractéristiques
On utilise une méthode d’éclatement autour de l’origine, initiée par [4] et [22]. On adopte les
notations du paragraphe §7.5 et en particulier :
dm(p, q; t) = (2
−mp, 2−mq; 2−2mt).
Le théorème 32 affirme qu’il est possible de reconstituer une fonction u ∈ Hs(Hd) à partir de
troncatures (u ◦ dm)ϕ supportées dans la couronne de référence C ′0.
Dans un premier temps, on cherche donc à décrire la trace de chaque bloc, indépendamment
des autres. Cependant, comme la dilatation naturelle sur le groupe de Heisenberg est celle qui laisse
les champs invariants, la surface Σ est légèrement déformée par le processus d’éclatement.
On doit donc étudier la trace de (u ◦ dm)ϕ sur la surface :
Σm = {x ∈ C0 ; dm(x) ∈ Σ}. (8.4.1)
Cette hypersurface est définie par l’équation gm(x) = 0 avec gm = 22mg ◦ dm, i.e. :
gm(p, q; t) = t+ h(p, q) + 2
2mr(2−mp, 2−mq).
En particulier, on a gm = t+ h(p, q) +O(2−m) sur C0.
Chacune de ces surfaces est non-caractéristique. L’hypothèse de non-dégénérescence implique
que cette propriété est uniforme par rapport à m ≥ 0, au sens du lemme suivant.
Lemme 39 Pour Z ∈ Xˆ et m ≥ 0, la dérivée de gm est :
Zgm = 2
m(Zg) ◦ dm. (8.4.2)
Sous l’hypothèse de non-dégénérescence (8.2.1a), on a :
∀m ≥ 0, ∀x ∈ Σm, C−1 ≤
∑
Z∈Xˆ
|(Zgm)(x)|2 ≤ C. (8.4.3)
- 153 -
§8.4 - DESCRIPTION DES TRACES Partie II - Chapitre 8
Preuve Les champs Xˆ définis par (4.5.1) sont de la forme
Zi = ∂zi + 2z
∗
i ∂t
avec la notation z = (p, q) = (zi)1≤i≤2d etz
∗
i = zi+d si 1 ≤ i ≤ d,
z∗i = −zi−d si d+ 1 ≤ i ≤ 2d.
Ainsi :
Zigm = 2z
∗
i + ∂zih(z) + 2
m(∂zir)(2
−mz).
Comme h est une forme quadratique en z, on a ∂zih(z) = 2
m(∂zih)(2
−mz) et donc (8.4.2). De plus,
si x ∈ Σm, on a aussi (voir (8.2.2) et (8.2.5)) :
D
Hd
(0, dm(x)) ' 2−m.
L’inégalité (8.4.3) résulte alors immédiatement de (8.2.1a).
8.4.2 Description des traces sur la couronne renormalisée Σm
La structure de dérivation naturelle sur Σm est la projection de X (voir p.149). En d’autres
termes, c’est le C∞-module de champs de vecteurs sur Σm qui annulent la 1-forme canonique (4.5.2)
de Hd. La famille
Xˆm : {Tmi,j = (Zigm)Zj − (Zjgm)Zi}Zi,Zj∈Xˆ
est génératrice.
Le lien entre Xm et X∗ est donné par le lemme suivant. Une relation plus précise impliquant la
comparaison des distances de Carnot sera démontrée ultérieurement (voir le Lemme 44 p.158).
Lemme 40 Le champ Tmi,j est l’image de Ri,j par le difféomorphisme
d−1m : Σ ∩ dm(C0)→ Σm.
Lorsque d ≥ 2, il existe une constante C ′ > 0, indépendante de m, telle que∑
T∈Xˆm∪[Xˆm,Xˆm]
|T (x) · ξ|2 ≥ C ′|ξ|2 (8.4.4)
pour tout x ∈ Σm et ξ ∈ T∗Σm.
Preuve Reprenons les notations de la preuve du Lemme 39. Pour toute fonction w sur Hd,
on a Zi(w ◦ dm) = 2−m(Ziw) ◦ dm, donc
Tmi,j(w ◦ dm) = 2−m [(Zigm)((Zjw) ◦ dm)− (Zjgm)((Ziw) ◦ dm)] = (Ri,jw) ◦ dm,
grâce à (8.4.2). Ceci démontre la première assertion. Il s’ensuit que
Tmi,j(x) · ξ = Ri,j(dm(x)) · d∗m(ξ),
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avec d∗m = td−1m : T
∗Σm → T∗Σ. Le commutateur vérifie une formule analogue. L’inégalité (8.2.10)
entraîne donc :∑
T∈Xˆm∪[Xˆm,Xˆm]
|T (x) · ξ|2 =
∑
R∈Xˆ∗∪[Xˆ∗,Xˆ∗]
|R(dm(x)) · d∗m(ξ)|2 ≥ C ω2(dm(x)) |d∗m(ξ)|2 ≥ C ′|ξ|2.
En effet, ω(dm(x)) ' 2−m si x ∈ C0 et |d∗m(ξ)| & 2m|ξ| lorsque ξ ∈ T∗ Σm.
Grâce aux deux lemmes précédents, on peut maintenant appliquer le Théorème 46 rappelé en
annexe (voir p.162) pour décrire les traces de Hs(Hd) sur Σm.
Théorème 41 (d’après H. Bahouri, J.-Y. Chemin, C.-J. Xu [4]) On suppose d ≥ 2. Pour tout s > 1/2 il
existe une constante Cs > 0 indépendante de m, telle que l’opérateur de trace TrΣm défini pour les
fonctions continues admette une extension bornée de Hs(Hd) sur Hs−1/2(Σm) :
‖TrΣm u‖Hs−1/2(Σm) ≤ Cs ‖u‖Hs(Hd) .
Il existe aussi un opérateur de relèvement Jm : H
s−1/2(Σm)→ Hs(Hd) tel que
‖Jmv‖Hs(Hd) ≤ Cs ‖v‖Hs−1/2(Σm) ,
et TrΣm ◦Jm = IdΣm. La formule définissant Jm ne dépend pas de s et le support de Jm(v) est
contenu dans la couronne C0.
Remarque - Dans l’énoncé précédent, la norme de Sobolev d’indice entier est
‖u‖2Hk(Σm) =
∑
|α|≤k
∥∥Xˆαmu∥∥2L2(Σm). (8.4.5)
La propriété (8.4.4) permet d’appliquer le Théorème 13 pour décrire la norme de l’espace d’interpo-
lation complexe Hs(Σm). Pour s ≥ 0 et s = k + σ avec (k, σ) ∈ N×]0; 1[ , la norme d’interpolation
est équivalente à :
‖u‖2Hk+σ(Σm) = ‖u‖2Hk(Σm) +
∑
|α|=k
∫∫
∆m
|Xˆαmu(x)− Xˆαmu(y)|2
D
Xm
(x, y)Q∗+2σ
dx dy (8.4.6)
uniformément par rapport à m ≥ 0. On note ∆m = {(x, y) ∈ Σm × Σm ; D
Xm
(x, y) ≤ c} avec une
constante c > 0 indépendante de m. Si ∆m est remplacé par un sous-ensemble ∆′m défini par une
constante c′ > 0 elle aussi indépendante de m, les deux normes sont uniformément équivalentes. ♦
8.4.3 Reconstruction de l’espace de traces
Pour s < Q/2, le Théorème 32 donne la représentation suivante de Hs(Hd) :
Hs(Hd) =
v ∈ L2(Hd) ; ∑
m≥0
2−m(Q−2s) ‖(u ◦ dm)ϕ‖2Hs(Hd) < +∞
 .
En combinant ce résultat au Théorème 41, on obtient :
TrΣ(H
s(Hd)) =
v ∈ L2loc(Σ∗) ; ∑
m≥0
2−m(Q−2s)
∥∥(v ◦ dm)ϕ
Σm
∥∥2
Hs−
1
2 (Σm)
< +∞
 . (8.4.7)
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L’opérateur de relèvement est donné par la formule :
Jv =
∑
m≥0
Jm
[
(v ◦ dm)ϕ
Σm
]
◦ d−1m .
En particulier, le support de Jv est contenu dans le “cône” d’équation c|t| ≤ p2+ q2 (voir Fig. 8.2)
Pour achever la preuve du Théorème 38 il suffit donc d’établir le lien entre l’espace Hs−1/2(Σ∗)
défini par (8.2.12) et (8.2.13) et la famille des espaces Hs−1/2(Σm) apparaissant dans la formule
précédente. C’est l’objet du résultat suivant.
Proposition 42 Pour 0 ≤ s < Q∗/2, l’espace Hs(Σ∗) défini par (8.2.12) et (8.2.13) peut être décrit
de la manière suivante :
Hs(Σ∗) =
v ∈ L2loc(Σ∗) ; ∑
m≥0
2−m(Q
∗−2s)∥∥(v ◦ dm)ϕ
Σm
∥∥2
Hs(Σm)
< +∞
 (8.4.8)
avec équivalence de normes.
Remarque - L’espace décrit au second membre de (8.4.7) correspond bien à celui de (8.4.8) où
l’indice s est remplacé par s− 12 car Q∗ = Q− 1. ♦
La fin du paragraphe §8.4 est consacrée à la démonstration de la Proposition 42. Quelques
calculs préliminaires sont nécessaires. Comme précédemment, on suppose que
supp v ⊂ Σ ∩ {x ; ‖x‖g ≤ 1}.
On utilise toujours les notations du paragraphe §7.5 et en particulier les fonctions ϕm = ϕ ◦ d−1m
définies par (7.5.5).
 Calcul des normes
La norme de l’espace figurant au membre de droite de (8.4.8) est :
Ns(v) =
∑
m≥0
2−m(Q
∗−2s) ‖vm‖2Hs(Σm) (8.4.9)
avec
vm = (v ◦ dm)ϕ
Σm
= (ϕ¯mv) ◦ dm (8.4.10)
et ϕ¯m = (ϕm)
Σ
la troncature dans la couronne dm(C0) ∩ Σ.
Pour éviter les confusions, la norme de Hs(Σ∗) est notée ici :
N˜s(v) =
∑
|α|≤k
∫
Σ
|Xˆα∗ v|2
ω2s
dµ +
 
s/∈N
∑
|α|=k
∫∫
∆∗
|Xˆα∗ v(x)− Xˆα∗ v(y)|2
ω2k (ωD
Xˆ∗
(x, y))Q∗+2σ
dµx dµy (8.4.11)
avec la convention habituelle s = k + σ et (k, σ) ∈ N× [0; 1[.
La preuve de la Proposition 42 consiste à vérifier que Ns(v) ' N˜s(v) pour toute fonction v
dans, par exemple, L2loc(Σ
∗) et 0 ≤ s < Q∗/2. La constante d’équivalence peut dépendre de s.
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On commence par expliciter Ns(v) à l’aide des définitions (8.4.5) et (8.4.6) :
‖vm‖2Hs(Σm) =
∑
|α|≤k
∥∥Xˆαmvm∥∥2L2(Σm;dx) +  s/∈N∑
|α|=k
∫∫
∆m
|Xˆαmvm(x)− Xˆαmvm(y)|2
D
Xm
(x, y)Q∗+2σ
dx dy
 .
D’après le Lemme 40, les champs Xˆm sont les images de Xˆ∗ par d−1m ; on convient donc de définir
les multi-indices α de manière à avoir aussi :
Xˆαmvm =
[
Xˆα∗ (ϕ¯mv)
]
◦ dm.
Le déterminant jacobien de dm : Σm → Σ ∩ dm(C0) est 2−2md. Ainsi,
Ns(v) =
∑
m≥0
|α|≤k
2m(2s−1)
∥∥Xˆα∗ (ϕ¯mv)∥∥2L2(Σ;dx) +  s/∈N∑
m≥0
2m(2s+2d−1)Im,k(v)
ou encore
Ns(v) =
∑
m≥0
|α|≤k
∫
Σ∗
|Xˆα∗ (ϕ¯mv)(x)|2
ω(x)2s
dµx +
 
s/∈N
∑
m≥0
2m(2s+2d−1)Im,k(v) (8.4.12a)
avec
Im,k(v) =
∑
|α|=k
∫∫
dm(∆m)
|Xˆα∗ (ϕ¯mv)(x) − Xˆα∗ (ϕ¯mv)(y)|2
D
Xm
(d−1m (x), d−1m (y))Q
∗+2σ
dx dy. (8.4.12b)
 Lemme de partition `2
Le lemme technique ci-dessous repose sur l’idée très simple que les x∂x dérivées de φ(2mx) ont
la même borne uniforme que ∂xφ. Ici, la famille ϕ¯m joue le rôle de φ et Xˆ∗ celui de x∂x.
Lemme 43 Pour tout multi-indice α, on a :∑
m≥0
|Xˆα∗ ϕ¯m(x)|2 ∈ L∞(Σ). (8.4.13)
Preuve Grâce à la propriété de presque orthogonalité (7.5.6), il suffit en fait de démontrer que :
sup
m≥0
∥∥Xˆα∗ ϕ¯m∥∥L∞ < +∞
avec Xˆα∗ ϕ¯m = (Xˆαmϕ) Σm
◦ d−1m . Les champs de Xˆm sont de la forme :
Tmi,j = (Zigm)Zj − (Zjgm)Zi
avec Zi, Zj ∈ Xˆ. Il suffit donc de démonter que les coefficients de ces champs (dans la carte (p, q))
sont uniformément bornés sur Σm, ainsi que leurs dérivées. Enfin, les champs Zi étant réguliérs, il
suffit en fait de considérer Zigm. Avec les notations de la preuve du Lemme 39, on trouve :
Zigm = 2z
∗
i + 2∂zih+ 2
m(∂zir)(2
−mz).
Les deux premiers termes sont linéaires en z donc bornés sur C0. Comme r est une fonction régulière
dont les dérivées des deux premiers ordres s’annulent, le dernier terme est aussi uniformément
borné, indépendamment de m. Les dérivées d’ordre supérieur se traitent de la même façon.
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 Comparaison métrique de Xm et X∗
Le deuxième résultat préliminaire compare la structure métrique de Xm à celle de X∗.
Lemme 44 Les propriétés suivantes sont vérifiées.
1. Il existe une constante C > 0 telle que :
∀(x, y) ∈ ∆∗, C−1 ≤ ω(x)
ω(y)
≤ C. (8.4.14)
2. Il existe une constante C˜ > 0 telle que, pour tout m ≥ 0 :
C˜−1D
Xm
(x, y) ≤ D
Xˆ∗
(dm(x), dm(y)) ≤ C˜ D
Xm
(x, y) (8.4.15)
si (x, y) ∈ ∆m vérifie x ∈ Σm ∩ C ′0 et y ∈ Σm.
3. On a enfin une double inclusion :
dm(∆m) ⊂ ∆∗ et ∆∗ ⊂
⋃
m≥0
dm(∆m), (8.4.16)
si les constantes c et c∗ de (8.2.13) et (8.4.6) sont convenablement choisies.
Remarque - Grâce à la première propriété, il est inutile de préciser le point d’évaluation de ω dans
la formule (8.4.11). ♦
Preuve Les champs X∗ s’annulent à l’origine ; leurs commutateurs aussi. On a donc
D
Xˆ∗
(a, b) ≥ D
X0
(a, b)
où D
X0
est associée au A-module X0 engendré par les champs ω(x)∇Σ (∇Σ désigne une base locale
des champs tangents à Σ). Cette distance se calcule facilement :
D
X0
(a, b) =
∣∣∣∣ a|a| − b|b|
∣∣∣∣+ ∣∣∣∣ln |a||b|
∣∣∣∣ . (8.4.17)
Au voisinage d’un point caractéristique non-dégénéré, pris comme origine, on a déjà remarqué que :
C−1|x| ≤ ω(x) ≤ C|x|
(voir (8.2.2)). Ainsi, pour tout couple (x, y) ∈ ∆∗, on a D
Xˆ∗
(x, y) ≤ c∗ donc :∣∣∣∣log ω(x)ω(y)
∣∣∣∣ ≤ ∣∣∣∣log |x||y|
∣∣∣∣+ 2 logC ≤ DX0(x, y) + 2 logC ≤ c∗ + 2 logC.
Cette inégalité entraîne (8.4.14).
Démontrons la deuxième propriété. Le Lemme 40 affirme en particulier que dm envoie un che-
min Xm-horizontal de Σm sur un chemin X∗-horizontal de Σ. En conséquence :
D
Xˆ∗
(dm(x), dm(y)) ≤ D
Xm
(x, y). (8.4.18)
Inversement, un chemin X∗-horizontal de Σ n’est l’image directe d’un chemin Xm-horizontal de Σm
que s’il est entièrement contenu dans la couronne C0. On se donne donc deux points x, y dans Σm
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avec x ∈ C ′0 ainsi qu’un chemin X∗-horizontal joignant x′ = dm(x) à y′ = dm(y). Si ce chemin
quittait dm(C0), il y aurait un point z ∈ Hd ∩ C0 tel que
D
Xˆ∗
(x′, y′) ≥ D
X0
(x′, dm(z)) ≥
∣∣∣∣log |dm(x)||dm(z)|
∣∣∣∣ .
Or |dm(x)| ≤ 2−m et |dm(z)| ≥ 2−m(1 + ε0), la constante ε0 > 0 étant fixée par le choix des
couronnes (7.5.3). On a donc :
D
Xm
(x, y) ≥ D
Xˆ∗
(x′, y′) ≥ log(1 + ε0).
Cette inégalité est impossible à satisfaire si (x, y) ∈ ∆m, pourvu que la constante c > 0 qui sert à
définir ∆m soit choisie suffisamment petite. On a ainsi démontré (8.4.15).
Enfin, l’inclusion dm(∆m) ⊂ ∆∗ est une conséquence de (8.4.18) pourvu que 0 < c∗ ≤ c. Inver-
sement, si (x
¯
, y
¯
) ∈ ∆∗, il existe un entier m ≥ 0 tel que x
¯
∈ dm(C ′0) et dans ce cas, on ne peut
avoir y
¯
/∈ dm(C0) car sinon, le raisonnement précédent entraînerait :
c∗ ≥ D
Xˆ∗
(x
¯
, y
¯
) ≥ log(1 + ε0),
contraîrement au choix de c∗. Ainsi (x, y) ∈ dm(∆m), d’où (8.4.16).
 Preuve de la Proposition 42 lorsque s est entier
Supposons que s = k est un entier strictement inférieur à Q∗/2. La preuve de la Proposition 42
se réduit à montrer que pour toute fonction v ∈ L2loc(Σ∗), les expressions
Nk(v) =
∑
m≥0
|α|≤k
∫
Σ∗
|Xˆα∗ (ϕ¯mv)(x)|2
ω(x)2k
dµx et N˜k(v) =
∑
|α|≤k
∫
Σ∗
|Xˆα∗ v(x)|2
ω(x)2k
dµx
sont équivalentes.
Le premier sens de l’inégalité résulte immédiatement de la formule de Leibnitz et du Lemme 43 :
Nk(v) ≤
∑
m≥0
|α|+|β|≤k
∫
Σ∗
|Xˆα∗ ϕ¯m|2 |Xˆβ∗v|2
ω2k
dµ ≤ CN˜k(v).
Inversement, l’hypothèse supp v ⊂ {x ; ‖x‖g ≤ 1} et la quasi-orthogonalité (7.5.6) entraînent :
∀x ∈ Σ∗, |Xˆα∗ v(x)|2 =
∣∣∣ ∑
m≥0
Xˆα∗ (ϕ¯mv)(x)
∣∣∣2 ≤ C∑
m≥0
|Xˆα∗ (ϕ¯mv)(x)|2.
Ainsi, N˜k(v) ≤ CNk(v). La Proposition 42 est donc démontrée pour les valeurs entières de s.
 Preuve de la Proposition 42 lorsque s = k + σ < Q∗/2 avec (k, σ) ∈ N×]0, 1[
La question est maintenant de démontrer l’équivalence entre Ns(v) donnée par (8.4.12a) et
N˜s(v) =
∑
|α|≤k
∫
Σ∗
|Xˆα∗ v(x)|2
ω(x)2s
dµx +
∑
|α|=k
∫∫
∆∗
|Xˆα∗ v(x)− Xˆα∗ v(y)|2
ω2k (ωD
Xˆ∗
(x, y))Q∗+2σ
dµx dµy.
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Le raisonnement du cas des indices entiers s’applique au premier terme, le seul changement
consistant à remplacer ωk par ωs. On a donc :∑
m≥0
|α|≤k
∫
Σ∗
|Xˆα∗ (ϕ¯mv)(x)|2
ω(x)2s
dµx '
∑
|α|≤k
∫
Σ∗
|Xˆα∗ v(x)|2
ω(x)2s
dµx.
Intéressons-nous au second terme.
L’inégalité (8.4.15) du Lemme 44 donne :
Im,k(v) '
∑
|α|=k
∫∫
dm(∆m)
|Xˆα∗ (ϕ¯mv)(x) − Xˆα∗ (ϕ¯mv)(y)|2
D
Xˆ∗
(x, y)Q∗+2σ
dx dy. (8.4.19)
Alors, pour tout multi-indice α et (x, y) ∈ ∆∗ :
Xα∗ v(x)− Xα∗ v(y) =
∑
m≥0
Xα∗ (ϕ¯mv)(x) −Xα∗ (ϕ¯mv)(y).
L’inclusion (8.4.16) entraîne que cette somme ne contient pour chaque valeur du couple (x, y) qu’un
nombre fini et uniformément borné de termes non nuls. En conséquence,
 
(x,y)∈∆∗ |Xα∗ v(x)− Xα∗ v(y)|2 ≤ C
∑
m≥0
 
(x,y)∈dm(∆m) |Xα∗ (ϕ¯mv)(x)− Xα∗ (ϕ¯mv)(y)|2
d’où N˜s(v) ≤ CNs(v).
Inversement, la formule de Leibnitz donne :
Im,k(v) ≤ C
∑
|α|+|β|=k
∫∫
dm(∆m)
|Xˆα∗ ϕ¯m(x)Xˆβ∗v(x) − Xˆα∗ ϕ¯m(y)Xˆβ∗v(y)|2
D
Xˆ∗
(x, y)Q∗+2σ
dx dy
≤ C
∑
|α|+|β|=k
∫∫
dm(∆m)
|Xˆα∗ ϕ¯m(x)− Xˆα∗ ϕ¯m(y)|2
D
Xˆ∗
(x, y)Q∗+2σ
|Xˆβ∗v(x)|2 dx dy
+
∫∫
dm(∆m)
|Xˆα∗ ϕ¯m(y)|2
|Xˆβ∗v(x)− Xˆβ∗v(y)|2
D
Xˆ∗
(x, y)Q∗+2σ
dx dy.
On désigne par I(1)m,k(v) et I
(2)
m,k(v) les expressions figurant au dernier membre.
Borne supérieure de I(1)m,k(v) On pose x = dm(x¯
) et y = dm(y
¯
). Comme x ∈ dm(C0), on a ω(x) ' 2−m.
De plus, en reprenant les notations introduites au début de la preuve :
Xˆα∗ ϕ¯m =
[
Xˆαmψm
]
◦ d−1m
avec ψm = ϕ
Σm
. La comparaison des distances donnée par la formule (8.4.15) entraîne alors :∑
m≥0
2m(2s+2d−1)I(1)m,k(v)
≤
∑
m≥0
|α|+|β|=k
2m(2s−2d−1)
∫∫
∆m
|Xˆαmψm(x¯)− Xˆ
α
mψm(y
¯
)|2
D
Xm
(x
¯
, y
¯
)Q∗+2σ
|(Xˆβ∗v) ◦ dm(x¯)|
2 dx
¯
dy
¯
≤ sup
m≥0 ; |α|≤k
x
¯
∈Σm
2−2md
∫
Bx
¯
|Xˆαmψm(x¯)− Xˆ
α
mψm(y
¯
)|2
D
Xˆm
(x
¯
, y
¯
)Q∗+2σ
dy
¯
×
∑
|β|≤k
∫
Σ∗
|Xˆβ∗v|2
ω2s
dµ
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avec Bx
¯
= {y
¯
∈ Σm ; (x
¯
, y
¯
) ∈ ∆m}.
Les fonctions Xˆαmψm sont régulières sur Σm ⊂ C0 donc uniformément bornées par rapport
à m ≥ 0, de même que leurs dérivées euclidiennes. On a donc :
|Xˆαmψm(x¯)− Xˆ
α
mψm(y
¯
)| ≤ C|x
¯
− y
¯
|
avec une constante C > 0 indépendante de m et de α.
D’autre part, le théorème “boîte-boule” uniforme (voir [21]) s’applique puisque le rang de chaque
famille Xˆm est constant et ne dépend pas non plus de m. A une constante près et dans un système
de coordonnées convenable, la première intégrale est donc bornée par :∫
B
|h1|+ |h′|
(|h1|1/2 + |h′|)2d+2σ+1
dh
avec h = (h1, h′) ∈ R × R2d−1 et B = {h ; |h1| + |h′| ≤ 1}. On vérifie immédiatement que cette
dernière intégrale est finie. Par exemple,∫
|h1|≤|h′|2≤1
|h1|+ |h′|
(|h1|1/2 + |h′|)2d+2σ+1
dh ≤
∫
|h1|≤|h′|2≤1
2 dh′ dh1
|h′|2d+2σ ≤
c
σ
∫ 1
0
dh1
hσ1
< +∞
car 0 < σ < 1. De même, on a :∫
|h′|2≤|h1|≤1
|h1|+ |h′|
(|h1|1/2 + |h′|)2d+2σ+1
dh ≤
∫
|h′|2≤|h1|≤1
2 dh1 dh
′
|h1|d+σ ≤ c
′
∫
|h′|≤1
dh′
|h′|2d−2(1−σ) < +∞.
Borne supérieure de I(2)m,k(v) Soit (x, y) ∈ dm(∆m). On a ω(x) ' 2−m et le Lemme 44 entraîne
que dm(∆m) ⊂ ∆∗. En conséquence :
∑
m≥0
2m(2s+2d−1)I(2)m,k(v) ≤
∑
|α|+|β|=k
∫∫
∆∗
(∑
m≥0
|Xˆα∗ ϕ¯m(y)|2
) |Xˆβ∗v(x)− Xˆβ∗v(y)|2
ω(x)Q
∗+2sD
Xˆ∗
(x, y)Q
∗+2σ
dµx dµy.
Le Lemme 43 entraîne que la somme en m ≥ 0 est bornée, donc
∑
m≥0
2m(2s+2d−1)I(2)m,k(v) ≤ C
∑
|β|≤k
∫∫
∆∗
|Xˆβ∗v(x)− Xˆβ∗v(y)|2
ω(x)Q∗+2sD
Xˆ∗
(x, y)Q∗+2σ
dµx dµy.
Lorsque |β| = k, cette somme est clairement majorée par N˜s(v).
La seule difficulté vient des termes d’ordre |β| < k.
Lemme 45 Pour tout multi-indice β de longueur |β| < k, on a :∫∫
∆∗
|Xˆβ∗v(x)− Xˆβ∗v(y)|2
ω(x)Q∗+2sD
Xˆ∗
(x, y)Q∗+2σ
dµx dµy ≤
∑
|α|≤k
∫
Σ∗
|Xˆα∗ v(x)|2
ω(x)2s
dµx.
Remarque - Ce lemme démontre la propriété (8.2.14), i.e. que les dérivations R ∈ X∗ envoient
bien Hs+1(Σ∗) dans Hs(Σ∗), ce qui n’était pas évident au vu de la définition (8.2.13). ♦
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Preuve Lorsque |β| < k, on applique le début du raisonnement qui suit (8.4.19) pour découper
l’intégrale de la manière suivante :∫∫
∆∗
|Xˆβ∗v(x)− Xˆβ∗v(y)|2
ω(x)Q∗+2sD
Xˆ∗
(x, y)Q∗+2σ
dµx dµy ≤ C
∑
m≥0
∫∫
dm(∆m)
|Xˆβ∗ (ϕ¯mv)(x) − Xˆβ∗ (ϕ¯mv)(y)|2
2−m(2s+2d−1)D
Xˆ∗
(x, y)Q∗+2σ
dx dy.
On fait le changement de variable x = dm(x
¯
) et y = dm(y
¯
). La propriété de comparaison des
distances (8.4.15) et l’identité (8.4.6) fournissent alors la borne supérieure suivante :∑
m≥0
2m(2s−2d−1)
∥∥Xβmvm∥∥2Hσ(Σm).
De plus, la norme (8.4.6) étant équivalente à la norme d’interpolation complexe, il existe une
constante indépendante de m telle que :∥∥Xβmvm∥∥Hσ(Σm) ≤ C ‖vm‖H|β|+1(Σm) .
On perd 1 − σ dérivée, mais cette perte est sans importance car |β| ≤ k − 1. On termine alors la
preuve en recopiant celle des indices entiers (voir p. 159), la seule modification nécessaire étant le
remplacement de ωk par ωs.
Remarque - Toutes les surfaces Σm sont contenues dans une même couronne C0 de R2d. Après
translation, la preuve précédente ramène donc l’étude de la structure sous-riemannienne X∗ (qui
est une structure à bord, dont le bord est CarΣ) à celle d’un cylindre ayant une singularité à l’infini
mais dont le comportement est calibré par l’hypothèse de non-dégénérescence (voir le Lemme 43).
On peut donc considérer la Proposition 42 comme une extension globale du Théorème 13 p.112. ♦
Fig. 8.3 – Methode d’éclatement (les cylindres de même couleur se correspondent)
8.5 Complément : un théorème de traces pour le calcul de Weyl
Voici une version plus complète du théorème de traces non caractéristiques (Théorème 41).
Théorème 46 (H. Bahouri, J.-Y. Chemin, C.-J. Xu [4]) Soit X une famille de champs de vecteurs sur Rq,
vérifiant uniformément la condition de Hörmander :
∀x ∈ Rq, ∀ξ ∈ T∗xRq,
∑
Z∈X∪[X,X]
|Z(x) · ξ|2 ≥ C0 |ξ|2. (8.5.1)
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Alors, pour tout s > 1/2 et toute surface bornée Σ uniformément non caractéristique, i.e. telle que
∀x ∈ Σ, C−11 ≤
∑
Z∈Xˆ
|(Zg)(x)|2 ≤ C1 (8.5.2)
où g définit Σ, il existe une constante C > 0 et une extension continue de l’application de restric-
tion TrΣ :
‖TrΣ u‖Hs−1/2(Σ;X′) ≤ C ‖u‖Hs(X) .
La structure projetée X′ est constituée des champs engendrés par X et tangents à Σ. La constante C
ne dépend que de C0 et C1. Il existe aussi un opérateur continu de relèvement :
JΣ : H
s−1/2(Σ;X′)→ Hs(X).
tel que TrΣ ◦JΣ = IdΣ.
La preuve proposée par [4] repose de manière cruciale sur un théorème de traces abstrait du
calcul de Weyl-Hörmander (bien que ce dernier résultat ne soit pas énoncé tel quel dans l’article).
Pour la complétude de l’exposé et la commodité du lecteur, cette section donne quelques éléments
de démonstration. On reprend les notations de la section §4.4.
On considère deux métriques de Hörmander g et G respectivement sur T∗Rd−1 et T∗Rd. On
se donne deux partitions de l’unité en fonctions confinées :
1. (ϕX′)X′∈T∗ Rd−1 est une partition de l’unité de T
∗Rd−1 en fonctions g-confinées.
2. (ΦX)X∈T∗ Rd est une partition de l’unité de T
∗Rd en fonctions G-confinées.
On suppose de plus que ΦX = ΘX#Φ˜X avec ΘX et Φ˜X uniformément G-confinées. On note ∆g la
fonction donnée par le théorème de biconfinement (voir (4.4.6)-(4.4.7)) pour la métrique g.
On note X = ((x1, ξ1);X ′) avec X ′ ∈ T∗ Rd−1. On suppose que la métrique G est de la forme :
GX(dY ) = γX(dY1) + ΓX(dY
′) (8.5.3)
avec un déterminant |γX |1/2 uniformément borné et |ΓX |1/2 . |gX′ |1/2.
La restriction γ : C∞(Rd) → C∞(Rd−1) associée à l’inclusion {0} × Rd−1 ⊂ Rd définit des
opérateurs de transfert de confinement :
T YX′ = ϕ
w
X′ ◦ γ ◦ΘwY . (8.5.4)
On considère enfin m et M deux poids admissibles, respectivement pour g et G.
Théorème 47 Soit s > 1/2. On suppose qu’il existe une famille (PN )N∈N de fonctions positives ayant
les propriétés suivantes.
1. Pour tout N ∈ N, ∥∥T YX′∥∥L (L2(Rd);L2(Rd−1)) ≤ PN (Y )∆g(X ′, Y ′)−N . (8.5.5)
2. Il existe un fonction χN telle que :
PN (Y ) ≤
(
M2(Y )
|η1|2 +m2(Y ′)
)s/2
χN (Y ) (8.5.6)
avec, pour N assez grand :
sup
η1,Y ′
∫
R
χ2N (Y ) dy1 < +∞. (8.5.7)
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Alors, il existe une constante C > 0 telle que :
‖γu‖H(ms−1/2,g) ≤ C ‖u‖H(Ms,g) (8.5.8)
pour toute fonction u ∈ H(Ms, g).
Pour démontrer le théorème de traces dans le cas non-caractéristique, on se ramène alors (après
redressement de la surface Σ et d’un champ transverse) à appliquer le Théorème 47 avec
M2(X) = m2(X ′) + |ξ1|2,
les métriques (4.4.2) associées à m et M et
PN (Y ) =
〈η′〉1/4
(1 + 〈η′〉 |y1|2)N ·
La vérification des différentes hypothèses est immédiate, à l’exception de (8.5.5) pour laquelle on
renvoie à [4, §5.1].
Le coeur de la démonstration du Théorème 47 est le calcul suivant.
Lemme 48 Soient (E, dµ) et (F, dν) deux espaces mesurés et des fonctions :
m : E → R+, M, p, v : F → R+
et ∆ : E × F → [1;+∞). Alors,∫
E
m(x)
(∫
F
p(y) v(y)
∆(x, y)
dνy
)2
dµx ≤ C
∫
F
M(y) v2(y) dνy (8.5.9)
avec C = sup
y∈F
(∫∫
E×F
m(x) p(y¯)2
∆(x, y)∆(x, y¯)M(y¯)
dµx ⊗ dνy¯
)
.
Preuve Il suffit d’appliquer convenablement Cauchy-Schwartz puis le théorème de Fubini pour les
fonctions positives :∫
E
m(x)
(∫
F
p(y) v(y)
∆(x, y)
dνy
)2
dµx
≤
∫
E
m(x)
(∫
F
p2(y¯)
M(y¯)
dνy¯
∆(x, y¯)
)(∫
F
M(y) v2(y)
dνy
∆(x, y)
)
dµx
Preuve [Théorème 47] La norme de la trace (pour une fonction régulière) est :
‖γu‖2H(ms−1/2,g) =
∫
T∗ Rd−1
m2s−1(X ′) ‖ϕwX′(γu)‖2L2(Rd−1) dgX ′
avec ϕwX′(γu) =
∫
T∗ Rd
T YX′ ◦ Φ˜wY u dGY , donc
∥∥ϕwX′(γu)∥∥L2(Rd−1) ≤ ∫
T∗ Rd
∥∥T YX′∥∥L (L2(Rd);L2(Rd−1)) ∥∥Φ˜wY u∥∥L2(Rd) dGY.
On applique alors (8.5.5) puis le Lemme 48 avec E = (T∗ Rd−1, dgX ′), F = (T∗Rd, dGX)
m = m2s−1(X ′), M =M2s(Y ), p = PN (Y ), ∆ = ∆g(X ′, Y ′)N
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et v =
∥∥Φ˜wY u∥∥L2. On en déduit :
‖γu‖2H(ms−1/2,g) ≤
∫
T∗ Rd−1
m2s−1(X ′)
(∫
T∗ Rd
PN (Y )
∥∥Φ˜wY u∥∥L2
∆g(X ′, Y ′)N
dGY
)2
dgX
′
≤ C0
∫
T∗ Rd
M2s(Y )
∥∥Φ˜wY u∥∥2L2 dGY
≤ C0 C1 ‖u‖2H(Ms,G)
avec C0 = sup
Z∈T∗ Rd
(∫∫
m2s−1(X ′)P 2M (Y )
∆g(X ′, Z ′)N ∆g(X ′, Y ′)NM2s(Y )
dgX
′ ⊗ dGY
)
et une constante structu-
relle C1 > 0. Pour obtenir (8.5.8), il suffit donc de vérifier que la constante C0 est finie. L’hypo-
thèse (8.5.6) donne :
C0 ≤ sup
Z′∈T∗ Rd
∫∫
m2s−1(X ′)
(|η1|2 +m2(Y ′))s
χ2N (Y )
∆g(X ′, Z ′)N ∆g(X ′, Y ′)N
dgX
′ ⊗ dGY.
Grâce à la structure particulière de la métrique G, il suffit de contrôler :
sup
Z′∈T∗ Rd
∫∫∫
X′,Y1,Y ′
m2s−1(X ′)
(|η1|2 +m2(Y ′))s
χ2N (Y )
∆g(X ′, Z ′)N ∆g(X ′, Y ′)N
|gX′ |1/2 |γY |1/2 |ΓY |1/2.
Ayant supposé |γY |1/2 borné et |ΓY |1/2 . |gY ′ |1/2, on peut donc intégrer d’abord en Y1. La pro-
priété (8.5.7) et la formule∫
R
dη1
(|η1|2 +m2(Y ′))s =
1
m2s−1(Y ′)
∫
R
dt
(1 + t2)s
donnent alors, pour s > 1/2 et une constante κs > 0 finie :
C0 ≤ κs sup
Z′∈T∗ Rd
∫∫
X′,Y ′
(
m(X ′)
m(Y ′)
)2s−1 dgX ′
∆g(X ′, Z ′)N
dgY
′
∆g(X ′, Y ′)N
.
Comme m est un g-poids, on conclut en choisissant N assez grand pour pouvoir appliquer la
propriété (4.4.7).
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Chapitre 9
Exploration informatique d’un système
sous-riemannien
Le dernier chapitre est consacré au système de R4 :
Xˆ∗ :

R1 = p1∂p1 + q1∂q1 + p2∂p2 + q2∂q2,
R2 = p2∂p1 − q2∂q1 − p1∂p2 + q1∂q2,
R3 = −q2∂p1 − p2∂q1 + q1∂p2 + p1∂q2.
Cette famille de champs de vecteurs correspond à la structure de dérivation permettant de décrire
les traces de Hs(H2) sur la surface Σ d’équation t = 0 (voir p.151).
Le Théorème 13 utilise la distance de Carnot associée à Xˆ∗. Malheureusement, on ne dispose pas
de formule aussi simple que sur le groupe de Heisenberg comme (4.5.3). L’objectif de ce chapitre
est de remédier à ce manque d’intuition à l’aide de l’outil informatique.
Le programme présenté ici permet, sous forme de jeu, d’appréhender la distance de Carnot
en “expérimentant” la difficulté à joindre deux points de Σ lorsque le déplacement est contraint à
suivre les champs.
Remarque - Signalons clairement que ce programme rudimentaire n’a pas l’ambition de calculer la
distance de Carnot ou de dessiner des boules sous-riemanniennes, ce qui nécessiterait l’élaboration
d’algorithmes spécifiques et une programmation beaucoup plus soignée. ♦
9.1 Code source
Le programme est écrit en Perl/Tk. Les trajectoires sont calculées de manière “naive” par un pe-
tit déplacement dans la direction du champ (en fait, par 15 pas de calculs à un ordre inférieur, mais
qui ne sont pas affichés car le déplacement serait de l’ordre du pixel). En pratique, les trajectoires
sont lisses et réversibles. Le mouvement du mobile est fluide.
La touche ’h’ commute l’affichage d’un trièdre coloré centré sur le mobile indiquant la direction
des mouvements possibles.
#! /usr/bin/perl
use Tk;
my ($height,$width) = (550,550) ; # Dimensions des zones de traçé, en pixel
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my ($Prange,$Qrange)= (5,5); # Domaine initial de (p,q), en unités
# Champs de vecteurs
sub field {
my ($n) = @_;
if ( $n == 0) {
($p1,$q1,$p2,$q2);
} elsif ($n == 1) {
($p2,-$q2,-$p1,$q1);
} elsif ($n == 2) {
(-$q2,-$p2,$q1,$p1);
} else {
die "Undefined vector field";
}
}
# Interface graphique
$fenetre = new MainWindow ( ) ;
$fenetre -> title ( "Sub-riemannian Explorer" ) ;
$fenetre -> bind ( "<Key-q>" , sub { exit(0);} );
$fenetre -> bind ( "<Key-space>" , sub { &clean; } );
$fenetre -> bind ( "<Key-Return>" , sub { &reset; } );
$fenetre -> bind ( "<Key-h>" , sub { &togglehelp; } );
$b0 = $fenetre -> Label( -text =>
’Les mouvements du bi-point suivent des champs sous-riemanniens dans R^4
qui sont la projection des champs de Heisengerg sur la surface t=0.’)
-> grid( -row => 0, -sticky=>"ew" );
$cadre = $fenetre -> Frame ( ) -> grid ( -row =>1, -sticky=>"nsew" );
$b1 = $cadre -> Canvas ( -background=>’gray95’, -height=>$height,
-width=>$width ) ->pack(-side=>’left’);
$b2 = $cadre -> Canvas ( -background=>’gray90’, -height=>$height,
-width=>$width ) ->pack(-side=>’left’);
$b3 = $fenetre -> Message( -width=>1.5*$width, -text =>
’Essayez d\’atteindre le bi-point cible (en rouge) !
Déplacez-vous avec les touches \’j,k,l\’ (\’Alt\’ pour reculer).
La touche \’h\’ commute l\’affichage des directions (j:jaune, k:rouge, l:vert).
Pour effacer l\’ecran sans modifier la position, appuyez sur \’espace\’.
Tapez \’Entrée\’ pour réinitialiser et \’q\’ pour sortir.’)
-> grid( -row => 2, -sticky=>"ew" );
# Touches de déplacement
$fenetre -> bind ( "<Key-j>" , sub { &move(0,+1); } );
$fenetre -> bind ( "<Key-k>" , sub { &move(1,+1); } );
$fenetre -> bind ( "<Key-l>" , sub { &move(2,+1); } );
# Inversion du sens de déplacement avec ’Alt’
$fenetre -> bind ( "<Alt-Key-j>" , sub { &move(0,-1); } );
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$fenetre -> bind ( "<Alt-Key-k>" , sub { &move(1,-1); } );
$fenetre -> bind ( "<Alt-Key-l>" , sub { &move(2,-1); } );
# Calcul des trajectoires
sub move { # routine principale
my ($Nfield,$forward) = @_;
my ($dp1,$dq1,$dp2,$dq2) = &field($Nfield) ;
my $epsilon=.01; # amplitude du déplacement
my ($x1old,$y1old,$x2old,$y2old) = &pq2coord($p1,$q1,$p2,$q2);
my $I=0; $epsilon=$forward*$epsilon/15;
while ($I++<15) { # boucle pour affiner la trajectoire
$p1 += $dp1*$epsilon;
$q1 += $dq1*$epsilon;
$p2 += $dp2*$epsilon;
$q2 += $dq2*$epsilon;
my ($dp1,$dq1,$dp2,$dq2) = &field($Nfield) ;
}
($x1,$y1,$x2,$y2) = &pq2coord($p1,$q1,$p2,$q2);
$b1 -> createLine($x1old,$y1old,$x1,$y1);
$b2 -> createLine($x2old,$y2old,$x2,$y2);
&displaycoord;
&help;
}
sub pq2coord { # transforme les unités (p,q) en pixels
my ($P1,$Q1,$P2,$Q2) = @_ ;
my $Pscale=$width/(2.5*$Prange);
my $Qscale=$height/(2.5*$Qrange);
($P1*$Pscale+($width/2),($height/2)-$Q1*$Qscale,
$P2*$Pscale+($width/2),($height/2)-$Q2*$Qscale);
}
sub displaycoord { # affiche les coordonnées des points
$b1 -> delete(’p1’,’q1’);
$b1 -> createText(.25*$width,10,-text=>"p1= $p1",-tags=>’p1’);
$b1 -> createText(.75*$width,10,-text=>"q1= $q1",-tags=>’q1’);
$b2 -> delete(’p2’,’q2’);
$b2 -> createText(.25*$width,10,-text=>"p2= $p2",-tags=>’p2’);
$b2 -> createText(.75*$width,10,-text=>"q2= $q2",-tags=>’q2’);
}
# Efface l’écran et dessine les points
sub clean {
$b1 -> delete(’all’);
$b2 -> delete(’all’);
# départ
($x1,$y1,$x2,$y2) = &pq2coord($p1,$q1,$p2,$q2);
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$b1 -> createRectangle($x1,$y1,$x1+2,$y1+2,-fill=>’black’);
$b2 -> createRectangle($x2,$y2,$x2+2,$y2+2,-fill=>’black’);
# arrivée
my ($xx1,$yy1,$xx2,$yy2) = &pq2coord($pp1,$qq1,$pp2,$qq2);
$b1 -> createRectangle($xx1,$yy1,$xx1+8,$yy1+8,-fill=>’red’);
$b2 -> createRectangle($xx2,$yy2,$xx2+8,$yy2+8,-fill=>’red’);
# axes
my ($xO1,$yO1,$xO2,$yO2) = &pq2coord(0,0,0,0);
$b1 -> createLine($xO1-$width,$yO1,$xO1+$width,$yO1);
$b1 -> createLine($xO1,$yO1-$height,$xO1,$yO1+$height);
$b2 -> createLine($xO2-$width,$yO2,$xO2+$width,$yO2);
$b2 -> createLine($xO2,$yO2-$height,$xO2,$yO2+$height);
&displaycoord;
&help;
}
# Générateur aléatoire de positions
sub reset {
($p1,$q1) = &randPQ; # point de départ
($p2,$q2) = &randPQ;
($pp1,$qq1) = &randPQ; # point d’arrivée
($pp2,$qq2) = &randPQ;
$showhelp = 1; # affiche l’aide par défaut
&clean;
}
sub randPQ {
(rand(2*$Prange)-$Prange,rand(2*$Qrange)-$Qrange);
}
# Aide : affiche des flèches de couleur dans les directions possibles
sub help {
$b1 -> delete (’j1’,’k1’,’l1’);
$b2 -> delete (’j2’,’k2’,’l2’);
if($showhelp) {
my $eps=.1;
my ($jx1,$jy1,$jx2,$jy2) = &field(0);
my ($kx1,$ky1,$kx2,$ky2) = &field(1);
my ($lx1,$ly1,$lx2,$ly2) = &field(2);
($jx1,$jy1,$jx2,$jy2) = &pq2coord($p1+$eps*$jx1,$q1+$eps*$jy1,
$p2+$eps*$jx2,$q2+$eps*$jy2);
($kx1,$ky1,$kx2,$ky2) = &pq2coord($p1+$eps*$kx1,$q1+$eps*$ky1,
$p2+$eps*$kx2,$q2+$eps*$ky2);
($lx1,$ly1,$lx2,$ly2) = &pq2coord($p1+$eps*$lx1,$q1+$eps*$ly1,
$p2+$eps*$lx2,$q2+$eps*$ly2);
$b1 -> createLine($x1,$y1,$jx1,$jy1,-tags=>’j1’,-fill=>’yellow’);
$b1 -> createLine($x1,$y1,$kx1,$ky1,-tags=>’k1’,-fill=>’red’);
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$b1 -> createLine($x1,$y1,$lx1,$ly1,-tags=>’l1’,-fill=>’green’);
$b2 -> createLine($x2,$y2,$jx2,$jy2,-tags=>’j2’,-fill=>’yellow’);
$b2 -> createLine($x2,$y2,$kx2,$ky2,-tags=>’k2’,-fill=>’red’);
$b2 -> createLine($x2,$y2,$lx2,$ly2,-tags=>’l2’,-fill=>’green’);
};
}
sub togglehelp {
$showhelp = 1-$showhelp;
&help;
}
# Exécution principale
my ($p1,$q1,$p2,$q2); # déclare le point de départ
my ($x1,$y1,$x2,$y2); # déclare les coordonnées
my ($pp1,$qq1,$pp2,$qq2); # déclare le point d’arrivée
my $showhelp; # affichage des directions
&reset; # initialisation du traçé
MainLoop ( ) ;
9.2 Exemples de simulations
Le programme peut-être exécuté sur tout système informatique possédant une installation ré-
cente de Perl avec le module Tk. Voici quelques captures d’écran.
Fig. 9.1 – Capture d’écran illustrant la propriété de Hörmander.
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Fig. 9.2 – Exemples de trajectoires Xˆ∗-horizontale.
En haut : exemples de calculs de commutateurs. En bas : en comptant les discontinuités,
on constate qu’à la sortie de la “grande boucle” du point de droite, celui de gauche
n’est pas revenu dans son quadrant d’origine.
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Le programme permet aussi de visualiser les champs dans R4 par leurs courbes intégrales. Les
champs R2 et R3 sont illustrés sur la figure ci-dessous.
Fig. 9.3 – Structure des champs R2 et R3.
On identifie les vecteurs en remarquant que (R2, R3)
définit une base indirecte dans chaque plan R2.
9.3 Remarques
Ce mini-logiciel permet d’appréhender la distance associée à une famille de champs de vecteurs
en autorisant des déplacements uniquement le long des champs. Cependant, on doit remarquer
que cette approche est biaisée. Par exemple, dans le cas euclidien, des déplacements uniquement
parallèles aux axes suggèreraient que (1, 1) est à distance
√
2 de l’origine. . .
Un “vrai” programme devrait permettre à l’expérimentateur de se déplacer dans la direction
d’une combinaison linéaire quelconque des champs de base. En théorie, on peut paramétrer les
combinaisons par un point dans un polyèdre ; en pratique, il faudrait programmer une manette
de jeu ou les déplacements de la souris pour rendre ce polyèdre intuitif. La réalisation de cette
modification dépasse le cadre de la présente thèse.
On pourrait ensuite envisager d’améliorer le moteur de calcul. L’algorithme de calcul des tra-
jectoires est en effet particulièrement naïf. Par exemple, les trajectoires des champs R2 et R3 étant
des ellipses, le fait de suivre la tangente induit une dérive systématique vers l’extérieur. On pourrait
améliorer la précision en utilisant les algorithmes classiques de résolution d’EDO.
Le programme peut être modifié assez facilement pour explorer d’autres familles de champs de
vecteurs. Il suffit de changer la définition des champs au début du code source. Par exemple, pour
la famille de Goursat étudiée p.124 qui est d’ordre 3 :
sub field {
my ($n) = @_;
if ( $n == 0) {
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(0,0,0,0); # ce champ n’est pas utilisé
} elsif ($n == 1) {
(1,$p2,$q2,0);
} elsif ( $n == 2) {
(0,0,0,$q1);
} else {
die "Undefined vector field";
}
}
Voici un exemple d’exécution du programme modifié.
Fig. 9.4 – Famille de Goursat dans R4.
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