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IMPROVED ASYMPTOTICS FOR THE ABLOWITZ-SEGUR
SOLUTIONS OF THE INHOMOGENEOUS PAINLEVE´ II
EQUATION
PIOTR KOKOCKI
Abstract. We study the asymptotic behavior of the Ablowitz-Segur solu-
tions for the second Painleve´ equation using the Riemann-Hilbert approach
and methods based on asymptotic expansions of classical special functions.
Recent results show that the matrix-valued function satisfying the associated
Riemann-Hilbert problem can be represented by means of a local parametrix
around the origin, whose existence can be proved by a vanishing lemma. The
aim of this paper is to construct the explicit form of this parametrix and apply
it to obtain improved asymptotic relations for the real and purely imaginary
Ablowitz-Segur solutions of the inhomogeneous Painleve´ II equation.
1. Introduction
This paper is concerned with the inhomogeneous second Painleve´ (PII) equation
u′′(x) = xu(x) + 2u3(x)− α, x ∈ C, (1.1)
where α ∈ C is such that Reα ∈ (−1/2, 1/2). We study the asymptotic behavior
of solutions for the equation (1.1) analyzing the associated Riemann-Hilbert (RH)
problem (see [18, Chapter 11]) for which the jump matrices are determined by the
Stokes multipliers, that is, complex numbers (s1, s2, . . . , s6) ∈ C6 satisfying the
following conditions
sj+3 = −sj , j = 1, 2, 3 and s1 − s2 + s3 + s1s2s3 = −2 sin(piα). (1.2)
To be more precise, if the 2× 2 matrix-valued function Φ(λ, x) is a solution of the
Riemann-Hilbert problem corresponding to the monodromy data (s1, s2, . . . , s6) ∈
C6, then the function u(x) defined by the limit
u(x) := lim
λ→∞
(2λΦ(λ, x)eθ(λ,x)σ3)12, where θ(λ, x) := i(4λ
3/3 + xλ),
is a solution of the PII equation. In this paper, we are interested in the solutions
determined by the following Stokes initial data
s1 = − sin(piα)− ik, s2 = 0, s3 = − sin(piα) + ik, k, α ∈ C, (1.3)
that, for the brevity, we denote by u(x;α, k). In particular, if α and k are such that
α ∈ (−1/2, 1/2) and k ∈ (− cos(piα), cos(piα)), (1.4)
then u is called the real Ablowitz-Segur (AS) solution. It is well-known that the
solution satisfies u(x;α, k) ∈ R for x ∈ R (see [18, Chapter 11]) and, according to
the results of [13], it is pole free on the real axis. Furthermore we have the following
asymptotic behavior
u(x;α, k) = B(α, x) + kAi(x)(1 +O(x−
3
4 )), x→ +∞, (1.5)
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where Ai(x) is the standard Airy function and the term B(α, x) is identically equal
to zero for α = 0 while, for α 6= 0, it satisfies the asymptotic relation
B(x;α) ∼ α
x
∞∑
n=0
an
x3n
, x→ +∞,
where the coefficients (aj) are given by the following recurrence formula
a0 = 1, aj+1 = (3j + 1)(3j + 2)aj − 2α2
j∑
l,m,n=0
alaman.
When x→ −∞, the asymptotic behavior of the real AS solutions is given by
u(x;α, k) =
d
(−x) 14 cos(
2
3
(−x) 32 − 3
4
d2 ln(−x) + φ) +O((−x)−1), (1.6)
where the constants d and φ representing the magnitude and phase shift of the
leading term, respectively, are given by the following connection formulas
d(k, α) :=
1√
pi
√
− ln(cos2(piα)− k2), (1.7)
φ(k, α) := −3
2
d2 ln 2 + arg Γ
(
1
2
id2
)
− pi
4
− arg (− sin(piα)− ki). (1.8)
The asymptotics (1.5), (1.9) together with the formulas (1.7), (1.8) were formally
derived in [1], [2] (see also [3, Chapter 3]) for the homogeneous PII equation (α = 0).
These formal calculations were rigorously justified using various methods of the
analysis. In particular, the argument of [12] and [21] uses the Gelfand-Levitan type
integral equations to obtain the asymptotic relation (1.5), (1.6) and the former
connection formula (1.7). On the other hand, the results of [16] (see also [15]),
relying on the nonlinear steepest descent techniques for the Riemann-Hilbert prob-
lem, establish the asymptotics (1.5), (1.6) together with both formulas (1.7) and
(1.8). We also refer the reader to [29] for the proof of the above relations based on
the isomonodromy method (see [17], [23] for more details) as well as to [5] for the
argument involving the uniform asymptotics for the PII equation. In the case of the
inhomogeneous PII equation (α 6= 0), the above asymptotic relations and connec-
tion formulas were formally obtained in [27] and rigorously justified in [25] by the
isomonodromy method. On the other hand, the steepest descent techniques for the
Riemann-Hilbert problem associated with the inhomogeneous PII equation were
successfully applied in [22] (see also [18]) to provide an another rigorous proof of
(1.5) as well as in [13] to establish the asymptotic (1.6) together with the connection
formulas (1.7) and (1.8).
If we consider the monodromy data (1.3) with α, k ∈ iR, then the corresponding
function u(x;α, k) is called the purely imaginary Ablowitz-Segur solution. It is
known that these solutions are also pole free on the real axis and satisfy u(x;α, k) ∈
iR for x ∈ R. The asymptotic behavior of the purely imaginary AS solution as
x→ +∞, is described by the relation (1.5) and furthermore
u(x;α, k) =
d
(−x) 14 sin(
2
3
(−x) 32 − 3
4
d2 ln(−x)+ φ) +O((−x)−1), x→ −∞, (1.9)
where the connection formulas have the following forms
d(k, α) :=
i√
pi
√
ln(cosh2(ipiα) + |k|2), (1.10)
φ(k, α) := −3
2
d2 ln 2 + arg Γ
(
1
2
id2
)
− pi
4
− arg (i sinh(ipiα)− ki). (1.11)
IMPROVED ASYMPTOTICS FOR THE ABLOWITZ-SEGUR SOLUTIONS... 3
In the case of the homogeneous PII equation (α = 0), the asymptotics (1.5), (1.9)
together with (1.10), (1.11) were rigorously proved in [24] using isomonodromy
method and subsequently in [16], by the Riemann-Hilbert approach. The asymp-
totic (1.5) for the purely imaginary Ablowitz-Segur solutions of the inhomogeneous
PII equation (α 6= 0) was obtained in [18] and [22] by the application of the steepest
descent analysis to the corresponding RH problem. The same techniques were used
in [13] to establish the asymptotic relation (1.9) together with (1.10) and (1.11).
The methods used in [13] rely on a change of the variables in the Riemann-
Hilbert problem associated with the equation (1.1) such that, in the new coordi-
nates, the phase function θ(λ, x) takes the form θ˜(z) := i(4z3/3−z). Analyzing the
anti-Stokes lines Re θ˜(z) = 0 passing through the origin and the stationary points
z± := ±1/2 of the function θ˜(z), we can deform the contour of the original RH
problem so that the nonlinear steepest descent analysis can be applied to study
the asymptotics (1.6) and (1.9). The contribution to the relations coming from the
part of the graph of the deformed RH problem, located away from the origin and
stationary points z±, is exponentially small. As it is shown in [13] and [18], the
local parametrices of the deformed Riemann-Hilbert problem in neighborhoods of
the stationary points z± can be constructed explicitly by the use of the parabolic
cylinder functions. Consequently the leading terms of the relations (1.6) and (1.9),
including the connection formulas (1.7), (1.8) and (1.10), (1.11), can be completely
determined by the asymptotic behavior of these special functions at infinity (see [7],
[26]). Unlike in the case of the stationary points, the local solution of the deformed
RH problem in a neighborhood of the origin is not provided in an explicit form
(see [13, Section 3.5]). Instead, the existence of the local parametrix is proved by
a vanishing lemma, which in turn gives the remaining contribution O((−x)−1) to
the asymptotics (1.6) and (1.9). In this paper we construct the explicit form of the
local parametrix and use it to provide a new representation of the solution for the
deformed RH problem. This in turn will allow us to prove the following theorems
concerning improved asymptotics for the real and purely imaginary Ablowitz-Segur
solutions of the inhomogeneous PII equation.
Theorem 1.1. If α ∈ (− 12 , 12 ) and k ∈ (− cos(piα), cos(piα)) then the corresponding
real Ablowitz-Segur solution u( · ;α, k) of the PII equation has the following asymp-
totic behavior as x→ −∞:
u(x;α, k) =
d
(−x) 14 cos(
2
3
(−x) 32 − 3
4
d2 ln(−x) + φ) + α
x
+O((−x)− 74 ), (1.12)
where the constants d and φ are given by the connection formulas (1.7) and (1.8).
Theorem 1.2. Given α, k ∈ iR, the purely imaginary Ablowitz-Segur solution
u( · ;α, k) of the PII equation has the following asymptotic behavior as x→ −∞:
u(x;α, k) =
d
(−x) 14 sin(
2
3
(−x) 32 − 3
4
d2 ln(−x) + φ) + α
x
+O((−x)− 74 ), (1.13)
where the constants d and φ are given by the connection formulas (1.10) and (1.11).
Observe that, if we restrict our attention to the case of homogeneous PII equa-
tion, then, from Theorem 1.1 it follows that the real AS solution satisfies
u(x; 0, k) =
d
(−x) 14 cos(
2
3
(−x) 32 − 3
4
d2 ln(−x) + φ) +O((−x)− 74 ), x→ −∞,
which up to the error term O((−x)−7/4) coincides with the formal asymptotic
expansions from [3, Chapter 3]. Furthermore Theorem 1.2 says, that for the purely
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imaginary AS solution, we have the following asymptotic relation
u(x; 0, k) =
d
(−x) 14 sin(
2
3
(−x) 32 − 3
4
d2 ln(−x) + φ) +O((−x)− 74 ), x→ −∞.
Our subsequent step in the forthcoming publication is to continue the methods
of this paper to study the total integrals of the real and purely imaginary AS
solutions of the inhomogeneous PII equation. We refer the reader to [4] for the
formulas expressing the total integrals of the AS solutions for the homogeneous
PII equation. Analogous results concerning the total integrals of the tri-tronque´e
solutions for the inhomogeneous PII equation were recently established in [28]. If
we consider the parameters α and k such that
α ∈ (n− 1/2, n+ 1/2) and k ∈ (−| cos(piα)|, | cos(piα)|), (1.14)
for some n ∈ N, then the obtained function u(x;α, k) is called a quasi-Ablowitz-
Segur (qAS) solution of the PII equation. These solutions were introduced in [19] as
the n-th Ba¨cklund transform (see e.g. [10], [18]) of the real AS solutions u(x;α0, k0),
where α0 := α− n and k0 := (−1)nk. It is known that they satisfy the asymptotic
relations (1.5), (1.6) as well as the connection formulas (1.7), (1.8). Furthermore,
the numerical computations performed in [19] suggested that the qAS solution de-
termined by the parameters (1.14) has exactly n poles on the real line. Recently, the
predictions were rigorously justified in [14], where results concerning the residues
of these poles were also obtained. If we put α = 0 and allow the parameter k to be
an arbitrary complex number, then we call u(x; 0, k) the complex AS solution for
the homogeneous PII equation. We refer the reader to [6] and [8] for asymptotic
relations for these solutions as well as for the results concerning the absence of
poles in particular sectors of the complex plane. See also [9] for the survey article
describing the present knowledge and open questions related to the solutions of the
PII equation.
Outline. The paper is organized as follows. In Section 2 we formulate the
Riemann-Hilbert problem for the inhomogeneous PII equation and recall some de-
formation of its graph, which allows us to apply the steepest descent techniques.
In Section 3, we recall the construction and asymptotic behavior of the local para-
metrices in neighborhoods of the stationary points z±. In Sections 4 we provide the
explicit form of the solution for an auxiliary Riemann-Hilbert problem (see Theo-
rem 4.4). The obtained explicit solution is used in Section 5 in the construction of
the local parametrix around the origin (see Theorem 5.1). In Section 6 we use the
local parametrices from Sections 3 and 5 to provide a representation of the solution
of the deformed Riemann-Hilbert problem. Finally, Sections 7 is devoted for the
proofs of Theorems 1.1 and 1.2.
Notation and terminology. We denote by M2×2(C) the complex linear space
consisting of 2×2 matrices with complex entries, which is equipped with the Frobe-
nius norm given by
‖A‖ :=
√
|a11|2 + |a12|2 + |a21|2 + |a22|2, A = [alm] ∈M2×2(C). (1.15)
It is known that the norm is sub-multiplicative, that is,
‖AB‖ ≤ ‖A‖‖B‖, A,B ∈M2×2(C). (1.16)
If Σ is a contour contained in the complex plane and 1 ≤ p < ∞, then Lp(Σ) is
the space consisting of measurable functions f : Σ → M2×2(C), which is equipped
with the usual norm
‖f‖Lp(Σ) :=
(∫
Σ
‖f(z)‖p |dz|
)1/p
.
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Furthermore, if p =∞ then the norm takes the following form
‖f‖L∞(Σ) := ess supz∈Σ ‖f(z)‖
If 1 ≤ p < ∞ and the contour Σ is unbounded, then we follow the notation from
[31] and define the space LpI(Σ) consisting of functions f : Σ→ M2×2(C) with the
property that there is f(∞) ∈ M2×2(C) such that f − f(∞) ∈ Lp(Σ). It is not
difficult to check that the matrix f(∞) is uniquely determined by f and therefore
we can set norm
‖f‖LpI (Σ) :=
(
‖f − f(∞)‖pLp(Σ) + ‖f(∞)‖p
)1/p
, f ∈ LpI(Σ).
Throughout this paper we frequently write A . B to denote A ≤ CB for some
C > 0. Furthermore we use the notation A ∼ B provided there are constants
C1, C2 > 0 such that C1B ≤ A ≤ C2B.
2. The RH approach for the Painleve´ II equation
In this section we intend to formulate the Riemann-Hilbert problem for the
inhomogeneous PII equation (1.1) and recall some deformation of its graph, which
allows us to perform the steepest descent analysis. To this end, let us consider the
contour Σ in the complex λ-plane consisting of the six rays
γj : arg λ = pi/6 + (j − 1)pi/3, j = 1, 2, . . . , 6,
that are oriented from zero to infinity, as it is depicted on Figure 1. The com-
plex plane is divided by the contour Σ on the six regions that we denote by
Ω1,Ω2, . . . ,Ω6. Observe that due to the orientation we can naturally distinguish
the left (+) and right (−) sides of the contour Σ. For any 1 ≤ j ≤ 6, each of the
rays γj has assigned a triangular jump matrix Sj , given by
Sj :=
(
1 0
sj 1
)
, j = 1, 3, 5 and Sj :=
(
1 sj
0 1
)
, j = 2, 4, 6,
where the parameters (s1, s2, . . . , s6) ∈ C6 are the Stokes multipliers satisfying
the constraint relation (1.2). Let us assume that σ1, σ2 and σ3 denote the Pauli
matrices given by
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
.
The Riemann-Hilbert problem associated with the PII equation consists of finding
Ω1
Ω2
Ω6
Ω4
Ω3
Ω5
γ1
γ2
γ3
γ4
γ5
γ6
Figure 1. Contour of the RH problem associated with the inho-
mogeneous PII equation.
a function Φ(λ) = Φ(λ;x) with the values in the space M2×2(C) such that the
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following conditions are satisfied.
(a) The function Φ(λ) is analytic for λ ∈ C \Σ and, for any λ ∈ Σ \ {0}, there is the
limit of Φ(λ′) as λ′ → λ from the left (resp. right) side of the contour Σ that we
denote by Φ+(λ) (resp. Φ−(λ)).
(b) For any 1 ≤ j ≤ 6, we have the following jump relation
Φ+(λ) = Φ−(λ)Sj , λ ∈ γj .
(c) The function Φ(λ) has the following asymptotic behavior
Φ(λ) = (I +O(λ−1))e−θ(λ)σ3 , λ→∞,
where θ(λ, x) := i(4λ3/3 + xλ) is a phase function.
(d) If 0 < Reα < 1/2 then the function Φ(λ) satisfies the asymptotic relation
Φ(λ) = O
(|λ|−α |λ|−α
|λ|−α |λ|−α
)
, λ→ 0
and furthermore, if 1/2 < Reα ≤ 0 then
Φ(λ) = O
(|λ|α |λ|α
|λ|α |λ|α
)
, λ→ 0.
Changing the variables according to the following formulas
λ(z) = (−x)1/2z, t(x) = (−x)3/2, z ∈ C, x < 0, (2.1)
we obtain the equality θ(λ, x) = tθ˜(z), where we define θ˜(z) := i(4z3/3 − z).
The scaled phase function θ˜(z) has two stationary points z± := ±1/2 such that
θ˜(±1/2) = ∓i/3. Therefore the real line and the curves
h±(t) := it±
√
t2/3 + 1/4, t ∈ R
are solutions of the equation Re θ˜(z) = 0 passing through the stationary points
z±. Clearly the curves h+ and h− are asymptotic to the rays arg λ = ±pi3 and
arg λ = ± 2pi3 , respectively, and together with the real axis they separate the regions
of the sign changing of the function Re θ˜(z), as it is depicted on Figure 2. Let us
Re θ˜ > 0
Re θ˜ < 0
Re θ˜ < 0
Re θ˜ > 0
Re θ˜ < 0
Re θ˜ > 0
z+z−
O
h+h−
Figure 2. The regions of sign changing of the function Re θ˜(z).
The dashed rays have directions exp(ikpi/3) for k = 1, 2, 4, 5.
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consider the following function
U(z, t) := Φ(λ(z),−t2/3) exp(tθ˜(z)σ3)
and assume that Gj , for 1 ≤ j ≤ 6, are triangular matrices defined by
Gj := e
−tθ˜(z)σ3Sjetθ˜(z)σ3 =
(
1 e−2tθ˜(z)sj
0 1
)
, j = 2, 4, 6,
and furthermore
Gj := e
−tθ˜(z)σ3Sjetθ˜(z)σ3 =
(
1 0
e2tθ˜(z)sj 1
)
, j = 1, 3, 5.
In view of the choice of the Stokes initial data (1.3), we have S2 = S5 = I and
hence the contour Σ reduces to the contour ΣU consisting of the four rays γj for
j = 1, 3, 4, 6 (see Figure 3). Then the function U(z) := U(z, t) is a solution of the
following Riemann-Hilbert problem.
(i) The function U(z) is holomorphic for z ∈ C \ ΣU and, for any z ∈ ΣU \ {0},
there is the limit of U(z′) as z′ → z from the left side (resp. right side) of the
contour ΣU that we denote by U+(z) (resp. U−(z)).
(ii) For each j = 1, 3, 4, 6, we have the jump relation
U+(z) = U−(z)Gj , z ∈ γj .
(iii) The function U(z) satisfies the following asymptotic relation
U(z) = I +O(z−1), z →∞.
(iv) If 0 < Reα < 1/2 then the function U(z) has the following asymptotic behavior
U(z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, z → 0
and furthermore, if 1/2 < Reα ≤ 0, then
U(z) = O
(|z|α |z|α
|z|α |z|α
)
, z → 0.
Let us observe that
(
1 0
s1e
2tθ˜ 1
)
(
1 −s3e−2tθ˜
0 1
)
(
1 0
s3e
2tθ˜ 1
)
(
1 −s1e−2tθ˜
0 1
) Ω1
Ω2 ∪ Ω3
Ω4
Ω5 ∪ Ω6
Figure 3. The graph ΣU and the jump matrices for the function U(z).
u(x) = lim
λ→∞
(2λΦ(λ, x)eθ(λ,x)σ3)12 = lim
z→∞(2λ(z)Φ(λ(z), x)e
θ(λ(z),x)σ3)12
= lim
z→∞(2λ(z)Φ(λ(z),−t
2/3)etθ˜(z)σ3)12 = 2(−x)1/2 lim
z→∞ zU12(z, t)
and therefore the solution u(x) of the PII equation can be obtained by the limit
u(x) = 2
√−x lim
z→∞ zU12(z, (−x)
3/2).
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By the results of [13, Chapter 3], we can use the sign changing regions of the function
Re θ˜(z) and transform the RH problem (i)-(iv) to an equivalent RH problem, which
is defined on a contour ΣT . To describe the contour more precisely we will use two
auxiliary graphs Σ0T and Σ
+
T that are depicted on Figure 4. The former graph
η(C0)
O pi
4
ζ(C+)
O
pi
4
Figure 4. Left: the contour Σ0 and the closed curve η(C0). Right:
the contour Σ+ with the curve ζ(C+).
consists of the six rays
arg λ = 0, arg λ = pi, arg λ = pi/4 + jpi/2, 0 ≤ j ≤ 3
and the later is formed by the curves
arg λ = 7pi/4, arg λ = jpi/2, 0 ≤ j ≤ 3.
We will also need the coordinate change mappings η(z) and ζ(z) defined in a neigh-
borhood of the origin and stationary point z+, respectively, that are given by
η(z) := iθ˜(z) = z − 4z3/3,
ζ(z) := 2
√
−θ˜(z) + θ˜(z+) = 4
√
3e
3
4pii (z − 1/2) (z + 1) 12 /3,
(2.2)
where the branch cut of the square root is taken such that arg (z − 1/2) ∈ (−pi, pi).
The functions η(z) and ζ(z) are holomorphic in a neighborhood of the origin and z+,
respectively. Since η′(0) 6= 0 and ζ ′(z+) 6= 0, by the inverse mapping theorem, there
is a sufficiently small δ > 0 such that the functions η(z) and ζ(z) are biholomorphic
on the open balls B(0, 2δ) and B(z+, 2δ), respectively. If we take C0 := ∂B(0, δ)
and C± := ∂B(z±, δ), then both η(C0) and ζ(C+) are closed curves surrounding
the origin (see Figure 4). We define ΣT to be a contour depicted on Figure 5, where
γ˜±j , for j = 0, 1, 4 are curves connecting the origin with the stationary points z±
such that γ˜±0 are segments lying on the real line, while γ˜
±
0 and γ˜
±
4 are such that the
sets γ˜±1 \ {0, z±} and γ˜±4 \ {0, z±} are contained in the lower and upper half-plane
of C, respectively. We also assume that γ˜±2 and γ˜
±
3 are unbounded components of
the contour ΣT emanating from the stationary point z±, that are asymptotic to
the rays {arg λ = pi/2 ∓ pi/3} and {arg λ = 3pi/2 ± pi/3}, respectively. We require
also that the part of ΣT contained in the ball B(0, δ) is the inverse image of the
set Σ0 ∩ η(B(0, δ)) under the map η restricted to the ball B(0, 2δ) as well as the
part of the contour ΣT contained in the ball B(z+, δ) is the inverse image of the set
Σ+ ∩ ζ(B(z+, δ)) under the map ζ, restricted to the ball B(z+, 2δ). Furthermore
the part of the contour ΣT contained in the ball B(z−, δ) is taken to be a reflection
across the origin of the set ΣT ∩ B(z+, δ). Then, by [13, Section 3.1 and 3.2], the
function U(z) satisfying the RH problem (i)-(iv) can be deformed to the function
T (z) := T (z, t) with values in the space M2×2(C), which satisfies the following
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γ˜+0
γ˜+1
γ˜+2
γ˜+3
γ˜+4
γ˜−0
γ˜−1
γ˜−2
γ˜−3
γ˜−4
C+C− C0
O
z+z−
Figure 5. The contour ΣT and the circles C0, C± that are de-
picted by dashed lines.
deformed RH problem.
(1) The function T (z) is holomorphic for z ∈ C\ΣT and, for any z ∈ ΣT \{z+, z−, 0},
there is the limit of T (z′) as z′ → z from the left (resp. right) side of the contour
ΣT that we denote by T+(z) (resp. T−(z)).
(2) We have the jump relation
T+(z) = T−(z)ST (z), z ∈ ΣT ,
where the the jump matrices ST are presented on Figure 6.
(3) The function T (z) has the following asymptotic behavior
T (z) = I +O(z−1), z →∞.
(4) As z → z+, the function T (z) is bounded.
(5) If 0 < Reα < 1/2 then the function T (z) satisfies the asymptotic relation
T (z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, z → 0
and furthermore, if −1/2 < Reα ≤ 0 then
T (z) = O
(|z|α |z|α
|z|α |z|α
)
, z → 0.
Furthermore, from the construction of the function T (z) it follows that the solution
(
1 0
s3e
2tθ˜ 1
)
(
1 −s1e−2tθ˜
0 1
)
(
1 s1e
−2tθ˜
1−s1s3
0 1
)
(
1 0
−s3e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 −s3e
−2tθ˜
1−s1s3
0 1
)
(
1 0
s1e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 0
s1e
2tθ˜ 1
)
(
1 −s3e−2tθ˜
0 1
)
O
z+z−
Figure 6. The contour ΣT and the associated jump matrices for
the RH problem fulfilled by the function T (z).
u(x) of the PII equation (1.1) can be obtained by the limit
u(x) = 2
√−x lim
z→∞(zT12(z, (−x)
−3/2)). (2.3)
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3. Local parametrices around stationary points
In this section we provide a construction of local parametrices around stationary
points z± for the deformed Riemann-Hilbert problem, related with the real and
purely imaginary Ablowitz-Segur solutions for the PII equation. The crucial role
will play the parabolic cylinder functions Dν(z) that can be considered as solutions
of the complex differential equation
y′′(z) + ν +
1
2
− 1
4
z2 = 0, z ∈ C, (3.1)
where ν ∈ C (see [7] and [26] for the precise definition). It is known that, for any
ν ∈ C, the function Dν(z) is entire and the pair Dν(z), D−ν−1(iz) forms a basis of
solutions of the equation (3.1) with the Wronskian∣∣∣∣∣ D−ν−1(iz) Dν(z)d
dzD−ν−1(iz)
d
dzDν(z)
∣∣∣∣∣ = e− ipi2 (ν+1), z ∈ C.
From now on we assume that the parameter ν has the following fixed value
ν := − 1
2pii
ln(1− s1s3). (3.2)
Let us consider the following holomorphic function
Z0(z) := 2
−σ32
(
D−ν−1(iz) Dν(z)
d
dzD−ν−1(iz)
d
dzDν(z)
)(
e
ipi
2 (ν+1) 0
0 1
)
and the triangular matrices
H0 =
(
1 0
h0 1
)
, H1 =
(
1 h1
0 1
)
, H2 =
(
1 0
−h0e−2ipiν 1
)
, H3 =
(
1 −h1e2ipiν
0 1
)
,
where the complex constants h0 and h1 are given by
h0 := −i
√
2pi Γ(ν + 1)−1, h1 :=
√
2pieipiν Γ(−ν)−1. (3.3)
Furthermore, let us assume that β(z) is a function given by the formula
β(z) :=
(√
tζ(z)
z + 1/2
z − 1/2
)ν
,
where the branch cut is chosen such that arg z ∈ (−pi/2, pi/2) and ζ(z) is a biholo-
morphic map given by the formula (2.2).
Remark 3.1. Simple calculations show that, under our assumptions, 1− s1s3 > 0
and consequently ν is a purely imaginary complex number. To see this, let us
observe that the condition (1.3) implies that
1− s1s3 = 1− (− sin(piα)− ik)(− sin(piα) + ik)
= 1− (sin2(piα) + k2) = cos2(piα)− k2. (3.4)
If the Stokes multipliers corresponds to the real AS solution of the PII equation,
then, by (3.4) and (1.4), we have 1− s1s3 > 0 as claimed. Let us assume that the
Stokes initial data determines the purely imaginary AS solution, that is, in (1.3) we
have α, k ∈ iR. Then α = iα0 and k = ik0, for some α′, k′ ∈ R, and consequently
1− s1s3 = cos2(piα)− k2 = cosh2(piα′) + (k′)2 > 0
as desired. 
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Remark 3.2. We can easily check that β±1(z) = O(t±Re ν) as t → ∞, where
the asymptotic relation is uniform with respect to z ∈ ∂D(z+, δ). Therefore, by
Remark 3.1, we obtain
β±1(z) = O(1), t→ +∞, (3.5)
uniformly for z ∈ ∂D(z+, δ). 
Given the segment [z−, z+] between the stationary points z± = ± 12 , we consider
a function defined by the formula
N(z) :=
(
z + 1/2
z − 1/2
)νσ3
, z ∈ C \ [z−, z+], (3.6)
where the branch cut is taken such that arg (z±1/2) ∈ (−pi, pi). Then the following
Riemann-Hilbert problem is satisfied.
(a) The function N(z) is analytic on C \ [z−, z+].
(b) If we denote SD := (1− s1s3)σ3 , then the following jump relation holds
N+(z) = N−(z)SD, z ∈ [z−, z+].
(c) We have the asymptotic behavior N(z) = I +O(1/z) as z →∞.
We consider Z(z) to be a sectionally holomorphic matrix function given by
Z(z) :=

Z0(z), arg z ∈ (−pi4 , 0),
Zj(z), arg z ∈ ( (j−1)pi2 , jpi2 ), j = 1, 2, 3,
Z4(z), arg z ∈ ( 3pi2 , 7pi4 ),
where the functions Zj(z), for 1 ≤ j ≤ 4, are given by the recurrence relation
Zj+1(z) = Zj(z)Hj , j = 0, 1, 2, 3.
Following [18] and [13], we define the local parametrix functions T r(z) on the set
z−
(
1 s1e
−2tθ˜
1−s1s3
0 1
)
(
1 0
− s3e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 0
s3e
2tθ˜ 1
)
(
1 −s1e−2tθ˜
0 1
) z+
(
1 −s3e
−2tθ˜
1−s1s3
0 1
)
(
1 0
s1e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 0
s1e
2tθ˜ 1
)
(
1 −s3e−2tθ˜
0 1
)
Figure 7. The contours D(z±, δ)∩ΣT for the RH problem satis-
fied by the local parametrix around the stationary point z± = ± 12 .
D(z+, δ) \ ΣT , by the following formula
T r(z) := β(z)σ3
(−h1
s3
)−σ32
e
itσ3
3 2−
σ3
2
(√
tζ(z) 1
1 0
)
Z(
√
tζ(z))etθ˜(z)σ3
(−h1
s3
)σ3
2
,
Furthermore, using the symmetry of the contour ΣT we define the local parametrix
T l(z) around the stationary point z− = −1/2 as
Tl(z) := σ2Tr(−z)σ2, z ∈ D(z−, δ) \ ΣT .
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Proposition 3.3. The 2× 2 matrix valued function T r(z) is a solution of the fol-
lowing Riemann-Hilbert problem.
(a) The function T r(z) is analytic in D(z+, δ) \ ΣT .
(b) On the contour Σ+T = D(z+, δ)∩ΣT the function T r(z) satisfies the same jump
conditions as T (z) (see right diagram of Figure 7).
(c) As z → z+, the function T r(z) is bounded.
(d) The following asymptotic relation is satisfied
T r(z)N(z)−1 =
 1 + ν(ν+1)2tζ(z)2 −νs3h1 e 2it3 β(z)2t1/2ζ(z)
−h1
s3
e−
2it
3
β(z)−2
t1/2ζ(z)
1− ν(ν−1)2tζ(z)2
+O(t− 32 ), t→∞, (3.7)
uniformly for z ∈ ∂D(z+, δ).
Proof. The results of [18, Section 9.4] (see also [13, Section 3.4]) say that the func-
tion T r(z) satisfies conditions (a)-(c) and hence, it remains to show the asymptotic
relation (3.7). To this end, we consider the function ξ(z) :=
√
tζ(z), which clearly
satisfies the asymptotic
|ξ(z)| = |√tζ(z)| = O(t1/2), t→∞, (3.8)
uniformly for z ∈ ∂D(z+, δ). We claim that the following equality holds
W (z) := e(
1
4 ξ(z)
2−ν ln ξ(z))σ3etθ˜(z)σ3N(z)−1 = e−itσ3/3β(z)−σ3 . (3.9)
Indeed, in view of the definition (2.2), we have
ξ(z)2 = (
√
tζ(z))2 = −4tθ˜(z) + 4tθ˜(z+) = −4tθ˜(z)− 4it/3,
which implies that
e(
1
4 ξ(z)
2−ν ln ξ(z))σ3etθ˜(z)σ3 = e−(tθ˜(z)+it/3+ν ln ξ(z))σ3etθ˜(z)σ3
= e(−it/3−ν ln ξ(z))σ3 = e−itσ3/3ξ(z)−νσ3 .
Using the above equality and the definition of the function β(z), we obtain
e(
1
4 ξ(z)
2−ν ln ξ(z))σ3etθ˜(z)σ3N(z)−1 = e−
itσ3
3 ξ(z)−νσ3N(z)−1 = e−
itσ3
3 β(z)−σ3
which consequently proves (3.9). Using the asymptotic expansions of the parabolic
cylinder functions contained in [7] and [26], we infer that
Z(z) =
z−
σ3
2√
2
((
1 1
1 −1
)
+
(
(ν+1)(ν+2)
2z2 −ν(ν−1)2z2
(ν+1)(ν−2)
2z2
ν(ν+3)
2z2
)
+R(z)
)
e(
1
4 z
2−(ν+ 12 ) ln z)σ3
where R(z) = [Rlm(z)] is a 2× 2 matrix valued function with the entries satisfying
Rlm(z) = O(z
−4) as z →∞. Let us consider the following decomposition
T r(z)N(z)−1
=
β(z)σ3√
2
(−h1
s3
)−σ32
e
itσ3
3 2−
σ3
2 [I1(z)+I2(z)+I3(z)]W (z)
(−h1
s3
)σ3
2
,
(3.10)
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where we define
I1(z) :=
(
ξ(z) 1
1 0
)(
ξ(z)−
1
2 0
0 ξ(z)
1
2
)(
1 1
1 −1
)(
ξ(z)−
1
2 0
0 ξ(z)
1
2
)
,
I2(z) :=
(
ξ(z) 1
1 0
)(
ξ(z)−
1
2 0
0 ξ(z)
1
2
) (ν+1)(ν+2)2ξ(z)2 −ν(ν−1)2ξ(z)2
(ν+1)(ν−2)
2ξ(z)2
ν(ν+3)
2ξ(z)2
(ξ(z)− 12 0
0 ξ(z)
1
2
)
,
I3(z) :=
(
ξ(z) 1
1 0
)(
ξ(z)−
1
2 0
0 ξ(z)
1
2
)(
R11(ξ(z)) R12(ξ(z))
R21(ξ(z)) R22(ξ(z))
)(
ξ(z)−
1
2 0
0 ξ(z)
1
2
)
.
After simple calculations, we infer that the terms Ij(z), for 1 ≤ j ≤ 3, take the
following forms
I1(z) =
(
2 0
1
ξ(z) 1
)
, I2(z) =
 ν(ν+1)ξ(z)2 2νξ(z)
(ν+1)(ν+2)
2ξ(z)3 −ν(ν−1)2ξ(z)2
 ,
I3(z) =
(
R11(ξ(z)) +R21(ξ(z)) ξ(z)(R12(ξ(z)) +R22(ξ(z)))
R11(ξ(z))ξ(z)
−1 R12(ξ(z))
)
,
which in turn implies that
I1(z) + I2(z) + I3(z) =
2 + ν(ν+1)ξ(z)2 2νξ(z)
1
ξ(z) 1− ν(ν−1)2ξ(z)2

+
(
R11(ξ(z)) +R21(ξ(z)) ξ(z)(R12(ξ(z)) +R22(ξ(z)))
R11(ξ(z))
ξ(z) +
(ν+1)(ν+2)
2ξ(z)3 R12(ξ(z))
)
=: J1(z) + J2(z).
(3.11)
On the other hand, by (3.8), we have the following asymptotic relations
R11(ξ(z)) +R21(ξ(z)) = O(t
−2), R12(ξ(z)) = O(t−2), t→∞,
ξ(z)(R12(ξ(z)) +R22(ξ(z))) = O(t
−3/2), t→∞
R11(ξ(z))ξ(z)
−1 +
(ν + 1)(ν + 2)
2ξ(z)3
= O(t−3/2), t→∞
and consequently J2(z) = O(t
− 32 ) as t → ∞, uniformly for z ∈ ∂D(z+, δ). Com-
bining this with (3.5) and (3.9), we deduce that
β(z)σ3√
2
(−h1
s3
)−σ32
e
itσ3
3 2−
σ3
2 J2(z)W (z)
(−h1
s3
)σ3
2
=
β(z)σ3√
2
(−h1
s3
)−σ32
e
itσ3
3 2−
σ3
2 J2(z)e
−itσ3/3
(−h1
s3
)σ3
2
β(z)−σ3 = O(t−
3
2 )
(3.12)
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as t→∞, uniformly for z ∈ ∂D(z+, δ). On the other hand, using (3.9), we have
β(z)σ3√
2
(−h1
s3
)−σ32
e
itσ3
3 2−
σ3
2 J1(z)W (z)
(−h1
s3
)σ3
2
=
β(z)σ3√
2
(−h1
s3
)−σ32
e
itσ3
3 2−
σ3
2 J1(z)e
− itσ33 β(z)−σ3
(−h1
s3
)σ3
2
=
 1 + ν(ν+1)2ξ(z)2 −νs3h1 e 2it3 β(z)2ξ(z)
−h1
s3
e−
2it
3
β(z)−2
ξ(z) 1− ν(ν−1)2ξ(z)2

which together with (3.10), (3.11) and (3.12), gives the desired asymptotic (3.7)
and the proof of the proposition is completed. 
Remark 3.4. In [18, Section 9.4] there was shown that the function T r(z) satisfies
the following asymptotic relation
T r(z) =
 1 −νs3h1 e 2it3 β2(z)√tζ(z)
−h1s3 e−
2it
3
β−2(z)√
tζ(z)
1
 (I +O(t−1))N(z), t→∞. (3.13)
uniformly for z ∈ ∂D(z+, δ). The above proof of the asymptotic relation (3.7) is
not significantly different from the proof of the relation (3.13). Actually, it requires
us to the use of more accurate asymptotics of the parabolic cylinder functions that
can be found in [7], [26]. 
Proposition 3.5. The 2× 2 matrix valued function T l(z) is a solution of the fol-
lowing Riemann-Hilbert problem.
(a) The function T l(z) is analytic in D(z−, δ) \ ΣT .
(b) On the contour Σ−T = D(z−, δ)∩ΣT the function T l(z) satisfies the same jump
conditions as T (z) (see left diagram of Figure 7).
(c) As z → z−, the function T l(z) is bounded.
(d) The following asymptotic relation is satisfied
T l(z)N(z)−1 =
 1− ν(ν−1)2tζ(−z)2 h1s3 e− 2it3 β(−z)−2t1/2ζ(−z)
νs3
h1
e
2it
3
β(−z)2
t1/2ζ(−z) 1 +
ν(ν+1)
2tζ(−z)2
+O(t− 32 ), t→∞, (3.14)
uniformly for z ∈ ∂D(z−, δ).
Proof. From the definition of the function T l(z) and Proposition 3.5 it follows that
T l(z) satisfies the points (a)-(c). To prove that the point (d) holds true, let us
observe that σ2N(z)
−1 = N(−z)−1σ2 and therefore
Pl(z)N(z)
−1 = σ2Pr(−z)σ2N(z)−1 = σ2Pr(−z)N(−z)−1σ2. (3.15)
Combining (3.15) and (3.7) we have
Pl(z)N(z)
−1 = σ2
 1 + ν(ν+1)2ξ(−z)2 −νs3h1 e 2it3 β(−z)2ξ(−z)
−h1
s3
e−
2it
3
β(−z)−2
ξ(−z) 1− ν(ν−1)2ξ(−z)2
σ2 +O(t− 32 )
=
 1− ν(ν−1)2ξ(−z)2 h1s3 e− 2it3 β(−z)−2ξ(−z)
νs3
h1
e
2it
3
β(−z)2
ξ(−z) 1 +
ν(ν+1)
2ξ(−z)2
+O(t− 32 ),
which establishes (3.14) and the proof of the proposition is completed. 
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4. Bessel functions and an auxiliary RH problem
We consider a function Ψˆ0(z), given by the formula
Ψˆ0(z) =
1
2
e−i
pi
4 σ3
(
1 1
−1 1
)(
1 0
−α/z 1
)(
v1(z) v2(z)
v′1(z) v
′
2(z)
)
,
where the functions v1, v2 are defined by
v1(z) :=
∞∑
j=0
Γ(α+ 12 )z
α+2j
4jj!Γ(α+ 12 + j)
= 2α−
1
2 Γ(α+
1
2
)ei
pi
2 (α− 12 )z
1
2 Jα− 12 (e
−ipi2 z) (4.1)
and
v2(z) :=
∞∑
j=0
Γ( 32 − α)z1−α+2j
4jj!Γ( 32 − α+ j)
= 2
1
2−αΓ(
3
2
− α)eipi2 ( 12−α)z 12 J 1
2−α(e
−ipi2 z). (4.2)
In the formulas (4.1) and (4.2), by Jµ(z) we denote the classical Bessel function
defined on the universal covering of the punctured complex plane C \ {0}. From [7]
and [18], we know that Ψˆ0(z) is a solution of the following differential equation
∂
∂z
Ψˆ0(z) = (σ3 − α
z
σ2)Ψˆ
0(z)
and the function Ψˆ0(z)z
−ασ3 is holomorphic on the complex plane. Let us write
Eˆ :=
√
pi
2 cospiα
 21−αΓ( 12+α) 0
0 2
α
Γ( 32−α)
 eipi4 σ3 (e−ipiα i
ieipiα 1
)
,
S+ :=
(
1 0
−2 sin(piα) 1
)
, S− :=
(
1 −2 sin(piα)
0 1
)
.
and consider the inductively defined functions
Ψˆ1(z) := Ψˆ0(z)Eˆ, Ψˆ2(z) := Ψˆ1(z)S−1− , Ψˆ
3(z) := Ψˆ2(z)S+.
From [18, Chapter 11.6] and [7], we know that given 1 ≤ j ≤ 3, the following
asymptotics relation holds
Ψˆj(z) = (I − iα
2z
σ1 +O(
1
z2
))ezσ3 , z →∞,
where arg z ∈ (pi(j−3/2), pi(j+1/2)). Furthermore the straightforward calculations
shows the useful equalities
EˆS−1− = DE, ES+ = σ2M
−1Eσ2, (4.3)
where M := −ieipi(α− 12 )σ3σ2 and the matrices D,E are given by
D :=
√
piei
pi
4
cospiα
 2−αe−ipiαΓ(1/2+α) 0
0 −i2
α cos(piα)eipiα
Γ(3/2−α)
 , E := (1 0
0 i2 cos(piα)
)(
1 ie−ipiα
1 −ieipiα
)
.
Let us take arbitrary rˆ > 0 and consider the contour Σˆ, depicted on Figure 8, where
Σˆ := R ∪ Cˆ, with Cˆ := {λ ∈ C | |λ| = rˆ}. The completion C \ Σˆ consists of four
regions Ωˆd, Ωˆu, Ωˆ2, Ωˆ3 such that the sets Ωˆd, Ωˆu lie inside the circle Cˆ and the
regions Ωˆ2, Ωˆ3 are located outside Cˆ. We define the function Ψˆ(z) by
Ψˆ(z) = Ψˆ2(e2piiz), z ∈ Ωˆ2, Ψˆ(z) = Ψˆ3(e2piiz), z ∈ Ωˆ3,
Ψˆ(z) = Ψˆ0(e2piiz)D, z ∈ Ωˆd, Ψˆ(z) = σ2Ψˆ0(epiiz)Dσ2, z ∈ Ωˆu,
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σ2Eσ2
E
σ2M
−1σ2
M
S+S−
Ωˆu
Ωˆd
Ωˆ3
Ωˆ2
Figure 8. The contour Σˆ for the auxiliary RH problem.
where we recall that Ψˆj(z), for 0 ≤ j ≤ 3, are defined on the universal covering of
the punctured complex plane C \ {0} and the branch cut in the above definition is
chosen such that arg z ∈ (−pi, pi). In the following proposition we recall the result
of [18, Section 11.6] that will be used in the construction of the explicit solution of
the auxiliary RH problem.
Proposition 4.1. The function Ψˆ(z) is a solution of the following RH problem.
(a) The function Ψˆ|Ωˆd(z)z
−ασ3 is analytic on the open ball confined by the circle Cˆ.
(b) We have the jump relation Ψˆ+(z) = Ψˆ−(z)Sˆ(z) for z ∈ Σˆ, where
Sˆ(z) = S+, z ∈ R, z > rˆ, Sˆ(z) = S−, z ∈ R, z < rˆ
Sˆ(z) := M, z ∈ R, −rˆ < z < 0, Sˆ(z) := σ2M−1σ2, z ∈ R, 0 < z < rˆ,
Sˆ(z) := E, z ∈ Cˆ−, Sˆ(z) := σ2Eσ2, z ∈ Cˆ+.
(c) The function Ψˆ(z) has the following asymptotic behavior
Ψˆ(z) = (I − iα
2z
σ1 +O(z
−2))ezσ3 , z →∞.
Let us consider the function Lˆ(z), given by the formulas
Lˆ(z) = Ψˆ(z), z ∈ Ωˆ2 ∪ Ωˆ3, Lˆ(z) = Ψˆ(z)σ2Eσ2, z ∈ Ωˆu,
Lˆ(z) = Ψˆ(z)E, z ∈ Ωˆd.
We prove the following proposition.
Proposition 4.2. The function Lˆ(z) is a solution of the following Riemann-Hilbert
problem, which is defined on the contour ΣLˆ := R.
(a) The function Lˆ(z) is holomorphic on C \ ΣLˆ.
(b) We have the following jump relations
Lˆ+(z) = Lˆ−(z)SLˆ(z), z ∈ ΣLˆ \ {0},
where the jump matrix is given by
SLˆ(z) := S−, z ∈ ΣLˆ, z < 0, SˆLˆ(z) := S+, z ∈ ΣLˆ, 0 < z.
(c) If 0 < Reα < 1/2, then the function Lˆ(z) satisfies the asymptotic relation
Lˆ(z) = O
(
|z|−α |z|−α
|z|−α |z|−α
)
, z → 0, (4.4)
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and furthermore, if −1/2 < Reα ≤ 0, then
Lˆ(z) = O
(
|z|α |z|α
|z|α |z|α
)
, z → 0. (4.5)
(d) We have the following asymptotic behavior
Lˆ(z) = (I − iα
2z
σ1 +O(z
−2))ezσ3 , z →∞.
S+S−
Ωˆu
Ωˆd
Ωˆ3
Ωˆ2
S−1−
S+
Ω˜r
Ω˜l
O
Figure 9. Left: the contour deformation between Σˆ and ΣLˆ.
Right: the graph ΣL˜ together with jump matrix SL˜.
In the proof of Proposition 4.2, we will use the following lemma.
Lemma 4.3. Given r > 0 and ϕ1 < ϕ2, let Sϕ1,ϕ2(r) be a cone consisting of z ∈ C
such that 0 < |z| < r and ϕ1 < arg z < ϕ2. Assume that A(z) = [alm(z)] and
B(z) = [blm(z)] are functions defined on Sϕ1,ϕ2(r), with values in 2 × 2 complex
matrices, satisfying the following asymptotic relations
A(z) = O
(
|z|β |z|β
|z|β |z|β
)
, B(z) = O
(
|z|δ |z|δ
|z|δ |z|δ
)
, z → 0, z ∈ Sϕ1,ϕ2(r).
If 0 ≤ Re γ then we have the following asymptotic behavior
A(z)zγσ3B(z) = O
(
|z|β+δ−γ |z|β+δ−γ
|z|β+δ−γ |z|β+δ−γ
)
, z → 0, z ∈ Sϕ1,ϕ2(r), (4.6)
and furthermore, if Re γ < 0 then
A(z)zγσ3B(z) = O
(
|z|β+δ+γ |z|β+δ+γ
|z|β+δ+γ |z|β+δ+γ
)
, z → 0, z ∈ Sϕ1,ϕ2(r). (4.7)
Proof. Suppressing in the matrices A and B the notation z for brevity, we can write
Azγσ3B =
(
a11 a12
a21 a22
)(
zγ 0
0 z−γ
)(
b11 b12
b21 b22
)
=
(
a11z
γ a12z
−γ
a21z
γ a22z
−γ
)(
b11 b12
b21 b22
)
=
(
a11b11z
γ + a12b21z
−γ a11b12zγ + a12b22z−γ
a21b11z
γ + a22b21z
−γ a21b12zγ + a22b22z−γ
)
, z ∈ Sϕ1,ϕ2(r).
Therefore, if 0 ≤ Re γ then, for any 1 ≤ l,m ≤ 2, we have
(Azγσ3B)lm = O(|z|β+δ−γ), z → 0, z ∈ Sϕ1,ϕ2(r)
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and hence (4.6) follows. On the other hand, if 1/2 < Re γ < 0 then
(Azγσ3B)lm = O(|z|β+δ+γ), z → 0, z ∈ Sϕ1,ϕ2(r),
for 1 ≤ l,m ≤ 2. This in turn gives (4.7) and the proof of the lemma is completed. 
Proof of Proposition 4.2. The fact that the function Lˆ(z) satisfies the conditions
(a), (b) and (d) is a straightforward consequence of Proposition 4.1 and the later
equality of (4.3). We show that Lˆ(z) satisfies also the asymptotic condition (c). To
this end, let us define the functions
A1(z) := Ψˆ(z)σ2Mσ2z
−ασ3 , B1(z) := σ2M−1Eσ2, z ∈ Ωˆu,
A2(z) := Ψˆ(z)z
−ασ3 , B2(z) := E, z ∈ Ωˆd
and observe that Lˆ(z) has the following representation
Lˆ(z) = A1(z)z
ασ3B1(z), z ∈ Ωˆu,
Lˆ(z) = A2(z)z
ασ3B2(z), z ∈ Ωˆd.
By the point (a) of Proposition 4.1, the function A(z), given by the formulas
A(z) := A1(z), z ∈ Ωˆu, A(z) := A2(z), z ∈ Ωˆd
is holomorphic in a neighborhood of the origin and hence
A1(z) = O(1), z → 0, z ∈ Ωˆu,
A2(z) = O(1), z → 0, z ∈ Ωˆd.
Therefore, if 0 ≤ Reα < 1/2 then Lemma 4.3 implies (4.4). On the other hand, if
−1/2 < Reα < 0 then Lemma 4.3 gives (4.5) and consequently, the proof of the
proposition is completed. 
Let us consider the function L˜(z) given by the following rotation formula
L˜(z) := Lˆ(iz), z ∈ Ω˜r ∪ Ω˜l,
where Ω˜r := {Re z > 0} and Ω˜l := {Re z < 0}. Using Proposition 4.2, we can easily
see that L˜(z) is a solution of the following RH problem on the contour ΣL˜ := iR
(see the right diagram of Figure 9).
(a) The function L˜(z) is analytic on the set C \ ΣL˜.
(b) We have the jump relation L˜+(z) = L˜−(z)SL˜(z) for z ∈ ΣL˜, where
SL˜(z) := S
−1
− , z ∈ ΣL˜, Im z > 0, SL˜(z) := S+, z ∈ ΣL˜, Im z < 0.
(c) If 0 < Reα < 1/2 then the function L˜(z) satisfies the asymptotic relation
L˜(z) = O
(
|z|−α |z|−α
|z|−α |z|−α
)
, z → 0
and furthermore, if −1/2 < Reα ≤ 0 then
L˜(z) = O
(
|z|α |z|α
|z|α |z|α
)
, z → 0.
(d) We have the following asymptotic behavior
L˜(z) = (I − α
2z
σ1 +O(z
−2))eizσ3 , z →∞. (4.8)
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In view of the choice of the monodromy initial data (1.3), the right equality of the
constraint condition (1.2) takes the form s1 + s3 = −2 sin(piα), which implies that
S+ =
(
1 0
−2sin(piα) 1
)
=
(
1 0
s1 1
)(
1 0
s3 1
)
(4.9)
and furthermore
S−1− =
(
1 2sin(piα)
0 1
)
=
(
1 −s1
0 1
)(
1 −s3
0 1
)
. (4.10)
The contour ΣL˜ together with the rays arg z = ±pi4 and arg z = ± 3pi4 divide the
complex plane into six regions Ω¯jr and Ω¯
j
l , for 1 ≤ j ≤ 3, as it is shown on the
left diagram of Figure 10. Considering the decompositions Ω˜r = Ω¯
1
r ∪ Ω¯2r ∪ Ω¯3r and
Ω˜l = Ω¯
1
l ∪ Ω¯2l ∪ Ω¯3l , we can define the function L¯(z) by the following formulas
O
Ω¯1r
Ω¯2r
Ω¯3r
Ω¯1l
Ω¯2l
Ω¯3l
pi
4
O
(
1 −s3
0 1
)(
1 −s1
0 1
)
(
1 0
s1 1
)(
1 0
s3 1
)
Ω¯1r
Ω¯2r
Ω¯3r
Ω¯1l
Ω¯2l
Ω¯3l
Figure 10. Left: a contour deformation between ΣL˜ and ΣL¯.
Right: the graph ΣL¯ with the jump matrices.
L¯(z) := L˜(z)
(
1 −s3
0 1
)
, z ∈ Ω¯1r, L¯(z) := L˜(z)
(
1 0
s1 1
)−1
, z ∈ Ω¯3r,
L¯(z) := L˜(z)
(
1 −s1
0 1
)−1
, z ∈ Ω¯1l , L¯(z) := L˜(z)
(
1 0
s3 1
)
, z ∈ Ω¯3l ,
L¯(z) = L˜(z), z ∈ Ω¯2r ∪ Ω¯2l .
Let us assume that ΣL¯ is the contour determined by the rays arg z = ±pi4 and
arg z = ± 3pi4 (see the right diagram of Figure 10). We proceed to show that the
function L¯(z) is a solution of the auxiliary RH problem on the contour ΣL¯, which
will be used in the construction of the local parametrix around the origin for the
deformed RH problem.
Theorem 4.4. The function L¯(z) satisfies the following auxiliary RH problem.
(a) The function L¯(z) is an analytic function on C \ ΣL¯;
(b) On the contour ΣL¯, the following jump relation is satisfied
L¯+(z) = L¯−(z)SL¯(z), z ∈ ΣL¯,
where the jump matrix function SL¯ is given on Figure 10.
(c) If 0 < Reα < 1/2, then the function L¯(z) satisfies the asymptotic relation
L¯(z) = O
(
|z|−α |z|−α
|z|−α |z|−α
)
, z → 0,
and furthermore, for −1/2 < Reα ≤ 0, we have
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L¯(z) = O
(
|z|α |z|α
|z|α |z|α
)
, z → 0.
(d) The function L¯(z) has the following asymptotic behavior
L¯(z) =
(
I − α
2z
σ1 +O(z
−2)
)
eizσ3 , z →∞.
Proof. Using the equalities (4.9) and (4.10), it is not difficult to check that the
function L¯(z) satisfies conditions (a) and (b). Furthermore, applying Lemma 4.3
with γ = α and β = δ = 0, we deduce the point (c) is satisfied. To show that the
condition (d) is valid, let us observe that (4.8), implies that
L¯(z) =
(
I − α
2z
σ1 +O(z
−2)
)
eizσ3 , z →∞, z ∈ Ω¯2r ∪ Ω¯2l
and furthermore, for z ∈ Ω¯1r ∪ Ω¯1l , we have
L¯(z)e−izσ3 = L˜(z)e−izσ3
(
1 ce2iz
0 1
)
,
where the parameter c is either s1 or −s3. This in turn, implies that
L¯(z)e−izσ3 = (L˜(z)e−izσ3 − I + α
2z
σ1)
(
1 ce2iz
0 1
)
+(I − α
2z
σ1)
(
1 ce2iz
0 1
)
. (4.11)
Let us observe that
(I − α
2z
σ1)
(
1 ce2iz
0 1
)
=
(
1 ce2iz
0 1
)
− α
2z
(
0 1
1 ce2iz
)
= I − α
2z
σ1 +
(
0 ce2iz
0 0
)
− α
2z
(
0 0
0 ce2iz
) (4.12)
Considering the complex numbers in polar coordinates z = |z|eiϕ, we deduce that
the argument ϕ is an element of (pi4 ,
3pi
4 ), whenever z ∈ Ω¯1r ∪ Ω¯1l . Therefore we have
|e2iz| = |e2i|z| cosϕe−2|z| sinϕ| ≤ e−2|z| sinϕ ≤ e−
√
2|z|, z ∈ Ω¯1r ∪ Ω¯1l ,
which together with (4.11) and (4.12), provide
L¯(z)e−izσ3 − I + α
2z
σ1 = O(z
−2), z →∞, z ∈ Ω¯1r ∪ Ω¯1l .
By the similar argument, we can write
L¯(z)e−izσ3 = L˜(z)e−izσ3
(
1 0
de−2iz 1
)
, z ∈ Ω¯3r ∪ Ω¯3l ,
where the parameter d is either −s1 or s3. Then we have the following equality
L¯(z)e−izσ3 =(L˜(z)e−izσ3 − I + α
2z
σ1)
(
1 0
ce−2iz 1
)
+(I − α
2z
σ1)
(
1 0
ce−2iz 1
)
. (4.13)
Let us observe that
(I − α
2z
σ1)
(
1 0
ce−2iz 1
)
=
(
1 0
ce−2iz 1
)
− α
2z
(
ce−2iz 1
1 0
)
= I − α
2z
σ1 +
(
0 0
ce−2iz 0
)
− α
2z
(
ce−2iz 0
0 0
)
.
(4.14)
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Considering the complex number z in the polar coordinates once again, we obtain
ϕ ∈ (− 3pi4 ,−pi4 ) for z ∈ Ω¯3r ∪ Ω3l , and therefore
|e−2iz| = |e−2i|z| cosϕe2|z| sinϕ| ≤ e2|z| sinϕ ≤ e−
√
2|z|, z ∈ Ω¯3r ∪ Ω¯3l .
Hence, by (4.13) and (4.14), we deduce that
L¯(z)e−izσ3 − I + α
2z
σ1 = O(z
−2), z →∞, z ∈ Ω¯3r ∪ Ω¯3l ,
which completes the proof of the theorem. 
5. Local parametrix around the origin
In this section we proceed to the construction of a local parametrix around the
origin for the deformed Riemann-Hilbert problem defined on the graph ΣT . At the
beginning we consider the function E(z) which is defined as follows
E(z) :=
{
N(z)eipiνσ3 , Im z > 0,
N(z)e−ipiνσ3 , Im z < 0,
(5.1)
where the function N(z) is given by the equation (3.6). It is not difficult to check
that E(z) is a holomorphic function on the set C \ [(−∞,−1] ∪ [1,+∞)] and E(0)
is the identity matrix. Let us assume that T 0(z) is a function on the ball D(0, δ),
which is given by the formula
T 0(z) :=
{
E(z)L¯(tη(z))e−itη(z)σ3e−ipiνσ3 , Im z > 0,
E(z)L¯(tη(z))e−itη(z)σ3eipiνσ3 , Im z < 0,
(5.2)
where L¯(z) is the solution of the auxiliary RH problem (see Theorem 4.4).
O
(
1 s1e
−2tθ˜
1−s1s3
0 1
)
(
1 0
−s3e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 −s3e
−2tθ˜
1−s1s3
0 1
)
(
1 0
s1e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
Figure 11. The graph D(0, δ) ∩ ΣT for the RH problem fulfilled
by the parametrix around the origin.
Theorem 5.1. The 2×2 matrix valued function T 0(z) is a solution of the following
Riemann-Hilbert problem.
(a) The function T 0(z) is analytic in D(0, δ) \ ΣT .
(b) On the contour D(0, δ) ∩ ΣT the function T 0(z) satisfies the same jump condi-
tions as T (z) (see Figure 11).
(c) The function T 0(z) has the following asymptotic behavior
T 0(z)N(z)−1 = I +O(t−1), t→ +∞, (5.3)
uniformly for z ∈ ∂D(0, δ).
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(d) If 0 < Reα < 1/2 then the function T 0(z) satisfies the asymptotic relation
T 0(z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, z → 0
and furthermore, if −1/2 < Reα ≤ 0 then
T 0(z) = O
(|z|α |z|α
|z|α |z|α
)
, z → 0.
Proof. It is not difficult to check that the function T 0(z) is analytic in D(0, δ) \ΣT
for any t > 0. Furthermore, the point (b) is a consequence of the formula (5.2)
and the fact that L¯(z) satisfies the jump relation depicted on the right diagram
of Figure 10. We proceed to show that T 0(z) satisfies the condition (d). Let us
assume that t > 0 and 0 < Reα < 1/2 are fixed. The point (c) of Theorem 4.4 says
that there exists C0 > 0 and a sufficiently small ε0 > 0 such that
|L¯lm(η)| ≤ C0|η|−Reα, η ∈ B(0, ε0), 1 ≤ l,m ≤ 2. (5.4)
Since η(0) = 0 and η′(0) = 1, we can choose ε1 ∈ (0, δ) such that
|η(z)|/|z| ≥ 1/2 and |tη(z)| ≤ ε0 for |z| ≤ ε1. (5.5)
Therefore, by (5.4) and (5.5), for any 1 ≤ l,m ≤ 2 and |z| ≤ ε1, we have
|L¯lm(tη(z))| . |tη(z)|−Reα . t−Reα|z|−Reα
and consequently the following inequality holds
‖L¯(tη(z))‖ . t−Reα|z|−Reα, |z| ≤ ε1, (5.6)
where ‖ · ‖ is the Frobenius norm given by (1.15). Since the functions E(z) and
e−itη(z)σ3 are continuous in D(0, 2δ) and E(0) = I, there is c > 0 such that
‖E(z)−1‖ ≤ c, ‖E(z)‖ ≤ c and ‖e−itη(z)σ3‖ ≤ c for |z| ≤ δ. (5.7)
Combining the obvious equality ‖eipiνσ3‖ = ‖e−ipiνσ3‖ with (5.2), (5.6) and (5.7),
we deduce that, for any |z| ≤ ε1, we have
‖T 0(z)‖ ≤ ‖E(z)‖‖L¯(tη(z))‖‖e−itη(z)σ3‖‖eipiνσ3‖
≤ c2‖eipiνσ3‖‖L¯(tη(z))‖ . t−Reα|z|−Reα.
Similar arguments apply to the case 1/2 < Reα ≤ 0 and therefore the condition
(d) follows. It remains to show that the condition (c) holds true. To this end, let
us observe that using definition (5.1), we obtain
T 0(z)N(z)−1 =
{
E(z)L¯(tη(z))e−itη(z)σ3e−ipiνσ3N(z)−1, Im z > 0,
E(z)L¯(tη(z))e−itη(z)σ3eipiνσ3N(z)−1, Im z < 0,
= E(z)L¯(tη(z))e−itη(z)σ3E(z)−1, z ∈ ΣR
(5.8)
and consequently
T 0(z)N(z)−1 − I = E(z)(L¯(tη(z))e−itη(z)σ3 − I)E(z)−1. (5.9)
From the point (d) of Theorem 4.4, it follows that there are R,K > 0 such that
‖L¯(z)e−izσ3 − I‖ ≤ K|z|−1, |z| ≥ R. (5.10)
Since the radius δ > 0 is chosen so that the function η(z) is biholomorphic on the
ball B(0, 2δ) and η(0) = 0 (see page 8), there is c0 > 0 such that |η(z)| > c0 for
|z| = δ. In particular, we can choose t0 > 0 such that
|tη(z)| ≥ R for t > t0 with |z| = δ.
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Therefore, combining this with the inequality (5.10) and using (5.7), (5.9), we infer
that, for any |z| = δ and t > t0, the following inequality holds
‖T 0(z)N(z)−1 − I‖ ≤ ‖E(z)‖‖(L¯(tη(z))e−itη(z)σ3 − I)‖‖E(z)−1‖
≤ c2K|tη(z)|−1 ≤ c−10 c2Kt−1,
which yields (5.3) and the proof of the theorem is completed. 
Remark 5.2. The existence of a solution for the RH problem from Theorem 5.1
was proved in [13, Section 3.5] using a vanishing lemma. In our case the formula
(5.2) defines the solution T 0(z) in the explicit form, which will be crucial in the
proofs of Theorems 1.1 and 1.2.
6. Representation of the solutions of the RH problem
We consider the contour ΣR in the complex plane consisting of the circles C± =
∂D(z±, δ) and C0 = ∂D(z0, δ) (see page 8) and the parts γ¯±j of the curves γ˜
±
j lying
outside the set B(z+, δ) ∪ B(z−, δ) ∪ B(z0, δ) (see Figure 12). Let us assume that
SR is the jump matrix on the contour ΣR, given by
SR(z) := T
0(z)N(z)−1, z ∈ ∂D(0, δ),
SR(z) := T
r(z)N(z)−1, z ∈ ∂D(z+, δ), SR(z) := T l(z)N(z)−1, z ∈ ∂D(z−, δ),
SR(z) := N(z)ST (z)N(z)
−1, z ∈ ΣR \ (∂D(z+, δ) ∪ ∂D(z−, δ) ∪ ∂D(0, δ)).
In the following lemma we provide useful estimates on the jump matrix SR.
Lemma 6.1. Let us define Σ′R := ΣR \(C+∪C−∪C0). Then we have the following
asymptotic relations
‖SR − I‖L2(C0) = O(t−1), t→∞, (6.1)
‖SR − I‖(L2∩L∞)(ΣR) = O(t−1/2), t→∞, (6.2)
‖SR − I‖L2(Σ′R) = O(e−ct), t→∞, (6.3)
where c > 0 is a constant.
Proof. Applying Propositions 3.3 and 3.5, we infer that
‖SR − I‖L∞(C+) = ‖T rN−1 − I‖L∞(C+) = O(t−1/2), t→∞,
‖SR − I‖L∞(C−) = ‖T lN−1 − I‖L∞(C−) = O(t−1/2), t→∞.
Furthermore, by Theorem 5.1, we have the following asymptotic
‖SR − I‖L∞(C0) = ‖T 0N−1 − I‖L∞(C0) = O(t−1), t→∞. (6.4)
Therefore, there is t0 > 0 such that
‖SR − I‖L∞(C±) . t−1/2, ‖SR − I‖L∞(C0) . t−1, t ≥ t0, (6.5)
which implies that, for any t > t0, we have
‖SR − I‖2L2(C0) =
∫
C0
‖SR(z)− I‖2 |dz| .
∫
C0
t−2 |dz| ∼ t−2 (6.6)
and hence the asymptotic relation (6.1) follows. Using (6.5) once again we infer
that, for any t > t0, the following inequality holds
‖SR − I‖2L2(C±) =
∫
C±
‖SR(z)− I‖2 |dz| .
∫
C±
t−1 |dz| ∼ t−1. (6.7)
By the definition of N(z) there is a constant C > 0 such that
‖N(z)‖ ≤ C and ‖N(z)−1‖ ≤ C, z ∈ Σ′R.
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Hence, using the inequality (1.16), we obtain
‖SR(z)− I‖ = ‖N(z)[ST (z)− I]N(z)−1‖
≤ ‖N(z)‖‖ST (z)− I‖‖N(z)−1‖ ≤ C2‖ST (z)− I‖, z ∈ Σ′R.
(6.8)
Since the curve γ¯+2 is asymptotic to the ray {seipi/6 | s > 0}, there is a > 0 and a
smooth function h : [a,+∞)→ R satisfying the following asymptotic condition
h(s)/s→
√
3/3, s→∞,
such that the map γ¯+2 (s) := s+ ih(s) for s ≥ a is the parametrization of the curve
γ¯+2 . Let us take a small ε0 > 0 such that
4(
√
3/3 + ε0)
3/3− 4(
√
3/3− ε0) < 0 (6.9)
and observe that, there is a0 > a such that, for any s > a0, we have
Re θ˜(s+ ih(s)) = 4h(s)3/3− 4s2h(s) + h(s)
≤ (4(
√
3/3 + ε0)
3/3− 4(
√
3/3− ε0))s3 + (
√
3/3 + ε0)s.
Therefore, in view of (6.9), there is a1 > a0 > 0 with the property that
Re θ˜(γ¯+2 (s)) = Re θ˜(s+ ih(s)) ≤ −s, s ≥ a1. (6.10)
By the diagram depicted on Figure 2, we obtain the existence of c0 > 0 such that
Re θ˜(γ¯+2 (s)) ≤ −c0 for s ∈ [a, a0]. Therefore, if we take m := min(c0, a1), then
Re θ˜(γ¯+2 (s)) = Re θ˜(s+ ih(s)) ≤ −m, s ≥ a. (6.11)
Taking into account the form of the jump matrix ST on the curve γ˜
+
2 (see Figure
6), we infer that
‖ST (γ¯+2 (s))− I‖ = |s1|e2tRe θ˜(γ¯
+
2 (s)), s > a, t > 0. (6.12)
Combining this equality with (6.8) and (6.11), yields
‖I − SR‖L∞(γ¯+2 ) . ‖I − ST ‖L∞(γ¯+2 ) ≤ sups≥a e
2tRe θ˜(γ¯+2 (s)) ≤ e−2mt, t > 0. (6.13)
Furthermore, using (6.8), (6.10), (6.11) and (6.12), we have
‖I − SR‖2L2(γ¯+2 ) . ‖I − ST ‖
2
L2(γ¯+2 )
∼
∫ ∞
a
|e2tθ˜(γ¯+2 (s))|2|(γ¯+2 )′(s)| ds
.
∫ a1
a
e4tRe θ˜(γ¯
+
2 (s)) ds+
∫ ∞
a1
e4tRe θ˜(γ¯
+
2 (s)) ds
≤
∫ a1
a
e−4mt ds+
∫ ∞
a1
e−4ts ds = (a1 − a)e−4mt + (4t)−1e−4ta1 , t > 0.
(6.14)
Then (6.13) and (6.14) imply that there is a constant c1 > 0 such that
‖I − SR‖(L2∩L∞)(γ¯+2 ) = O(e
−c1t), t→∞. (6.15)
If γ¯+1 : [0, 1] → C is the parametrization of the curve γ¯+1 , then using the diagram
from Figure 2 once again, we obtain the existence of m1 > 0 such that
Re θ˜(γ¯+1 (s)) ≥ m1, s ∈ [0, 1]. (6.16)
Using the form of the jump matrix ST on the curve γ˜
+
1 (see Figure 6), we obtain
‖ST (γ¯+1 (s))− I‖ =
|s3|
|1− s1s3|e
−2tRe θ˜(γ¯+1 (s)), s ∈ [0, 1], t > 0. (6.17)
Combining this equality with (6.8) and (6.16) gives
‖I − SR‖L∞(γ¯+1 ) . ‖I − ST ‖L∞(γ¯+1 ) ≤ sup
s∈[0,1]
e−2tRe θ˜(γ¯
+
1 (s)) ≤ e−2m1t, t > 0 (6.18)
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and furthermore, by (6.8), (6.16) and (6.17), we have
‖I − SR‖2L2(γ¯+1 ) . ‖I − ST ‖
2
L2(γ¯+1 )
∼
∫ 1
0
e−4tθ˜(γ¯
+
1 (s))|γ¯+1 (s)′| ds
.
∫ 1
0
e−4tθ˜(γ¯
+
1 (s)) ds ≤ e−4m1t, t > 0.
(6.19)
Combining (6.18) and (6.19), we deduce that
‖I − SR‖(L2∩L∞)(γ¯+1 ) = O(e
−c2t), t→∞, (6.20)
where c2 := 2m1. Let us observe that we can repeat the above argument to obtain
the asymptotics (6.15) and (6.20) for the other components γ¯±j of the contour ΣR.
In consequence, we obtain the existence of a constant c > 0 such that, for any
1 ≤ j ≤ 4, we have the following asymptotic behavior
‖I − SR‖(L2∩L∞)(γ¯±j ) = O(e
−ct), t→∞, (6.21)
which, in particular, leads to (6.3). Furthermore, combining (6.4), (6.5), (6.6), (6.7)
and (6.21) yields (6.2) and the proof of the proposition is completed. 
Let us assume that R(z) is a function defined by the formulas
R(z) := T (z)T 0(z)−1, z ∈ D(0, δ) \ ΣT ,
R(z) := T (z)T r(z)−1, z ∈ D(z+, δ) \ ΣT , R(z) := T (z)T l(z)−1, z ∈ D(z−, δ) \ ΣT ,
R(z) := T (z)N(z)−1, z ∈ C \ (D(z+, δ) ∪D(z−, δ) ∪D(0, δ) ∪ ΣT ).
Using the equality (2.3) and the fact that N(z) = I + O(1/z) as z → ∞, it is
not difficult to check that the solution of the corresponding PII equation can be
obtained by the following limit
u(x) = 2
√−x lim
z→∞(zR12(z, (−x)
−3/2)). (6.22)
Furthermore, the function R(z) is a solution of the following Riemann-Hilbert prob-
lem on the contour ΣR.
(a) The function R(z) is analytic in C \ ΣR.
(b) The following jump condition is satisfied
R+(z) = R−(z)SR(z), z ∈ ΣR.
(c) The function R(z) has the following asymptotic behavior
R(z) = I +O(z−1), z →∞.
It is known (see e.g. [18], [31]) that the function R(z) can be obtained as the
C− C0 C+
O
z+z−
γ¯+1
γ¯+2
γ¯+3
γ¯+4
γ¯−1
γ¯−2
γ¯−3
γ¯−4
Figure 12. The contour ΣR for the Riemann-Hilbert problem
satisfied by the function R(z).
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solution of the following fixed point problem
ρ = I +R(ρ), (6.23)
where I is the identity matrix and R : L2I(ΣR)→ L2I(ΣR) is a complex linear map
given by the following formula
R(ρ) := C−(ρ(SR − I)), ρ ∈ L2I(ΣR),
where C− : L2(ΣR)→ L2(ΣR) represents the Cauchy operator
[C−f ](z) := lim
z′→z±
1
2pii
∫
ΣR
f(ξ)
ξ − z′ dξ, z ∈ ΣR.
In the above limit z′ tends non-tangentially to z from the (±)-side of ΣR, respec-
tively. It is known (see e.g. [30, Section 2.5.4]) that C− is a bounded operator on
the space L2(ΣR). In particular, for any measurable sets J1, J2 ⊂ ΣR, we have
‖C−(fχJ1)‖L2(J2) ≤ ‖C−(fχJ1)‖L2(ΣR) ≤ ‖C−‖L2(ΣR)‖fχJ1‖L2(ΣR)
= ‖C−‖L2(ΣR)‖f‖L2(J1), f ∈ L2(ΣR).
(6.24)
If the function ρ ∈ L2I(ΣR) satisfies the equation (6.23), then the integral
R(z) = I +
1
2pii
∫
ΣR
ρ(ξ)(SR(ξ)− I)
ξ − z dξ, z 6∈ ΣR, (6.25)
represents the solution of the RH problem defined on the contour ΣR and satisfies
R−(z) = ρ(z), z ∈ ΣR. (6.26)
In the following lemma we provide useful estimates on the function R−(z).
Proposition 6.2. There is t1 > 0 such that, for any t > t1, the RH problem (a)-(c)
defined on the contour ΣR admits a unique solution R(z, t) with the property that
‖R− − I‖L2(ΣR) = O(t−1/2), t→ +∞, (6.27)
‖R− − I −RI‖L2(ΣR) = O(t−1), t→ +∞. (6.28)
Proof. Using Lemma 6.1 we obtain the existence of t0 > 0 such that
‖SR − I‖(L2∩L∞)(ΣR) . t−1/2, t ≥ t0. (6.29)
Let us take arbitrary ρ ∈ L2I(ΣR), where ρ = ρ0 + ρ∞ for ρ0 ∈ L2(ΣR) and
ρ∞ ∈M2×2(C). Then, by the linearity of the Cauchy operator, we have
R(ρ) = C−((ρ− ρ∞)(SR − I)) + C−(ρ∞(SR − I)).
Therefore R(ρ) ∈ L2(ΣR) and the following estimates hold
‖R(ρ)‖L2(ΣR) . ‖ρ0(SR − I)‖L2(ΣR) + ‖ρ∞‖‖SR − I‖L2(ΣR)
≤ ‖SR − I‖(L2∩L∞)(ΣR)
(‖ρ0‖L2(ΣR) + ‖ρ∞‖)
= ‖ρ‖L2I(ΣR)‖SR − I‖(L2∩L∞)(ΣR).
(6.30)
Combining the inequalities (6.29) and (6.30), gives
‖R(ρ)‖L2I(ΣR) . t
−1/2‖ρ‖L2I(ΣR), t > t0, (6.31)
which, in particular, implies that
‖R‖L2I(ΣR) . t
−1/2, ‖RI‖L2I(ΣR) . t
−1/2, t > t0. (6.32)
Furthermore (6.31) shows that there is t1 > t0 such that
‖R‖L2I(ΣR) < 1/4, t > t1.
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Consequently the equation ρ −R(ρ) = I has a unique solution ρ ∈ L2I(ΣR), given
by the Neumann series ρ =
∑∞
i=0RiI, which is convergent in the space L2I(ΣR).
Taking into account (6.26) and the inequalities (6.31), (6.32) yield
‖R− − I‖L2I(ΣR) = ‖ρ− I‖L2I(ΣR) ≤
∞∑
i=1
‖RiI‖L2I(ΣR)
≤ ‖RI‖L2I(ΣR)
∞∑
i=0
‖R‖iL2I(ΣR) ≤ ‖RI‖L2I(ΣR) . t
−1/2, t > t1,
which proves (6.27). On the other hand, using (6.26) and the inequalities (6.32),
we obtain the following estimates
‖R− − I −RI‖L2I(ΣR) = ‖ρ− I −RI‖L2I(ΣR) ≤
∞∑
i=2
‖RiI‖L2I(ΣR)
≤ ‖R‖L2I(ΣR)‖RI‖L2I(ΣR)
∞∑
i=0
‖R‖iL2I(ΣR) ≤ ‖R‖L2I(ΣR)‖RI‖L2I(ΣR) . t
−1, t > t1.
that provide (6.28) and complete the proof of the proposition. 
7. Proofs of Theorems 1.1 and 1.2
We begin with the following proposition.
Proposition 7.1. If u(x) is either real or purely imaginary Ablowitz-Segur solution
of the PII equation, the we have the following asymptotic relation
u(x) = −
√−x
pii
∫
C
SR(z
′)12 dz′ +O((−x)− 74 ), x→ −∞, (7.1)
where we define C := C+ ∪ C− ∪ C0.
Proof. Let us observe that using (6.22), (6.25) and (6.26), we obtain
u(x) = 2
√−x lim
z→∞(zR12(z)) = −
√−x
pii
∫
ΣR
(R−(z′)(SR(z′)− I))12 dz′. (7.2)
By the use of (1.16) and the Ho¨lder inequality, we have∣∣∣∣∣
∫
Σ′R
(R−(z′)(SR(z′)− I))12 dz′
∣∣∣∣∣ ≤
∫
Σ′R
‖R−(z′)(SR(z′)− I)‖ |dz′|
≤ ‖R−‖L2(Σ′R)‖SR − I‖L2(Σ′R) ≤ ‖R−‖L2(ΣR)‖SR − I‖L2(Σ′R),
which together with (6.3) and (6.27) imply that∣∣∣∣∣
∫
Σ′R
(R−(z′)(SR(z′)− I))12 dz′
∣∣∣∣∣ = O(e−ct), t→∞, (7.3)
for some c > 0. Let us consider the following decomposition∫
C
(R−(z′)(SR(z′)− I))12 dz′=
∫
C
((R−(z′)−I−RI(z′))(SR(z′)− I))12 dz′
+
∫
C
(SR(z
′)− I)12 dz′ +
∫
C
(RI(z′)(SR(z′)− I))12 dz′.
(7.4)
28 PIOTR KOKOCKI
Using the Ho¨lder inequality and (1.16) once again, we obtain∣∣∣∣∫
C
((R−(z′)− I −RI(z′))(SR(z′)− I))12 dz′
∣∣∣∣
≤
∫
C
‖(R−(z′)− I −RI(z′))(SR(z′)− I)‖ dz′
≤ ‖R− − I −RI‖L2(C)‖SR − I‖L2(C) ≤ ‖R− − I −RI‖L2(ΣR)‖SR − I‖L2(ΣR),
which combined with (6.2) and (6.28) gives∣∣∣∣∫
C
((R−(z′)− I −RI(z′))(SR(z′)− I))12 dz′
∣∣∣∣ = O(t−3/2), t→∞.
Therefore, by (7.2), (7.3) and (7.4), we infer that
u(x) = −
√−x
pii
(∫
C
SR(z
′)12 + (RI(z′)(SR(z′)− I))12 dz′
)
+O((−x)− 74 ), (7.5)
as x→ −∞. Let us observe that, by (3.7) and (3.14), we have
SR(z)− I = t− 12F±(z) + t−1G±(x) +O(t− 32 ), t→∞. (7.6)
uniformly for z ∈ ∂D(z±, δ), where F±(z) and G±(z) are functions given by
F+(z) :=
 0 −νs3h1 e 2it3 β(z)2ζ(z)
−h1
s3
e−
2it
3
β(z)−2
ζ(z) 0
 , G+(z) :=
ν(ν+1)2ζ(z)2 0
0 −ν(ν−1)2ζ(z)2
 ,
F−(z) :=
 0 h1s3 e− 2it3 β(−z)−2ζ(−z)
νs3
h1
e
2it
3
β(−z)2
ζ(−z) 0
 , G−(z) :=
− ν(ν−1)2ζ(−z)2 0
0 ν(ν+1)2ζ(−z)2
 .
Let us express the term RI in the following form
RI = C−(SR − I) = C−[(SR − I)χC+ ] + C−[(SR − I)χC− ]
+ C−[(SR − I)χC0 ] + C−[(SR − I)χΣ′R ]
= t−
1
2 C−[F+χC+ ] + t−
1
2 C−[F−χC− ] + C−[(SR − I)χC0 ] + C−[(SR − I)χΣ′R ]
+ C−[(SR − I − t− 12F+)χC+ ] + C−[(SR − I − t−
1
2F−)χC− ]
(7.7)
and take arbitrary j ∈ {+,−, 0}. In view of the inequality (6.24) with J1 = Σ′R
and J2 = Cj , we obtain
‖C−[(SR − I)χΣ′R ]‖L2(Cj) ≤ ‖C−‖L2(ΣR)‖SR − I‖L2(Σ′R), t > 0,
which together with (6.3) imply the existence of c > 0 such that
‖C−[(SR − I)χΣ′R ]‖L2(Cj) = O(e−ct), t→∞. (7.8)
On the other hand, using (6.24) with J1 = C± and J2 = Cj , gives
‖C−[(SR − I − t− 12F±)χC± ]‖L2(Cj) ≤ ‖C−‖L2(ΣR)‖SR − I − t−
1
2F±‖L2(C±)
and therefore, taking into account (7.6), we obtain the asymptotic relation
‖C−(SR − I − t− 12F±)‖L2(Cj) = O(t−1), t→∞. (7.9)
Similarly, applying the inequality (6.4) with J1 = C0 and J2 = Cj , we deduce that
‖C−[(SR − I)χC0 ]‖L2(Cj) ≤ ‖C−‖L2(ΣR)‖SR − I‖L2(C0)
which together with (6.1) provide the relation
‖C−[(SR − I)χC0 ]‖L2(Cj) = O(t−1), t→∞. (7.10)
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Then (7.7), (7.8), (7.9) and (7.10), imply
RI = t− 12 C−(F+χC+) + t−
1
2 C−(F−χC−) +OL2(Cj)(t−1), t→∞, (7.11)
which together with (7.6) gives∫
C±
(RI(z′)(SR(z′)− I))12 dz′
= t−
1
2
∫
C±
[
(C−(F+χC+) + C−(F−χC−))(SR(z′)− I)
]
12
dz′ +O(t−
3
2 )
= t−1
∫
C±
[(C−(F+)(z′) + C−(F−)(z′))F±(z′)]12 dz′ +O(t−
3
2 ).
(7.12)
From the definition of the functions F±, we find that the matrix C−(F+) + C−(F−)
has the following form
C−(F+)(z′) + C−(F−)(z′) =
(
0 ∗
∗ 0
)
, z′ ∈ ∂D(z+, δ) ∪ ∂D(z−, δ).
This implies that
((C−(F+)(z′) + C−(F−)(z′))F±(z′))12 = 0, z′ ∈ ∂D(z+, δ) ∪ ∂D(z−, δ).
and consequently, by (7.12), we have∫
C±
(RI(z′)(SR(z′)− I))12 dz′ = O(t−
3
2 ), t→∞. (7.13)
On the other hand, the inequality∣∣∣∣∫
C0
(RI(z′)(SR(z′)− I))12 dz′
∣∣∣∣ ≤ ∫
C0
‖RI(z′)(SR(z′)− I)‖ dz′
≤ ‖RI‖L2(C0)‖SR − I‖L2(C0)
and the asymptotic relations (6.1), (7.11) provide∫
C0
(RI(z′)(SR(z′)− I))12 dz′ = O(t−
3
2 ), t→∞. (7.14)
Combining (7.5), (7.13) and (7.14) we conclude the asymptotic (7.1) and the proof
of the proposition is completed. 
In the following proposition we calculate the contribution to the asymptotics
(1.12) and (1.13) coming from the part of the graph ΣT located is a neighborhood
of the origin.
Proposition 7.2. We have the following asymptotic relation∫
C0
SR(z
′)12 dz′ = piiαt−1 +O(t−2), t→∞. (7.15)
Proof. In view of (5.8) and the definition of the jump matrix SR, we have
SR(z) = T
0(z)N(z)−1 = E(z)L¯(tη(z))e−itη(z)σ3E(z)−1, z ∈ ΣR. (7.16)
Observe that, by the point (d) of Theorem 4.4, the function L¯(z) has the following
asymptotic behavior
L¯(z) =
(
I − α
2z
σ1 +H(z)
)
eizσ3 , z →∞.
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where the 2× 2 matrix H(z) = [Hlm(z)] is such that Hlm(z) = O(z−2) as z →∞.
Combining this with (7.16) and using the form of the matrix E(z) we obtain
SR(z) = E(z)
(
I − α
2tη(z)
σ1 +H(tη(z))
)
E(z)−1
= I − α
2tη(z)
(
0 [E11(z)]
2
[E11(z)]
−2 0
)
+ E(z)H(tη(z))E(z)−1,
(7.17)
where the matrix coefficient E11(z) is given by
E11(z) =
(
z + 1/2
1/2− z
)ν
, z 6∈ (−∞,−1/2] ∪ [1/2,+∞).
In the above formula the branch cut is chosen such that arg (1/2 ± z) ∈ (−pi, pi).
By the definition of the map η (see (2.2)), there is c0 > 0 such that |η(z)| > c0 for
|z| = δ. Since Hlm(z) = O(z−2) as z →∞ it follows that
H(tη(z)) = O(t−2), t→∞, (7.18)
uniformly for z ∈ ∂D(0, δ). On the other hand, the fact that the function E(z) is
holomorphic and invertible in the neighborhood of the origin, implies the existence
of a constant M > 0 such that
‖E(z)‖ ≤M and ‖E(z)−1‖ ≤M for z ∈ ∂D(0, δ),
which together with (7.18) gives
E(z)H(tη(z))E(z)−1 = O(t−2), t→∞, (7.19)
uniformly for z ∈ ∂D(0, δ). Observe that combining (7.17) and (7.19), we obtain∫
C0
SR(z)12 dz = − α
2t
∫
C0
[E11(z)]
2
η(z)
dz +O(t−2). (7.20)
Using the residue method in calculating the integral along the curve C0, gives∫
C0
[E11(z)]
2
η(z)
dz = −2piiRes
z=0
(
[E11(z)]
2
η(z)
)
= −2pii lim
z→0
[E11(z)]
2
η(z)/z
= −2pii lim
z→0
[E11(z)]
2
η(z)/z
= −2pii lim
z→0
[E11(z)]
2
1− 4z2/3 = −2pii.
(7.21)
Therefore, by (7.20) and (7.21) we deduce the asymptotic relation (7.15) and the
proof of the proposition is completed. 
In the following two propositions we calculate the contribution to the asymptotics
(1.12) and (1.13) coming from the part of the graph ΣT located is the neighborhoods
of the stationary points z±.
Proposition 7.3. If u(x;α, k) is a real Ablowitz-Segur solution of the inhomoge-
neous PII equation, then we have the following asymptotic relation as t→∞:∫
C+∪C−
SR(z
′)12 dz′ = −ipidt− 12 cos(2
3
t− 3
4
d2 ln(t2/3) + φ) +O(t−
3
2 ) (7.22)
where the constants d and φ are given by the connection formulas (1.7) and (1.8).
Proof. By the asymptotic relation (7.6), the following holds as t→∞:∫
C+∪C−
SR(z
′)12 dz′= t−
1
2
∫
C+
F+(z
′)12 dz′ + t−
1
2
∫
C−
F−(z′)12 dz′ +O(t−
3
2 )
= −t− 12 νs3
h1
e
2it
3
∫
C+
β(z′)2
ζ(z′)
dz′ + t−
1
2
h1
s3
e−
2it
3
∫
C−
β(−z′)−2
ζ(−z′) dz
′ +O(t−
3
2 ).
(7.23)
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If u(x;α, k) is a real Ablowitz-Segur solution, then the numbers s1, s3 defined in
(1.3) are such that s1 = s3. Therefore the results of [13, Page 28] say that
− t− 12 νs3
h1
e
2it
3
∫
C+
β(z′)2
ζ(z′)
dz′ + t−
1
2
h1
s3
e−
2it
3
∫
C−
β(−z′)−2
ζ(−z′) dz
′
= −ipidt− 12 cos(2
3
t− 3
4
d2 ln(t2/3) + φ), t > 0,
(7.24)
where the constants d and φ are given by the formulas (1.7) and (1.8). Consequently,
by (7.23) and (7.24), we obtain the relation (7.22) and the proof of the proposition
is completed. 
Proposition 7.4. If u(x;α, k) is a purely imaginary Ablowitz-Segur solution of the
inhomogeneous PII equation, then we have the following asymptotic as t→∞:∫
C+∪C−
SR(z
′)12 dz′ = −ipidt− 12 sin(2
3
t− 3
4
d2 ln(t2/3) + φ) +O(t−
3
2 ) (7.25)
where the constants d and φ are given by the connection formulas (1.10) and (1.11).
Proof. If u(x;α, k) is a purely imaginary Ablowitz-Segur solution, then the numbers
s1, s3 from (1.3) satisfy s1 = −s3. Therefore the results of [13, Page 29] provide us
− t− 12 νs3
h1
e
2it
3
∫
C+
β(z′)2
ζ(z′)
dz′ + t−
1
2
h1
s3
e−
2it
3
∫
C−
β(−z′)−2
ζ(−z′) dz
′
= −ipidt− 12 sin(2
3
t− 3
4
d2 ln(t2/3) + φ), t > 0,
(7.26)
where the constants d and φ are given by the formulas (1.10) and (1.11). Combining
(7.23) and (7.26) gives us the asymptotic relation (7.25) and completes the proof
of the proposition. 
Proof of Theorem 1.1. If u(x;α, k) is a real Ablowitz-Segur solution of the inhomo-
geneous PII equation, then applying Propositions 7.2 and 7.3 we obtain∫
C
SR(z
′)12 dz′ = piiαt−1 − ipidt− 12 cos(2
3
t− 3
4
d2 ln(t2/3) + φ)+O(t−
3
2 ), t→∞,
where d and φ are given by (1.7), (1.8). Substituting this asymptotic relation into
(7.1) and using (2.1) we obtain the relation (1.12) and the proof of the theorem is
completed. 
Proof of Theorem 1.2. If u(x;α, k) is a purely imaginary Ablowitz-Segur solution
of the inhomogeneous PII equation, then Propositions 7.2 and 7.4 imply∫
C
SR(z
′)12 dz′ = piiαt−1 − ipidt− 12 sin(2
3
t− 3
4
d2 ln(t2/3) + φ)+O(t−
3
2 ), t→∞,
where d and φ are given by (1.10), (1.11). Combining this with (7.1) and (2.1) gives
us (1.13) and completes the proof of the theorem. 
Acknowledgements. The study of the author are supported by the MNiSW
Iuventus Plus Grant no. 0338/IP3/2016/74.
References
[1] M.J. Ablowitz, H. Segur, Asymptotic solutions of the Korteweg-deVries equation, Studies in
Appl. Math. 57 (1976/77), no. 1, 13–44.
[2] M.J. Ablowitz, H. Segur, Asymptotic solutions of nonlinear evolution equations and a
Painleve´ transcedent, Physica 3D, (1981), 165–184.
[3] M.J. Ablowitz, H. Segur, Solitons and the inverse scattering transform, SIAM Studies in
Applied Mathematics, 4. Philadelphia, 1981.
32 PIOTR KOKOCKI
[4] J. Baik, R. Buckingham, J. DiFranco, A. Its, Total integrals of global solutions to Painleve´
II, Nonlinearity 22 (2009), no. 5, 1021–1061.
[5] A. P. Bassom, P. A. Clarkson, C. K. Law, J. B. McLeod, Application of uniform asymptotics
to the second Painleve´ transcendent, Arch. Rational Mech. Anal., 143 (1998), no. 3, 241271.
[6] M. Bertola, On the location of poles for the Ablowitz-Segur family of solutions to the second
Painleve´ equation, Nonlinearity 25 (2012), no. 4, 1179–1185.
[7] H. Bateman, A. Erdelyi, Higher Transcendental Functions, McGraw-Hill, NY, 1953.
[8] A. Bogatskiy, T. Claeys, A. Its, Hankel determinant and orthogonal polynomials for a Gauss-
ian weight with a discontinuity at the edge, Comm. Math. Phys. 347 (2016), no. 1, 127–162.
[9] P.A. Clarkson, Open problems for Painleve´ equations, SIGMA Symmetry Integrability Geom.
Methods Appl. 15 (2019), p. 20
[10] P.A. Clarkson, Painleve´ transcendents, NIST handbook of mathematical functions, U.S.
Dept. Commerce, Washington, DC, 2010.
[11] P.A. Clarkson, N. Joshi, A. Pickering, Ba¨cklund transformations for the second Painleve´
hierarchy: a modified truncation approach, Inverse Problems 15 (1999), no. 1, 175–187.
[12] P.A. Clarkson, J.B. McLeod, A connection formula for the second Painleve´ transcendent,
Arch. Rational Mech. Anal. 103 (1988), no. 2, 97–138.
[13] D. Dai, W. Hu, Connection formulas for the Ablowitz-Segur solutions of the inhomogeneous
Painleve´ II equation, Nonlinearity 30 (2017), no. 7, 2982–3009.
[14] D. Dai, W. Hu, On the quasi-AblowitzSegur and quasi-HastingsMcLeod solutions of the in-
homogeneous Painleve´ II equation, Random Matrices Theory Appl. 7 (2018), no. 4, 1840004.
[15] P. Deift, X. Zhou, A steepest descent method for oscillatory Riemann-Hilbert problems.
Asymptotics for the MKdV equation, Ann. of Math. (2) 137 (1993), no. 2, 295–368.
[16] P. Deift, X. Zhou, Asymptotics for the Painleve´ II equation, Comm. Pure Appl. Math. 48
(1995), no. 3, 277–337.
[17] H. Flaschka, A.C. Newell, Monodromy- and spectrum-preserving deformations I, Comm.
Math. Phys. 76 (1980), no. 1, 65–116.
[18] A.S. Fokas, A.R. Its, A. Kapaev, V. Novokshenov, Painleve´ transcendents. The Riemann-
Hilbert approach, Mathematical Surveys and Monographs, 128. American Mathematical So-
ciety, Providence, RI, 2006.
[19] B. Fornberg, J.A.C. Weideman, A computational exploration of the second Painleve´ equation,
Found. Comput. Math. 14 (2014), no. 5, 985–1016.
[20] V. Gromak, I. Laine, S. Shimomura, Painleve´ differential equations in the complex plane, De
Gruyter Studies in Mathematics, 28. Walter de Gruyter & Co., Berlin, 2002
[21] S.P. Hastings, J. B. McLeod, A boundary value problem associated with the second Painleve´
transcendent and the Korteweg-de Vries equation, Arch. Rational Mech. Anal. 73 (1980), no.
1, 31–51.
[22] A.R. Its, A.A. Kapaev, Quasi-linear Stokes phenomenon for the second Painleve´ transcen-
dent, Nonlinearity 16 (2003), no. 1, 363–386.
[23] M. Jimbo, M. Tetsuji, K. Ueno, Monodromy preserving deformation of linear ordinary dif-
ferential equations with rational coefficients Physica D (1981) 306–362.
[24] A.R. Its, A.A. Kapaev, The method of isomonodromy deformations and connection formulas
for the second Painleve´ transcendent, translation in Math. USSR-Izv., 31 (1988), no. 1, 193–
207.
[25] A.A. Kapaev, Global asymptotics of the second Painleve´ transcendent, Phys. Lett. A 167
(1992), no. 4, 356–362.
[26] W. Magnus, F. Oberhettinger, R. P. Soni, Formulas and theorems for the special functions
of mathematical physics, Third enlarged edition. Die Grundlehren der mathematischen Wis-
senschaften, Springer-Verlag, New York 1966
[27] B.M. McCoy, S. Tang, Connection formulae for Painleve´ functions. II. The δ function Bose
gas problem, Phys. D 20 (1986), no. 2-3, 187–216.
[28] P.D. Miller, On the increasing tritronque´e solutions of the Painleve´-II equation, SIGMA
Symmetry Integrability Geom. Methods Appl. 14 (2018), Paper No. 125, 38 J. Differential
Equations 235 (2007), no. 1, 56–73.
[29] B.I. Sule˘ımanov, The connection of asymptotics on various infinities of solutions of the
second Painleve´ equation. Diff. Uravn., 23(1987), no. 5, 834842, 916.
[30] T. Trogdon, S. Olver, Riemann-Hilbert problems, their numerical solution, and the computa-
tion of nonlinear special functions, Society for Industrial and Applied Mathematics (SIAM),
Philadelphia, PA, 2016.
[31] X. Zhou, The Riemann-Hilbert problem and inverse scattering SIAM J. Math. Anal. 20 (1989)
No 4, 966-986.
IMPROVED ASYMPTOTICS FOR THE ABLOWITZ-SEGUR SOLUTIONS... 33
Faculty of Mathematics and Computer Science
Nicolaus Copernicus University
Chopina 12/18, 87-100 Torun´, Poland
E-mail address: pkokocki@mat.umk.pl
