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Abstract: We explore a direct connection between the collinear limit and the multi-
Regge limit for scattering amplitudes in the N = 4 super Yang-Mills theory. Starting with
the collinear expansion for the six-gluon amplitude in the Euclidean kinematic region, we
perform an analytic continuation term by term to the so-called Mandelstam region. We
find that the result coincides with the collinear expansion of the analytically continued
amplitude. We then take the multi-Regge limit, and conjecture that the final result pre-
cisely reproduces the one from the BFKL approach. Combining this procedure with the
OPE for null polygonal Wilson loops, we explicitly compute the leading contribution in
the “collinear-Regge” limit up to five loops. Our results agree with all the known results
up to four loops. At five-loop, our results up to the next-to-next-to-leading logarithmic
approximation (NNLLA) also reproduce the known results, and for the N3LLA and the
N4LLA give non-trivial predictions. We further present an all-loop prediction for the imag-
inary part of the next-to-double-leading logarithmic approximation. Our procedure has a
possibility of an interpolation from weak to strong coupling in the multi-Regge limit with
the help of the OPE.
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1 Introduction
Scattering amplitudes are fundamental quantities in quantum field theories. In this work,
we study the maximally helicity violating (MHV) amplitude in the N = 4 super Yang-Mills
(SYM) theory. At tree-level, the gluon scattering amplitude in this theory has the similar
structure to that in the perturbative QCD. The tree-level MHV amplitude is written as
a very compact form [1]. Since the N = 4 SYM has high (super)symmetries, there is a
beautiful and rich structure even at quantum level. With the help of the structure such
as integrability (see [2] for a comprehensive review) or supersymmetric localization [3],
one can directly access the strong coupling regime for various (non-BPS) quantities. The
N = 4 SYM also plays an important role in the context of the AdS/CFT correspondence
[4]. This theory has the dual string theory on the AdS5 × S5 background. The strong
coupling results can be compared with or predicted from the classical string theory results.
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One of the most remarkable feature for the scattering amplitude in the N = 4 SYM is
that it has a hidden symmetry in momentum space, called dual conformal symmetry [5, 6].
The dual conformal symmetry strongly constrains the form of the scattering amplitude
beyond the perturbation theory. In fact, the four- and five-gluon amplitudes are completely
fixed only by the dual conformal symmetry. The results exactly agree with the earlier all-
loop proposal by Bern, Dixon and Smirnov (BDS) [7]. The n-gluon amplitude with n ≥ 6
is not fixed only by the dual conformal symmetry. It turns out in [8–11]1 that there exists
an additional contribution to the BDS proposal,
logAMHVn = logA
BDS
n +Rn, (1.1)
where the missing piece Rn is now called the remainder function, which depends on confor-
mal invariant cross-ratios. Since, for n = 4, 5, there are no conformal invariant cross-ratios,
the remainder function trivially equals to zero. The simplest non-trivial case is the six-gluon
scattering, in which there are three cross-ratios. We should also note that the conformal
symmetry and the dual conformal symmetry are unified as the Yangian symmetry [13, 14].
The understanding of the remainder function is a central issue in this subject.
Another important feature is the duality between the MHV amplitude and the null
polygonal Wilson loop. This duality was first observed at strong coupling [15], and then
confirmed at weak coupling [11, 16–18]. The shape of the polygon is related to the momenta
of the external gluons. In the dual picture, the dual conformal symmetry is understood as
the conformal symmetry that the Wilson loop manifestly has. The duality is particularly
powerful in the strong coupling analysis [15, 19–21] by using the AdS/CFT correspondence.
In this paper, we accept this duality exactly, and do not distinguish the two remainder
functions for the MHV amplitude and for the dual polygonal Wilson loop.
At weak coupling, the remainder function has a usual perturbative expansion,
Rn({uj}; a) =
∞∑
ℓ=2
aℓR(ℓ)n ({uj}), a =
λ
8π2
, (1.2)
with the ’t Hooft coupling λ and 3n − 15 conformal invariant cross-ratios uj. Note that
the remainder function starts from the two-loop order because the BDS part precisely
reproduces the one-loop correction. In the weak coupling regime, one can, in principle,
compute the remainder function from the direct diagrammatic way, but it is very hard in
practice. Remarkably there is an efficient way to determine the perturbative remainder
function, initiated by a seminal work [22], in which it was shown that the consideration of
symbols of polylogarithms drastically simplifies the two-loop hexagon remainder function
[23, 24]. After this breakthrough, with the help of the symbol and various input data, the
hexagon remainder function has been “bootstrapped” up to four loops [25–27].
While the computation of the remainder function is an important task, it is also in-
teresting to understand the behavior of this function in a special limit. There are various
motivations to consider such a limit. A special limit may simplify a problem drastically,
1In [12], the result in [9] was confirmed numerically, that is, the BDS proposal does not explain the
leading logarithmic behavior in the multi-Regge limit.
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Figure 1. The six-gluon 2 → 4 scattering in the multi-Regge limit. We show the kinematics
(a) in the Euclidean region and (b) in the Mandelstam region. The variables si...j are defined by
si...j = (pi + · · · + pj)2. These kinematic regions are connected by the analytic continuation (2.9)
or (2.10).
and has a possibility of an interpolation between the weak coupling regime and the strong
coupling regime. It also gives non-trivial information, and is useful to constrain the form
of the remainder function. In fact, in the computation [25–27], the data in the following
two special limits were used as inputs to fix the full remainder function.
In this work, we consider the two well-known limits: the collinear limit and the multi-
Regge limit.2 In the collinear limit, the momenta of two gluons (or two sequential edges of
the polygonal Wilson loop) literally become collinear. In this limit, the remainder function
trivially vanishes, but the corrections near the limit are non-trivial. Amazingly, there is a
systematic way to compute these corrections in the collinear limit, initially proposed in [34]
(see also [35, 36]). Since their approach is similar to the operator product expansion (OPE)
for local operators, it is called the OPE for null polygonal Wilson loops (or the Wilson
loop OPE for short). Recently, this formulation was more developed by Basso, Sever and
Vieira in a series of papers [37–39]. Using the integrability technique, they proposed an
exact formula that is valid even at finite coupling for the leading and the next-to-leading
contributions.
The multi-Regge limit is also an interesting high-energy limit. In this paper, we con-
centrate our attention on the six-gluon 2 → 4 scattering. Graphically, the multi-Regge
limit in this process is shown in Figure 1(a). It is important to notice that the multi-Regge
behaviors of the remainder function are quite different for various kinematic regions due to
its analyticity, as pointed out in [9, 40]. The remainder function is usually computed in the
so-called Euclidean region, where all energies of the gluons are negative. In the Euclidean
region, the remainder function trivially vanishes in the multi-Regge limit. There is an-
other interesting kinematic region called the Mandelstam region, as shown in Figure 1(b).
In this region, the remainder function no longer vanishes in the multi-Regge limit. One
can go from the Euclidean region to the Mandelstam region by an analytic continuation.
2There is another interesting limit, in which the polygon of the Wilson loop becomes symmetric. The
expansion around this limit was studied analytically in detail at strong coupling in [28–33].
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There is a traditional way to compute the multi-Regge behavior of the amplitude in the
Mandelstam region, called the Balitsky-Fadin-Kuraev-Lipatov (BFKL) approach [41–44].
One can apply this approach to compute the multi-Regge behavior of the remiander func-
tion [9, 40]. At strong coupling, the multi-Regge limit of the remainder function was also
analyzed in detail via the AdS/CFT correspondence [45–47]. However, in contrast to the
collinear limit, there is so far no result that interpolates from weak coupling to strong
coupling smoothly in the multi-Regge limit.
The aim of this work is to relate the collinear limit results to the multi-Regge limit
results. Our motivation in this direction is that this relation may give a clue to interpolate
from weak coupling result to strong coupling result in the multi-Regge limit because such
a way exists in the collinear limit. As mentioned above, the collinear expansion is captured
by the Wilson loop OPE. The OPE gives the result in the Euclidean region. On the other
hand, we are interested in the multi-Regge behavior in the Mandelstam region. To relate
both results, we need to consider the analytic continuation from the Euclidean region to
the Mandelstam region.3 Since an infinite series of a function might make its branch cut
structure invisible in general, the infinite series in the collinear limit might cause problems
in the analytic continuation. If so, the analytic continuation of the collinear expansion
must give a wrong answer in the Mandelstam region. Our conclusion is, however, that
this is not the case fortunately. We can perform the analytic continuation of the collinear
expansion naively. In Figure 2, we show our strategy in this work schematically. In the
following, we briefly summarize our main results in this paper.
Summary of the main results. We concentrate our attention on the six-gluon case. In
this case, there are three cross-ratios that characterize the remainder function. Throughout
this paper, we parametrize these three cross-ratios (u1, u2, u3) by new variable (S, T, φ),
following [26, 38],
u1 =
S2
(1 + T 2)(1 + S2 + T 2 + 2ST cosφ)
, u2 =
T 2
1 + T 2
,
u3 =
1
1 + S2 + T 2 + 2ST cosφ
.
(1.3)
The collinear limit corresponds to T → 0. From the known results up to four loops, the
ℓ-loop six-gluon remainder function in the collinear limit is expected to have the following
infinite series,
R
(ℓ)
6 (u1, u2, u3) =
∞∑
m=1
Tm
ℓ−1∑
n=0
F (ℓ)m,n(S, φ) log
n T (T → 0). (1.4)
To go from the Euclidean region to the Mandelstam region, we perform the analytic contin-
uation C: u3 → e−2πiu3. After the continuation, the remainder function gets an additional
contribution from its branch cut,
R
(ℓ)C
6 (u1, u2, u3) = R
(ℓ)
6 (u1, u2, u3) + ∆R
(ℓ)
6 (u1, u2, u3). (1.5)
3We must note that this problem has already been considered in [48]. We will explain differences between
our work and their work later in this section.
– 4 –
OPE
collinear multi-Regge
collinear multi-Regge
BFKL
analytic continuation
Euclidean sheet
Mandelstam sheet
multi-Regge
analytic continuation
R6
R
coll.
6
R
MRL
6
R
C,MRL
6R
C,coll.
6
R
C
6
collinear
R
C,coll.-Regge
6
Figure 2. Schematic relation in this work. There are several routes to reach the collinear and
multi-Regge behavior in the Mandelstam region. The thick red arrows show our strategy.
The cut contribution ∆R
(ℓ)
6 also has the collinear expansion,
∆R
(ℓ)
6 (u1, u2, u3) = 2πi
∞∑
m=1
Tm
ℓ−1∑
n=0
∆F (ℓ)m,n(S, φ) log
n T. (1.6)
Our main claim is that the coefficient ∆F
(ℓ)
m,n(S, φ) is simply obtained by the analytic
continuation of F
(ℓ)
m,n(S, φ):
[F (ℓ)m,n(S, φ)]
C = F (ℓ)m,n(S, φ) + 2πi∆F
(ℓ)
m,n(S, φ). (1.7)
This is a highly non-trivial statement. Let us give a few remarks on this point in order.
Firstly, as mentioned before, the infinite series (1.4) might make the branch cut struc-
ture invisible, and, if so, the term-by-term analytic continuation of the collinear expansion
(1.4) does not work at all. However, our claim is that the cut structure of the remainder
function is maintained in the collinear expansion. We can apply the analytic continuation
term by term as in (1.7). We will discuss how to realize the analytic continuation in terms
of (S, T, φ) in the next section.
Secondly and more seriously, along the way of the analytic continuation, the collinear
expansion (1.4) seems to be broken down4 because the m-th order correction O(Tm) in
the collinear expansion contains the term with cosmφ, which becomes O(1/Tm) near the
4We thank Jochen Bartels for drawing our attention to this serious situation.
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halfway point of the continuation (see Figure 3(b)). Nevertheless, the expansion recovers
after the continuation, and the term-by-term analytic continuation finally results in the
happy conclusion (1.7). This consequence is far from trivial.5 Since the remainder function
has a very simple form at two-loop [22], we can confirm the statement (1.7) explicitly. See
section 3 for more detail. At higher loops, it is not easy to confirm (1.7) directly, but our
results below in the multi-Regge limit strongly support it. We believe that (1.7) holds in
general.
An important consequence of (1.7) is that we can compute the coefficients ∆F
(ℓ)
m,n
without knowing the complete form of ∆R
(ℓ)
6 . As mentioned above, the collinear expansion
of the original remainder function R
(ℓ)
6 can be systematically computed by using the Wilson
loop OPE. We can use it to compute ∆F
(ℓ)
m,n. See Figure 2.
We further consider the multi-Regge limit of the expansion (1.6). As will be seen in
the next section, this limit is realized by the double scaling limit: T → 0 and S → 0 with
T/S = r kept finite. After taking the multi-Regge limit, the expansion (1.6) finally takes
the form,
∞∑
m=1
Tm
ℓ−1∑
n=0
∆F (ℓ)m,n(S, φ) log
n T
MRL→
ℓ−1∑
n=0
logn(1− u3)
∞∑
m=1
rm
(
g(ℓ)n,m + 2πih
(ℓ)
n,m
)
, (1.8)
where g
(ℓ)
n,m and h
(ℓ)
n,m are polynomials of log r with degree ℓ− 1 and of cosφ with degree m.
On the other hand, the remainder function in the multi-Regge limit can be also computed
by the BFKL approach. From the BFKL approach, the ℓ-loop remainder function in the
multi-Regge limit is given by
R
(ℓ),BFKL
6 = 2πi
ℓ−1∑
n=0
logn(1− u3)
[
g(ℓ)n (w,w
∗) + 2πih(ℓ)n (w,w
∗)
]
. (1.9)
We conjecture that the infinite sums in (1.8) just coincide with the BFKL results expanded
around r = 0,
g(ℓ)n (w,w
∗) =
∞∑
m=1
rmg(ℓ)n,m(log r, φ), h
(ℓ)
n (w,w
∗) =
∞∑
m=1
rmh(ℓ)n,m(log r, φ), (1.10)
where w = reiφ and w∗ = re−iφ. This is the second main result in this paper. We call such
a expansion the collinear-Regge expansion here because it is an overlapped regime of the
collinear limit and the multi-Regge limit as shown in Figure 2.
If we truncate the infinite sum (1.6) to certain m, the collinear-Regge expansions (1.10)
give the correct answers up to order rm. As mentioned before, by using the Wilson loop
OPE [34, 37–39], we can compute the collinear expansion up to m = 2 but to all-loop
orders in λ, in principle. In this work, by using the OPE results, we present the explicit
computation for m = 1 up to five loops. We confirm that the obtained results perfectly
agree with all the known results from the BFKL approach. This test gives a strong evidence
5One possible explanation to justify this consequence is to deform the path of the analytic continuation
for φ continuously to avoid this problem. Such a continuous deformation does not change the result at all.
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of the validity of our procedure. At five-loop, our results also provide new predictions for
the (next-to-)3 leading logarithmic approximation (N3LLA) and N4LLA.
Finally, we should comment on differences from the result in [48]. In [48], the authors
have already considered an analytic continuation of the (leading) collinear expansion. Their
procedure of the analytic continuation, however, looks a bit different from ours (2.15).6
Furthermore, they focused on the leading logarithmic coefficient F
(ℓ)
1,ℓ−1. This work is
strongly motivated by their work, and revisits the same problem in order to connect with
the recently developed formulation in [37, 38]. Our procedure shows that to reproduce the
complete BFKL result, we need all the coefficients F
(ℓ)
m,n (m ≥ 1; 0 ≤ n ≤ ℓ − 1) in the
collinear expansion.
Organization. In section 2, we summarize some fundamental results that are needed in
the subsequent sections. In section 3, we analyze the two-loop remainder function in detail.
At two-loop, it is known that the remainder function has a very compact expression [22].
This expression is a good starting point to confirm our proposal above. We explicitly
check that our main claim (1.7) indeed works at least up to m = 2. We also check
the validity of (1.10) up to m = 2. In section 4, we push the same computation for
higher loops. Beyond four-loop, the explicit form of the remainder function is no longer
known. Nevertheless, our procedure enables us to compute the leading contribution in
the collinear-Regge expansion from the Wilson loop OPE data without knowing the full
remainder function. Starting with the OPE results, we compute the leading collinear-Regge
expansion up to five loops. We check that all the obtained results agree with the known
results from the BFKL approach. In section 5, we find some interesting observations. In
particular, based on such observations, we give an all-loop prediction of the imaginary
part of the next-to-double-leading logarithmic approximation. Section 6 is devoted to our
conclusions. In appendix A, we perform the analytic continuation of the two-loop remainder
function, which is used in section 3.
2 Preliminaries
2.1 Collinear limit and multi-Regge limit
Let us start by reviewing the collinear limit and the multi-Regge limit.
In the collinear limit, one of the cross-ratios goes to 0 while the sum of the others goes
to 1. In the parametrization (1.3), this is simply realized by the limit T → 0. In fact, one
finds
u1 =
S2
1 + S2
+O(T ), u2 = T 2 +O(T 4), u3 = 1
1 + S2
+O(T ) (T → 0). (2.1)
This is indeed the collinear limit.
Next, let us see the multi-Regge limit in detail. Introducing the momentum invariants
by si...j = (pi+ · · ·+ pj)2, the multi-Regge limit is defined by the following scale hierarchy
s12 ≫ s345, s456 ≫ s34, s45, s56 ≫ s23, s61, s234. (2.2)
6Probably, these two analytic continuations are related to a continuous deformation, and thus they are
essentially equivalent.
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This limit is shown in Figure 1(a). In our convention, the cross-ratios are expressed by the
momentum invariants as follows,
u1 =
s12s56
s234s456
, u2 =
s34s61
s345s234
, u3 =
s12s45
s345s456
. (2.3)
Therefore, in the multi-Regge limit, the three cross-ratios behave as
(u1, u2, u3)→ (0, 0, 1). (2.4)
We further impose the constraint that the ratios
u1
1− u3 =
1
(1 +w)(1 + w∗)
,
u2
1− u3 =
ww∗
(1 + w)(1 + w∗)
, (2.5)
are held finite. Here w and w∗ are complex variables.7 As pointed out in [26], the multi-
Regge limit corresponds to the following double scaling limit,
T → 0, S → 0 with T
S
= r : fixed. (2.6)
In fact, in this limit, the cross-ratios behave as
u1 = S
2 +O(S4),
u2 = r
2S2 +O(S4),
u3 = 1− (1 + 2r cosφ+ r2)S2 +O(S4).
(2.7)
Therefore if we identify
w = reiφ, w∗ = re−iφ, (2.8)
then the limit (2.6) correctly reproduces the multi-Regge limit (2.4) and (2.5).
2.2 Analytic continuation from Euclidean to Mandelstam region
In the multi-Regge limit, the remainder function trivially vanishes. As mentioned in the
introduction, if we move from the Euclidean region to the Mandelstam region, the result
become non-trivial. The kinematics in the Euclidean region and in the Mandelstam region
are shown in Figure 1(a) and (b), respectively. These two processes are connected by the
analytic continuation C of the momenta (see [45], for example),
s34(χ) = e
iχs34, s56(χ) = e
iχs56, s345(χ) = e
iχs345, s456(χ) = e
iχs456, (2.9)
where χ runs from χ = 0 (Euclidean) to χ = π (Mandelstam). In terms of the cross-
ratios, this analytic continuation is translated into the continuation u3(χ) = e
−2iχu3 but
the others fixed:
C : (u1, u2, e−2iχu3), χ ∈ [0, π]. (2.10)
7In general, w∗ is not complex conjugate to w. These two become conjugate to each other if and only
if φ is real. See (2.8).
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Figure 3. The paths of the analytic continuation C for S (Left) and c = cosφ (Right). To avoid
confusion, we denote the initial point by S0 and c0 = cosφ0, respectively. The path of c intersects
with the imaginary axis at the point i(c0 + S
−1
0 (T0 + T
−1
0 )).
We would like to understand the analytic continuation C in terms of the variables (S, T, φ).
First of all, in order to keep u2 invariant, T must not change during the continuation. To
find the conditions for S and φ, we rewrite u1 and u3 as follows,
u1 =
1
1 + T 2
· 1
1 + S−2 + S−2T 2 + 2S−1T cosφ
,
u3 = S
−2 · 1
1 + S−2 + S−2T 2 + 2S−1T cosφ
.
(2.11)
It is easy to see that if we consider the analytic continuation
S → eiχS, 1 + S−2 + S−2T 2 + 2S−1T cosφ = const., (2.12)
then (2.10) is realized. The second condition means that we need to analytically continue
cosφ along
cosφ→ eiχ cosφ+ iS−1(T + T−1) sinχ. (2.13)
Note that this condition is also easily obtained from the direct relation of cosφ and
(u1, u2, u3),
cosφ =
1− u1 − u2 − u3
2
√
u1u2u3
→ 1− u1 − u2 − e
−2iχu3
2e−iχ
√
u1u2u3
. (2.14)
After substituting (1.3) into (2.14), one can check that (2.14) is equivalent to (2.13). We
conclude that in terms of (S, T, cos φ), the analytic continuation C is realized by
C : (eiχS, T, eiχ cosφ+ iS−1(T + T−1) sinχ), χ ∈ [0, π]. (2.15)
This continuation connects the initial point (S, T, cos φ) and the end point (−S, T,− cos φ)
as shown in Figure 3. Note that cosφ is mapped to i(cosφ + S−1(T + T−1)) at the
intermediate point χ = π/2.
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2.3 BFKL approach
The multi-Regge behavior of the amplitude in the Mandelstam region is computed by the
BFKL approach. Let us quickly summarize how to compute the remainder function in the
multi-Regge limit from the BFKL approach. The starting point is the following remarkable
all-loop formula [49, 50],
eR
BFKL
6 +iπδ = cos πωab +
ia
2
∞∑
n=−∞
(−1)n
( w
w∗
)n
2
∫ ∞
−∞
dν
ν2 + n2/4
|w|2iνΦreg(ν, n)
× exp
[
−ω(ν, n)
(
πi+ log(1− u3) + 1
2
log
|w|2
|1 + w|4
)]
,
(2.16)
where
δ =
1
4
Γcusp(a) log
|w|2
|1 + w|4 , ωab =
1
4
Γcusp(a) log |w|2, (2.17)
with the cusp anomalous dimension Γcusp(a). Note that a similar (but essentially equiv-
alent) formula to (2.16) was also derived in [51]. The cusp anomalous dimension can
be computed exactly by the so-called Beisert-Eden-Staudacher equation [52]. The weak
coupling expansion is given by
Γcusp(a) =
∞∑
ℓ=1
aℓΓ(ℓ)cusp = 2a−
π2
3
a2 +
11π4
90
a3 +
(
−73π
6
1260
− 2ζ23
)
a4
+
(
887π8
28350
+
2π2
3
ζ23 + 20ζ3ζ5
)
a5 +O(a6).
(2.18)
To use the formula (2.16), we need the so-called BFKL eigenvalue ω(ν, n) and the impact
factor Φreg(ν, n). These also have the weak coupling expansions,
ω(ν, n) = −a
(
Eν,n +
∞∑
ℓ=1
aℓE(ℓ)ν,n
)
, Φreg(ν, n) = 1 +
∞∑
ℓ=1
aℓΦ(ℓ)reg(ν, n). (2.19)
Once these expansions are known, one can compute the multi-Regge behavior of the re-
mainder function at weak coupling from (2.16). The BFKL eigenvalue is now known up to
ℓ = 2 [27, 40, 50, 53], and the impact factor up to ℓ = 3 [27, 50, 53, 54]. The remainder
function computed from the BFKL approach is generically given by
RBFKL6 = 2πi
∞∑
ℓ=2
ℓ−1∑
n=0
aℓ logn(1− u3)
[
g(ℓ)n (w,w
∗) + 2πih(ℓ)n (w,w
∗)
]
. (2.20)
The computation of the functions g
(ℓ)
n (w,w∗) and h
(ℓ)
n (w,w∗) is not so easy. Up to four
loops, these functions have been completely fixed [25, 26, 53]. At five-loop, g
(5)
n has been
fixed for n = 4, 3, 2, and h
(5)
n for n = 4, 3, 2, 1 [27, 53]. Interestingly, at the leading
logarithmic approximation (LLA) n = ℓ − 1, the functions are known to all-loop orders
[53, 55], and at the NLLA n = ℓ − 2, the results were presented up to nine loops [53].
Furthermore, in [53], it was argued that these functions are expressed by the single valued
harmonic polylogarithms introduced by Brown [56].
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Here we write down only the two-loop results for later convenience,
g
(2)
1 (w,w
∗) =
1
4
log |1 + w|2 log |1 + w|
2
|w|2 ,
g
(2)
0 (w,w
∗) = −Li3(−w)− Li3(−w∗) + 1
2
[
Li2(−w) + Li2(−w∗)
]
log |w|2
+
1
12
log2 |1 + w|2 log |w|
6
|1 + w|4 ,
h
(2)
1 (w,w
∗) = h
(2)
0 (w,w
∗) = 0.
(2.21)
3 Two-loop analysis
In this section, we analyze the collinear limit and the analytic continuation of the two-loop
remainder function R
(2)
6 in detail. Since the two-loop remainder function has a simple
expression in terms of the classical polylogarithms [22], it is a good starting point in our
analysis. We first consider the collinear expansion of R
(2)
6 . We next perform the analytic
continuation of R
(2)
6 , and compute the collinear expansion of the analytically continued
remainder function. Our result shows that the coefficients in this expansion are simply
obtained by the analytic continuation of the collinear coefficients of the original remainder
function R
(2)
6 . We finally take the multi-Regge limit, and confirm that the results reproduce
the BFKL results reviewed in the previous section.
3.1 Collinear limit of two-loop remainder function
At two-loop level, a very simple analytic expression of the remainder function is known
[22],
R
(2)
6 (u1, u2, u3) =
3∑
j=1
[
L4(x
+
j , x
−
j )−
1
2
Li4
(
1− 1
uj
)]
− 1
8
[ 3∑
j=1
Li2
(
1− 1
uj
)]2
+
J4
24
+
π2
12
J2 +
π4
72
,
(3.1)
We need to explain the definition of various variables and functions. The auxiliary param-
eter x±j is defined by
x±j = ujx
±, x± =
u1 + u2 + u3 − 1±
√
∆
2u1u2u3
, (3.2)
with
∆ = (u1 + u2 + u3 − 1)2 − 4u1u2u3. (3.3)
The functions L4(x
+, x−) and J are defined by
L4(x
+, x−) =
1
8!!
log4(x+x−) +
3∑
m=0
(−1)m
(2m)!!
logm(x+x−)
[
ℓ4−m(x
+) + ℓ4−m(x
−)
]
,
J =
3∑
j=1
(ℓ1(x
+
j )− ℓ1(x−j )),
(3.4)
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where
ℓn(x) =
1
2
(Lin(x)− (−1)n Lin(1/x)). (3.5)
We start with the expression (3.1). Let us consider the collinear expansion of R
(2)
6 . The
expansion in the collinear limit T → 0 takes the form,
R
(2)
6 =
∞∑
m=1
Tm(F
(2)
m,1(S, φ) log T + F
(2)
m,0(S, φ)). (3.6)
Using the formula (3.1), we find the explicit forms of the leading (m = 1) and the next-to-
leading (m = 2) coefficients. At the leading order, the coefficients are given by
F
(2)
1,1 (S, φ) = 2 cos φ
[
− 2
S
logS +
(
S +
1
S
)
(log S − 1) log
(
1 +
1
S2
)
+
1
2
(
S +
1
S
)
log2
(
1 +
1
S2
)]
,
F
(2)
1,0 (S, φ) = 2 cos φ
[
2 log S
S
− 1
2
(
S +
1
S
)
Li3
(
− 1
S2
)
(3.7)
− 1
12
(
S +
1
S
)
(12 log S + π2 − 12) log
(
1 +
1
S2
)
+
1
2
(
S +
1
S
)
(log S − 1) log2
(
1 +
1
S2
)
+
1
6
(
S +
1
S
)
log3
(
1 +
1
S2
)]
,
At the next-to-leading order, we find
F
(2)
2,1 (S, φ) = A1(S) +B1(S) cos 2φ,
F
(2)
2,0 (S, φ) = A0(S) +B0(S) cos 2φ,
(3.8)
where
A1(S) = 2 log S log
(
1 +
1
S2
)
+ log2
(
1 +
1
S2
)
,
B1(S) = −1
2
+
(
1 +
1
S2
)
logS +
[
1
2
(
S +
1
S
)2
−
(
S2 +
1
S2
)
log S
]
log
(
1 +
1
S2
)
− 1
2
(
S2 +
1
S2
)
log2
(
1 +
1
S2
)
, (3.9)
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and
A0(S) = −1
2
+
π2
12S2
− 1
2
(
S2 − 1
S2
)
Li2
(
− 1
S2
)
− Li3
(
− 1
S2
)
−
[
π2
6
+
(
1 +
1
S2
)
logS
]
log
(
1 +
1
S2
)
−
[
1
2
+
1
4
(
S2 +
1
S2
)
− log S
]
log2
(
1 +
1
S2
)
+
1
3
log3
(
1 +
1
S2
)
,
B0(S) =
1
4
− π
2
12
(
1− 1
S2
)
− 1
2
(
1 +
1
S2
)
logS − 1
2
(
S2 − 1
S2
)
Li2
(
− 1
S2
)
+
1
2
(
S2 +
1
S2
)
Li3
(
− 1
S2
)
+
[
−1
2
+
(
π2
12
− 1
4
)(
S2 +
1
S2
)
+
1
2
(
S2 − 1
S2
)
log S
]
log
(
1 +
1
S2
)
− 1
2
(
S2 +
1
S2
)
logS log2
(
1 +
1
S2
)
− 1
6
(
S2 +
1
S2
)
log3
(
1 +
1
S2
)
.
(3.10)
Note that these coefficients are reproduced by the Wilson loop OPE approach developed
in [38, 39] without using the explicit form of R
(2)
6 .
3.2 Analytic continuation and collinear limit
Next, we would like to perform the analytic continuation of (3.1). As derived in Appendix
A, we find the analytically continued remainder function,
R
(2)C
6 (u1, u2, u3) =
3∑
j=1
[
L′4(x
+
j , x
−
j )−
1
2
Li4
(
1− 1
uj
)]
+
πi
6
log3
(
1− 1
u3
)
− 1
8
[ 3∑
j=1
Li2
(
1− 1
uj
)
− 2πi log
(
1− 1
u3
)]2
+
J ′4
24
+
π2
12
J ′
2
+
π4
72
,
(3.11)
where J ′ = −J + πi and
L′4(x
+
j , x
−
j ) =
1
8!!
(log(x+j x
−
j ) + 2πi)
4 +
3∑
m=0
(−1)m
(2m)!!
(log(x+j x
−
j ) + 2πi)
m
×
[
ℓ4−m(x
+
j ) + ℓ4−m(x
−
j )−
πi
(3−m)! log
3−m x+j
]
(j = 1, 2),
L′4(x
+
3 , x
−
3 ) =
1
8!!
(log(x+3 x
−
3 )− 2πi)4 +
3∑
m=0
(−1)m
(2m)!!
(log(x+3 x
−
3 )− 2πi)m
×
[
ℓ4−m(x
+
3 ) + ℓ4−m(x
−
3 ) + (−1)4−m
πi
(3−m)! log
3−m
(
1
x−3
)]
.
(3.12)
Though the expression (3.11) looks a bit complicated, one can check that the discontinuity
of R
(2)
6 is always purely imaginary:
∆R
(2)
6 (u1, u2, u3) = R
(2)C
6 (u1, u2, u3)−R(2)6 (u1, u2, u3) ∈ iR. (3.13)
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Note that the expression (3.11) is valid for general values of (u1, u2, u3) as long as they
satisfy the condition (A.1).
Once we know the analytically continued remainder function R
(2)C
6 , we can take its
collinear limit. The collinear expansion of ∆R
(2)
6 takes the form
∆R
(2)
6 = 2πi
∞∑
m=1
Tm
(
∆F
(2)
m,1(S, φ) log T +∆F
(2)
m,0(S, φ)
)
. (3.14)
From the analytic expression (3.11), we find the leading and next-to-leading corrections.
At the leading order, the results are given by
∆F
(2)
1,1 (S, φ) = 2 cos φ
[
− 1
S
+
1
2
(
S +
1
S
)
log
(
1 +
1
S2
)]
, (3.15)
∆F
(2)
1,0 (S, φ) = 2 cos φ
[
1
S
− 1
2
(
S +
1
S
)
log
(
1 +
1
S2
)
+
1
4
(
S +
1
S
)
log2
(
1 +
1
S2
)]
.
At the next-to-leading order, we obtain
∆F
(2)
2,1 (S, φ) = log
(
1 +
1
S2
)
+
cos 2φ
2
[
1 +
1
S2
−
(
S2 +
1
S2
)
log
(
1 +
1
S2
)]
,
∆F
(2)
2,0 (S, φ) = −
1
2
(
1 +
1
S2
)
log
(
1 +
1
S2
)
+
1
2
log2
(
1 +
1
S2
)
− cos 2φ
4
[
1 +
1
S2
−
(
S2 − 1
S2
)
log
(
1 +
1
S2
)
+
(
S2 +
1
S2
)
log2
(
1 +
1
S2
)]
.
(3.16)
We note that the coefficients F
(2)
m,n(S, φ) are in general symmetric under S ↔ 1/S while
the coefficients ∆F
(2)
m,n(S, φ) are not. In particular, ∆F
(2)
m,n(S, φ) diverge in the limit S → 0.
This divergence is important in the multi-Regge limit.
We emphasize that the results (3.15) and (3.16) are directly reproduced by the analytic
continuation of the coefficients F
(2)
1,n(S, φ) and F
(2)
2,n(S, φ) (n = 0, 1), respectively. Let us
check it in detail for the case of F
(2)
2,1 (S, φ), for example. We first notice that the analytic
continuation gives different results for S > 1 or S < 1. The explicit computation below
shows that the result for S > 1 gives the desired answer. Throughout this paper, we assume
S > 1 during the analytic continuation. For S > 1, the logarithm log(1 + 1/S2) does not
cause any discontinuity along the path eiχS (χ ∈ [0, π]). The discontinuity only comes
from log S in F
(2)
2,1 (S, φ). Therefore, one immediately finds the discontinuities of A1(S) and
B1(S),
A1(S)→ A1(S) + 2πi log
(
1 +
1
S2
)
,
B1(S)→ B1(S) + 2πi · 1
2
[
1 +
1
S2
−
(
S2 +
1
S2
)
log
(
1 +
1
S2
)]
.
(3.17)
Note that cos 2φ goes back to the original value after the analytic continuation of φ. In the
end, the cut contribution of F
(2)
2,1 (S, φ) precisely matches with ∆F
(2)
2,1 (S, φ). One can check
that the other coefficients are also obtained from the analytic continuation of F
(2)
m,n(S, φ)
(m = 1, 2).
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We should also note that the application of the analytic continuation (2.15) to the
collinear expansion (3.6) seems to be dangerous naively. This is because at the interme-
diate point χ = π/2 of the continuation, the value of cosφ becomes very large: i(cos φ +
S−1(T+T−1)) ∼ O(T−1). Roughly, the m-th order O(Tm) contribution contains cosmφ ∼
O(T−m). Thus, at this point, the collinear expansion is broken down. However, cosmφ
finally goes back to the same order as the initial value, and at the end point, the collinear
expansion should be restored. In fact, our computation above shows that the naive appli-
cation of the analytic continuation does not cause any problem in the end. We believe that
the procedure here works for higher-loop orders.
It is strongly expected that the above structure holds generically, that is, we have
[F (2)m,n(S, φ)]
C = F (2)m,n(S, φ) + 2πi∆F
(2)
m,n(S, φ) (n = 0, 1), (3.18)
for general m. This property is very nice because we do not have to know the full form
of the analytically continued remainder function. The information we need is the collinear
expansion of the original remainder function.
3.3 Collinear-Regge expansion
Finally, we take the multi-Regge limit. It is easy to see that the coefficients (3.15) and
(3.16) show the behavior in S → 0,
∆F
(2)
1,1 (S, φ) = −2 cosφ
log S + 1
S
+O(S log S),
∆F
(2)
1,0 (S, φ) = 2 cos φ
log2 S + log S + 1
S
+O(S log2 S),
(3.19)
and
∆F
(2)
2,1 (S, φ) =
cos 2φ
2
· 2 log S + 1
S2
+O(log S),
∆F
(2)
2,0 (S, φ) =
log S
S2
− cos 2φ
4
· 4 log
2 S − 2 log S + 1
S2
+O(log2 S).
(3.20)
Thus in the limit S → 0, we find
T (∆F
(2)
1,1 log T +∆F
(2)
1,0 ) ∼ 2 cosφ
T
S
[−(logS + 1) log T + log2 S + log S + 1] , (3.21)
T 2(∆F
(2)
2,1 log T +∆F
(2)
2,0 ) ∼
T 2
S2
[
logS + cos 2φ
((
logS +
1
2
)
log T − log2 S + 1
2
log S − 1
4
)]
.
In the multi-Regge limit (2.6), (3.21) become
T (∆F
(2)
1,1 log T +∆F
(2)
1,0 ) ∼ 2r cosφ(− log r log S − log r + 1),
T 2(∆F
(2)
2,1 log T +∆F
(2)
2,0 ) ∼ r2
[
log S + cos 2φ
(
(log r + 1) log S +
1
2
log r − 1
4
)]
.
(3.22)
From these results, it is natural to expect that the m-th order correction in the collinear
limit induces the contribution with order O(rm log r) in the multi-Regge limit,
Tm(∆F
(2)
m,1 log T +∆F
(2)
m,0) ∼ O(Tm log T/Sm) ∼ O(rm log r). (3.23)
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This means that the collinear limit expansion just corresponds to the expansion around
r = |w| = 0 in the multi-Regge limit. Indeed, we can show that (3.22) reproduces the
BFKL result around r = 0. To see it, let us recall the relation (2.7) between u3 and S,
log(1− u3) = 2 log S + log(1 + r2 + 2r cosφ)
= 2 log S + 2r cosφ− r2 cos 2φ+O(r3). (3.24)
Using this relation, we rewrite (3.22) in terms of (u3, r, φ),
T (∆F
(2)
1,1 log T +∆F
(2)
1,0 ) = −r cosφ[log r log(1− u3) + 2 log r − 2]
+ r2 log r(1 + cos 2φ) +O(r3 log r),
T 2(∆F
(2)
2,1 log T +∆F
(2)
2,0 ) =
r2
2
log(1− u3)[1 + cos 2φ(log r + 1)]
+ r2 cos 2φ
(
1
2
log r − 1
4
)
+O(r3 log r).
(3.25)
Summing up these results, we finally get
T (∆F
(2)
1,1 log T +∆F
(2)
1,0 ) + T
2(∆F
(2)
2,1 log T +∆F
(2)
2,0 )
MRL→
[
−r cosφ log r + r
2
2
(
1 + cos 2φ(log r + 1)
)
+O(r3 log r)
]
log(1− u3)
− 2r cosφ(log r − 1) + r2
[
log r + cos 2φ
(
3
2
log r − 1
4
)]
+O(r3 log r).
(3.26)
Let us compare this with the result from the BFKL approach in the precious section. As
we have seen before, the BFKL result at two-loop is given by
R
(2),BFKL
6 = 2πi
1∑
n=0
logn(1− u3)
[
g(2)n (w,w
∗) + 2πih(2)n (w,w
∗)
]
, (3.27)
where the coefficients are expanded around r = 0 (see (2.21)) as
g
(2)
1 (w,w
∗) = −r cosφ log r + r
2
2
(
1 + cos 2φ(log r + 1)
)
+O(r3 log r), (3.28)
g
(2)
0 (w,w
∗) = −2r cosφ(log r − 1) + r2
[
log r + cos 2φ
(
3
2
log r − 1
4
)]
+O(r3 log r),
and
h
(2)
1 (w,w
∗) = h
(2)
0 (w,w
∗) = 0. (3.29)
These expansions exactly coincide with (3.26) from the collinear limit expansion up to
O(T 2)!
Let us review the prescription in this section. We start with the collinear expansion
of the original remainder function R
(2)
6 . We then analytically continue each coefficient
along the path C. This should give the collinear expansion of the analytically continued
remainder function R
(2)C
6 , as in (3.18). If we take the further limit S → 0 with T/S = r
kept finite, the result will finally give the same result from the BFKL approach near r = 0.
In other words, to know the result for finite w and w∗, we have to sum up all the corrections
in the collinear expansion.
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4 Higher loops and Wilson loop OPE
In the previous section, we argued that the analytic continuation of the collinear expansion
correctly gives the collinear expansion of the analytically continued remainder function.
After taking the multi-Regge limit of the analytically continued collinear expansion, we
showed that the final result exactly coincides with the BFKL result around r = 0. The
similar computation can be done for the higher-loop corrections. The difficulty at higher
loops is to compute the collinear expansion from the remainder function. Beyond four-
loop, in particular, the remainder function is not known so far. Fortunately, using the
Wilson loop OPE, we know the collinear expansion up to the next-to-leading contributions
to all-loop orders in perturbation theory. From these results, we can repeat the same
computation in the previous section.
4.1 Three-loop analysis
At three-loop, the explicit form of the remainder function is known [26]. The collinear
expansion is given by
R
(3)
6 =
∞∑
m=1
Tm
(
F
(3)
m,2(S, φ) log
2 T + F
(3)
m,1(S, φ) log T + F
(3)
m,0(S, φ)
)
. (4.1)
The coefficients for m = 1 were explicitly given by (5.26) in [26]. The results are expressed
in terms of the harmonic polylogarithms (HPLs). We read off their results, and perform
the analytic continuation of the coefficients:
(F
(3)
1,n)
C = F
(3)
1,n + 2πi∆F
(3)
1,n , (n = 0, 1, 2). (4.2)
To do so, we used the Mathematica package for HPLs [57]. We then take the multi-Regge
limit as in the previous section. In the limit S → 0, the coefficients ∆F (3)1,n behave as
∆F
(3)
1,2 =
cosφ
S
[
− log2 S + (−3 + πi) log S − 3 + π
2
12
+
πi
2
]
+O(S logS),
∆F
(3)
1,1 =
cosφ
S
[
2 log3 S + (5− 2πi) log2 S +
(
9 +
π2
2
− 2πi
)
log S
+ 9 +
5π2
12
− ζ3 − πi
2
]
+O(S log2 S),
∆F
(3)
1,0 =
cosφ
S
[
− log4 S + (−2 + πi) log3 S +
(
−5− 7π
2
12
+
3πi
2
)
log2 S
+
(
−9− 5π
2
12
+
3πi
2
)
log S − 9− 5π
2
12
− πi
2
ζ3
]
+O(S log3 S).
(4.3)
Thus the result in the multi-Regge limit is given by
T (∆F
(3)
1,2 log
2 T +∆F
(3)
1,1 log T +∆F
(3)
1,0 )
MRL→
2∑
n=0
logn(1− u3)
[
r
(
g
(3)
n,1 + 2πih
(3)
n,1
)
+O(r2 log2 r)], (4.4)
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where g
(3)
n,1 and h
(3)
n,1 are quadratic polynomials of log r,
g
(3)
2,1 =
cosφ
4
(− log2 r − log r + 1),
g
(3)
1,1 =
cosφ
6
[−9 log2 r + (2π2 + 9) log r − 3ζ3],
g
(3)
0,1 =
cosφ
12
[
(π2 − 36) log2 r + (5π2 − 12ζ3 + 108) log r − 5π2 − 108
]
,
(4.5)
and
h
(3)
2,1 = 0,
h
(3)
1,1 =
cosφ
4
(log2 r − log r + 1),
h
(3)
0,1 =
cosφ
4
(
log2 r − log r − ζ3
)
.
(4.6)
These should be compared with the three-loop BFKL results:
R
(3),BFKL
6 = 2πi
2∑
n=0
logn(1− u3)
(
g(3)n (w,w
∗) + 2πih(3)n (w,w
∗)
)
. (4.7)
The explicit forms of these functions were computed in [53]. It is easy to check that the
expansions of g
(3)
2 , g
(3)
1 , h
(3)
2 , h
(3)
1 and h
(3)
0 around r = 0 are indeed reproduced by (4.5)
and (4.6). The most non-trivial part is the comparison of g
(3)
0 . Using the result in [53], the
expansion of g
(3)
0 is given by
g
(3)
0 =
r cosφ
12
[(
16π2d2 − π
2
2
− 36
)
log2 r +
(−4π2γ′′ − 12ζ3d1
−6ζ3 + 108
)
log r + 4π2γ′′ − 108
]
+O(r2 log2 r),
(4.8)
where d1, d2 and γ
′′ are rational parameters, which were fixed from the full three-loop
remainder function in [26],
d1 =
1
2
, d2 =
3
32
, γ′′ = −5
4
. (4.9)
We stress that the results (4.5) and (4.8) match if and only if the three parameters d1,
d2 and γ
′′ are given by (4.9). In other words, the matching condition uniquely fixes these
values.
4.2 Wilson loop OPE
In this subsection, we review the OPE for null polygonal Wilson loops [34]. This approach
plays a crucial role in the higher-loop analysis in the next subsection. Here we focus on
only the hexagon case for simplicity.
We divide the hexagon into two null pentagons as shown in Figure 4(a). These two
pentagons share a square. The square has three symmetries [34, 37, 38], and in an appro-
priate coordinate (τ, σ, φ), the corresponding three generators are denoted by Hˆ, Pˆ and
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(a) (b)
ψ
Figure 4. (a) Pentagon decomposition of the null hexagonal Wilson loop. (b) The intermediate
state ψ in (4.10) is an excitation over the flux tube vacuum, which propagates from the bottom line
to the top line of the square. In general, multi-particle states are also allowed.
Jˆ , respectively. In our parametrization (1.3) of the cross-ratios, φ is common, and (τ, σ)
are related to (T, S) by T = e−τ and S = eσ.8 As discussed in [34, 37, 38], the (rescaled)
vacuum expectation value of the hexagonal Wilson loop can be written as the sum over in-
termediate states ψ, which are eigenstates of (Hˆ, Pˆ , Jˆ) with eigenvalues (E, p,m), including
infinite number of multi-particle states,
W6 = 1 +
∑
ψ
P (0|ψ)e−Eτ+ipσ+imφP (ψ|0), (4.10)
where the function P (ψ1|ψ2) is called the pentagon transition in [37, 38]. In the hexagon
case, only the transition from the vacuum to ψ (or vice versa) appears. Since the description
(4.10) is similar to the OPE for local operators, it is called the OPE for Wilson loops.
The first problem is to clarify the intermediate states ψ. These states are interpreted
as excitations over the flux tube vacuum sourced by two null Wilson lines [34, 58] as shown
in Figure 4(b). Quite interestingly, these are equivalent to the excitations over the so-called
Gubser-Klebanov-Polyakov (GKP) string [59]. Such excitations were analyzed in detail in
[60] (see also [61–64]).
In the OPE (4.10), the leading contribution in τ → ∞ comes from the lightest state.
As discussed in [34, 37, 38], in the MHV case, the lightest states are the single gluon
excitation F and its conjugate F¯ . These have the angular momenta m = ±1, respectively.
Therefore the OPE (4.10) is rewritten as (see [38] for detail)
W6 = 1 + 2 cos φ
∫ ∞
−∞
du
2π
µF (u)e
−EF (u)τ+ipF (u)σ + (subleading in τ →∞). (4.11)
To get this expression, we introduced the rapidity u, which parametrizes the energy and
the momentum of the excitation. The pentagon transitions P (0|ψ), P (ψ|0) are absorbed
8Note that the definition of τ and σ here is followed in [38]. This definition is slightly different from that
in [34]. These are related by
eτBSV = sinh τAGMSV, e
σBSV = eσAGMSV coth τAGMSV.
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into the measure µ(u). We also used the relations: EF (u) = EF¯ (u), pF (u) = pF¯ (u) and
µF (u) = µF¯ (u). The energy EF (u) and the momentum pF (u) were completely analyzed in
[60] at any coupling. At weak coupling, these are expanded as
EF (u) = 1 + aE
(1)
F (u) +O(a2),
pF (u) = 2u+ ia
[
ψ
(
1
2
+ iu
)
− ψ
(
1
2
− iu
)]
+O(a2),
(4.12)
where ψ(x) = ∂x log Γ(x) is the digamma function, and
E
(1)
F (u) = ψ
(
3
2
+ iu
)
+ ψ
(
3
2
− iu
)
− 2ψ(1). (4.13)
The remaining ingredient is the measure µF (u), which was also exactly fixed by using the
integrability technique [37, 38]. The weak coupling expansion of µF (u) is given by
µF (u) = − πa
2(u2 + 14) cosh(πu)
[
1 +O(a)], (4.14)
The higher-loop corrections can be computed up to any desired order by using the result
in [38]. From these data, we can compute the leading contribution in the collinear limit
at weak coupling. To know the remainder function, we also need the “BDS” part9 (see
[36, 38]),
logWBDS6 =
Γcusp(a)
4
[
Li2(u2)− Li2(1− u1)− Li2(1− u3) + log2(1− u2)
− log u1 log u3 − log
(
u1
u3
)
log(1− u2) + π
2
6
]
.
(4.15)
In the collinear limit, this part is expanded as
logWBDS6 =
Γcusp(a)
4
[
−2T cosφ
(
2
S
logS +
(
S +
1
S
)
log
(
1 +
1
S2
))
+O(T 2)
]
. (4.16)
In [65], the leading collinear correction to the remainder function at weak coupling was
computed by using the Wilson loop OPE. Let us write down his result here to fit it to our
notation,
ROPE6 = logW6 − logWBDS6
= 2T cosφ
∞∑
ℓ=2
(a
2
)ℓ [ℓ−1∑
n=0
(− log T )nh(ℓ)n (σ)− 2ℓ−2Γ(ℓ)cusph(1)0 (σ)
]
+O(T 2),
(4.17)
where Γ
(ℓ)
cusp is defined in (2.18). Comparing this expression with (1.4), we find
F
(ℓ)
1,n(S, φ) = 2 cosφ
[
(−1)n
2ℓ
h(ℓ)n (σ) − δn0
Γ
(ℓ)
cusp
4
h
(1)
0 (σ)
]
, (4.18)
with S = eσ. The functions h
(ℓ)
n (σ) are generically expressed in terms of the HPLs [65]. In
[65], h
(ℓ)
n (σ) for 0 ≤ n ≤ ℓ− 1 were computed up to six loops. It has been checked that the
OPE approach gives the correct results at least up to four loops [26, 27, 34, 38].
9In [36] and the first version of [38], the sign in front of log(u1/u3) log(1−u2) is plus while, in the second
version of [38] and here, the sign is chosen to be minus. This sign difference is irrelevant in the leading
contribution, but relevant in the next-to-leading contribution in the collinear expansion.
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4.3 Higher-loop results
To compute the collinear-Regge expansion at higher-loop, we use the results of the Wilson
loop OPE reviewed in the previous subsection. The OPE predicts the leading (and the
next-to-leading) collinear corrections up to any desired loop order in principle. Here we
use the results of h
(ℓ)
n (σ) in [65]. Using his results, we perform the analytic continuation of
F
(ℓ)
1,n(S, φ), and compute the leading collinear-Regge contributions up to five loops.
At ℓ-loop order, the result generically takes the form
T
ℓ−1∑
n=0
∆F
(ℓ)
1,n(S, φ) log
n T
MRL→
ℓ−1∑
n=0
logn(1− u3)
[
r
(
g
(ℓ)
n,1 + 2πih
(ℓ)
n,1
)
+O(r2 logℓ−1 r)]. (4.19)
At four-loop, we find
g
(4)
3,1 =
cosφ
36
(− log3 r − 3 log2 r + 3 log r + 9ζ3),
g
(4)
2,1 =
cosφ
24
[−8 log3 r + 3π2 log2 r + 3(8 + π2) log r − 3(8 + π2 − 2ζ3)],
g
(4)
1,1 =
cosφ
60
[
5(−20 + 3π2) log3 r + 20(15 + π2) log2 r
− (300 + 20π2 + 9π4 + 60ζ3) log r − 10(−3ζ3 + 2π2ζ3 − 12ζ5)
]
,
g
(4)
0,1 =
cosφ
180
[
60(−10 + π2 + 3ζ3) log3 r − 2(−1800 − 15π2 + 4π4 + 270ζ3) log2 r
− 30(300 + 9π2 + π4 − 24ζ3 + π2ζ3 − 24ζ5) log r
+ 15(600 + 18π2 + 2π4 − 36ζ3 − 3π2ζ3)
]
,
(4.20)
and
h
(4)
3,1 = 0,
h
(4)
2,1 =
cosφ
24
(2 log3 r + 9ζ3),
h
(4)
1,1 =
cosφ
24
[
10 log3 r − 3(6 + π2) log2 r + 3(8 + π2 + 2ζ3) log r
− 3(8 + π2 − 2ζ3)
]
,
h
(4)
0,1 =
cosφ
72
[−2(−24 + π2) log3 r − 3(48 + π2 − 12ζ3) log2 r
+ 3(48 + π2 − 12ζ3) log r + 6(3ζ3 + π2ζ3 + 12ζ5)
]
.
(4.21)
All of these agree with the BFKL result in [27, 53].10 At five-loop, the result becomes more
10We thank Lance Dixon for checking it and for giving us computer readable results of his works [26, 27, 53]
up to five-loop.
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complicated. The results up to NNLLA are given by
g
(5)
4,1 =
cosφ
576
[− log4 r − 6 log3 r + 3 log2 r + 3(3 + 16ζ3) log r + 3(−3 + 16ζ3)],
g
(5)
3,1 =
cosφ
432
[−15 log4 r + 2(−15 + 4π2) log3 r + 3(45 + 8π2 + 6ζ3) log2 r
− 3(45 + 8π2 − 66ζ3) log r − 9(−ζ3 + 8π2ζ3 + 61ζ5)
]
,
g
(5)
2,1 =
cosφ
1440
[
5(−90 + 23π2) log4 r + 10(90 + 25π2 + 12ζ3) log3 r
− 3(−450 − 5π2 + 32π4) log2 r
− 3(2250 + 265π2 + 32π4 − 360ζ3 − 120π2ζ3 + 120ζ5) log r
+ 3(2250 + 265π2 + 32π4 − 240ζ3 − 240π2ζ3 − 150ζ23 − 690ζ5)
]
.
(4.22)
We checked that these are again consistent with the known results [27, 53]. The N3LLA
g
(5)
1,1 is given by
g
(5)
1,1 =
cosφ
15120
[
105(−210 + 59π2 + 48ζ3) log4 r
− 14(−9450 + 135π2 + 181π4 + 180ζ3) log3 r
− 21(15750 + 615π2 + 86π4 + 720ζ3 − 150π2ζ3 + 360ζ5) log2 r
+ (330750 + 12915π2 + 1806π4 + 1184π6 + 45360ζ3 − 3150π2ζ3
+ 37800ζ23 + 60480ζ5) log r
+ 63(−660ζ3 − 75π2ζ3 + 62π4ζ3 − 90ζ23 − 450ζ5 + 455π2ζ5 − 2250ζ7)
]
,
(4.23)
and the N4LLA g
(5)
0,1 is a bit lengthy,
g
(5)
0,1 =
cosφ
60480
[−7(25200 − 6060π2 + 223π4 − 11520ζ3) log4 r
− 14(−126000 + 7140π2 + 581π4 + 28080ζ3 − 1320π2ζ3 + 22320ζ5) log3 r
+ (−7938000 − 36540π2 − 3045π4 + 1492π6 + 1088640ζ3
− 10080π2ζ3 − 45360ζ23 + 831600ζ5) log2 r (4.24)
+ (18522000 + 409500π2 + 33537π4 + 4996π6 − 1844640ζ3 − 55440π2ζ3
+ 10752π4ζ3 + 317520ζ
2
3 − 1134000ζ5 + 55440π2ζ5 − 1134000ζ7) log r
− 18522000 − 409500π2 − 33537π4 − 4996π6 + 1512000ζ3 + 55440π2ζ3
+ 5208π4ζ3 − 272160ζ23 + 3780π2ζ23 + 907200ζ5 + 81900π2ζ5 − 60480ζ3ζ5
]
.
At five-loop, there are no results at N3LLA and N4LLA because in order to compute them
from the BFKL approach, one needs the N3LLA BFKL eigenvalue E
(3)
ν,n and the N4LLA
impact factor Φ
(4)
reg(ν, n), both of which are not known so far. Therefore the above results
give predictions. These results should be checked in the future.
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We also find the imaginary part. The results up to N3LLA are given by
h
(5)
4,1 = 0,
h
(5)
3,1 =
cosφ
96
[
log4 r + 2 log3 r − 3 log2 r + (3 + 4ζ3) log r − 3 + 16ζ3
]
,
h
(5)
2,1 =
cosφ
288
[
33 log4 r − 2(15 + 8π2) log3 r + 9(−1 + 2ζ3) log2 r
+ 9(1 + 18ζ3) log r − 9(−ζ3 + 8π2ζ3 + 61ζ5)
]
,
h
(5)
1,1 =
cosφ
1440
[−75(−10 + π2) log4 r − 10(270 + 23π2 − 12ζ3) log3 r
+ 3(1650 + 155π2 + 32π4 + 240ζ3) log
2 r
− 3(2250 + 235π2 + 32π4 − 240ζ3 + 20π2ζ3 + 600ζ5) log r
+ 3(2250 + 235π2 + 32π4 − 240ζ3 − 80π2ζ3 − 150ζ23 − 690ζ5)
]
,
(4.25)
These results can be checked to agree with the results in [27, 53]. The result at N4LLA is
a new prediction,
h
(5)
0,1 =
cosφ
1440
[−5(−270 + 23π2 + 96ζ3) log4 r
+ 2(−4050 − 35π2 + 14π4 + 1020ζ3) log3 r
+ 3(6750 + 185π2 + 4π4 − 1200ζ3 − 50π2ζ3 − 1080ζ5) log2 r
− 3(6750 + 185π2 + 4π4 − 1440ζ3 − 110π2ζ3 − 120ζ23 − 960ζ5) log r
− 3(660ζ3 + 65π2ζ3 + 18π4ζ3 + 90ζ23 + 450ζ5 + 155π2ζ5 + 2250ζ7)
]
.
(4.26)
Before closing this section, we remark on the significance of our obtained results. In
[51], the equivalent formula to BFKL was derived based on the general argument with some
conjectual assumptions. As emphasized there, the validity of the formula is guaranteed at
least up to the NLLA. However, it is not obvious whether this formula is strictly valid
beyond the NLLA or not. The recent higher-loop results [26, 27] support the validity at
the NNLLA and beyond. Our results here also give a strong evidence of this fact. Since our
starting point is the Wilson loop OPE, it is completely independent of the BFKL approach.
The fact that these two independent approaches lead to the same result strongly implies
that both the OPE and the BFKL are indeed correct.11
5 Observations
In this section, we pick up some interesting observations, which should be clarified in the
future.
5.1 Double-leading-logarithmic approximation and beyond
Let us consider the so-called double-leading-logarithmic approximation (DLLA). In this
approximation, we focus on the leading logarithmic contributions both for log(1− u3) and
11This test seems to be similar to the one in the spectral problem for twist-two operators [66–68], in
which the correct anamalous dimension of the twist-two operator reproduces the BFKL prediction after an
analytic continuation.
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for log r. In our notation, this contribution comes from the highest order term with respect
to log r in g
(ℓ)
ℓ−1,1. We recall that in the collinear-Regge limit log S and log T are written in
terms of (u3, r, φ) as
log S =
1
2
log(1− u3) +O(r), log T = log r + 1
2
log(1− u3) +O(r). (5.1)
The logarithmic term log r appears only in log T . This means that the leading logarithmic
contribution of log r comes only from the leading logarithmic term of log T . Therefore
we focus on F
(ℓ)
1,ℓ−1(S, φ). Using the OPE, this coefficient is simply given by the following
integral form [34],12
F
(ℓ)
1,ℓ−1(S, φ) = −
cosφ
2(ℓ− 1)!
∫ ∞
−∞
du
(E
(1)
F (u))
ℓ−1
(u2 + 14) cosh(πu)
e2iuσ , (5.2)
where E
(1)
F (u) is the one-loop correction to the energy of the gluonic excitation (see (??)).
We want to perform the analytic continuation of the integral (5.2). It is not an easy task,
but there has been a very interesting observation [48]. Using the result in [48], the analytic
continuation of (5.2) is given by
∆F
(ℓ)
1,ℓ−1 =
1
2πi
cosφ
2ℓ−1
fℓ−1
(
σ +
πi
2
)
, (5.3)
where
fk(σ) = 2
∫ ∞
−∞
du
(E
(1)
F (u))
k
u2 + 14
e2iuσ. (5.4)
Now, we want to know the behavior in S → 0 (σ → −∞). This is also hard, but we find the
following interesting observation. The leading logarithmic behavior of ∆F
(ℓ)
1,ℓ−1 in S → 0 is
reproduced by the integral
Gℓ = − cosφ
2π(ℓ− 1)!
∫ ∞
−∞
du
(
1
u2 + 14
)ℓ
e2iuσ. (5.5)
One can perform the integration,
Gℓ = − cosφ
[(ℓ− 1)!]2S
ℓ∑
k=1
(ℓ− 2 + k)!
(k − 1)!(ℓ − k)! (2 log S)
ℓ−k. (5.6)
Let us check this observation for the five-loop (ℓ = 5) case, for example. From the direct
evaluation of (5.3),13 we find the behavior S → 0,
∆F
(5)
1,4 =
cosφ
S
[
− 1
36
log4 S +
(
− 5
18
+
πi
6
)
log3 S +
(
−5
4
+
23π2
72
+
11πi
12
)
log2 S
+
(
−35
12
+
59π2
72
+
2ζ3
3
+
25πi
12
− 5π
3i
24
)
log S
− 35
12
+
101π2
144
− 223π
4
8640
+
4ζ3
3
+
15πi
8
− 23π
3i
144
− πζ3i
3
]
+O(S log3 S).
(5.7)
12The explicit form of F
(ℓ)
1,ℓ−1 in terms of the HPLs was computed up to ℓ = 12 in [65].
13In practice, it is easier to analytically continue the result in [65].
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On the other hand, from (5.6), we obtain
G5 =
cosφ
S
[
− 1
36
log4 S − 5
18
log3 S − 5
4
log2 S − 35
12
log S − 35
12
]
. (5.8)
The leading logarithmic term indeed coincides with (5.7). Quite surprisingly, the rational
coefficients of (5.7) are completely reproduced by (5.8)! In particular, the real part of the
next-to-leading logarithmic term has only the rational part. Thus this term should be also
captured by Gℓ. We confirmed these observations up to eight loops.
The DLLA contribution at ℓ-loop comes from logℓ−1 S logℓ−1 T . The explicit coefficient
is given by
− T cosφ
S
(2 log S)ℓ−1 logℓ−1 T
[(ℓ− 1)!]2 ∼ −r cosφ
logℓ−1 r logℓ−1(1− u3)
[(ℓ− 1)!]2 . (5.9)
We can sum up the all-loop correction,
− r cosφ
∞∑
ℓ=2
aℓ
logℓ−1 r logℓ−1(1− u3)
[(ℓ− 1)!]2 = r cosφ · a
(
1− I0(2
√
a log r log(1− u3))
)
, (5.10)
where I0(x) is the modified Bessel function of the first kind. This is the well-known result
first obtained in [48].
Similarly, the next-to-double-leading-logarithmic approximation (NDLLA) comes from
logℓ−2 S logℓ−1 T . From (5.6), we find the real part14 of the NDLLA,
− T cosφ
S
ℓ(ℓ− 1)(2 log S)ℓ−2 logℓ−1 T
[(ℓ− 1)!]2 ∼ −r cosφ
ℓ(ℓ− 1) logℓ−1 r logℓ−2(1− u3)
[(ℓ− 1)!]2 . (5.11)
Thus the all-loop summation is performed as
−r cosφ
∞∑
ℓ=2
aℓ
ℓ(ℓ− 1) logℓ−1 r logℓ−2(1− u3)
[(ℓ− 1)!]2 = −
r cosφ
log(1− u3)az[zI0(2z) + I1(2z)],
(5.12)
where we used the short notation z =
√
a log r log(1− u3). Taking into account the factor
2πi, we conclude that the imaginary part of the remainder function at NDLLA is given by
Im[RMRL, NDLLA6 ] = −
2πr cosφ
log(1− u3)az[zI0(2z) + I1(2z)]. (5.13)
Interestingly, this result is very similar to the real part of the NDLLA [48, 53, 55],
Re[RMRL, NDLLA6 ] = −
2π2r cosφ
log(1− u3)az[zI0(2z) − I1(2z)]. (5.14)
14We should be careful that the terms “real” and “imaginary” at this stage are opposite to those in
[48, 53] because we have already removed the overall factor 2πi.
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5.2 Two-particle contributions in OPE
So far, we concentrated our attention on the leading term in the collinear expansion.
As mentioned before, the Wilson loop OPE enables us to compute the next-to-leading
contribution [39]. Here we remark on some observations on the next-to-leading contribution
in the OPE.
At the next-to-leading order, there are several contributions from two-particle states as
well as heavier single particle states. The single particle contributions come from the two-
gluon bound state DF and the effective excitation F12, which is interpreted as a composite
of large and small fermions (see [39] for detail). The two-particle contributions come from
four kinds of states: scalar-scalar ΦΦ, (large) fermion-anti-fermion ψψ¯, gluon-anti-gluon
FF¯ and gluon-gluon FF . Therefore, the VEV of the Wilson loop in the collinear limit is
given by
W6 = 1 + 2 cos φ · WF + 2cos 2φ · WDF + 2WF12
+WΦΦ +WLLψψ¯ +WF F¯ + 2cos 2φ · WFF +O(T 3),
(5.15)
where WF is the single gluonic contribution that we treated so far. To compute the
remainder function, it is more convenient to consider
logW6 = 2cosφ · WF + (2WF12 +WΦΦ +WLLψψ¯ +WF F¯ −W2F )
+ cos 2φ (2WDF + 2WFF −W2F ) +O(T 3).
(5.16)
These contributions have the following weak coupling expansions [39],
WF = T (aW(1)F + a2W(2)F +O(a3)), WDF = T 2(aW(1)DF + a2W(2)DF +O(a3)),
WF12 = T 2(aW(1)F12 + a2W
(2)
F12
+O(a3)), WΦΦ = T 2(a2W(2)ΦΦ +O(a3)), (5.17)
WLL
ψψ¯
= T 2(a2WLL(2)
ψψ¯
+O(a3)), WF F¯ = T 2(a2W(2)F F¯ +O(a3)),
WFF = T 2(a4W(4)FF +O(a5)).
The one-loop corrections trivially come from the BDS part. Below, we focus on the two-
loop corrections. At two-loop order, the coefficient of cos 2φ in (5.15) comes only from
the gluon bound state since the contribution of two-gluon state starts from four loops.
Therefore, the contribution of the gluon bound state must be reproduced by the result in
section 3. This has already been confirmed in [39].
The φ-independent terms are more interesting. The two-loop corrections ofWF F¯ ,WΦΦ
and WLL
ψψ¯
are given by the following double integrals [39],
W(2)
F F¯
=
1
4
∫
R
du
2π
∫
R
dv
2π
π3(tanh(πu)− tanh(πv))
(u− v)((u − v)2 + 1) cosh(πu) cosh(πv)e
2i(u+v)σ ,
W(2)ΦΦ =
1
4
∫
R
du
2π
∫
R
dv
2π
3π3(u− v)(tanh(πu)− tanh(πv))
((u− v)2 + 1)((u − v)2 + 4) cosh(πu) cosh(πv)e
2i(u+v)σ ,
WLL(2)
ψψ¯
=
1
4
∫
R+i0
du
2π
∫
R+i0
dv
2π
4π3(coth(πv)− coth(πu))
(u− v)((u− v)2 + 4) sinh(πu) sinh(πv)e
2i(u+v)σ ,
(5.18)
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One can perform these integrals, and gets
W(2)
F F¯
=
S2(π2 + 12 log2 S) + 6(1 + S2) Li2(−S2)
12(1 − S2) ,
W(2)ΦΦ = −
S2(6− 6S2 + π2S4 + 12S4 log2 S) + 6(1 + S6) Li2(−S2)
12S2(1− S2) ,
WLL(2)
ψψ¯
=
π2
12
− 1
2S2
+ log2 S +
1
2
(
1− 1
S4
)
Li2(−S2).
(5.19)
Since the excitation F12 is the effective single particle excitation, the contribution WF12 is
given by the similar formula to (4.11),
WF12 =
∫
R+i0
du
2π
µF12(u)e
−EF12 (u)τ+ipF12 (u)σ . (5.20)
The weak coupling expansions of EF12(u), pF12(u) and µF12(u) are given by (52) in [39].
Using these data, we find the two-loop correction to WF12 ,
W(2)F12 =W
(2)
F12,1
log T +W(2)F12,0, (5.21)
with
W(2)F12,1 = log S log
(
1 +
1
S2
)
+
1
2
log2
(
1 +
1
S2
)
,
W(2)F12,0 =
1
4S2
− π
2
24S4
− log
2 S
2S4
+
1
4
(
1− 1
S4
)
Li2
(
− 1
S2
)
− 1
2
Li3
(
− 1
S2
)
+
1
2
logS log2
(
1 +
1
S2
)
+
1
6
log3
(
1 +
1
S2
)
.
(5.22)
To see the multi-Regge behavior, we perform the analytic continuation of (5.19) and
(5.22). One easily obtains the cut contributions15
∆W(2)
F F¯
= −2 log S + πi
2(1 − S2) , ∆W
(2)
ΦΦ =
2 log S + πi
2S2(1− S2) , ∆W
LL(2)
ψψ¯
=
2 log S + πi
2S4
, (5.23)
and
∆W(2)F12,1 =
1
2
log
(
1 +
1
S2
)
, ∆W(2)F12,0 = −
2 logS + πi
4S4
+
1
4
log2
(
1 +
1
S2
)
. (5.24)
Let us check that these reproduce the results in section 3. The discontinuity of the φ-
independent terms in (5.16) is given by16
∆(2WF12 +WΦΦ +WLLψψ¯ +WF F¯ −W2F ) = 2∆WF12 +∆WΦΦ +∆WLLψψ¯
+∆WF F¯ − 2WF∆WF − 2πi(∆WF )2.
(5.25)
15Let us recall that we impose |S| > 1 during the analytic continuation.
16The discontinuity of W2F is defined by
2πi∆(W2F ) = (WF + 2πi∆WF )
2 −W2F = 2πi(2WF∆WF + 2πi(∆WF )
2).
We also note that WF becomes −(WF + 2πi∆WF ) after the continuation because cosφ is changed into
− cos φ.
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To compute the two-loop contribution, we need the one-loop part of WF ,
W(1)F = −
logS
S
− 1
2
(
S +
1
S
)
log
(
1 +
1
S2
)
⇒ ∆W(1)F = −
1
2S
. (5.26)
Therefore, the two-loop contribution in (5.25) is given by
2∆W(2)F12 +∆W
(2)
ΦΦ +∆WLL(2)ψψ¯ +∆W
(2)
F F¯
− 2W(1)F ∆W(1)F − 2πi(∆W(1)F )2
= log
(
1 +
1
S2
)
log T − 1
2
(
1 +
1
S2
)
log
(
1 +
1
S2
)
+
1
2
log2
(
1 +
1
S2
)
.
(5.27)
This result indeed agrees with the φ-independent part in (3.16). Note that the “BDS”
part does not contribute to the φ-independent part. In fact, from (4.15), one finds the cut
contribution of logWBDS6 ,
∆(logWBDS6 ) =
Γcusp(a)
4
log
[
u1
(1− u2)(1 − u3)
]
=
Γcusp(a)
4
[
−2 cosφ · T
S
+ cos 2φ · T
2
S2
+O(T 3)
]
.
(5.28)
In particular, in the multi-Regge limit, this part becomes
∆(logWBDS6 ) =
Γcusp(a)
4
log
1
|1 + w|2 . (5.29)
Let us proceed to the multi-Regge behavior of (5.25). In the limit S → 0, one finds
∆W(2)
F F¯
= O(log S), ∆W(2)ΦΦ =
2 log S + πi
2S2
+O(logS),
∆WLL(2)
ψψ¯
=
2 log S + πi
2S4
,
∆W(2)F12,1 = O(log S), ∆W
(2)
F12,0
= −2 log S + πi
4S4
+O(log2 S).
(5.30)
These results show that the combination 2∆W(2)F12 + ∆W
LL(2)
ψψ¯
does not contribute to the
multi-Regge behavior:
2∆W(2)F12 +∆W
LL(2)
ψψ¯
= O(log2 S). (5.31)
Therefore the final φ-independent term in the multi-Regge limit comes only from the two-
scalar contribution WΦΦ (and the single gluon contribution W2F ).
Furthermore, one can evaluate the four-loop contribution of the two-gluon state,17
W(4)FF =
1
16
∫
R
du
2π
∫
R
dv
2π
π3(u− v)(tanh(πu)− tanh(πv))
2(u2 + 14)
2(v2 + 14)
2 cosh(πu) cosh(πv)
e2i(u+v)σ
= − 1
576
[f1(S) + f2(S) log(1 + S
2) + f3(S) Li2(−S2)
+ f4(S) Li2(−S2)2 + f5(S) Li3(−S2)],
(5.32)
17
Note added: In the second version of this paper, there is a computational error in this contribution.
The correct results (5.32) and (5.33) slightly modify the bevaivor of the cut corntibution ∆W
(4)
FF in S → 0,
from O(S2 log2 S) to O(log4 S), as in (5.34). However, the final conclusion does not change at all. This error
has been fixed in the published version in JHEP. We thank Andrei V. Belitsky and Georgios Papathanasiou
for pointing out this error independently.
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where
f1(S) = S
2[π4 − 24 log2 S(π2 + 2 log2 S)],
f2(S) = 24(1 + S
2)(π2 + 4 log2 S) log S,
f3(S) = 12[π
2(1 + S2)− 2 log S(π2 − 6(1 + S2) log S + 4 log2 S)],
f4(S) = 36
(
S +
1
S
)2
,
f5(S) = 12
[
π2 − 12(1 + S2 − logS) log S + 6
(
S +
1
S
)2
log(1 + S2)
]
.
(5.33)
From this expression, it is easy to check that the cut contribution diverges softly in the
limit S → 0,
∆W(4)FF = O(log4 S). (5.34)
This means that the two-gluon state does not contribute to the multi-Regge behavior at
four-loop, and thus the cos 2φ term comes only from the two-gluon bound state (at least)
up to this order. It would be very interesting to clarify which states contribute to the
multi-Regge behavior at higher orders both in a and in T .
5.3 Comment on analytic continuation at finite coupling
So far, we considered the weak coupling expansion of the collinear limit. The Wilson
loop OPE allows us to compute the collinear expansion at finite coupling [37, 38]. Let us
comment on an implication of the analytic continuation at finite coupling. The leading
piece in the OPE is the integral form,
F(τ, σ, φ) = 2 cos φ
∫ ∞
−∞
du
2π
µF (u)e
−EF (u)τ+ipF (u)σ. (5.35)
At weak coupling, this expression generates the all-loop corrections (4.17) in the leading
collinear expansion. At strong coupling, this integral also reproduces the prediction from
the classical string theory [34, 37]. Now, we would like to perform the analytic continuation
of F(τ, σ, φ) at intermediate coupling. This should cause an additional cut contribution,
[F(τ, σ, φ)]C = F(τ, σ, φ) + ∆F(τ, σ, φ). (5.36)
If we further take the multi-Regge limit, the cut contribution ∆F(τ, σ, φ) may be compared
with the BFKL result. It is natural to expect that the corresponding BFKL counterpart
is the |n| = 1 sector in (2.16) (recall w = reiφ and w∗ = re−iφ),
G1 = 2cosφ
∫ ∞
−∞
dν
ν2 + 1/4
Φreg(ν, 1)
× exp
[
−ω(ν, 1)
(
πi+ log(1− u3) + 1
2
log
|w|2
|1 + w|4
)
+ iν log |w|2
]
,
(5.37)
where we used the symmetric properties: ω(ν,−n) = ω(ν, n) and Φreg(ν,−n) = Φreg(ν, n).
Up to now, we cannot directly perform the analytic continuation of the integral form F
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at finite coupling. It would be very interesting to compare the multi-Regge limit of ∆F
with the collinear limit |w| → 0 of the BFKL result G1 at finite coupling (or particularly at
strong coupling). To accomplish this problem, we have to understand the analytic structure
of the integral (5.35) at finite coupling. We postpone it as a future work.
6 Conclusions
In this paper, we found a direct connection between the collinear limit in the Euclidean
region and the multi-Regge limit in the Mandelstam region. The former is systematically
treated by the Wilson loop OPE while the latter by the BFKL approach. Therefore our
procedure here connects these two approaches, whose physical origins are quite different.
The schematic relation is summarized in Figure 2.
Starting with the collinear expansion in the Euclidean region, we performed the ana-
lytic continuation of each coefficient to the Mandelstam region. At two-loop, we showed
that the analytically continued coefficients just equal to the coefficients of the analytically
continued remainder function in the collinear expansion. We further took the multi-Regge
limit, and confirmed that the final results precisely reproduce the expansions of the BFKL
results around r = 0. This procedure is quite powerful because we do not need to know
the explicit form of the (analytically continued) remainder function. For the computation
at higher loops, we used the known results of the Wilson loop OPE, and analytically con-
tinued them. The collinear-Regge expansions reproduce all the known results so far. This
test strongly supports our procedure at higher loops.
Let us remark on some future directions. First, most of our analysis here is under the
consideration of the leading contribution in the collinear limit. As seen in the previous
section, it is also possible to compute the next-to-leading contribution by using the OPE
[39]. In particular, the next-to-leading contribution comes from several kinds of two-particle
states and next-to-lightest single particle states. We observed that not all the contributions
in the OPE finally survive in the multi-Regge limit after the analytic continuation. This
observation implies that, in the multi-Regge limit, the re-summation of the OPE might be
drastically simplified. It would be interesting to understand which contributions survive
in the multi-Regge limit. Also, the application to the next-to-MHV case seems to be
straightforward by using the results in [38, 65], and is a good exercise.
The second direction is to generalize our method to higher-point scattering. In [69], the
leading logarithmic behavior for general two-loop n-gluon amplitudes in the multi-Regge
limit was studied at the level of the symbol. Recently, the multi-Regge behavior of the
seven-gluon scattering was discussed in detail [70, 71] (see also [72] at strong coupling). On
the other hand, the collinear behavior of the heptagonal Wilson loop can be also computed
by the OPE [38]. A new feature in the OPE is that the non-trivial pentagon transition
appears in the heptagon case. It would be important to relate these two results via our
approach here. We would like to report this direction in the future.
Finally, it is most ambitious to relate the OPE results to the BFKL results at finite
coupling. So far, no way interpolating from weak to strong coupling in the multi-Regge limit
has been known. Since the Wilson loop OPE allows us to compute the collinear expansion
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at any coupling, it is very significant to translate the OPE results into the BFKL results.
As mentioned in the previous section, to do so, we encounter the problem of the analytic
continuation of the integral expression in the OPE. We note that one also faces the similar
problem of the continuation in the spectral problem beyond the weak coupling regime.
An idea along the line in [73] might be helpful to resolve this problem. We hope that
our approach here will open up a new window of the exact coupling dependence of the
remainder function in the multi-Regge limit.
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A Analytic continuation of two-loop remainder function
The goal of this appendix is to derive the analytically continued remainder function (3.11)
from (3.1). Note that the analytic continuation of the two-loop remainder function (3.1)
has been analyzed in [49, 54]. However, the authors of [49, 54] considered only the multi-
Regge limit of R
(2)C
6 . Here we would like to derive the full expression (3.11) by following
their argument because we are interested in the collinear behavior. In the analysis below,
we assume the kinematical regime
0 < uj < 1, u1 + u2 + u3 < 1, ∆ < 0. (A.1)
These conditions are satified if S > 0, T > 0 and 0 ≤ φ < π/2.
We first consider the continuation of polylogarithms of u3. When u3 goes around the
unit circle u3 → u′3 = e−2πiu3, 1− 1/u3 goes around a closed path counterclockwise across
the branch cut of the polylogarithms. Thus we find
Lin
(
1− 1
u′3
)
= Lin
(
1− 1
u3
)
− 2πi
(n− 1)! log
n−1
(
1− 1
u3
)
. (A.2)
Let us proceed the contributions expressed in terms of x±j . In the analytic continuation
(u1, u2, u3)→ (u′1, u′2, u′3) = (u1, u2, e−2πiu3), the parameters x±j go along the paths shown
in Figure 5. At the end-points, we find
x±j
′
= (x±j )
∗ = x∓j . (A.3)
It is easy to check that the product x+j x
−
j is simply expressed as
x+j x
−
j =
uj
uj+1uj+2
, uj+3 = uj. (A.4)
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Figure 5. The paths for (a) x+1,2, (b) x
−
1,2, (c) x
+
3 and (d) x
−
3 along the analytic continuation C.
Therefore x+j x
−
j goes around a circle counterclockwise for j = 1, 2 or clockwise for j = 3.
From these paths of the continuation, one immediately finds
logm(x+j
′
x−j
′
) =
(
log(x+j x
−
j ) + 2πi
)m
(j = 1, 2),
logm(x+3
′
x−3
′
) =
(
log(x+3 x
−
3 )− 2πi
)m
,
(A.5)
and
Lin(x
+
j
′
) = Lin(x
−
j ) (j = 1, 2, 3),
Lin(x
−
3
′
) = Lin(x
+
3 ),
Lin(x
−
j
′
) = Lin(x
+
j )−
2πi
(n− 1)! log
n−1 x+j (j = 1, 2).
(A.6)
Similarly,
Lin(1/x
+
j
′
) = Lin(1/x
−
j ) (j = 1, 2),
Lin(1/x
+
3
′
) = Lin(1/x
−
3 )−
2πi
(n− 1)! log
n−1(1/x−3 ),
Lin(1/x
−
j
′
) = Lin(1/x
+
j ) (j = 1, 2, 3).
(A.7)
Using these results, we also get
ℓn(x
+
j
′
) + ℓn(x
−
j
′
) = ℓn(x
+
j ) + ℓn(x
−
j )−
πi
(n− 1)! log
n−1 x+j (j = 1, 2),
ℓn(x
+
3
′
) + ℓn(x
−
3
′
) = ℓn(x
+
3 ) + ℓn(x
−
3 ) + (−1)n
πi
(n− 1)! log
n−1
(
1
x−3
)
.
(A.8)
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Finally the analytic continuation of J is simply given by
J ′ = −J + πi. (A.9)
Substituting (A.2), (A.5), (A.8) and (A.9) into (3.1), we arrive at the analytically continued
remainder function (3.11).
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