The majority of computer vision applications assumes that the camera adheres to the pinhole camera model. However, most optical systems will introduce undesirable effects. By far, the most evident of these effects is radial lensing, which is particularly noticeable in fish-eye camera systems, where the effect is relatively extreme. Several authors have developed models of fish-eye lenses that can be used to describe the fish-eye displacement. Our aim is to evaluate the accuracy of several of these models. Thus, we present a method by which the lens curve of a fish-eye camera can be extracted using well-founded assumptions and perspective methods. Several of the models from the literature are examined against this empirically derived curve.
Introduction
The rectilinear pinhole camera model is typically considered the ideal and intuitive model, whereby straight lines in the real world are mapped to straight lines in the image generated by the camera. However, most real optical systems will introduce some undesirable effects, rendering the assumption of the pinhole camera model inaccurate. The most evident of these effects is radial barrel distortion, particularly noticeable in fish-eye camera systems, where the level of this distortion is relatively extreme. This radial distortion causes points on the image plane to be shifted from their ideal position in the rectilinear pinhole camera model, along a radial axis from the principal point in the fish-eye image plane. The visual effect of this displacement in fish-eye optics is that the image will have a higher resolution in the foveal areas, with the resolution decreasing nonlinearly toward the peripheral areas of the image. The considerable advantage of using fish-eye cameras is that a far greater portion of the scene is imaged than with the standard field-of-view (FOV) camera.
In order to examine the accuracy of the models, we present a method by which the radial fish-eye lens curve can be extracted using a set of well-founded assumptions and perspective principles. The lens curve extraction uses a planar calibration grid. The method is nonparametric, and does not assume any particular fish-eye lens model. We use this extracted curve as the basis of a metric by which various fish-eye lens models can be compared.
A. Previous Work
There has been much work done in the area of camera calibration to remove radial lens displacement. Brown [1] described radial distortion using an oddorder polynomial model, and Tsai [2] provided one of the seminal works in modern camera calibration using this model. Many other authors have calibrated cameras using this model to remove the radial lensing effect (e.g., Zhang [3] ). However, due to the particularly high levels of radial displacement present in fish-eye cameras, it is generally considered that the odd-order polynomial model cannot sufficiently compensate for the radial displacement present in these cameras. There have been several alternative models developed to deal with fish-eye cameras, including the fish-eye transform (FET) [4] , the polynomial fish-eye transform (PFET) [5] , the FOV model [5] , and the division model [6, 7] . It is these models that we examine in this paper.
On the validation and comparison of fish-eye lens models, there has been little research done, with the exception of work published by Schneider et al. [8] . In their work, Schneider et al. examine the accuracy of the various fish-eye projection functions using spatial resection and bundle adjustment. However, we do not limit our examination to the fish-eye projection functions, because we also include other fish-eye models in our comparisons.
B. Assumptions
In this paper, we concentrate solely on the accuracy of radial lens models. Thus, we assume a priori knowledge of the camera principal point. The principal point can be determined using one of a number of methods [9] [10] [11] . We also assume that tangential (decentering) distortion is negligible. There are two primary causes of tangential distortion: inaccurate distortion center estimation, and thin prism distortion. Thin prism distortion arises from imperfections in lens design, manufacturing, and camera assembly, which causes a degree of both radial and tangential distortion [12] . It has been demonstrated that the vast majority of tangential distortion can be compensated for just by using distortion center estimation [13] . Several other researchers have made the assumption that other causes of tangential distortion are negligible [2, 3, 5, 10] . We also assume that there is zero skew (shear) and unit aspect ratio (affinity) [14, 15] .
When it comes to the fish-eye lens displacement curve, we make only two assumptions regarding its form:
• The lens displacement curve of the camera is a monotonically increasing function, with respect to distance from the principal point.
• The curve approximates a linear function in the foveal areas of the image near the principal point.
The monotonicity of the lens displacement curve is necessary, because it ensures that every point in a scene maps to at most one point on the image plane and preserves the order of points in terms of their distance from the principal point [10] . The second assumption is supported by the fact that for low values of incident angle θ, all of the fish-eye projection functions described in the next section can be approximated as a linear function.
Fish-Eye Projection Functions and Models
Rectilinear (pinhole) projection is so called because it preserves the rectilinearity of the projected scene (i.e., straight lines in the scene are projected as straight lines on the image plane). The rectilinear projection mapping function is given as [16] 
where f is the distance between the principal point and the image plane, θ is the incident angle (in radians) of the projected ray to the optical axis of the camera, and r u is the projected radial distance from the principal point on the image plane [ Fig. 1 ]. However, for wide FOV cameras, under rectilinear projection, the size of the projected image becomes very large, increasing to infinity at a FOV of 180°.
A. Fish-Eye Projection Functions
Fish-eye projection functions are designed such that a greater portion of the scene is projected onto the image sensor on the image plane, at the expense of introducing (often considerable) radial distortion. There are several different fish-eye projection functions [16] . Figure 2 gives representations of each of the types of fish-eye projection as spherical projections.
Equidistant Projection Function
In equidistant projection, the radial distance r d on the image plane is directly proportional to the angle of the incident ray, and is equivalent to the length of the arc segment between the z axis and the projection ray of point P on the sphere [ Fig. 2(a) ]. Thus, the projection function is
To determine the distortion function (i.e., the function that converts a rectilinear point to its equidistant fish-eye equivalent) we solve Eqs. (1) and (2) in terms of θ and equate to get
The inverse is
These equations describe the conversion between rectilinear image space and the equidistant fish-eye image space, and vice versa.
Equisolid Projection Function
In equisolid projection, the projected distance is equivalent to the length of the chord on the projection sphere between the z axis and the projection of point P onto the sphere [ Fig. 2(b) ]. The projection function is 
Thus, the equisolid lens distortion function is
And the inverse is
Equisolid projection is also known as equal-area projection, as the ratio of an incident solid angle and its resulting area in an image is constant.
Orthographic Projection Function
Orthographic projection is formed from the direct perpendicular projection of the point of the ray intersection with the projection sphere to the image plane [ Fig. 2(c) ]. The projection function is
The orthographic lens distortion function simplifies to
ð9Þ
The inverse is a function of similar form:
Orthographic projection is not commonly used in fisheye designs because, as can be seen from Fig. 2(c) , points beyond 90°to the optical axis cannot be projected onto the image plane. Additionally, such lenses suffer from greater radial distortion in the extremities of the image than either equidistant or equisolid projections.
It should be noted that the term "orthographic projection" here does not refer to the typical meaning, i.e., we are not referring to the orthographic projection where the point of projection is at infinity (such as is used in, for example, cartography); rather, we use the term to denote the specific spherical projection described in this subsection. 
Stereographic Projection
In stereographic projection, as with the other projection functions, the center of projection of a 3D point to the projection sphere is the center of the projection sphere [ Fig. 2(d) ]. However, the center of reprojection of that point onto the image plane is the opposite of the tangential point [ Fig. 2(d) ]. The projection function is
Thus, the stereographic lens distortion function is
Through elementary trigonometric properties, Eq. (13) reduces to
This is recognizable as being in the form of the division model, introduced almost simultaneously, and apparently independently, by Bräuer-Burchardt and Voss [6] and Fitzgibbon [7] . The first-order division model is
Thus, the stereographic function and the first-order division model amount to the same function, where λ ¼ 1=4f 2 .
B. Fish-Eye Radial Lens Models
Other than the projection functions, several models of fish-eye lenses have been proposed.
Polynomial Fish-Eye Transform
A polynomial that uses both odd and even coefficients has been proposed, and has been referred to as the PFET [4, 17] :
This polynomial model was used as it makes the model independent of the underlying fish-eye mapping function and can take errors in the manufacture of fish-eye lenses into account. It has been suggested that a fifth-order form of the model is adequate to simulate the radial displacement introduced by fisheye lenses [4] .
Fish-Eye Transform
A logarithmic function, known as the FET, has also been proposed [4] . The model is described by
where s is a simple scalar and λ controls the amount of displacement across the image. The inverse of this model is
Field-of-View Model
The FOV model, based on a simple optical model of a fish-eye lens, is described as [5] 
where ω is the FOV of the camera.
C. Radial Distortion Parameters
Fish-eye lens manufacturers typically attempt to design lenses in which the distortion curves follow one of the projection functions described in Subsection 2.A. However, due to tolerances in the manufacturing process, fish-eye lenses can often deviate from the projection function they are designed to adhere to. To model this potential deviation, it has been proposed that the distortion function can be appended with polynomial elements to account for the deviations of the lens from the projection function [5, 8] :
where A n are the additional radial distortion coefficients. Δr d is simply added to the distortion function. For example, Eq. (3) becomes
The basic fish-eye lens model essentially becomes the first-order parameter. We have found in our work that considering coefficients beyond the seventh returns a negligible improvement in the results (this is examined in more detail in Section 4 and Table 4 ).
Lens Curve Acquisition
Here, a method of extracting the radial fish-eye displacement curve is described. This curve describes the radial displacement of points from the rectilinear image plane to the fish-eye image plane for all points at any given radial distance from the principal point. The basis of the method is to find the straight lines on the rectilinear image plane that correspond to each edge in the fish-eye image plane. Given these straight lines, the rectilinear edge grid that corresponds to the fish-eye checkerboard image can be reconstructed using perspective principles. An overview of the algorithm is as follows:
1. An image of the checkerboard diagram is captured.
2. The edges are separated into their vertical and horizontal edges using the Sobel operator.
3. Using the points of convergence of the two lines nearest to the center in the image, the putative vanishing points are determined.
4. Using basic perspective principles and the putative vanishing points, two values for the slopes of the each line in the image are determined.
5. Ideally, these slope values will be the same for each line, but in practice, there will be error that needs to be minimized. The Levenberg-Marquardt algorithm is used to complete the minimization.
6. The distorted corners are extracted from the original checkerboard image, and the corresponding undistorted corners are determined as the intersection points of the lines extracted in step 5. Thus the radial displacement curve is extracted.
7. The extracted curve is smoothed using the LOESS algorithm to reduce the effect any error in the extraction of the corners.
8. Steps 1 to 6 are repeated a number of times, to improve the accuracy of the extracted curve.
A. Separating Edges
Given a calibration image of a checkerboard diagram, the horizontal and vertical edges on the checkerboard are identified and independently grouped. After applying a Gaussian smoothing to reduce the impact of any noise, we used an optimized Sobel edge detection to extract the edges [18] . The gradient information from the edge detection was used to separate the edges into their horizontal and vertical sets. Even though in the presence of distortion the gradient of a single line will change over the length of that line, the difference in gradients between the horizontal and vertical lines is still great enough that this separation is possible. Discontinuities in lines caused by corners in the grid are detected using a suitable corner detection method, e.g., [19] , and thus corrected. Figures 5(a) and 5(b) show edges extracted from the distorted checkerboard test image, for a typical camera (Sony DSC 3) with a 103°FOV.
B. Determining Putative Vanishing Points
Prior to performing a nonlinear optimization of the vanishing points v 1 and v 2 , a pair of putative vanishing points (or initial guess) is useful. The basis of the putative vanishing point estimation is as follows: if a line is projected to the rectilinear image plane, the nearest point on that line to the principal point is the point of intersection of that line with the perpendicular through the principal point. Because of the assumption that the lens displacement function is monotonic, the displaced equivalent of the point of intersection will remain the closest point on the projected line to the principal point. Thus, given the projection of a line in the fish-eye image, the slope of the equivalent line in the rectilinear image can be determined by finding the line of minimum distance between the principal point and the fish-eye line. The slope of the rectilinear line is perpendicular to the slope of the line of minimum distance. That is, the slope of the tangent to the fish-eye line at the point of minimum distance to the principal point is equal to the slope of the equivalent rectilinear line. This is demonstrated in Fig. 3 .
Additionally, in the region of the principal point, the fish-eye displacement curve can be considered to be linear. Thus, the area around the principal point approximates a rectilinear projection. Therefore, the point on the line in the fish-eye image that is nearest the principal point can be considered coincident with the equivalent point on the line in the rectilinear image. Even if this is not an exactly precise assumption, the result will be a scaled version of the true fish-eye displacement curve, i.e., the characteristics of the curve will remain the same. Thus, taking the two lines nearest the principal point in the fish-eye image, the equivalent rectilinear lines can be constructed from the extracted slopes and points of intersection.
Figures 5(a) and 5(b) show the constructed lines for the horizontal and vertical line sets. The two putative vanishing points can be determined as the intersecting points of these lines. Figure 4(a) shows the determination of the putative vanishing points.
C. Nonlinear Optimization of Vanishing Points
The slopes of the remainder of the lines can be determined in two ways. First, the set of slopes m i , where i ¼ 1…n is the number of lines, can be determined as Fig. 3 . Point of minimum distance between the distortion center and the distorted line lies on the line perpendicular to the undistorted line through the distortion center. described in the previous section: the slopes are equal to the slopes of the tangent to the radially displaced line at the point of minimum distance to the principal point. Second, we define the ground line as being parallel to the horizon line and intersecting the principal point. The set of parallel lines will intersect the ground line at equal distances, as shown in Fig. 4(b) . Thus, the second set of slopes s i can be determined.
Theoretically, s n and m n should be equal. However, in the presence of noise, there will be deviations that should be minimized. Thus, to achieve the result with least error, the vanishing point must be chosen such that the following error function ξ is minimized, where s and m are given in terms of angles against the x axis in the range ½−π=2; π=2Þ:
where Δs is the acute angle formed by the two lines described by the slopes s and m:
To achieve this, a nonlinear optimization algorithm can be used, such as Levenberg-Marquardt [20] . Thus, the vanishing points are chosen such that the error between the calculations of the slopes using the two methods is minimized. This is repeated for both the horizontal and vertical sets of lines, and the two vanishing points are estimated.
D. Estimating Radial Displacement Curve
For each line in the fish-eye image, the equivalent rectilinear line can be recreated, given the vanishing points and the slopes [Figs. 5(a)-5(c)]. From the lines in the fish-eye space, a set of corners P d can be extracted, using a suitable corner detection method, e.g., [19] . From the set of lines in rectilinear space, a corresponding set of corners P u can also be extracted. Thus, each corner in P d has a corresponding corner in P u , as demonstrated in Fig. 5(d) . Each corner in P u has a rectilinear radial distance r u , and each corner in P d has a displaced radial distance r d , and so a radial displacement curve can be created [ Fig. 5(e) ]. To improve accuracy, multiple images of the calibration diagram can be used. For the results presented in this paper, a set of ten images was used for each camera. Additionally, to reduce error in the feature extractions, the resultant curve is smoothed using a quadratic locally weighted scatterplot smoothing (LOESS) algorithm [21] . This regression is used, as it does not assume any underlying function model of the data. If the error were not reduced, the results would include the error in the corner extraction, instead of the result ideally being just the error in the fit of the given model to the extracted distortion curve (Section 4). The corner error reduction is not critical for a comparative examination of the models to a particular fish-eye distortion curve, as the portion of the RMSE introduced by the corner error will remain constant for each of the model fits. However, corner error reduction will result in truer RMSE results for each of the model fits. A span of 20% was used for the LOESS smoothing for the results presented in this paper, as it seemed to remove the majority of the noise without distorting the shape of the underlying distortion curve [ Fig. 5(e) ].
Finally, the radial displacement curve is normalized on both axes by dividing by the maximum image sensor radial distance from the principal point in pixels, to ensure that the curve is independent of image sensor sample resolution.
Results
Typically, fish-eye lenses are constructed with the aim of complying with the equidistant and equisolid projection function, and more rarely the orthographic function. The stereographic projection function in lenses is very uncommon, though in the guise of the division model, it has gained popularity in recent literature. In this section we examine the accuracy of the fish-eye lens models over a set of fish-eye cameras. To examine the accuracy for a range of cameras, the radial distortion curve for each camera considered is extracted using a standard checkerboard calibration diagram, as described in the previous section. Then, each fish-eye lens model is fitted to each of the extracted curves, using the Levenberg-Marquardt nonlinear least-mean-squares fit algorithm [20] . The fitting of the model functions to the radial displacement curve is completed using the MATLAB cftool function (MathWorks MATLAB R2009a, Curve Fitting Toolbox). Because of the fact that speed of operation was not a consideration in this implementation, the maximum number of functional evaluations was set to 60,000, the maximum number of iterations to 40,000, and the minimum change of error to 10 −12 . For each of the models, an appropriate starting point was chosen. For example, for each of the lenses, an approximation of the FOV was known. For the equidistant model, the parameter f could be determined as f ¼ ðFOV=2Þ −1 , and the additional radial distortion parameters were initially set to zero.
The RMSE is used to determine the accuracy of the fit. The models and FOVs of the five cameras used are listed in Table 1 (for convenience, the cameras are a The values are in terms of the maximum image sensor radial distance from the principal point in pixels, to ensure that the data presented are independent of image sensor sample resolution.
referred to as camera 1 to camera 5), while the corresponding errors are detailed in Tables 2 to 5 and Figs. 6 and 7, which are now discussed in detail. The error of such fits can then be used as a measure by which comparisons in terms of accuracy can be made. It can be seen from Table 2 that the basic equidistant model returns the lowest error of the basic models (i.e., without additional parameters), with the exception of the PFET, for the set of cameras examined. With the additional radial distortion parameters, the error in cameras 1, 3, 4, and 5 are similar for all models, as the additional parameters compensate for any error in the basic model. The basic FET and the FOV models consistently return higher errors than the other models. This is particularly evident with camera 2, which is a strong fish-eye camera, where the errors are significantly higher than the other functions. The fifth-order PFET returns the lowest error for all but the highest FOV cameras, which is expected, as it is the model with the greatest number of parameters.
With camera 2, the error results suggest that allowing the displacement functions to operate as the firstorder parameter returns a smaller error than the fifth-order PFET. That is, for this fish-eye camera, a better result can be obtained by first using the displacement functions and then modeling the difference using the additional radial distortion parameters. Conversely, for cameras with lower FOVs, the best results seem to be obtained by using the polynomial model. Naturally, however, adding more parameters to the PFET reduces the error, as shown in Table 3 . Table 4 shows that there is a minimal decrease in the returned error if additional radial distortion parameters beyond the seventh order are considered. If an image sensor sample pixel resolution of 640 × 480 is assumed (and thus a maximum radial distance of 400 pixels), the maximum error for the fits to each of the cameras in terms of pixel error is shown in Table 5 . a The values are in terms of the maximum image sensor radial distance from the principal point in pixels, to ensure that the data presented is independent of image sensor sample resolution. Figures 6 and 7 show the residuals of the various model fits for camera one and camera two, respectively. For camera 1, the residuals of the projection functions (equidistant, equisolid, orthographic, and stereographic) show similar form, but different amplitudes. In correlation with the results in Table 2 , the equidistant and stereographic functions display the lowest amplitude in the residuals. The PFET, FET, and FOV models show very different residual forms, with the PFET being closest to zero. Finally, the functions that include the additional radial distortion parameters are shown in Fig. 6(c) . The equidistant, equisolid, and stereographic errors with the additional parameters are indiscernible from one another (and are under the trace of the equidistant model), while the orthographic plus additional parameters error shows a slight difference from the other projection function errors at high values of r u . The FOV and FET model errors with the additional parameters are significantly different from the other projection functions.
In all of the graphs in Fig. 6 , the noise is of similar amplitude and location. This indicates that the source of the noise is in the extracted radial displacement curve and, thus, the corner extraction described in Section 3 and is independent of the model that is fitted. The fact that the amplitude of the noise is considerably smaller than the overall residual amplitude also indicates that the residuals for the model fits are primarily based on the adequacy of the model rather than noise in the corner extraction. Figure 7 shows the residuals of the model fits to camera 2. Again, in Fig. 7(c) , the equidistant, equisolid, stereographic, and orthographic projection functions are practically coincident and are all graphed under the trace of the equidistant function. The FOV and FET model errors follow a similar dorm, but are discernible from the others. The results show that noise is a larger contributing factor to the residual than the previous camera. The increase in noise is likely due to the fact that, with increasing radial lens displacement, the magnitude and shape of the corners in the calibration image will vary significantly. Additionally, in the extremities of the calibration image, there will be a reduced spatial resolution. These factors mean that the corners are extracted with greater error, which is reflected in the noise in the graphs of the residuals. However, even though the noise is a considerable factor for the residuals in camera 2, the dominant factor is still the adequacy of the models.
Conclusions
In this paper, we have examined several fish-eye lens models and have compared each model with the extracted radial displacement curves of several different FOV cameras. The comparison was based upon quantitative differences between the models. While the choice of model is dependent upon the implementation constraints and the requirements for the final output image, this paper has discussed ways in which this choice can be objectively made.
To achieve this comparison, we presented a nonparametric, model-independent method by which the radial displacement curve of a given camera can be extracted. This method was based only on some well-established assumptions about the shape and form of radial displacement curves. We used this curve as the basis of a metric to compare the various radial lens models.
Depending on the manufacturing process, some particularly inexpensive lens elements can cause a deviation in their displacement curve from the mapping function they were designed to adhere to. To model this deviation, additional polynomial distortion parameters can be added to the radial displacement functions. The results presented here show a significant improvement when these parameters are used as described in Section 2.C, with up to a fivefold decrease in the returned error over the standard fish-eye functions. This paper has examined the various fish-eye models, using a heuristic optimization procedure to determine the parameters of the models from the extracted radial displacement curves. It has not examined the numerous calibration methods that exist to determine the parameters of the models, though it is possible the method presented within this paper could be extended to provide an objective comparison of fish-eye calibration methods.
A potential issue with the proposed method lies in the use of the Sobel operator to extract edges in the fish-eye image, which displays variable spatial resolution across the image. In particular, this will cause Fig. 7 . Residuals after the fitting of each of the models to camera 2: (a) equidistant, equisolid, orthographic, and stereographic projection functions, (b) PFET, FET, and FOV models, and (c) all of the models with the additional radial distortion parameters included. In (c), the projection functions with the additional parameters are almost coincident. Note the change in scales between the graphs. the biggest issue in the periphery of the image, which is arguably the most important region for describing the fish-eye function of a given camera. This was evident in the results for camera 2 shown in Fig. 7 . Future work would address this issue; perhaps via the adaptation of a scale-invariant feature transform [22] for this particular application (which may also overcome orientation and approximate affine transforms of features in these regions).
