Abstract. This paper presents a new pq-space based 2D/3D registration method for camera pose estimation in endoscope tracking. The proposed technique involves the extraction of surface normals for each pixel of the video images by using a linear local shape-from-shading algorithm derived from the unique camera/lighting constrains of the endoscopes. We demonstrate how to use the derived pq-space distribution to match to that of the 3D tomographic model, and demonstrate the accuracy of the proposed method by using an electro-magnetic tracker and a specially constructed airway phantom. Comparison to existing intensity-based techniques has also been made, which highlights the major strength of the proposed method in its robustness against illumination and tissue deformation.
Introduction
With the maturity of minimal access surgery in recent years, there has been an increasing demand of patient specific simu lation devices for both training and skills assessment. This is due to the fact that for minimal access surgery the complexity of the instrument controls, r estricted vision and mobility, difficult hand-eye coordination, and lack of tactile perception are major obstacles in performing minimal access surgeries. They require a high degree of manual dexterity from the operator. Computer simulation provides an attractive means of performing certain aspects of this training, particularly the hand eye co-ordination and instrument control. For most of the current simulation systems, however, the degree of visual realism is severely limited. In endoscope simulations, most systems have used standard polygon rendering techniques with synthetic texture mapping. Although these can produce visually appealing results, they are not adaptable with regard to both structure and appearance. Texture mapping is usually uniform throughout the whole simulation, and even in cases where special visual effects, such as polyps or inflammation, are provided, they are limited in both accuracy and adaptability. Natural objects, such as the colon or the, bronchi show considerable diversity of shape and texture. The problem of generating realistic structure and surface properties has hindered the production of generic test case databases. These drawbacks highlight the importance of augmenting virtual endoscopic views with patient specific endoscopic videos. Simulators require a geometric model of the world that the trainees explore. In current implementations, these are created artificially, but they could equally well be obtained from non-invasive tomographic imaging techniques. Recently, the feasibility of implementing such an idea for tracking camera motion and navigation planning has been investigated by a number of research groups [1, 2] .
In order to match video endoscopic images to the geometry extracted from threedimensional reconstructions of the bronchi, robust registration techniques have to be developed. This is a challenging problem as it implies the registration of 3D to 2D data from different sensors with certain degrees of deformation. Intensity based techniques based on mutual information [3, 4] or cross correlation can be problematic due to deformation and the difficulties in accurately modeling of illuminations [5, 6] . Endoscopic images are illuminated by a light source very close to the internal wall and are heavily affected by inter-reflections. This is further complicated by specular highlights caused by shiny mucus on the surface of the lumen. Although the alternative of using featurebased approaches may circumvent some of the problems mentioned above, especially in the handling of deformation [7] [8] [9] [10] [11] , reliable feature extraction is proven to be difficult, especially when the surface of the lumen is textured.
The purpose of this paper is to introduce a novel pq-space based 2D/3D registration technique that exploits the unique geometrical constraints between the camera and the light source for endoscopic procedures. In the specific case of using perspective projection with a point light source near the camera, the use of intensity gradient can reduce the conventional shape-from-shading equations to a linear form, which suggests a local shape-from-shading algorithm that avoids the complication of changing surface albedos. We demonstrate how to use the derived pq-space distribution to match to that of the 3D tomographic model. The major advantages of this method are that it depends neither on the illumination of the 3D model, nor on feature extraction and matching. Furthermore, the temporal variation of the p-q distribution also permits the identification of localised deformation, which offers an effective way of excluding these areas from the registration process.
Methods
The basic process of the proposed technique comprises the following major steps: the extraction of surface normals for each pixel of the video images by using a linear local shape-from-shading algorithm derived from the unique camera/lighting constraints of the endoscopes; extraction of the p-q components of the 3D tomographic model by direct z-buffer differentiation; and the construction of a similarity measure based on angular deviations of the p-q vectors derived from 2D and 3D data sets.
Shapes-from-Shading in Endoscope
Shape from shading is a classical problem of computer vision that has been well established by the pioneering work of Horn [12] - [14] . It addresses the problem of extracting both surface and relative depth information from a single image. Horn in [13] relates the image irradiance to the scene radiance with the formula:
, where
However, his main analysis is based on the assumption that the angle α between the view vector Vˆand the Z-axis is negligible when the object size is small relative to its distance from the camera. In the case of images from endoscope both the viewer and the light source are close to the object and thus the assumption of negligible angle α and uniform lighting are not acceptable. In this case, the intensity of the image is also affected from the distance between the surface point and the light. In the work of 
Since in the current problem of p-q space registration we are mainly concerned with surface normals, it can be proved that under the assumption that the light source is close to the camera, Equation (2) can be reduced to a linear form [15] , such that 
Extracting p-q components from the 3D model
As for tomographic images, the extraction of the p-q components from the 3D model is relatively straightforward, since the exact surface representation is known.
, differentiation of the z-buffer for the rendered 3D
surface will result in the required p-q distribution, which also elegantly avoids the tasks of occlusion detection. The effect of perspective projection has been taken into account during the rendering stage.
Similarity Measure
One would expect to use the angle between the surface normals extracted from shape-from-shading and those from the 3D model for constructing a minimization problem for 2D/3D registration. This, however, is not possible because the p-q vectors in the shape-from-shading algorithm have been scaled. The similarity measure used in this paper depends on the p-q components alone and the cross correlation between the two p-q distribution are used.
Analytically, for each pixel of the video frame, a p-q vector corresponding to
was calculated by using the linear shade-from-shading algorithm shown above. Similarly, for the current pose of the rendered 3D model,
for all rendered pixels were also extracted by differentiating the z-buffer. The similarity of the two images was determined by evaluating the dot product of corresponding p-q vectors: 
By incorporating the mean angular differences and the associated standard deviations σ, the following similarity function can be derived
By maximizing Equation (6), the optimum pose of the camera for the video image can be derived. The reason for introducing a weighting factor for Equation (4) is due to the fact that p-q estimation from the 3D model is more accurate than that of the shapefrom-shading algorithm. This is because it is not affected by surface textures, illumination conditions or surface reflective properties. The weighting factor therefore reduces the potential impact of erroneous p-q values from the shape-from-shading algorithm and improves the overall robustness of the registration process.
Tissue Deformation
With p-q space representation, the angle between the normal vectors before and after rigid body transformation will remain the same for every surface point. Local deformation can therefore be identified at surface points where the angle diverts from the mean angle of the whole 3D model. Localized inter-frame deformation can therefore be is olated and excluded for the pose estimation process. In this study, we used the p-q deformation map as a weighting factor during the registration process such that the weighting provided was inversely proportional to the amount of deformation detected.
Validation
In order to assess the accuracy of the proposed algorithm, an airway phantom made of silicon rubber and painted with acrylics was constructed. The inside face was coated with silicon-rubber mixed with acrylic to give it color/texture and left to cure in the open air. This gives the surface a specula finish that looks similar to the surface of the lumen. A real-time, six degrees-of-freedom Electro-Magnetic (EM) motion tracker (FASTRAK, Polhemus) was used to validate the 3D camera position and orientation. The EM-tracker has an accuracy of 0.762 mm RMS. The tomographic model of the phantom was scanned with a Siemens Somaton Volume Zoom four-channel multidetector CT scanner with a slice thickness of 3 mm and in-plane resolution of 1 mm.
Results
Fig 1 demonstrates an example video frame of the bronchoscope phantom used to validate the proposed algorithm. The derived p-q vector distribution using the linear shape-from-shading algorithm is shown in Fig 1(b) . It is evident that the derived p-q vectors are relatively immune to lighting changes, and these vectors were then used to estimated the 3D pose of the camera used to capture the video frame as shown in Fig  1(a) . The effect of localised deformation on the p-q space representation is illustrated in Fig (2 To assess the accuracy of the propose algorithm in tracking camera poses in 3D, Figs (3) and (4) compare the relative performance of the traditional intensity based technique and EM tracked poses against those from the new method. Since the tracked pose has six degrees-of-freedom, we used the distance traveled and inter-frame angular difference as a means of error assessment. As expected the intensity-based technique is highly sensitive to lighting condition changes, and with manual intensity adjustments, the convergence of this method is improved, as evident from the much reduced angular errors for all the image frames tested. The proposed pq-space registration, however, has much more consistent results which were very close to those measured by the EM tracker.
Discussions and Conclusion
In this paper, we have proposed a new pq-space based 2D/3D registration method for matching camera poses of bronchoscope videos. The results indicate that based on the pq-space and the 3D model, reliable bronchoscope tracking can be achieved. The main advantages of the method are that it is not affected by illumination conditions and does not require the extraction of feature vectors. The intrinsic robustness of the proposed technique is dependent upon the performance of the shape-fromshading method used, and the use of camera/lighting constraints of the bronchoscope greatly simplifies the 3D pose estimation of the camera. There are, however, a number improvements can be introduced for further enhance the accuracy of the proposed framework. For example, in this study the effect of mutual illumination, inter-reflectance and the specular components was not explicitly considered. Further investigation is needed to assess their relative impact to the accuracy of the algorithm. Inter-frame angular difference at different time of the video sequence, as measured by the four techniques described in Fig. 2 .
