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Abstrak
K-Means menjadi salah satu algoritma untuk teknik clustering pada data mining yang banyak
digunakan. Sifatnya yang sederhana, cepat, dan fleksibel, membuat penulis ingin mengaplikasikannya
dalam penelitian ini untuk mengelompokkan Nilai Akhir Skripsi Mahasiswa. Dengan mengelompokkan nilai
Akhir Skripsi Mahasiswa menggunakan K-Means Clustering, hal ini dapat menunjukkan pola nilai
mahasiswa yang selama ini ada berdarkan clusternya masing-masing sehingga dapat membantu kita untuk
mengetahui perkembangan kualitas mahasiswa dalam hal Tugas Akhir Perkuliahan yaitu Skripsi. Kmeans
Clustering pada penelitian ini diuji dalam beberapa rasio variasi banyaknya data dan banyaknya kelompok
cluster. Hasil pengujian menunjukkan bahwa banyaknya dataset dan juga banyaknya cluster atau kelompok
tidak mempengaruhi lamanya algoritma K-Means Clustering dalam proses pengelompokkan data.
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PENDAHULUAN
1. Latar Belakang
Saat ini, pemanfaatan data mining dalam bidang
pendidikan telah banyak dilakukan,
diantaranya[10],[11],[12],[13]. Sehingga bisa
diterapkan lebih banyak untuk kasus-kasus lainnya
dalam bidang pendidikan, seperti pada penilitian ini
penulis ingin menerapkan metode data mining
untuk mengelompokkan Nilai Akhir Skripsi
Mahasiswa untuk pengenalan pola nilai demi
pemanfaatan informasi yang lebih baik. Teknik
dalam data mining beraneka ragam, salah stau
algoritma yang paling banyak digunakan untuk
clustering adalah K-Means Clustering. K-Means
menambang data tanpa proses pengawasan dan
memiliki kecepatan dalam mengolah data [1]. K-
Means mengelompokkan objek berdasarkan nilai
atribut masing-masing objek [2]. K-Means
membutuhan jumlah cluster yang harus ditentukan
oleh pengguna dan sensitive terhadap centroid awal
[3]. K-Means juga menjadi salah satu metode paling
efektif dalam memodelkan data spasial [4]. Namun,
K-Means saat ini mempunyai tantangan baru untuk
memproses data yang lebih banyak dan lebih besar
[5]. Sehingga ini memberi alasan untuk penulis
ingin menguji seberapa baik K-Means Clustering
dalam mengelompokkan data. Penulis dalam
penelitian ini ingin mencoba menerapkan K-Means
Clustering untuk mengelompokkan Nilai Akhir
Skripsi Mahasiswa untuk melihat seberapa baik
k_menas Clustering dalam mengelompokkan data.
II. LANDASAN TEORI
Clustering merupakan salah satu teknik Data
Mining yang dapat dimanfaatkan dalam
mengelompokkan data dalam kelas dan cluster yang
berbeda [6]. Salah satu algoritma yang termasuk
dalam teknik Clustering adalah K-Means
Clustering. K-Means Clustering menjadi salah satu
algoritma yang paling banyak digunakan untuk
mengelompokkan data.  K-Means Clustering unggul
dengan sifatnya yang sederhana, cepat fleksibel,
sangat efisien, menampilkan hasil, geometris dan
statistic yang baik [7]. Penerapannya beraneka
ragam dalam berbagai penelitian diantaranya K-
Means Layak dan efektif dalam melakukan simulasi
grid untuk peramalan beban gardu transformator
listrik. K-Means membantu dalam
mengelompokkan data mengekstraksi karaketeristik
beban berdasarkan kurva data setiap periode waktu,
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memanipulasi mode khas untuk bisa mendapatkan
model  pemuatan yang lebih detail [8]. K-Means
juga diterapkan untuk klasifikasi data dengan
kombinasinya bersama algoritma lain seperti
Algoritma Genetika sebagai metode optimalisasi
untuk menentukan pusat cluster awal yang diketahui
bahwa pusat Cluster awal yang sifatnya acak dalam
K-Means mempengaruhi proses pengelompokkan
data. Hasil akhir, kombinasi dua algoritma tersebut
menunjukkan akurasi klasifikasi yang lebih tinggi
[9]. Dalam bidang pendidikan, K-Means juga
dimanfaatkan untuk mengetahui pengaruh
kurikulum, pengembangan karakter pada motivasi
siri mahasiswa [10], menganaisis pola pendaftaran
universitas untuk mencari tren pendaftaran demi
meningkatkan kinerja sector pendidikan [11],
membantu dalam mencari persepsi siswa tentang
penerapan model pembelajaran berbasis proyek
[12], dan K-Means Clustering bekerja dengan baik
dan menghasilkan akurasi sebesar 87,15% dalam
pengelompokkan data untuk memberi refrensi
distribusi guru yang lebih baik untuk menyelesaikan
masalah pemerataan tenaga pendidik di daerah-
daerah [13].
III. METODE PENELITIAN
A. K-Means Clustering
K-Means Clustering bekerja dengan membagi
data ke dalam beberapa cluster berdasarkan
kesamaan kriteria.
Langkah-langkah pengerjaannya, sebagai berikut :
1. Tentukan K Cluster atau banyaknya cluster
yang diinginkan
2. Pilih pusat K cluster secara acak
3. Menetapkan data ke tiap cluster berdasakran
kedekatan jarak
4. Hitung ulang pusat cluster
5. Proses berulang hingga data konvergensi.
Data akan dikelompokkan berdasarkan jarak
kedekatannya terhadap titik tengah data tiap cluster
dengan menggunakan formula :
dimana, Xp mewakili jalur data, Cj titik tengah
(centroid) setiap cluster, dan d merupakan jumlah
fitur dari setiap centroid.
Setelah data dikelompokkan pada setiap cluster,
centroid dari cluster tersebut dihitung ulang dengan
formula :
dimana, Nj adalah total data dalam cluster dan Cj
adalah subset dari data yang membentuk cluster [7].
IV. HASIL DAN PEMBAHASAN
Data yang digunakan dalam penelitian diambil
dari data Nilai Akhir Skripsi Mahasiswa yang
berjumlah 500 data, dengan parameter yang
digunakan dalam penelitian ini adalah nilai yang
didapat saat ujian skripsi dari para dosen penilai
yang terdiri dari Nilai Dosen Pembimbing 1, Nilai
dari Dosen Pembimbing 2, Nilai dari Dosen Penguji
1, Nilai dari Dosen Penguji 2, dan Nilai dari Dosen
Penguji 3.
Nilai mahasiswa dideskripsikan menjadi 5
parameter nilai yang dapat dilihat pada Tabel 1.
Tabel 1. Ketentuan Nilai dalam Abjad
NILAI DALAM ABJAD RANGE NILAI
A 90-100
B 71-89
C 61-70
D 46-60
E 0-45
Data yang digunakan dalam penelitian ini di
kelompokkan menggunakan Algoritma K-Means
dengan memanfaatkan WEKA Workbenach. Nilai
akhir skripsi mahasiswa berada pada range 70-100
untuk setiap dosen, berikut dataset penilaian dosen
penilai untuk keseluruhan data yang dapat dilihat
pada gambar 1.
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(a) (b)
(c) (d)
(e)
Gambar 1. Dataset Nilai setiap Dosen Penilai
untuk variasi 200 data
Nilai mahasiswa berada pada range angka 70 –
100 dengan nilai dalam abjad adalah nilai C – A.
Berikut gambar salah satu grafik clustering 500 data
untuk 3 cluster dengan keterangan warna yang
mewakili 3 cluster yang dapat dilihat pada gambar 2
dan 3.
Hasil clustering yang dilakukan oleh K-Means
clustering, menunjukkan K-Means mampu
mengelompokkan 500 data untuk 3 cluster, dengan
total data pada cluster 1 berjumlah 187 data, cluster
2 berjumlah 151 data, dan cluster 2 berjumlah 162
data yang dapat dilihat pada gambar 3.
Gambar 2. Grafik clustering 500 data untuk 3
cluster
Gambar 3. Hasil Clustering 500 data untuk 3
Cluster
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Dalam penelitian ini, 500 data akan dikelompokkan
menggunakan Algoritma K-Means dengan
pengujian terhadap variasi banyaknya data dan
variasi banyaknya cluster yang dibentuk. Rasio
variasi banyaknya data dan banyaknya cluster
beserta hasil dapat dilihat pada Tabel 2.
Tabel 2. Hasil pengelompokkan nilai akhir skripsi
menggunakan Algoritma K-Means
2 3 4 5
100 Iterasi =
10
Iterasi =
5
Iterasi =
7
Iterasi =
4
200 Iterasi =
9
Iterasi =
15
Iterasi =
7
Iterasi =
8
300 Iterasi =
7
Iterasi =
7
Iterasi =
20
Iterasi =
13
400 Iterasi =
10
Iterasi =
17
Iterasi =
15
Iterasi =
16
500 Iterasi =
14
Iterasi =
14
Iterasi =
15
Iterasi =
13
Hasil pengelompokkan terhadap beberapa variasi
data dan cluster, menunjukkan bahwa banyaknya
data tidak mempengaruhi lamanya algoritma K-
Means dalam proses pengelompokkan. Hal ini dapat
dilihat dari pada hasil pengelompokkan dengan
variasi data 200 dan cluster 2 menghasilkan 9
iterasi, sedangkan variasi data 300 dan cluster 2
menghasilkan 7 iterasi, atau pada variasi data 300
dan cluster 4 menghasilkan 20 iterasi, sedangkan
saat banyaknya data bertambah menjadi 400, nilai
iterasi turun menjadi 15. Banyaknya kelompok atau
cluster juga tidak mempengaruhi cepatnya
pengelompokkan data, ini dibuktikan pada hasil
pengelompokkan,  hasil yang dapat dilihat
contohnya 200 data pada pengelompokkan 2
cluster, algoritma K-Means Clustering
membutuhkkan 9 iterasi, sedangkan saat
pengelompokkan 200 data dalam 3 cluster,
algoritma K-Means Clustering hanya membutuhkan
7 iterasi saja.
V. KESIMPULAN
Berdasarkan hasil penelitian pengelompokkan
Algoritma K-Means Clustering terhadap Nilai akhir
skripsi mahasiswa dengan pengujian terhadap
variasi banyaknya dataset dan cluster dengan variasi
jumlah dataset 100, 200, 300, 400 dan 500 data
serta variasi banyaknya cluster 2, 3, 4, dan 5.
Penerapan pengelompokkan menggunakan
Algoritma K-Means Clustering berbeda tiap dataset,
pengelompokkan data tidak dipengaruhi oleh
banyaknya dataset dan banyaknya kelompok atau
cluster.
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