Figure 1: Our light inspection tools provide key information about the light transport within virtual scenes. Introduced are, from left to right, (a) the false-color rendering, (b) spherical plot, (c) light path inspection, (d) volumetric inspection, and (e) particle flow tools. These images also represent the scenes that we used for a user study that we conducted to evaluate all tools.
Introduction
We already see a lot of things when we have a close look at a final rendered image: we gain insight into a scene and its geometry, and may become aware of the materials used. Many settings of lighting are evident, especially for viewers familiar with computer graphics, yet we are often lacking "the big picture": how was this particular shading achieved and why is there a strong caustic? Generally speaking: in what way is light traveling within this scene?
Visualizing the transport of light is a powerful way to provide answers to these questions, but it is also a difficult task: light propagates through space in every possible direction at the same time and is reflected at surfaces or scattered within participating media. Being able to convey this information in a visual and meaningful way can be of great help for architects, engineers, lighting designers, and maybe even for graphics researchers when working on global illumination methods. Recent work demonstrates that artistic light manipulation [KPD10,RTD * 10,ROTS09] can be intuitive when the user easily grasps the phenomena which are modified. The visualization of complex light transport can thus foster the development of more intricate manipulations.
In this paper, we investigate interactive light transport visualization for virtual scenes. Our approach is based on a global illumination (GI) computation using extended photon mapping, where every photon carries additional information about its light path. We present interactive techniques for examining the whys and wherefores of light phenomena by a set of light inspection tools. Two are based on familiar visualizations in the context of lighting: false-color renderings for depicting on-surface information, and spherical plots for directional radiance distributions. The other three target the visualization of light transport in free space and adapt visual representations from other visualization domains, namely arrows for depicting complex light transport paths, flowing particles, and volume renderings. All tools support the idea of selective inspection: they can be set up to inspect only direct, indirect, reflected, or refracted light. This filtering allows us to focus on lighting phenomena of particular interest, and is helpful for tackling complex lighting situations difficult to grasp in their entirety.
We conducted a formal user study, where twenty subjects evaluated all light inspection tools in various application scenarios. We hence discuss their individual strengths and weaknesses. Moreover, we collected feedback from architects and professional modeling artists, how our tools could be used in their respective fields of work. 
Previous

Global Illumination
Light inspection requires efficient GI computation, which is still an active research topic. Giving an overview is far beyond the scope of this paper, thus we refer to the thorough textbook by Dutré et al. [DBB06] and a recent SIGGRAPH course on interactive GI methods [DK09] . We opted for photon mapping [Jen01] to compute GI, which is nowadays widely used in production renderers, usually together with final gathering [CFLB06] . More specifically, we build on a multi-GPU version of stochastic progressive photon mapping [HJ09, HJ10] using the improved technique of [KZ11] .
Extended Photon Mapping Framework
We implemented photon mapping and all light inspection tools as a plug-in for Autodesk Maya 2012, a professional 3D computer graphics software widely used in the industry. This naturally provides a user interface which is familiar to modelers and artists. The plug-in uses stochastic progressive photon mapping (SPPM), accelerated with spatial hashing and multi-GPU support, for interactive rendering as well as for acquiring information for our light inspection tools. SPPM is particularly well suited for interactive previews, but less favorable for high-quality rendering. Note that we build upon the natural direction of light propagation for visualization, i.e., any GI method constructing light paths starting at light sources can be used with our tools.
We decided in favor of photon mapping because of the following advantages: it naturally and easily provides all information we are interested in; it supports various materials robustly, allowing for specular and translucent materials; in addition, progressive photon mapping is capable of rendering previews interactively, providing instant visual feedback. For the future, we can add support for participating media; we consider light interaction with only surfaces for now.
Enriched Photons
In photon mapping [Jen01, HJ10] , photons are emitted from light sources, possibly reflected at surfaces or refracted. If a photon is diffusely reflected or absorbed, it is stored in a photon map. With light inspection coming, the photons carry additional information; we assign all light sources and objects in the scene an individual ID and store enriched photons with the following additional attributes:
• the ID of the light source which emitted the photon • the IDs of the last three objects the photon interacted with • the last three interaction locations along the photon's path • the last three fluxes (as RGB triplets) the photon carried • all material interaction types so far, which can be diffuse or specular reflections, refractions, or none for direct light.
We store only three interactions; in all our test scenes, light transport typically becomes less directed with multiple interactions, which resulted in hardly expressive visualizations.
Gathering Information with Light Probes
In this section, we detail how we gather information about the light transport in a certain region of interest (ROI). Gathering Photons. The plenoptic function [AB91] is a seven-dimensional function P(θ, φ, λ,t, v) that describes the radiant energy distribution in a scene at location v ∈ R 3 , for wavelength λ, direction (θ, φ), and time t. For the inspection tools, we do not evaluate this function at a single position v for two reasons: first, we want to let the user specify the ROI for the inspection; second, the probability that one emitted photon travels exactly through v is negligible. Instead, we gather enriched photons that pass through light probes, certain regions in space or virtual disk-shaped surfaces whose sizes are set by the user. We distinguish between front and back sides when gathering on a disk: when placed above a surface, this enables us to distinguish incident from reflected (exitant) light. With enriched photons, we can select light transport components that are not distinguishable with the plenoptic function and enable the user to specify which photons to store, i.e., selecting either all, directly emitted, diffusely reflected, specularly reflected, or refracted photons.
Light Probe Data. For all tools ( Fig. 1) , apart from falsecolor and volumetric inspections, we store the photons collected by light probes in cube environment maps (Fig. 2) . We do not use a photon's direction directly, instead, we store it using the direction of the vector from its last interaction point to the center of the ROI. Imagine a spherical ROI and a nearby point light source (inset): this ensures that all photons are mapped to the same incident direction. To collect information for a light probe, we typically emit 300,000 photons in total (the number is user-specified and can be increased for large scenes). We continue shooting for progressive photon mapping; note that our visualization techniques work with standard photon mapping as well. We accumulate the total incident flux in the environment map, but keep all information from only the last arrived enriched photon for each discrete direction. This eviction strategy (storing only the last photon) implicates that the probability of storing a photon from a specific light transport path (e.g., a caustic) is proportional to its relative contribution to the probe, as the order of incident photons is random.
Light Inspection Tools
This section details the set of light inspection tools featured in the paper. We follow the steps of a classical visualization pipeline for introducing each tool: we explain how data is acquired, processed, and finally mapped to geometry. The user can select between different types of inspected illumination: only direct light (photons without material interaction so far); only indirect light (photons with at least one material interaction); only diffuse reflections; only specular reflections; only caustics (photons refracted or specularly reflected at their last material interaction); or simply all of the above.
False-color Renderings
The first inspection method is false-color rendering of the surfaces' brightness. Our motivation to include it into our set of tools is its simplicity, and the fact that engineering software often provides similar depictions of the surface irradiance or radiant exitance (e.g., Autodesk Ecotect Analysis).
To capture view-dependent effects, we map the pixels' RGB values, i.e., outgoing radiance, to a scalar value (either equally weighted or according to perceived luminance). It is then used to index color maps [SSSM11] (Fig. 1a) . We let the user choose the color map and provide rainbow, heated body, linear optimized color space (optimized for a linearperceptible difference), and hue maps; note that the latter is usually considered as less suited [BT07] .
Spherical Plot Tool
Spherical plots are often used for illustrations in computer graphics. We use them to depict directional aspects of light, captured using a light probe. More specifically, we visualize the radiance passing through a spherical region (sphereshaped probe) or a surface (disc-shaped probe). The plot radius for a given direction is determined by the magnitude of the radiance (scaled by a user-defined parameter). We use either the chroma of the radiance directly or false-coloring as with the previous tool to color the plot's surface. To prevent flickering and to fill in missing data, we use a low-pass filtered version of the light probe as an input. Fig. 3 shows spherical plots with different phenomena selected.
To construct an actual spherical plot, we start with a spherical mesh tessellated around the inspector and its corresponding light probe. For each vertex, its adjacent triangles are projected into the space covered in the environment map of the light probe. Then, we average color and radiance inside this footprint. Eventually, the vertex is displaced according to the radiance, and is colored either using a false-color map or the color found in the environment map.
Light Path Inspection Tool
The light path tool is more involved than the previous ones. It is meant for on-surface and free space inspection and visualizes the key light paths that contribute to the lighting of a particular point, e.g., to detect a strong caustic and the light source where it stems from (Fig. 4) . Given only a final rendered image of a complex scene, it can be hard for a user who is not familiar with the scene to reconstruct where lighting phenomena originated from. Typical approaches are turning different lights off and on, moving them around, and inspecting light linking (when lights are linked to affect only certain objects); this can be a tedious and time-consuming process.
This inspection tool provides this information and displays it using several arrows. We also have to reduce the presented information in a meaningful way, as a raw cluttered view rather confuses. Again, we use a light probe to collect enriched photons, letting the user specify its size and orientation (for disc-shaped probes). The next steps are to cluster the collected photons, so that we can then create arrows to answer questions like "where is this indirect light coming from?". We identified two meaningful clustering strategies.
Clustering for Light Paths. The first strategy clusters enriched photons by their last interactions. The clustering can be best explained using the light path notation [Hec90] . For example, let us assume that we collected photons with the paths LDDD, LDSS, and LDSD. Since we first cluster by the last interaction, we obtain two clusters: (1) diffuse interactions LDDD and LDSD, and (2) specular interactions LDSS. For the visualization, we create one arrow per cluster, whose tip points at the light probe. Its origin is determined as follows: first, we compute the centroid of every cluster as the sum of its photons' positions weighted by their respective flux. To ensure that an arrow starts on a surface, we snap this starting position to the nearest photon hit from the cluster.
To construct the full light path, we apply the clustering algorithm recursively. In our example, we would partition cluster (1) according to the second last interactions, which yields two subclusters LDDD and LDSD. Similar to the first step, we compute the cluster centroids and create arrows (which now end at the origin of previous ones). In contrast to the original light path notation, we explicitly distinguish between specular reflections and refractions. For glossy materials, Russian roulette decides during photon mapping if a path (and thus an enriched photon) is specular or diffuse.
Figure 4:
The light path tool is used to inspect where the caustic is coming from, and reveals that it is a reflection of the sunlight off a mirror at the back wall.
Clustering for Object IDs. Another powerful criteria for clustering is to use object IDs obtained from the modeling process. These IDs carry semantic information for manually modeled scenes and thus typically produce very intuitive visualizations. The (recursive) clustering works exactly the same way as before, the only difference being that the interaction type is replaced by the ID. Note that we can still use the selection mechanism and collect only photons according to a specific last interaction type.
Avoiding Clutter. We obtain a large number of arrows after clustering, especially when clustering object IDs. As we want to visualize only a certain number of important light paths, we have to discard insignificant ones. The user can specify a cut-off threshold ε: if a light path's relative contribution to the probe's total collected photons is less than ε, it is discarded; e.g., ε = 0.1 ensures not to include paths with a contribution of less than 10% of the total collected flux.
Eventually, a light path is visualized by a sequence of arrows created as described above. An arrow is colored according to the chroma of the flux a light path segment carries; in this spirit, its thickness is set to reflect the overall contribution of the path properly. Fig. 1c shows an example in a scene with a complex lighting situation, and Fig. 4 illustrates the usefulness of the selective aspect of this inspection tool.
Volumetric Inspection Tool
A matter of particular interest is how much light flows within an entire region of space. To investigate this, the user can freely position a volumetric inspector which is a virtual box filled with single scattering homogeneous participating media. This allows for analysis of caustics and shadows in free space. To capture these phenomena, we simply rasterize the paths of photons inside the volume and accumulate their contributions to voxels of a 3D texture.
The volume data is stored in a uniform grid with a resolution of N 3 , where N is between 32 and 256, and specified by the user. If a photon intersects the bounding box of the volume, we perform the 3D rasterization of a line using a digital differential analyzer, i.e., the ray thickness as well as the sampling footprint is one voxel. We accumulate outscattered light of the ray's radiance in all traversed cells of the grid. For the sake of visualization, we ignore the attenuation of the ray in the media. The scattering is isotropic and the user can specify the density of the participating media in order to amplify lighting phenomena. Again, photon selection rules can be applied to inspect individual phenomena.
During rendering, the volume is ray marched and blended over the scene for visualization. As the volume is updated progressively, the blending factor is inversely proportional to the the number of contributing photons. Fig. 5 gives an example how volume caustics can be detected in free space.
Particle Flow Tool
The functionality of the particle flow tool (Figs. 1e, 6 ) is inspired by a common approach to analyze flow by injecting particles or dye into media, and reminds of a wind tunnel. Our tool randomly spawns particles within a user-specified spherical emitter. The user also specifies whether the particles travel along the propagation direction of light, or are attracted by prominent sources of illumination.
In every time step, we compute one small light probe for every particle at its current position in space; again, all selection mechanisms as described previously can be applied. We compute the sum over all photons' directions weighted by their respective flux and use this value to determine the speed and direction for an individual particle. Inspired by flow visualization, we now update a particle's position using this vector with a simple Newton integration scheme. By this, particles roughly follow the most dominant flow of light. As a consequence, particles do not move along straight lines as photons do: they tend to bend at intersections of light beams or flow smoothly around obstacles (Fig. 6 ). If they are set up to be attracted by the light sources, then this direction is simply mirrored. Particles are rendered as shaded stripes with trails which are cubic Bézier splines. The user can furthermore adjust the spawn rate and global factors to adjust the particles' speed and trail length.
User Study
We conducted a formal user study to evaluate the usefulness of all light inspection tools for various application tasks. To this end, we constructed five different scenarios with corresponding Maya scenes and tasks to be accomplished.
Overview
Twenty participants took part in the user study and were asked to solve all tasks by operating Maya themselves and Figure 6 : The particle flow tool is inspired by injecting particles or dye into flowing media. Above, particles are set to react to only caustics, and follow light reflected at a mirror.
using our plug-in. We set up four identical personal computers equipped with Intel Core i7-2600 processors and Nvidia GTX 580 graphics cards. Each computer was connected to two Samsung SyncMaster 2443 monitors at their native resolution of 1920×1200, with a viewing distance of approx. 35 inches. All four work environments had roughly the same lighting conditions without distracting incidence. Moreover, all tasks were recorded for further analysis.
Every subject was introduced to the inspection tools in a training scene consisting of a directional light source, a mirror, and two diffuse surfaces. Supervisors answered upcoming questions until every subject felt comfortable in using all tools and (basic) handling of Maya. At the beginning, every subject received a questionnaire. First, they were to rate their computer graphics knowledge and experience in modeling applications, before starting with the actual tasks described next. Both the questionnaire and a series of evaluation graphs are provided as supplementary material.
Tasks
While constructing the tasks, we had particular tools in mind which will probably suit best. Moreover, we intentionally included cases where certain tools should be utterly inappropriate. As a matter of course, this hidden agenda was not by any means revealed to the subjects. The order of tasks was shuffled for every subject to scatter biasing effects, such as mental fatigue or gaining experience in using the tools. During each task, subjects were free to choose their own workflow by using each inspection tool in a sequence of their own choice; likewise, there were no time limits.
Task 1: Subjects were provided with a scene of a car interior, focusing on the dashboard. They were asked to find possible sources of discomfort glares caused by reflections of metallic parts within the interior.
Task 2: We provided a scene of a piano room. Subjects were asked to find an appropriate region to place a reading desk, with a good atmosphere where the illumination is as ambient and smooth as possible.
Task 3:
In an artistic scene out of a movie production, we are interested in how the surface color at the granny's cheek (Figs. 1c, 3e ) is composed. Subjects were asked to find the contributing sources of direct and indirect illumination.
Task 4: The scene contains a lobby of an office building with a reception desk. An interior designer placed a metallic sculpture as a decoration there, which causes unwanted reflections that disturb both people in front and working behind the reception desk. Subjects were asked to make themselves clear how these reflections occur, in order to relocate the sculpture afterward, avoiding unwanted reflections.
Task 5: This task consists of two subtasks. Subjects were provided with a scene of a kitchen. Several surfaces are made of brushed metal which causes highly anisotropic reflections. In subtask A, they were asked to find the light source causing a particular reflection on the ceiling. In subtask B, they were asked to rotate the brushing orientation of the brushed metal on the kitchen table until the lighting is as homogeneously distributed as possible.
Analysis and Discussion
All subjects rated their computer graphics knowledge fairly high (mean: 4.25, standard deviation: 0.7) on a scale from 1 (no prior knowledge) to 5 (expert level). This is a consequence of acquiring mostly undergraduate and graduate students and researches with computer graphics knowledge for the study. Every subject attended at least an introductory graphics lecture. Modeling experience was rated rather average (mean: 2.65, std. dev.: 0.8), but the majority used various modeling applications before; the scale ranged from 1 (no experience) to 5 (work as a professional).
All subjects stated that they were able to solve tasks 3 and 4. For tasks 1, 2, and 5A, around a quarter admitted that they were only partly confident in their results. Slightly more than half of the subjects stated that they were fully able to solve task 5B, but apparently we formulated the goal for this task too strict: when looking at the subjects' results, we were quite satisfied. Six subjects completed all tasks within a timeframe of 1 hour to 1:30 hours. Three subjects took up more than 3 hours (up to 3:20 hours), to solve all tasks. The remaining subjects were roughly in the 2 to 2:30 hours range. Timings do not include the supervised preparatory training.
Assessment of Light Inspection Tools
Most interesting is how subjects rated the individual inspection tools. Fig. 7 shows how the tools performed in every task. Using no visualizations (plain rendering) is included for comparison as well, to expose how much insight into the scene was already given.
Plain Rendering. It turns out that plain renderings already allow subjects to get familiar with many lighting situations quickly. Many subjects distributed lighting in task 5B by simply tracking changes in the rendering. They were also mostly confident in directly finding nicely illuminated areas for reading in task 2. Complex lighting situations, by contrast, are difficult to grasp: the anisotropic reflections in task 5A were misleading, and the blending of numerous different light sources in task 3 made backtraces very difficult.
False-color Renderings are able to emphasize the brightness of surfaces. Using color maps in task 1, several subjects already felt confident in having solved the task. Task 3, which exhibits the most professional lighting design, is a clear counterexample: not having real color information anymore makes it impossible to distinguish between different colored light sources. Similarly, this tool is of no help in task 5A due to the confusing anisotropy.
Spherical Plots are particularly helpful to grasp directional aspects locally. Shading the plot's surface with real chroma turned out to be especially useful for task 3. The tool's locality is both its strength and its weakness: it is not that convenient for inspecting larger regions or causal relationships.
Light Path Inspection worked best in task 3, which is a prime example for this tool: all subjects were conveniently able to solve this task. It was also able to help finding the light source causing the particular reflection in task 5A properly. On the other hand, the tool fails to depict global lighting situations as in task 5B. The notable break in the judgement of this tool for task 1 is interesting. An analysis of the recordings revealed that some subjects placed this tool on the dashboard or door handle cup and received impractical results, and subsequently rated the tool as inappropriate. The remaining half of the subjects placed the tool at the head and neck support, and oriented its normal to match the driver's viewing direction. They were then able to state that the tool provided significant new insights.
Volumetric Inspection performed strong in task 4, where subjects used it to investigate caustics in free space with a large spatial extent. A counterexample is task 3, where the lighting is too soft (which is a design goal in many artistic scenes). Some subjects stated that they appreciated an additional benefit of the tool: it has to be placed only once without further need to move it around during inspection.
Particle Flow. Noticeable is the invariably large standard deviation of the particle flow tool for all tasks (1.3, 1.5, 1.3, 1.5, 1.3, 1.3). Our first hypothesis was the presence of a correlation between the subjects' experience in graphics or modeling and the rating of the tool, but the analysis of the questionnaires indicated only a vague correlation (and no further correlations). The recordings, however, revealed the reason for the ambivalent results: some subjects did not make proper use of the selection mechanism and were thus simply not able to solve the tasks. Interestingly, we received feedback from subjects using it properly that selective filtering is particularly important for this tool. As expected, it was still not rated helpful in all tasks, especially not in task 5B.
Conclusions. Our user study shows that different inspection tools are required and best suited for different application scenarios and tasks. As expected, false-color rendering was only helpful in task 1 and 5B where the strength of illumination was examined. The spherical plot tool performed well when a local directional aspect was examined, but performed poor for all tasks requiring "the big picture". Volu- Task 5B
1: Not helpful / inappropriate 2 3 4 5: Very helpful Figure 7 : These graphs summarize the results of our user study. For every task-see Fig. 1 and Sect. 5-we report the subjects' ratings of all light inspection tools. Please consult the accompanying material of this paper for the full data and statistics.
metric inspection is well suited to comprehend caustics. As discussed before, particle flow was only found to be useful when used selectively. Light path inspection worked well in many cases (task 1, 3, 4, 5A) and is definitely worth further investigation. All subjects agreed that interactivity is crucial for our inspection tools: on a scale from 1 (not really necessary) to 5 (crucial; key aspect) one half each opted for 4 and 5.
User Study Feedback
The subjects were further able to provide open comments and gave us valuable feedback on how the light inspection tools could be improved. We received manifold hints for fine-tuning the user interface; additionally, we also got valuable high-level suggestions. In the artistic scene of task 3, for instance, a key light path spawns at the lamp above the kitchen table. When selecting only indirect light for the inspection, this path seemingly remains: this is due to strong indirect light from the lampshade. While our solution is technically valid, the clustering-obviously lacking semantic information-does not treat the light bulb and the lampshade as a common source of direct light as humans do. Two subjects suggested to fade out the photon tracers in the volumetric tool to assess the light distribution better. Lastly, several subjects stated that the particle tool would be more useful if the trails would follow the incoming light in case of hitting a surface, and, e.g., reflections could be identified; this can be achieved by rejection-sampling the light probe.
Domain Expert Feedback
Architects. We consulted two professional architects independently and asked them about possible fields of use in their area. Both explained that, above all, both natural and artificial light sources form the illumination of a building and its interior rooms, and are addressed individually. Both architects stated that they simply trust their feelings for routine tasks in creating ground plans and follow rules of thumb, such as bearing in mind that windows facing north allow the least sunshine to pass through (in the northern hemisphere).
If requested by building contractors or demanding customers, however, architects create models which account for the solar altitude over the seasons and the sun path. They believe light inspection tools can be of help while planning the lighting of complex buildings, such as museums. They can further imagine that these tools could be used to create convincing illustrations for demanding customers to reveal them how light propagates through buildings, i.e., applying visualizations for marketing purposes. This idea extends to interior design to show customers directly the effects of changing interior materials like wallpapers or floorings.
Artists and Modeling Professionals. Furthermore, we asked a group of professional modeling artists for their feedback after providing them with our light inspection tools. If a professional artist works for months on a single scene, it is guaranteed that he possesses a full comprehension of all lighting phenomena and our light inspection tools might not be capable of providing additional information. However, this changes rapidly if another artist is confronted with this scene for the first time, which is not uncommon in today's large production teams: then, it is a long and tedious task to figure out how the lighting is set up and the light inspection tools can be of great help. The volumetric inspection tool was said to be helpful to test the smoothness of the lighting in a scene; an application that we did not think of.
Implementation and Performance
Our inspection tools are directly integrated into Autodesk Maya 2012 as a plug-in; stochastic progressive photon mapping [HJ10] is implemented using OpenCL and optionally supports multi-GPU usage. Nevertheless, all reported timings in this sections have been measured on the system used for the user study, i.e., running on a single GPU.
For spherical plots and light path inspection, we emit 300,000 photons in total, collect them with light probes, and store them in a cube map with a resolution of 128 2 × 6. The performance is evidently dependent on the scene complexity. For the scene in Fig. 2 (consisting of 1.5 million triangles), it takes approx. 2 seconds, while we rebalance SPPM more toward photon shooting during this process.
To accelerate photon shooting, we use a kd-tree, which is built once and updated asynchronously in a separate thread when a scene is modified. The full rebuild takes about 4 seconds for the scene shown in Fig. 2 . The clustering of photons for the light path inspection always takes less than a second. For the particle tool we emit approx. 16,000 photons per frame to ensure interactive rendering; the cube map for every particle has a size of 32 2 × 6. The volumetric inspection tool is updated with 16,000 emitted photons per frame.
Future Work
We consider our work as a first step in visualization and analysis of light transport in complex virtual scenes. The user study, and in particular the feedback, highlighted possible improvements to our light inspection tools. However, we can imagine that other well-established visualization techniques, e.g., glyphs or line-integral convolution, might be applicable after modification. Techniques for inspecting shadows can be implemented by including the tracing of shadow photons [Jen01] . Obviously, there is also much potential for providing more global insight using visualization techniques.
Our light inspection and extended photon mapping framework can serve as a basis for selective artistic light manipulation. With photons carrying additional information, lighting manipulators can be adjusted to affect only certain lighting components, e.g., we could imagine a "BendyCaustics" method (in spirit of [KPD10] ). We further encourage to try out inspection tools in combination with manipulation: you can modify best what you can see, grasp, and understand.
Conclusions
We presented novel light inspection tools with corresponding interactive visualization techniques. They support users in understanding the light transport in virtual scenes better. We conducted a user study and concluded that individual techniques are useful and appropriate for different tasks that we categorized. We collected feedback from domain experts and discussed applications from decision-making aids for architects and lighting designers to purely artistic tasks.
