Human beings process stereoscopic correspondence across multiple scales. However, this bio-inspiration is ignored by state-of-the-art cost aggregation methods for dense stereo correspondence. In this paper, a generic cross-scale cost aggregation framework is proposed to allow multi-scale interaction in cost aggregation. We firstly reformulate cost aggregation from a unified optimization perspective and show that different cost aggregation methods essentially differ in the choices of similarity kernels. Then, an inter-scale regularizer is introduced into optimization and solving this new optimization problem leads to the proposed framework. Since the regularization term is independent of the similarity kernel, various cost aggregation methods can be integrated into the proposed general framework. We show that the cross-scale framework is important as it effectively and efficiently expands state-of-the-art cost aggregation methods and leads to significant improvements, when evaluated on Middlebury, KITTI and New Tsukuba datasets.
Introduction
Dense correspondence between two images is a key problem in computer vision [12] . Adding a constraint that the two images are a stereo pair of the same scene, the dense correspondence problem degenerates into the stereo matching problem [23] . A stereo matching algorithm generally takes four steps: cost computation, cost (support) aggregation, disparity computation and disparity refinement [23] . In cost computation, a 3D cost volume (also known as disparity space image [23] ) is generated by computing matching costs for each pixel at all possible disparity levels. In cost aggregation, the costs are aggregated, enforcing piecewise constancy of disparity, over the support region of each pixel. Then, disparity for each pixel is computed with local or global optimization methods and refined by vari- ) after cost computation at different scales, where the intensity + gradient cost function is adopted as in [21, 33, 16] . Horizontal axis x indicates different pixels along the subsegment, and vertical axis L represents different disparity labels. Red dot indicates disparity generated by current cost volume while green dot is the ground truth; Bottom-Right: cost volumes after applying different cost aggregation methods at the finest scale (from top to bottom: NL [33] , ST [16] , BF [36] and GF [21] ); Bottom-Left: cost volumes after integrating different methods into our cross-scale cost aggregation framework, where cost volumes at different scales are adopted for aggregation. (Best viewed in color.) ous post-processing methods in the last two steps respectively. Among these steps, the quality of cost aggregation has a significant impact on the success of stereo algorithms. It is a key ingredient for state-of-the-art local algorithms [36, 21, 33, 16] and a primary building block for some topperforming global algorithms [34, 31] . Therefore, in this paper, we mainly concentrate on cost aggregation.
Most cost aggregation methods can be viewed as joint filtering over the cost volume [21] . Actually, even simple linear image filters such as box or Gaussian filter can be used for cost aggregation, but as isotropic diffusion filters, they tend to blur the depth boundaries [23] . Thus, a number of edge-preserving filters such as bilateral filter [28] and guided image filter [7] were introduced for cost aggregation. Yoon and Kweon [36] adopted the bilateral filter into cost aggregation, which generated appealing disparity maps on the Middlebury dataset [23] . However, their method is computationally expensive, since a large kernel size (e.g. 35 × 35) is typically used for the sake of high disparity accuracy. To address the computational limitation of the bilateral filter, Rhemann et al. [21] introduced the guided image filter into cost aggregation, whose computational complexity is independent of the kernel size. Recently, Yang [33] proposed a non-local cost aggregation method, which extends the kernel size to the entire image. By computing a minimum spanning tree (MST) over the image graph, the non-local cost aggregation can be performed extremely fast. Mei et al. [16] followed the non-local cost aggregation idea and showed that by enforcing the disparity consistency using segment tree instead of MST, better disparity maps can be achieved than [33] .
All these state-of-the-art cost aggregation methods have made great contributions to stereo vision. A common property of these methods is that costs are aggregated at the finest scale of the input stereo images. However, human beings generally process stereoscopic correspondence across multiple scales [17, 15, 14] . According to [14] , information at coarse and fine scales is processed interactively in the correspondence search of the human stereo vision system. Thus, from this bio-inspiration, it is reasonable that costs should be aggregated across multiple scales rather than the finest scale as done in conventional methods ( Figure 1 ).
In this paper, a general cross-scale cost aggregation framework is proposed. Firstly, inspired by the formulation of image filters in [18] , we show that various cost aggregation methods can be formulated uniformly as weighted least square (WLS) optimization problems. Then, from this unified optimization perspective, by adding a Generalized Tikhonov regularizer into the WLS optimization objective, we enforce the consistency of the cost volume among the neighboring scales, i.e. inter-scale consistency. The new optimization objective with inter-scale regularization is convex and can be easily and analytically solved. As the intrascale consistency of the cost volume is still maintained by conventional cost aggregation methods, many of them can be integrated into our framework to generate more robust cost volume and better disparity map. Figure 1 shows the effect of the proposed framework. Slices of the cost volumes of four representative cost aggregation methods, including the non-local method [33] (NL), the segment tree method [16] (ST), the bilateral filter method [36] (BF) and the guided filter method [21] (GF), are visualized. We use red dots to denote disparities generated by local winnertake-all (WTA) optimization in each cost volume and green dots to denote ground truth disparities. It can be found that more robust cost volumes and more accurate disparities are produced by adopting cross-scale cost aggregation. Extensive experiments on Middlebury [23] , KITTI [4] and New Tsukuba [20] datasets also reveal that better disparity maps can be obtained using cross-scale cost aggregation. In summary, the contributions of this paper are three folds:
• A unified WLS formulation of various cost aggregation methods from an optimization perspective.
• A novel and effective cross-scale cost aggregation framework.
• Quantitative evaluation of representative cost aggregation methods on three datasets.
The remainder of this paper is organized as follows. In Section 2, we summarize the related work. The WLS formulation for cost aggregation is given in Section 3. Our inter-scale regularization is described in Section 4. Then we detail the implementation of our framework in Section 5. Finally experimental results and analyses are presented in Section 6 and the conclusive remarks are made in Section 7.
Related Work
Recent surveys [9, 29] give sufficient comparison and analysis for various cost aggregation methods. We refer readers to these surveys to get an overview of different cost aggregation methods and we will focus on stereo matching methods involving multi-scale information, which are very relevant to our idea but have substantial differences.
Early researchers of stereo vision adopted the coarse-tofine (CTF) strategy for stereo matching [15] . Disparity of a coarse resolution was assigned firstly, and coarser disparity was used to reduce the search space for calculating finer disparity. This CTF (hierarchical) strategy has been widely used in global stereo methods such as dynamic programming [30] , semi-global matching [25] , and belief propagation [3, 34] for the purpose of accelerating convergence and avoiding unexpected local minima. Not only global methods but also local methods adopt the CTF strategy. Unlike global stereo methods, the main purpose of adopting the CTF strategy in local stereo methods is to reduce the search space [35, 11, 10] or take the advantage of multiscale related image representations [26, 27] . While, there is one exception in local CTF approaches. Min and Sohn [19] modeled the cost aggregation by anisotropic diffusion and solved the proposed variational model efficiently by the multi-scale approach. The motivation of their model is to denoise the cost volume which is very similar with us, but our method enforces the inter-scale consistency of cost volumes by regularization.
Overall, most CTF approaches share a similar property. They explicitly or implicitly model the disparity evolution process in the scale space [27] , i.e. disparity consistency across multiple scales. Different from previous CTF methods, our method models the evolution of the cost volume in the scale space, i.e. cost volume consistency across multiple scales. From optimization perspective, CTF approaches narrow down the solution space, while our method does not alter the solution space but adds inter-scale regularization into the optimization objective. Thus, incorporating multiscale prior by regularization is the originality of our approach. Another point worth mentioning is that local CTF approaches perform no better than state-of-the-art cost aggregation methods [10, 11] , while our method can significantly improve those cost aggregation methods [21, 33, 16 ].
Cost Aggregation as Optimization
In this section, we show that the cost aggregation can be formulated as a weighted least square optimization problem. Under this formulation, different choices of similarity kernels [18] in the optimization objective lead to different cost aggregation methods.
Firstly, the cost computation step is formulated as a function f :
H are the width and height of input images, 3 represents color channels and L denotes the number of disparity levels. Thus, for a stereo color pair: I, I ∈ R W ×H×3 , by applying cost computation:
we can get the cost volume C ∈ R W ×H×L , which represents matching costs for each pixel at all possible disparity levels. For a single pixel i = (x i , y i ), where x i , y i are pixel locations, its cost at disparity level l can be denoted as a scalar, C(i, l). Various methods can be used to compute the cost volume. For example, the intensity + gradient cost function [21, 33, 16] can be formulated as:
Here I(i) denotes the color vector of pixel i. ∇ x is the grayscale gradient in x direction. i l is the corresponding pixel of i with a disparity l, i.e. i l = (x i − l, y i ). α balances the color and gradient terms and τ 1 , τ 2 are truncation values.
The cost volume C is typically very noisy (Figure 1 ). Inspired by the WLS formulation of the denoising problem [18] , the cost aggregation can be formulated with the noisy input C as:
where N i defines a neighboring system of i. K(i, j) is the similarity kernel [18] , which measures the similarity between pixels i and j, andC is the (denoised) cost volume.
is a normalization constant. The solution of this WLS problem is:
Thus, like image filters [18] , a cost aggregation method corresponds to a particular instance of the similarity kernel. For example, the BF method [36] adopted the spatial and photometric distances between two pixels to measure the similarity, which is the same as the kernel function used in the bilateral filter [28] . Rhemann et al. [21] (GF) adopted the kernel defined in the guided filter [7] , whose computational complexity is independent of the kernel size. The NL method [33] defines a kernel based on a geodesic distance between two pixels in a tree structure. This approach was further enhanced by making use of color segments, called a segment-tree (ST) approach [16] . A major difference between filter-based [36, 21] and tree-based [33, 16] aggregation approaches is the action scope of the similarity kernel, i.e. N i in Equation (4). In filter-based methods, N i is a local window centered at i, but in tree-based methods, N i is a whole image. Figure 1 visualizes the effect of different action scope. The filter-based methods hold some local similarity after the cost aggregation, while tree-based methods tend to produce hard edges between different regions in the cost volume.
Having shown that representative cost aggregation methods can be formulated within a unified framework, let us recheck the cost volume slices in Figure 1 . The slice, coming from Teddy stereo pair in the Middlebury dataset [24] , consists of three typical scenarios: low-texture, high-texture and near textureless regions (from left to right). The four state-of-the-art cost aggregation methods all perform very well in the high-texture area, but most of them fail in either low-texture or near textureless region. For yielding highly accurate correspondence in those low-texture and near textureless regions, the correspondence search should be performed at the coarse scale [17] . However, under the formulation of Equation (3), costs are always aggregated at the finest scale, making it impossible to adaptively utilize information from multiple scales. Hence, we need to reformulate the WLS optimization objective from the scale space perspective.
Cross-Scale Cost Aggregation Framework
It is straightforward to show that directly using Equation (3) to tackle multi-scale cost volumes is equivalent to performing cost aggregation at each scale separately. Firstly, we add a superscript s to C, denoting cost volumes at different scales of a stereo pair, as C s , where s ∈ {0, 1, . . . , S} is the scale parameter. C 0 represents the cost volume at the finest scale. The multi-scale cost volume C s is computed using the downsampled images with a factor of η s . Note that this approach also reduces the search range of the disparity. The multi-scale version of Equation (3) can be easily expressed as:
and {l s } S s=0 denote a sequence of corresponding variables at each scale (Figure 2 ), i.e. i s+1 = i s /η and l s+1 = l s /η. N i s is a set of neighboring pixels on the s th scale. In our work, the size of N i s remains the same for all scales, meaning that more amount of smoothing is enforced on the coarser scale. We use the vector v = [C 0 (i 0 , l 0 ),C 1 (i 1 , l 1 ), · · · ,C S (i S , l S )] T with S + 1 components to denote the aggregated cost at each scale. The solution of Equation (5) is obtained by performing cost aggregation at each scale independently as follows:
Previous CTF approaches typically reduce the disparity search space at the current scale by using a disparity map estimated from the cost volume at the coarser scale, often provoking the loss of small disparity details. Alternatively, we directly enforce the inter-scale consistency on the cost volume by adding a Generalized Tikhonov regularizer into Equation (5), leading to the following optimization objective: v = argmin
where λ is a constant parameter to control the strength of regularization. Besides, similar withṽ, the vectorv = [Ĉ 0 (i 0 , l 0 ),Ĉ 1 (i 1 , l 1 ), · · · ,Ĉ S (i S , l S )] T also has S + 1 components to denote the cost at each scale. The above optimization problem is convex. Hence, we can get the solution by finding the stationary point of the optimization objective. Let F ({z s } S s=0 ) represent the optimization objective in Equation (7). For s ∈ {1, 2, . . . , S − 1}, the partial derivative of F with respect to z s is:
Setting ∂F ∂z s = 0, we get:
It is easy to get similar equations for s = 0 and s = S . Thus, we have S + 1 linear equations in total, which can be expressed concisely as:
Av =ṽ.
The matrix A is an (S+1)×(S+1) tridiagonal constant matrix, which can be easily derived from Equation (9). Since A is tridiagonal, its inverse always exists. Thus,
The final cost volume is obtained through the adaptive combination of the results of cost aggregation performed at different scales. Such adaptive combination enables the multiscale interaction of the cost aggregation in the context of optimization. Finally, we use an example to show the effect of interscale regularization in Figure 3 . In this example, without cross-scale cost aggregation, there are similar local minima in the cost vector, yielding erroneous disparity. Information from the finest scale is not enough but when inter-scale regularization is adopted, useful information from coarse scales reshapes the cost vector, generating disparity closer to the ground truth.
Implementation and Complexity
To build cost volumes for different scales (Figure 2) , we need to extract stereo image pairs at different scales. In our implementation, we choose the Gaussian Pyramid [2] , which is a classical representation in the scale space theory. The Gaussian Pyramid is obtained by successive smoothing and subsampling (η = 2). One advantage of this representation is that the image size decreases exponentially as the scale level increases, which reduces the computational cost of cost aggregation on the coarser scale exponentially. 
Step 4 involves the inversion of the matrix A with a size of (S + 1) × (S + 1), but A is a spatially invariant matrix, with each row consisting of at most three nonzero elements, and thus its inverse can be pre-computed. Also, in Equa-tion (11) , the cost volume on the finest scale,Ĉ 0 (i 0 , l 0 ), is used to yield a final disparity map, and thus we need to compute onlŷ
notv = A −1ṽ . This cost aggregation across multiple scales requires only a small amount of extra computational load. In the following section, we will analyze the runtime efficiency of our method in more details.
Experimental Result and Analysis
In this section, we use Middlebury [23] , KITTI [4] and New Tsukuba [20] datasets to validate that when integrating state-of-the-art cost aggregation methods, such as BF [36] , GF [21] , NL [33] and ST [16] , into our framework, there will be significant performance improvements. Furthermore, we also implement the simple box filter aggregation method (named as BOX, window size is 7 × 7) to serve as a baseline, which also becomes very powerful when integrated into our framework. For NL and ST, we directly use the C++ codes provided by the authors 1,2 , and thus all the parameter settings are identical to those used in their implementations. For GF, we implemented our own C++ code by referring to the author-provided software (implemented in MATLAB 3 ) in order to process high-resolution images from KITTI and New Tsukuba datasets efficiently. For BF, we implemeted the asymmetric version as suggested by [9] . The local WTA strategy is adopted to generate a disparity map. In order to compare different cost aggregation methods fairly, no disparity refinement technique is employed, unless we explicitly declare. S is set to 4, i.e. totally five scales are used in our framework. For the regularization parameter λ, we set it to 0.3 for the Middlebury dataset, while setting it to 1.0 on the KITTI and New Tsukuba datasets for more regularization, considering these two datasets contain a large portion of textureless regions.
Middlebury Dataset
The Middlebury benchmark [24] is a de facto standard for comparing existing stereo matching algorithms. In the benchmark [24] , four stereo pairs (Tsukuba, Venus, Teddy, Cones) are used to rank more than 100 stereo matching algorithms. In our experiment, we adopt these four stereo pairs. In addition, we use 'Middlebury 2005' [ that during our experiments, all local cost aggregation methods perform rather bad (error rate of non-occlusion (nonocc) area is more than 20%) in 4 stereo pairs from Middlebury 2006 dataset, i.e. Midd1, Midd2, Monopoly and Plastic. A common property of these 4 stereo pairs is that they all contain large textureless regions, making local stereo methods fragile. In order to alleviate bias towards these four stereo pairs, we exclude them from M31 to generate another collection of stereo pairs, which we call M27. We make statistics on both M31 and M27 (Table 1) . We adopt the intensity + gradient cost function in Equation (2), which is widely used in state-of-the-art cost aggregation methods [21, 16, 33] .
In Table 1 , we show the average error rates of non-occ region for different cost aggregation methods on both M31 and M27 datasets. We use the prefix 'S+' to denote the integration of existing cost aggregation methods into crossscale cost aggregation framework. Avg Non-occ is an average percentage of bad matching pixels in non-occ regions, where the absolute disparity error is larger than 1. The results are encouraging: all cost aggregation methods see an improvement when using cross-scale cost aggregation, and even the simple BOX method becomes very powerful (comparable to state-of-the-art on M27) when using cross-scale cost aggregation. Disparity maps of Teddy stereo pair for all these methods are shown in Figure 4 , while others are shown in the supplementary material due to space limit.
Furthermore, to follow the standard evaluation metric of the Middlebury benchmark [24] , we show each cost aggregation method's rank on the website (as of October 2013) in Table 1 . Avg Rank and Avg Err indicate the average rank and error rate measured using Tsukuba, Venus, Teddy and Cones images [24] . Here each method is combined with the state-of-the-art disparity refinement tech- Table 1 . Quantitative evaluation of cost aggregation methods on the Middlebury dataset. The prefix 'S+' denotes our cross-scale cost aggregation framework. For the rank part (column 4 and 5), the disparity results were refined with the same disparity refinement technique [33] .
nique from [33] (For ST [16] , we list its original rank reported in the Middlebury benchmark [24] , since the same results was not reproduced using the author's C++ code). The rank also validates the effectiveness of our framework. We also reported the running time for Tsukuba stereo pair on a PC with a 2.83 GHz CPU and 8 GB of memory. As mentioned before, the computational overhead is relatively small. To be specific, it consists of the cost aggregation ofC s (s ∈ {0, 1, · · · , S}) and the computation of Equation (13).
KITTI Dataset
The KITTI dataset [4] age pairs have a large portion of textureless regions, e.g. walls and roads [4] . During our experiment, we use the whole 194 training image pairs with ground truth disparity maps available. The evaluation metric is the same as the KITTI benchmark [5] with an error threshold 3. Besides, since BF is too slow for high resolution images (requiring more than one hour to process one stereo pair), we omit BF from evaluation. Considering the illumination variation on the KITTI dataset, we adopt Census Transform [37] , which is proved to be powerful for robust optical flow computation [6] . We show the performance of different methods when integrated into cross-scale cost aggregation in Table 2 . Some interesting points are worth noting. Firstly, for BOX and GF, there are significant improvements when using cross-scale cost aggregation. Again, like the Middlebury dataset, the simple BOX method becomes very powerful by using cross-scale cost aggregation. However, for S+NL and S+ST, their performances are almost the same as those without cross-scale cost aggregation, which are even worse than that of S+BOX. This may be due to the non-local property of tree-based cost aggregation methods. For textureless slant planes, e.g. roads, tree-based methods tend to overuse the piecewise constancy assumption and may generate erroneous frontoparallel planes. Thus, even though the cross-scale cost aggregation is adopted, errors in textureless slant planes are not fully addressed. Disparity maps for all methods are presented in the supplementary material, which also validate our analysis.
New Tsukuba Dataset
The New Tsukuba Dataset [20] contains 1800 stereo pairs with ground truth disparity maps. These pairs consist of a one minute photorealistic stereo video, generated by moving a stereo camera in a computer generated 3D scene. Besides, there are 4 different illumination conditions: Daylight, Fluorescent, Lamps and Flashlight. In our experiments, we use the Daylight scene, which has a challenging real world illumination condition [20] . Since neighboring frames usually share similar scenes, we sample the 1800 frames every second to get a subset of 60 stereo pairs, which saves the evaluation time. We test both intensity + gradient and Census Transform cost functions, and intensity + gradient cost function gives better results in this dataset. Disparity level of this dataset is the same as the KITTI dataset, i.e. 256 disparity levels, making BF [36] too slow, so we omit BF from evaluation. Table 3 shows evaluation results for different cost aggregation methods on New Tsukuba dataset. We use the same evaluation metric as the KITTI benchmark [5] (error threshold is 3). Again, all cost aggregation methods see an improvement when using cross-scale cost aggregation.
Regularization Parameter Study
The key parameter in Equation (7) is the regularization parameter λ. By adjusting this parameter, we can control the strength of inter-scale regularization as shown in Figure 5 . The error rate is evaluated on M31. When λ is set to 0, inter-scale regularization is prohibited, which is equivalent to performing cost aggregation at the finest scale. When regularization is introduced, there are improvements for all methods. As λ becomes large, the regularization term dominates the optimization, causing the cost volume of each scale to be purely identical. As a result, fine details of disparity maps are missing and error rate increases. One may note that it will generate better results by choosing different λ for different cost aggregation methods, though we use consistent λ for all methods.
Conclusions and Future Work
In this paper, we have proposed a cross-scale cost aggregation framework for stereo matching. This paper is not intended to present a completely new cost aggregation method that yields a highly accurate disparity map. Rather, we investigate the scale space behavior of various cost aggregation methods. Extensive experiments on three datasets validated the effect of cross-scale cost aggregation. Almost all methods saw improvements and even the simple box filtering method combined with our framework achieved very good performance.
Recently, a new trend in stereo vision is to solve the correspondence problem in continuous plane parameter space rather than in discrete disparity label space [1, 13, 32] . These methods can handle slant planes very well and one probable future direction is to investigate the scale space behavior of these methods.
