Mathematical and statistical aids to evaluate data from renal patients  by Knapp, Martin S. et al.
Monitoring many aspects of patient care is based on assess-
ments of sequences of data. Clinical decision-making relies to a
considerable extent on an understanding of the correspondence
between the pattern of the observations, conveyed most effec-
tively by presentations as graphs, and of the underlying biologi-
cal events. Changes in established patterns are of particular
interest, as these can indicate the occurrence of biological
events which need additional diagnostic effort or therapeutic
intervention.
Interpretation of sequences of data can be difficult even when
physicians, from their experience of similar patients, or because
of an understanding of the physiology and pathology that
influence the variable being studied, can anticipate the forms of
the pattern that might arise and of the changes in pattern that
are most likely. Important changes in observed sequences may
not be obvious, because either the underlying pattern, a change
in the pattern, or both, are masked by "noise," resulting from
biological variability and from errors in the collection, measure-
ment and processing of the data. It is clearly desirable to be able
to reduce such "noise" so far as possible and to quantify the
contribution of the remaining "noise" to the overall observed
variation in the data. There are statistical methods available to
do this, and, when incorporated into a computer storage and
display system, these can greatly increase the ability to identify
change in collected sequences of information. Statistical meth-
ods are now considered obligatory in the evaluation of informa-
tion collected for research, although even in medical research
some of the techniques recommended in this article are not
often used. In contrast it is still typically the case that informa-
tion collected in the clinic or hospital for the purpose of patient
care is not evaluated using formal methods. With the advent of
the new information technology allied to developments in
statistical methodology this situation may now be ready for
change. As an illustration of how a statistical method has the
potential to improve patient care, and to make contributions to
research, the next section considers a particular statistical
approach to analyzing sequences of information about renal
function collected after transplantation [1]. Subsequent sections
discuss a range of other statistical methods with examples of
their application to patient care and research.
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Monitoring renal function after transplantation
An increase in plasma creatinine and urea, after renal trans-
plantation, whether a change from a previously decreasing or a
previously "stable" value, most often signifies rejection.
Change is an indication for investigation and, in the absence of
an alternative explanation, for treatment. The study of these
plasma values is facilitated by their relative consistency in
many series, with trends in the data often being reasonably
clear. Given the magnitude of the change and the relative lack
of "noise," the detection of change usually eventually becomes
obvious with even the most casual of inspections. In an attempt
to detect changes in kidney function, or in the immune system,
at an earlier stage, other plasma values, and also the urine
output of creatinine, of electrolytes and of other constituents,
are sometimes also monitored. Changes in these can provide
other clues to pathological events in the kidney, but results
from these measurements are often extremely difficult to inter-
pret because changes are not always obvious and there is a lack
of day-to-day stability in the observed series even when there is
no occurrence of an event of clinical significance.
The monitoring of variables in patients after renal transplan-
tation provides an example to demonstrate the potential for
adopting, to medical purposes, powerful statistical methodolo-
gy—in this case, that of the Kalman Filter which was developed
in the context of other nonmedical on-line monitoring
situations.
Statistical analysis using the 4 State Kalman filter. Plasma
creatinine and urea concentrations are not usually considered in
a way that makes best use of their potential to define events.
This is illustrated both by observing many of the flow sheets in
everyday use in transplant units, or by the literature concerned
with tests investigated or proposed as monitors of human
allografts. For example, a wide range in the incidence of
rejection episodes was documented in 26 consecutive reports
reviewed [2]; descriptions of the objective criteria were defined
as arbitrary rises in serum creatinine in two of these and omitted
completely from the remaining 24. In view of this subjective
approach it is not surprising that there are still discussions
about whether treatment of rejection is better soon" after
rejection, or when rejection is "well established." There is
obviously no agreement between experts on the criteria for the
onset of this process. There is, of course, frequent debate in the
clinical situation about whether a change in an individual
patient is of "significance."
At one time we advocated a simple regression method to help
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resolve these problems and suggested that the onset of function-
al change should be defined using graphs of plasma creatinine
transformed to the reciprocal and 'corrected' for acute changes
in body weight [3]. These helped us to time the onset of
rejection, but there was no way to avoid some subjective
assessments when preparing the graphed information [4, 5]. A
more objective analysis was considered necessary, and a proce-
dure based on an adaptation of the Kalman Filter 11, 6] was
developed which detects, in quantitative terms, any change in
trends shown by sequences of the plasma creatinine or urea
results. The statistical probability of change then provides a
potentially objective basis for defining when an acute failure of
renal function, usually due to rejection, has occurred.
Noise results from biological variability and other factors.
Statistical techniques which take noise into account, and are
used in the analysis of clinical data, include simple regression
[4], stepwise multiple regression analysis [7], simple CUSUM
plus a decision 'mask' [8], the two-state Kalman filter [9],
multistate CUSUMs and Bayesian forecasting techniques [10,
11]. The statistical procedure we adopted, the multistate Kal-
man filter introduced by Harrison and Stevens (6], was already
used by nonbiological scientists to detect changes in "noisy"
sequences of data and seemed particularly suited to clinical
series in that it has the potential to determine both the probabili-
ties of a change having taken place and the type of change
involved. We incorporated this sophisticated technique [6] into
a system whose sensitivity can be "tuned" in the light of
information obtained from a similar previous series [12]. The
principles of the procedure, together with the techniques em-
ployed to reduce the noise in the series prior to analysis, are
described in more detail elsewhere [1, 12, 13]. The resulting
system is useful for both the prospective monitoring of results
as they arrive in the course of day-to-day care of patients, and
also for retrospective analysis related either to patient care, or
to research, or both.
Clinical identification of rejection
Initial experience with the Kalman filter has been described
for a series of 32 renal allograft recipients in whom grafts
functioned sufficiently to lower plasma creatinine [1]. A sum-
mary of all the information collected during the 60 days after
transplantation in a consecutive series of 28 of these patients
was presented in a form which included flow charts, clinical
notes, special investigations (often including graft biopsy), and
details of treatment. Daily plasma creatinine and urea results,
corrected for acute changes in hydration and transformed to the
reciprocal [3], were presented as a graphical plot over the full 60
days, but no statistical analyses were available to the physician.
Given this information, and knowledge of the patient's subse-
uent clinical course, each day was graduated on a seven-point
scale indicating an assessment of the likelihood that the patient
was undergoing rejection on that day. By subjective judgement
.ising the information provided, there were 28 occasions on
which a deterioration in renal function was considered to be due
:o rejection, an incidence of 1.0 episodes per patient per month.
[his clinical assessment was then contrasted with the results of
:he independent statistical analysis performed by computer.
Statistical identification of rejection
The statistical analysis is based on identifying as many
sources of noise as possible, then modeling these explicitly
when developing the monitoring procedure. In this case, the
sources identified were as follows: (1) noise directly connected
with variability in laboratory measurements; (2) 'rounding
errors' resulting from the truncation of recorded digits (Fig. 1);
(3) 'timing errors' resulting from observations being assumed
collected at the 'official' rather than at the actual time of
measurement; (4) distortions introduced into measurements of
some blood constituents by changes in hydration [31 [(Fig. 2)
and see below]. The basic mathematical model then exploits the
fact that, if the reciprocal transformation of plasma creatinine
results is used, renal function itself is a series of approximately
linear trends, whose direction changes as function moves from
improvement to deterioration, or vice-versa [3]. Other changes
are induced by "external" events such as dialysis, which
changes the level of the creatinine, and "bad" laboratory
measurements, which result in transient changes.
Statistical concepts used in Kalman filter
The multi-process Kalman filter model was developed by us
for a situation with four states (Fig. 3) using a general formula-
tion which can be summarized as follows:
If U denotes the body weight corrected reciprocal creatinine
concentration at time t, Y its measured value and Ø the
incremental change between t — I and t, we assume that, fort =
1,2 the steady state model for Y has the form:
Y = U + (Y)1 (1)0= 0_ ++(50)
= (6J)
where (Y)1, (h0), (6U) are zero-mean, uncorrelated Gaussian
disturbances. The system defined by equations (1) to (3) is
termed the linear growth model by Harrison and Stevens [9] and
assumes that 0 evolves locally according to an approximately
linear trend.
A transient observation at time t can be modelled by adding
an impulse (Y)1 to equation (1). This affects Y for time t only
and has no effect on future observations.
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Fig. 1. Dependence of assay error on 'reporting' error. The percentage
error incurred by truncating creatinine results to the nearest 10 moles/
liter increases at low creatinine concentrations as the percentage of
error = (reading interval — 2) — creatinine concentration x 100.
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Fig. 2. A series of plasma creatinine concentrations (x). When adjusted
forchanges in weight reflecting alterations in the volume of distribution,
the series shows a decrease in the amount of noise' in the trend
observed (0). (Reprinted with permission from [1].)
C Level change t D Slope change
Fig. 3. Availability of a new data point.As a new data point (lw)
becomes available there are at least four possibilities: A The system is in
a steady state,' no abrupt changes have taken place and there is a
continuation of the previous trend (for example, stable renal function).
B The point is a transient, or outlier (for example, a laboratory error). C
The point corresponds to a sudden change in the overall level of the
sequence (for example, following dialysis treatment). Or D the point
corresponds to a sudden change in slope (for example, a deterioration
in renal function due to rejection). When the next data point becomes
available, it is possible, using a recursive estimation procedure, to
determine the probability that a particular change (for example, a slope
change) occurred at the previous data point. (Reprinted with permission
from [1].)
Use of receiver-operator characteristic curves for specificity
and selectivity
The calculated probabilities can be combined with specific
utility assessments, such as those adopted by van der Helm and
Hische [14] for considering blood glucose values, to arrive at
optimal clinical decisions, but the interpretation of utility as-
sessments requires expert subjective opinion. Receiver-Opera-
tor Characteristic (ROC) curves were therefore used to define
an objective cut-off value above which results were deemed to
indicate that a significant deterioration in renal function had
occurred. Ideally a test should have a high specificity and
sensitivity (correspondingly a low false positive ratio and high
true positive ratio). In the ideal test, where there is no overlap
between positive and negative results, the ROC curve passes
through the top left corner of the graph. A line drawn from the
top left corner will intersect the ROC curve at a point which
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A change in level at time t can be modelled by adding an
impulse (o) to equation (2), This affects Y÷ and so forth
through equations (1) and (2), but does not affect the pattern of
future increments, Ø+ and so forth as defined by equation (3).
A change in slope at time t can be modelled by adding an
impulse (iØ) to equation (3). This affects the whole subsequent
development of the system.
Using standard recursive learning procedures for the Kalman
Filter, together with approximation techniques for the multi-
process system, outlined by Harrison and Stevens [6, 10], and
West and Smith [12], we can calculate, for each of the four
states, the probability of being in that state at time t, given the
observed sequence up to t. Thus, for example, the quantity: (4)
— Probability (steady state holds at t, given observed values
of Yi, . . ., Y) reflects the probability of some form of
instability in the system at time t. This can be analyzed further
to give, for example: (5) Probability (change in slope at t, given
observed values of Y1, .
. ., Yr). In addition, the recursive
estimation procedure enables one to obtain confirmatory proba-
bilities regarding past time points as new data becomes avail-
able. Thus, for example, one might calculate: (6) Probability
(change in slope at t, given observed values of Y1, . . .,
Yt+ i).
A new procedure for learning about the unknown error in the
system, developed by West and Smith [12], was found to be a
considerable improvement over the method proposed by Harri-
son and Stevens [6] and overcame the criticisms of the Kalman
filter made by Stoodley and Mirnia [11].
Mathematics, statistics, and renal patients 477
0
0.6
a,>
'a00.
a,
I—
A False positive ratio
optimizes sensitivity and specificity. It is desirable that a test
should have a high predictive value at the given cut-off value
(that is, a high probability that a disease is present given a result
exceeding the cut-off value) (Fig. 4).
The predictive value was given by pI(p+(l—p)/L1) where p =
pre-test probability that disease is present and L1 (the likelihood
ratio) = sensitivity/(l-specificity). As p was low (32 episodes
out of 1356 patient-days considered, p = 0.024), a small
decrease in specificity will result in a sharp fall in the predictive
value at any given cut-off point, and to achieve a high predictive
value for the test a high specificity was required. This was
achieved by choosing an arbitrary, but constant and reproduc-
tive ratio of (1-true positive ratio) to a false positive ratio of 3:1
(see Smith et al [16] for a theoretic discussion of this choice).
This gave a cut-off for weight-corrected creatinine of 0.195. Any
result exceeding this value has a predictive value, calculated
from the results shown in Table 1, greater than 0.72; that is,
given a result exceeding 0.195, the probability that a significant
deterioration in renal function has occurred exceeds 0.72. The
corresponding predictive values at the cut-off for urea and
uncorrected creatinine were, respectively, 0.62 and 0.73.
Definition of the time of allograft rejection using the 4 state
Kalman filter
Figure 5 illustrates the application of the techniques [1, 12—
14] to two different series of data with the caption describing
what can be set up as the computer display: In both examples a
significant deterioration in function was detected before the
plasma creatinine concentration exceeded 200 tmoles/1iter.
Similar plots and calculations were made on all patients in the
initial series of 28 patients studied.
When there was a clinical rejection category in that initial
series, the clinician estimated the time he would have initiated
B False positive ratio
anti-rejection therapy given the hypothetical assumptions that
(1) early treatment is beneficial, (2) too much treatment is
dangerous, and (3) the patient's state of health at the time would
not affect the decision to treat. This defined the time of
'retrospective' clinical diagnosis of rejection. The time of
'prospective' clinical diagnosis was taken as the time when anti-
rejection therapy was actually initiated as this was the only
objective evidence as to the time when the clinical team had
agreed rejection was occurring. The time of computer diagnosis
of rejection was defined as the day on which the probability that
a slope change had occurred (Fig. 5) exceeded the cut-off value.
This is a prospective diagnosis of rejection as the computer
analyses results sequentially as they would be supplied in the
clinical setting.
Kalman filter versus clinical judgement. A definite deteriora-
tion in renal function was identified by the clinician on 32
occasions, 28 of which were considered to be due to rejection
and four to other events of importance, for example, obstruc-
tion: 31 of these deteriorations were detected by statistical
analysis. However, on the single occasion when the computer
method failed to detect a deterioration in renal function consid-
ered significant clinically, both at the time and in retrospect, the
clinical diagnosis was based on two rising creatinine values, a
morning and an additional evening value, which was not input
to the computer since, at that time, it was only programmed to
accept a single daily value. The high evening result was in fact
followed by treatment, and a fall in creatinine, so that the
deterioration in function was no longer apparent when the
statistical analysis received the next input value. The statistical
procedure has now been extended to accept irregularly collect-
ed data, and this incident would not, in fact, have been missed
by the modified computer system.
At the time of this comparative trial the team in Nottingham
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Fig. 4. Receiver-Operator Characteristic (ROC) curves for A uncorrected and B weight-corrected creatinine data. A diagnostic test yielding a curve
that passes close to the top left corner of the graph will have a high sensitivity and specificity. Thus, the test employing weight-corrected data has a
higher sensitivity and specificity than that employing uncorrected data (see Table 1).
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Table I. Computer diagnosis of transplantation rejectiona
•Clinical
rejection Clinical
Computer diagnosis
Corrected Corrected
—
Uncorrected
category Definition diagnosis creatinine urea creatinine
0 No clinical, biochemical or histo-
logical sign of rejection
1253 II 15 9
1 Definite deterioration in renal func-
tion due to event other than re-
jection (for example, ureteric
obstruction)
4 4 1 3
2 Transient clinical or biochemical
signs considered not due to re-
jection
36 13 11 14
3 Clinical or biochemical signs, but
insufficient to diagnose rejection
21 9 6 5
4 Clinical or biochemical signs, pos-
sibly due to rejection, but not
enough evidence to treat
8 3 4 2
5 Biopsy performed when kidney not
functioning—shows histological
signs of rejection
6 0 0 0
6 Definite deterioration in renal func-
tion which would be treated as
rejection (+ve biopsy in all of 14
performed)
28 25 24 23
0 and 5 Definitely no deterioration in renal
function
1259 11 15 9
2, 3, and 4 Possible deterioration in renal
function
65 25 21 21
1 and 6 Definite deterioration in renal func-
tion
32 29 25 26
Sensitivity
Specificity
0.91
0.99
0.78
0.99
0.81
0.99
a Eachday studied was graded on a seven-point scale by an experienced renal physician in order of the likelihood that rejection occurred on that
day. The number of times that a deterioration in renal function was diagnosed by the computer is shown for each clinical rejection category. The
categories can be grouped into those where there was definitely no deterioration in renal function (0 and 5) and those in which a definite
deterioration in function occurred (1 and 6). The sensitivity and specificity of weight-corrected creatinine and urea, and of uncorrected creatinine,
as tests to detect a deterioration in function, were calculated from these two groups. In addition there were 65 days when there was uncertainty
whether a deterioration in function had occurred (2, 3, and 4). The table is reprinted with permission from [11.
used handdrawn graphs of the weight-corrected reciprocal of
plasma creatinine and were, therefore, better placed to identify
rejection earlier than the many transplant groups who do not
use graphical methods: Nevertheless, the computer identified
rejection a median of 1 day earlier (P < 0.02) than treatment
was actually initiated by the transplant team (Table 2). Comput-
er identification was also significantly earlier (P < 0.05) than the
retrospective clinical diagnosis of rejection, diagnosing rejec-
tion 7 days earlier in one instance. Using the statistical method,
rejection was diagnosed consistently earlier using weight-cor-
rected creatinine rather than urea results (P < 0.01). There was
no significant difference between the time of a statistical
diagnosis based on plasma urea alone and the clinical diagnosis
of rejection using all information. When creatinine data were
analyzed without applying any weight correction [121 for acute
changes in hydration, the rate of detection fell from 29 to 26 out
of the 32 episodes, reflecting the importance of this adjustment.
The difficulty of defining a clinically significant disturbance of
renal function is well illustrated by this series in that rejection
was suspected clinically on 97 days, but on only 28 was this
later confirmed by the further investigation (repeat creatinine,
immunology, renal scan, or biopsy). The clinician did not
suspect rejection on 11 days when the computer did detect a
significant deterioration in function using weight-corrected cre-
atinine data, but there remains uncertainity as to whether these
episodes represented biological events of clinical significance.
To investigate such events prospectively is a further step
needed in the evaluation of the techniques. Of 65 episodes
considered to be a 'possible' deterioration in function, the
computer identified only 25 and then demonstrated that it is less
likely to be misled by apparent change that later is accepted to
have been noise.
Prospective use of on-line statistical monitoring with the
Kalman filter. With the recent trend toward computerization of
renal records, methods of this sort are ready for incorporation
into the day-to-day care of patients, and this method has now
been used prospectively. In the first four patients studied, over
a total of 130 patient days, a definite deterioration in renal
function was identified by the clinicians on six occasions, all of
which were due to rejection. The computer detected all six
episodes, again a median of I day earlier than treatment was
initiated by the transplant team. In this small sample of patients
no false positive or false negative results were obtained from
the computer system. A deterioration of function was "suspect-
200
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Time, daysaftertransplantation Time, days after transplantation
Fig. 5. Kalman filter analysis of two rejection episodes (clinical rejection category 6). The upper graph (I) displays the weight-corrected plasma
creatinine concentration on an inverted reciprocal scale, plotted against time (days after transplantation). The middle graph (2) displays the
probability that there is some form of instability in the system at time t, and the lower graph (3) displays the probability that a slope change occurred
at t-l, given the value at time t. Hatched bars on the lower graph indicate a positive slope change (that is, a deterioration in function): values ex-
ceeding the cut-off graticule are defined as significant. Abbreviations are: DT = dialysis therapy: RT = anti-rejection therapy. Episode A/ow-noise
series. Instability detected on day 27 is confirmed as a positive slope change on day 28, indicating a significant deterioration in renal function has
occurred. Dialysis therapy on days II and 15 results in level changes which are detected as instability but are not confirmed as slope changes.
Episode B 'high-noise' series. The system adjusts so that it is less sensitive to transient disturbances [middle graph — (2)] in a 'noisy' series, but a
deterioration in function is detected on day 51. This was treated as a rejection 7 days later. (Reprinted with permission from [I].)
ed" on five further occasions, of which three were signaled by
the computer, but did not exceed the "cut-off" value.
Developments in the statistical technique based on a multi-
variate, multistate Kalman filter should allow dependent varia-
bles such as creatinine, urea, and f32 microglobulin, to be
considered concurrently in a single analysis. Short-term noise
effects in any one of the series can then be screened out by
reference to the others and a much more sensitive system
should result. The Kalman filter technique has also been
adapted by us to analyze urinary data from transplanted pa-
tients with the results of 8-hourly specimens considered and
three simultaneous series with the computer analyzing more
information than could reasonably be considered prospectively
by any clinician alone [2].
Further statistical considerations on using the Kalman filter
and similar techniques. There are many situations in the
analysis of time-series which require different forms of statisti-
cal analysis from that discussed above. For example, in retro-
spective analysis, conducted when all the data points are
collected, the problems are somewhat different from prospec-
tive analysis when each new data point has to be considered and
reacted to at the time it arrives. All these situations have in
common statistically based procedures requiring considerable
care in modeling the underlying system and observation pro-
cesses. In particular, there will usually be a requirement for the
incorporation of substantial prior information based on physio-
logical and clinical knowledge, and a combination of clinical
and statistical skills will be essential to get reasonable results
when an existing method is adapted to a new clinical problem.
A time-series modeling philosophy for medical monitoring, of
which the 4 state Kalman filter is only one example, needs to
separate clearly two different components in the model: first,
one which describes the way in which the underlying system
actually evolves; secondly, one that describes the way in which
the system is measured or observed (these philosophies are
developed in more detail elsewhere [1, 12, 13], where more
detail of both the biological and statistical considerations are
given). Models thus far developed have been rather specific and
narrowly applicable. There is a need to develop more flexible
computerized statistical analyses, which will systematically
explore alternative models, without the need for the one-off
approach to each new situation. New sequences of biological
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Table 2. Time of diagnosis of allograft rejection (days after
transplantation)a
Clinical
rejection
category
Clinical diagnosis Computer diagnosis
Creatinine UreaProspective Retrospective
8.5 9.5 10.5 —
I
—
—
18.5
28.5
5.5
16.5
28.5
5.5
—
—
6.5
28.5
45.5
12.5
24.5
29.5
59.5
25.5
20.5
23.5
43.5
7.5
4.5
19.5
42.5
28.5
44.5
12.5
24.5
28.5
59.5
25.5
19.5
21.0
41.5
8.5
5.5
19.5
41.5
29.5
43.5
—
22.5
29.5
59.5
22.5
16.5
16.5
39.5
8.5
5.5
20.5
41.5
29.5
45.5
—
23.5
—
—
22.5
17.5
18.5
42.5
8.5
5.5
22.5
43.5
6 6.5
67.5
5.5
19.5
31.5
6.5
23.5
44.5
17.5
10.5
—
6.5
27.5
35.5
5.5
58.5
6.0
19.5
29.5
6.5
23.5
43.5
16.5
11.0
42.5
7.5
27.5
33.5
6.5
51.5
6.5
17.5
29.5
5.5
23.5
43.5
16.5
11.5
—
7.5
—
33.5
5.5
—
5.5
19.5
30.5
5.5
23.5
40.5
17.5
11.5
39.5
7.5
28.5
33.5
a Definitions of timing are given in the text. This table is reprinted
with permission from [1].
information could then be considered, appropriate modeling
selected, and retrospective or on-line monitoring quickly estab-
lished. Another profoundly important problem, which has not
been given serious attention by most previous efforts to develop
methods of analysis for time series, is that of the unequally
spaced collection of information that is so often encountered in
clinical practice. If it does become possible to offer computer
programs incorporating such flexible consideration of data
when there are previously unexamined modes of progression of
sequences, and ill-defined patterns of change, it will increase
the responsibility, already incumbent on the physician or biolo-
gist, to carefully consider data before analysis, and to validate
any conclusions reached about the clinical significance of
"events" detected, and of the possibility of "missed" events
(that is, a false negative).
Another aspect of biology that must be considered if maxi-
mum information is to be extracted from sequences of data is
the rhythmic changes, both circadian and of longer and shorter
cycle length, that are present in the majority of sequences of
biological data. For example, the ability of the computer to
detect rejection became worse, not better, with twice daily
results, until it was programmed to take account of circadian
fluctuation in plasma creatinine concentration. Disease can
change these patterns, therefore, simple attempts to eliminate
their effect by, for example, taking samples at a fixed time of
day may not be sufficient. However, there are established
methods that attempt to mathematically describe these rhyth-
mic changes, and others are being developed (see below): These
will ultimately be incorporated into time series analysis for
event detection. It is hoped that there will be increasing
sophistication in the Bayesian, Kalman filter, methods so that
such concepts are incorporated, both in the prospective "moni-
toring" techniques and in the retrospective techniques about to
be discussed for "event detection."
In the case of retrospective examination of series, the lack of
developed and tested methods for detecting changes has until
recently prevented doctors from considering data from individ-
ual patients in depth and has encouraged the analysis of
aggregated data from patients grouped together when looking
for treatment effects. The difficulties of assigning data to the
pre-event or post-event period led to the many studies that
concentrated on contrasting periods of relative stability of data
collected well before an "event," that is, a change in diet or
treatment, with periods well after it.
Examples of other methods of considering time-series
A number of other methods of time series analysis are now
considered, which apply themselves to one or other of the
difficulties mentioned above. However, as yet there is no large-
scale system implemented which incorporates the flexibility to
deal with all these variations.
(1) Modified graphical display: CUSUMS. Many measure-
ments in use as biological indicators are such that in normal
circumstances they exhibit random fluctuations over time
around a known "target" level, but when unobservable under-
lying biological events of certain types occur this causes a
sudden increase in the level around which the indicator subse-
quently varies. Is it always easy to detect the occurrence of
such a biological event from direct inspection of the graphed
series? The reader is invited to answer this question after
having studied Figure 6 and before proceeding to the next
paragraph.
The series was artificially generated and so its form is known.
It consists of random fluctuation about a target level of 1 for the
first 30 observations and about a target level of 1.2 for the final
30 observations. In other words, an "event" occurred at
around observation 31. It can be seen (or, rather, not seen!) that
it is virtually impossible to detect this from direct inspection of
Figure 6.
It might be argued that this is an extreme example and a
change of 0.2 is "too small" to be detectable, yet a simple
mathematical transformation of the way in which the series is
graphed does make it possible to see what is going on. This
alternative form of graph, known as a cumulative sum (CU-
SUM) plot [8], was proposed as a useful method for doctors
some time ago but has not been widely accepted. The idea is
very simple. Suppose that X1, X2, . . ., X, . . . are the
observed sequence of values, that T is the target value and T +
S is the new mean level of the sequence, following the upward
shift S. Now define
y1=(X1—T)+(X2—T)+...+(X1—T).
So long as the X's are fluctuating around the target value T, the
deviations X — T, X2 — T, and so forth, will fluctuate around 0
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A Raw data level of plasma creatinine concentration decreases, making visual
interpretation of an untransformed creatinine plot difficult; see,
for example, Figure 7A. When a reciprocal plot is considered, this
can also be rather disappointingly unclear (Figure 7B) as exhibited
in some patients after transplantation. There is, perhaps, an
improvement on using data untransformed so far as visual inspec-
tion is concerned, but the message is still not unambiguous. ToI I I I
10 20 30 40 50 60 sharpen the perception of the information contained in the data, in
this example, it was essential to contemplate carefully the nature
B Cumulative sum chart of data of the original measurement, plasma creatinine concentration. It
then becomes apparent that messages about plasma creatinine
concentrations could be obscured by variations in the volume of
distribution caused, perhaps, by fluid retention or diuresis [3]. It is
the change in total body creatinine, as is usually reflected by the
creatinine level, that is of interest. A fluid-corrected value is
derived, before taking reciprocals, using body-weight daily [body
weight was used as a convenient guide to changes in body fluid
content as the changes were acute; ideal weight (wt) was estimat-
I I ed in kilograms with correct hydration] according to the formula:
10 20 30 40 50 60 Corrected creatinine = Measured creatinine >< X
Fig. 6. Change in simulated data points. Any change in this series of
simulated data points is difficult to detect because of random fluctua-
tions around the mean value before and after a change on day 30, when
there was a sudden change in mean value (A). The change point
becomes obvious (B) when a CUSUM chart is compiled (see text).
and so will their sums. In the series of Figure 1, this occurs up
to observation 30. But from X31 onwards, the sequence is
fluctuating around the new level T + S and so (X31 — T), (X32 —
T), and so forth, are each fluctuating around the value S. The
sum Y31 thus has an expected value equal to S, Y32 has an
expected value equal to 2S, and so on. A plot of the y's will
therefore tend to move horizontally (at level 0) until observation
30, but then it will move steadily upwards with an average
increment of S at each step. The resulting plot is shown in
Figure 6B and reveals very clearly the change in pattern from
observation 31 onwards.
The contrast between Figure 6A and B is quite dramatic.
What is "seen" depends on the mode of graphical presentation.
Sudden shifts in the mean level are best demonstrated by the
CUSUM form of presentation. The size of the shift can also be
inferred from the CUSUM plot and is the slope of the upward
trend in the y's. However, other patterns of change may be no
more obvious with this method than with traditional graphs.
(2) Mathematical transformation of the data and graphical
presentation. In some sequences of data there may be compel-
ling reasons for considering a transformation of the "raw" data
onto some other scale. The motivation may stem from physio-
logical considerations, or may be suggested empirically in that
the transformation results in simplification of observed patterns
[3, 15].
Sometimes the theoretical and empirical approaches lead to
the same transformation as the "best buy." Plasma creatinine
provides an illustration of this, GFR (C), the underlying indica-
tor of renal function, is inversely related to plasma creatinine
(P) concentration (C UV/P hence C a lIP) and this suggests that
if it is measured as a guide to renal function the reciprocal of
plasma creatinine is a more suitable indicator than the plasma
creatinine value itself. Statistical consideration shows that the
variance of plasma creatinine values decreases dramatically as the
When the body-weight corrected reciprocal creatinine plot was
considered (Figure 7C), the pattern that emerged was simple
and clear.
Periods of deteriorating or improving renal function often
manifest themselves as straight lines. A sudden change in
function corresponds to a switch in direction of the linear trend.
The doctor can more easily determine changes in trends when
these are displayed after any appropriate biological adjustment
using the transformation that provides some resemblence to
linearity. There are an increasing number of examples of the use
of such methods in case studies described in the literature, and
additional examples in associated articles in this issue. It is,
however, still common to find graphical presentations of se-
quences of data in which there are no indications that consider-
ation has been given to the use of such methods, even when a
transformation is physiologically appropriate on the basis of
known physiology. In some published case reports (and in
occasional patients observed in clinical practice), the apparent
increase in the rate of deterioration that was observed because
of the hyperbolic or exponential decline of function, has been
interpreted as being deterioration due to some event, for
example, the introduction of a drug or the onset of a pregnancy,
when there may be no true acceleration but only an inappropri-
ate presentation of the data as an untransformed sequence such
as a time-series on a graph (Fig. 8). In others the use of an
inappropriate transformation, or the wrong scale, may result in
an event being missed. This potential hazard of graphical
plotting, which exists to an even greater extent when columns
of numbers are inspected without drawing graphs, can usually
be avoided by drawing graphs of the data both untransformed
and transformed to the reciprocal and the logarithm. Any
apparent change in trend that cannot be seen in all presenta-
tions, and particularly in that which is known to be the one
which most often gives linear trends, should be interpreted with
caution. A computer with an appropriate graphics program
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Fig. 7. A A series of plasma creatinine values (•) collected from a
patient after a renal transplant show improvement followed by appar-
ent stability. B With an alternative presentation (0) as the reciprocal,
emphasizing small changes at low levels of creatinine, there is now
some uncertainty about 'stability." CA correction (A) to adjust for the
acute changes in body water, reflecting the volume of distribution of the
creatinine, allows a presentation with improvement as a linear se-
quence, followed by rejection revealed by the retention of plasma
creatinine (previously obscured by dilution of simultaneously retained
I I I I I water).
Time, days after transplantation
makes such comparisons easy to achieve, and possible change
can be emphasized by modification of either the x or the y axis
or both.
Linear regression for analyses of straight line trends. When
linear sequences are identified, there is a greater potential to
analyze these using statistical methods, as it is unusual to have
enough information for the more difficult statistical task of
considering curvilinear patterns. There are particular problems
when only orthodox linear regression techniques are used to
analyze sequences. A particular difficulty is allocating points to
a trend of, for example, improvement, or to a new trend of
deterioration, and difficulties when data before and after a
change are considered as being part of a continuous series.
These problems are overcome by use of the statistical tech-
niques described earlier in the method section of the paper and
in the quoted references, and do appear effective when consid-
ering sequences of results from an individual, whether in the
course of clinical care or in analyzing sequences collected for,
or used in research.When all the data are collected in a time
series at the time of analysis, another related but different
method to detect by time of change may be useful.
As discussed, there is often difficulty, even in retrospect, in
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Fig. 8. A graphical presentation of plasma creatinine results contrast-
ing linear, logarithmic, and reciprocal scales. The reciprocal scale is
inverted to provide graphs demonstrating the same direction of change
with a change in the patient's condition in all three presentations. A
termination of pregnancy took place in April 1981. In the upper plot on a
linear scale there appears to have been an increase in the rate of
progression associated with that event, or with the pregnancy, but the
lower plot raises uncertainty about that conclusion as the trend prior to
April 1981 appears to continue after the pregnancy after a temporary fall
associated with volume expansion of pregnancy, or other pregnancy-
related change in renal function. The question raised might be resolved
by appropriate statistical methods, or by further exploration of the data
using graphics.
specifying the degree of confidence with which it is possible to
say that an "event" happened (for example, that giving a drug
has altered a previous trend of deterioration) when the data
collected is time-dependent and autoregressive. Elithorn 117]
and one of our colleagues have successfully used the Bayesian
approach to resolve these problems in analyzing treatment
effects from psychotropic drugs. Examples from these studies
are used here. The example provides an application of a
variation on the method in which it is hypothesized that there is
a discontinuity in the data, and that the "before and after" parts
of the series would be better represented by two different
statistical models. A Bayesian analysis then calculates for each
point the probability of the discontinuity being at that point.
The data are then split at the point that had the highest
probability of a discontinuity, and the analysis was repeated on
each of the resulting sections. If there is a small probability of a
discontinuity in any particular section then these probabilities,
totalling 1, are distributed evenly between the observations. In
the first medical application of this technique, the effects of
psychotropic and anticonvulsant medication were studied in
data from a 24-year-old patient who had been changed from
Chlorpramazine to Haloperidol having had a suspected convul-
sive episode while on the former drug. He found Haloperidol
depressing and decided to refuse medication but agreed to
undertake regular testing so that dosages which did not cause
unnecessary side effects could be identified. A test system
involving the time to find a solution to a series of automated
graphical tests of psychomotor function (PMT) was used.
Examples of the results obtained are given in Figure 9A. In
Figures 9B and C similar analysis for the perceptual and motor
components of the test performance are presented. It is clear
that the perceptual component of the subject's performance, his
search time, was affected by the reintroduction of Haloperidol,
but not by the addition of Phenytoin (Epanutin). However, the
motor component (fastest 10) was not affected by reintroduc-
tion of Haloperidol but was affected by the addition of Pheny-
tom. This was an unexpected finding. In general the literature of
Phenytoin suggests that pharmacologically this has little effect
on mental and motor skills. In this patient, however, EEG
studies revealed that this patient had a large area of abnormal
electrical activity just anterior to his left motor area. The finding
that Phenytoin affected his motor performance can therefore be
explained, and this is a strong confirming instance for the
validity of the statistical analysis. Psychomotor testing with
statistical analysis may have potential to follow patients who
may soon need dialysis.
The potential for using this or similar methods to dissect out
treatment effects in nephrological patients, for example, diet in
renal failure or immunosuppression in glomerulonephritis,
would also seem clear, and analyses are being conducted, after
initial encouraging analyses on post-transplant results [4].
Time series analysis considering variations due to endoge-
nous biological rhythm or to exogenous events simulating
rhythmicity. There are a number of physicians and investiga-
tors, including ourselves, with more than a small interest in
systematic variations in data which are rhythmic, whatever the
reasons. In the context of the other discussions in this review,
such variations are considered as noise, and are one of the
causes of variance in sequences of data that potentially may
prevent an event of interest being identified.
When there is enough information about rhythmic variations
a physician or investigator can plan when information is to be
collected, and attempt to sample on the same part of any
predictable rhythmic pattern, for example, at the peak when
considering the time of cystine excretion to determine the effect
of agents to prevent its elimination, or at its trough, such as in
the assessment of renin/angiotensin levels, which is traditional-
ly done when recumbent, and when investigating for endoge-
nous Cushing's syndrome using plasma or urinary cortisols,
when nocturnal samples provide more discrimination between
normality and disease than do morning levels. An alternative
when attempting to decrease variance due to predictable rhyth-
mic changes, and one that may be less prone to problems, is to
collect sufficient information to mathematically describe, that
is, model, the rhythmic changes. This information can then be
incorporated into any program used to describe trends or detect
events. It may well be that in nephrology an increase in
knowledge about rhythmicity in collected data will allow the
use of analyses for such rhythmicity to make a diagnostic
contribution, as they already often do in endocrinology. There
is now some evidence that the nephrotoxity of some agents is
much less at certain times in the renal circadian cycle, allowing
larger doses to be used with less toxicity, for example, in cis-
platinum administration [18].
The most frequently used mathematical methods used on
biological data are those which consider whether any rhythmic
oscillations can be described by a sine wave of an appropriate
cycle length, and then to describe its features: frequency,
amplitude, and mesor (mean of the waves maximum and
minimum). A variety of useful methods based on sine wave
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A Solution time (without information) B Fastest % (without information)
75mg 5mg
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_______________ H1
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C Search time (without information)
Fig. 9. An analyses of the median solution times obtained with the
Psychomotor tests over a period of 62 days. The first analysis shown as
the upper histograms (A, B) indicates that there is a high probability
that a break in the underlying processes occurred during the period
when the patient was coming off Haloperidol. In the next analysis a
second break in the series appears when the patient restarts Haloper-
A idol, and the third analysis in the lower histogram (C) locates a further
break during Haloperidol withdrawal, confirming the suggestion of this
in the first analysis. This was an unexpected finding. In general the
literature on Phenytoin suggests that pharmacologically this has little
B effect on mental and motor skills. In this patient, however, EEG studies
revealed that he had a large area of abnormal electrical activity just
anterior to his left motor area. The finding that Phenytoin affected his
motor performance can therefore be explained, and this is a strong
C confirming instance for both the validity of the statistical analysis and
for this technique of computer fragmentation of test performance (see
text). The analyses are reproduced with permission from [17].
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analysis has been developed by Nelson et a! [191. Other groups
have used similar methods including the method of least
squares to minimize the differences between the observed and
fitted values [19—21]. Halberg's usual method is the "Cosinor,"
that is, a sine wave is calculated that is the best fit for the
observed values, and on this a test of significance is then made
of the hypothesis that the amplitude of the sine wave is zero
(Fig. 10). The method has limitations, especially in a man who
lives a daily program of around 16 hr activity and 8 hr rest,
which is in contrast to many laboratory animals whose circadi-
an rhythms are more light/dark dependent (and who were kept
on 12 hr: 12 hr light/dark regimens in the experiments for which
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Best-fitted sine-wave
y 32.4 + 28.4 cos (15t + 4')
4, = —27187° (18°)
P < 0001, A/M = 88% A.F. Prednisolone, 8 AM
ee
Sleep
Time
Fig. 10. Example of data analysis. It is one of a series of patients in
whom potassium excretion was contrasted when taking prednisolone at
8 A.M. with excretion when medication was at 10 P.M.. The raw data
from 3-hourly collections with the drug at 8 A.M. is shown in the upper
plot with a calculated best fitting sine-wave below and its mathematical
description. Statistical comparisons of sine-wave analysis on data from
patients not on medication showed no significant difference with
prednisolone when taken at 8 A.M., but data collected with medication
at 10 P.M. from this patient demonstrated a potassium excretion pattern
that could not be described as sine-waves (P > 0.05), suggesting
disruption of rhythm. A difference between the two doses of predniso-
lone was observed in most of the other patients studied in this series.
this statistical method has been found most satisfactory). The
observed data from humans are often best described by models
that are not symmetrical sine waves, although symmetrical
sinusoidal modeling is often better than making no attempts to
describe the data mathematically or to consider it statistically in
any way. A number of other statistical methods have been
proposed [20—22]. Others are being developed but are beyond
the scope of this review. When used on clinical data, the
established methodology, and some of the newer techniques
becoming available, may make data that had hitherto appeared
too noisy for analysis to be used both for diagnosis and to give a
better understanding of basic mechanisms.
Discussion
A graphical presentation of results, if necessary after appro-
priate transformation to, for example, the log or reciprocal,
does offer a useful way of considering long sequences of data
[23—25]. Computers are being used by an increasing number of
renal units, including our own, to store data and present it
instantly as graphs [26, 27]. The facility exists on these units to
make mathematical transformations, calculate corrections for
acute changes in volume of distribution and to perform statisti-
cal analyses using the same computer or one with which it can
communicate. Statistical programs can define an event as well
as or better than an experienced clinician working in retrospect,
even with graphs. If there was agreement that rejection epi-
sodes could be objectively defined for purposes of comparison,
using the time when a computer program identifies a significant
deterioration in function, it would be possible to quantify and
compare the incidence of acute renal failure episodes between
centers using different regimes. Objective definition of the time
of computer diagnosis of rejection could also be used to
determine whether changes in other tests proposed as being of
value, precede or follow changes in plasma creatinine trend.
The change in creatinine trend associated with rejection was,
for example, shown to precede the change in urea by an average
of I day in the initial studies using the computer method (P <
0.01) [1]. The method could be used to define whether or not a
center is treating "early" or "late" and to consider whether or
not this influences graft or patient survival. In the current state
of its development the 4 state Kalman filter method has the
potential to analyze incoming results on-line, and so assist
inexperienced clinicians in identifying changes of potential
significance. It is now possible to setup a prospective study of a
diagnostic test, or a therapeutic agent, taking action only when
0 the method indicates a change of a certain predetermined
statistical significance. The method is being adapted to consider
a wider range of variables in any clinicial situations and also to
analyze sequences with information collected at unequally
spaced times.
In this review, we chose to discuss one clinical situation in
some detail, that of post-transplantation renal function and to
provide some additional discussion with examples of alternative
methods and other situations. The discussions were neither
comprehensive nor complete but may suggest ways that make
better use of data collected.
There are many important clinical questions to resolve. Some
of the delay in answering these has been due to the difficulties of
finding homogenous groups of patients to study and analyze as
groups. The methods discussed in this article provide a tool to
consider patients as individuals in retrospect, when adequate
series of appropriate data have been collected over time as it
very often is, Analysis at the moment is often minimal and often
not statistical or even graphical. Answers might also emerge
with the prospective use of statistical monitors of any sort, but
these are almost never used in the wards, out-patient clinics, or
investigation units of hospitals.
There are common aspects to much information collected in
nephrology; the data often relate to many variables expressed
or expressable as numbers and are collected over periods of
time. The generality of the problem is not sufficient that there
can be one method for all situations. Consultations between
those with a statistical and mathematical training and those with
a clinical problem are strongly recommended, and such consul-
tation is more likely to be productive if the clinician has thought
about the details of data collection and about those pathophys-
iological facts or concepts which relate to the problem. A
preliminary exploration of time series data using graphics may
suggest possible models and is much easier with interactive
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computer graphics. When such collaboration produces greater
precision in considering sets of data, the clinician must learn to
use that precision in the interests of the patients from whom it
was collected. He may also be able to use it for the benefit of
future patients. The prospects for making correct deductions
from the study of small groups, or even individuals, is greatly
increased. Statistics has gained credibility in the medical com-
munity by providing methods which allow conclusions to be
made when considering data from groups of heterogenous
individuals, with information of uncertain "quality." This em-
phasis on group analysis may now become counterproductive.
Statistics developed for group analysis are now often being used
with the exclusion of a more detailed analysis, including a
statistical one, of the individuals who make up the groups. In
this paper we have attempted to increase interest in the
contributions possible with more careful assessment of se-
quences obtained from individuals and suggest that this may
contribute to the care of individuals and to correct conclusions
being reached when groups of individuals are being considered.
Summary. The monitoring of renal patients and the making of
many decisions during their management involves consider-
ation of sequences of numerical data. Renal function results
after renal transplantation were used as an example of how
graphical presentations, simple mathematical transforms, sta-
tistical evaluation and adjustments to the data, to take into
account other biological and technical sources of error, can all
contribute to better understanding. Experience with a statistical
technique, the 4-state Kalman filter not often used in the
biological sciences, was summarized and its use suggested as a
method to quantitate some traditionally subjective decisions
about individual patients, for example, the onset of allograft
rejection. The method has identified in retrospect and in
prospect events after transplantation earlier than did experi-
enced clinicians. Other statistical techniques to set the sensitiv-
ity and specificity of monitoring methods, to detect change
points and to quantitate rhythmic sequences of clinical data
were discussed, with examples, and with increasing access to
computers, these can be used more easily by nephrologists,
transplant surgeons, and others.
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