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Iron-based superconductors can exhibit different magnetic ground states and are in a critical
magnetic region where frustrated magnetic interactions strongly compete with each other. Here we
investigate the longitudinal modes of spin fluctuations in an unified effective magnetic model for
iron-based superconductors. We focus on the collinear antiferromagnetic phase and calculate the
behavior of the longitudinal mode when different phase boundaries are approached. The results can
help to determine the nature of the magnetic fluctuations in iron-based superconductors.
I. INTRODUCTION
Iron-based superconductors have very rich magnetic
properties1,2. They exhibit many intriguing magnetically
ordered ground states, including stripe-like collinear an-
tiferromagnetic (CAF) state3, checkerboard-like antifer-
romagnetic (AFM) state4, bi-collinear antiferromagnetic
(BCAF) state5, staggered dimmer (DI)6 state and some
incomensurate (IC) states. The superconductivity ap-
pears to be linked to the magnetism, in particular, the
CAF state7. The origin of these magnetic states thus has
been one of central focus in this field.
Although both itinerant and local spin theories are rea-
sonably successful in explaining magnetic properties of
some certain families of iron-based superconductors, it
has been crystal clear that the magnetism is a hybrid
with dual characters from both itinerant electrons and
local spin moments8,9. However, microscopically, the sys-
tem can not be simply described by a Kondo lattice type
of model because it is very difficult to separate itinerant
electrons from localized ones.
A reasonable strategy is to seek an effective magnetic
model. With the existence of local magnetic moments,
we can still focus on the effective interactions between
these local moments by integrating out of itinerant elec-
trons to obtain a minimum magnetic effective model by
keeping those Heisenberg-type leading interactions with
the shortest distances. This approach has yielded a suc-
cessful effective model, the J1 − J2 − J3 −K model8–15.
In this model, the nearest neighbor (NN) magnetic inter-
action J1 and the next NN one J2 arise mainly through
local magnetic direct exchange and magnetic superex-
change mechanisms. The third NN interaction J3 and the
quartic interaction K indicate the existence of the strong
couplings to itinerant electrons. The phase diagram of
the model has been studied extensively8,9. The mean-
field results of the model can account for most magnetic
phases and low energy magnetic excitations observed ex-
perimentally in iron-based superconductors8 except some
recently observed orders in very specific situations such
as the double-Q orders16,17. The magnetism in the ef-
fective model is extremely frustrated due to the strong
competition among J1, J2 and J3, which is also consis-
tent with the fact that the long range magnetic order is
absent in some iron-based superconductors.
In a model based on local magnetic moments, the spin
waves (SW) are the low energy excitations in a given
magnetically ordered state. The SW are the transverse
modes, namely the magnetic fluctuations perpendicular
to the direction of the ordered moment. The longitu-
dinal modes (LM), which are parallel to the ordered
moments, are gapped out as Higgs mode. However, if
there are several competing magnetic states, the LM can
start to appear at low energy even at zero temperature.
Therefore, the gaps of the LM (Higgs mass) can provide
us important information about the degree of magnetic
frustration18–20.
Recently, several polarized neutron scattering experi-
ments have been carried out in the CAF state of iron-
based superconductors19–23. The gapped LM have been
observed. The observed gaps of these LM are much lower
than the band width of spin excitations. Thus, these
measurements suggest the existence of strong magnetic
frustration in the materials. The materials may be close
to a quantum critical point or are located close to a spin
liquid region24,25.
Longitudinal excitations was viewed as support for
itinerant magnetism19,26,27. In this paper, we use a new
method to analytically calculate the LM from the effec-
tive exchange model, in particular, in the parameter re-
gion of the CAF state near the phase boundary. We find
that the LM become visible at low energy close to the
phase boundary and they have different dispersion re-
lations from the transverse SW modes. They disperse
very rapidly along the antiferromagnetic direction and
have very little dispersion along the FM direction in the
CAF phase. This feature is absent in other magnetically
ordered states so that it is unique for the CAF state.
Therefore, our results suggest that the measurement of
the LM in a paramagnetic state that has a finite mag-
netic correlation length can be used to determine how
the system is close to the CAF state.
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2II. THE J1 − J2 − J3 −K MODEL
The J1 − J2 − J3 −K model8,9 is described by
H =
∑
〈i,j〉
J1 ~Si · ~Sj +
∑
〈〈i,j〉〉
J2 ~Si · ~Sj
+
∑
〈〈〈i,j〉〉〉
J3 ~Si · ~Sj −
∑
〈i,j〉
K(~Si · ~Sj)2, (1)
which includes the nearest (J1), second (J2) and third
(J3) nearest neighbor Heisenberg interactions and K(>
0) quartic term12,28. Various magnetic phases can be
classified in Fig.1. We will focus on the LM in the CAF
phase and the behavior of approaching the phase bound-
aries .
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FIG. 1: Various classical states for K = 0.2 (a) and K = 0.5
(b) in the unit of J1 (s = 1) as classified in literatures
8,9. For
small K in (a), the incommensurate phases insert in the mid-
dle of the parameter space. For bigger K (b), the commensu-
rate phases expand to cover the whole parameter space. The
black-white dots represent the up-down spins in real space for
commensurate phases. The filled inverted triangle marks FeSe
at 9 GPa9 and the arrows indicate the paths approaching the
phase boundaries .
This Hamiltonian can be solved within the standard
spin wave (Holstein-Primakov) theory. Starting from the
above depicted classical ground state, we rotate the down
spins and then represent the spins ~Si with magnons ai, a
†
i :
Szi → −Szi , S±i → −S∓i ,
Szi = s− a†iai, S+i (S−i ) = χai(a†iχ),
(2)
with χ =
√
2s− a†iai. When the local environment for
each spin is not identical, there are several spins in one
magnetic cell and the site i = {c, a} with c = 1, · · · , N ′
counting for the cells and a = 1, · · · , n for the magnon
types. Up to two-magnon operators (we would omit the
vector notation for position and momentum), the approx-
imate Hamiltonian in momentum space is
H ≈
∑
k
1
2
sΨ†kHkΨ−k −
∑
k
1
2
sTr(Hk) + E0, (3)
with Hk the 2n × 2n matrix, E0 the classical ground
state energy and Ψ†k = (a
†
k,a
T
−k), where ak is a column
collection of magnon annihilators and aTk is the matrix
transpose. As derived in the appendix.(A), this Hamilto-
nian can be diagonalized by Bogoliubov transformation29
and the SW spectra nk are the eigenvalues of σznHk.
Here
Hk =
(
ωk γk
γ†k ω
T
−k
)
, σzn =
(
In 0
0 −In
)
(4)
with In the n × n identical matrix and ωk = ω†k = ωT−k,
γk = γ
T
−k = γ
†
k. When n = 1, it is easy to find k =
s
√
ω2k − γ2k. This SW spectrum is generally gapless at
the order momentum as the Goldstone mode. Coupling
anisotropy can interpret the observed gap19. We would
shift the Heisenberg to XXZ coupling ~Si · ~Sj = Sxi Sxj +
Syi S
y
j +AS
z
i S
z
j , with A = 1+δa. This positive δa will pick
up the easy axis and speed up the numerical calculations.
A. The Longitudinal Mode
In quantum antiferromagnet, the longitudinal modes
are the amplitude fluctuation of the ordered moments
〈Sz〉, essentially, magnon density. Different from the itin-
erant approach27 and nonlinear-σ model18,26, LM can
also be viewed as two magnon resonance30 or magnon
density wave31 in Holstein-Primakov theory. Following
Feynman’s approach to the helium superfluid32, the LM
can be defined as:
|Lq〉 ≡ 1√
N
∑
i
ei~q·~riSzi |0〉 =
1√
N
∑
k
a†kak+q|0〉. (5)
With respect to the ground state, the LM has the spec-
trum:
E(q) =
N(q)
S(q)
, (6)
withN(q) ≡ 〈Lq|H|Lq〉 and S(q) ≡ 〈Lq|Lq〉 the structure
factor. Separating the Hamiltonian by neighborhood (~m)
coupling: H =
∑
mHm +
∑
mH
K
m , we have
N(q) =
∑
m
Nm(q) +
∑
m
NKm (q) (7)
with (dependent on whether the ~m neighbor spins are
anti-parallel or parallel (AP/P))
Nm(q) =
{
Jm
2n
∑
a
(
cos(qm) + 1
)
Πm+, AP
Jm
2n
∑
a
(
cos(qm)− 1)Πm−, P (8)
NKm (q) =
{
Ks2
n
∑
a
(
cos(qm) + 1
)
ΠKm+, AP
−Ks2n
∑
a
(
cos(qm)− 1)ΠKm−, P (9)
where
∑
a sums over different magnon types and the cor-
relation function Π’s are (see appendix.A)
Πm+ = 2s∆ab −∆ab(ρaa + ρbb)− ρab(∆aa + ∆bb),
3Πm− = 2sρab − ρab(ρaa + ρbb)−∆ab(∆aa + ∆bb),
ΠKm+ = 8∆
2
ab + 4∆aa∆bb +A
(
2(s− 1)ρab
−5ρab(ρaa + ρbb)− 5/2∆ab(∆aa + ∆bb)
)
,(10)
ΠKm− = 8ρ
2
ab + 4∆aa∆bb +A
(
2(s− 1)∆ab
−5∆ab(ρaa + ρbb)− 5/2ρab(∆aa + ∆bb)
)
.
Here ρab(m) ≡ 〈a†i bi+m〉, ∆ab(m) ≡ 〈aibi+m〉 are the
correlations of type a, b magnon at site i, i+m. We have
omitted the neighborhood (m) to simplify the notation.
The quartic K term modifies the exchange J by ±2AKs2
at the first order of large s. The n×n correlation matrices
in momentum space ρk, ∆k are the Fourier transforma-
tion of ρ(m), ∆(m). The structure factor is
S(q) =
1
n
Tr
[
ρ(0) +
1
N ′
∑
k
(ρkρk+q + ∆k∆k+q)
]
. (11)
In the case of one type magnon, the SW spectrum and
the correlators can be solved analytically:
k = s
√
ω2k − γ2k,
ρk =
(√
ω2k/(ω
2
k − γ2k)− 1
)
/2,
∆k = −γk/(2
√
ω2k − γ2k).
(12)
B. The CAF Phase
The CAF phase with ordered momentum Q = X =
(pi, 0) is an example of the exactly solvable case of Eq.(12)
with
ωk = 2(J1 − 2AKs2) cos ky + 4AJ2 + 8A2Ks2
+2J3(cos 2kx + cos 2ky − 2A), (13)
γk = −2(J1 + 2AKs2 + 2J2 cos ky) cos kx.
The spectra of SW and LM for FeSe at 9 GPa9 are
depicted in Fig.2, in the unit of J1s (51.1 meV). The
Goldstone modes appear at Γ and Q in the SW spec-
trum Fig.2(a). In our calculation, the anisotropic ex-
change opens a tiny gap 0.07J1s (∼
√
δa). This is of-
ten introduced to explain the observed anisotropic gap
in the transverse modes19. In totally isotropic case
(δa = K = 0), it would be gapless at all high symme-
try points YMXΓ as one can see from Eq.(12). Zooming
into Q, the SW has oval-shape equal energy line as seen
from the 3D view in Fig.2(c) which has been measured
experimentally.
The LM spectrum is depicted in Fig.2(b). It has a deep
valley structure along the kx = pi line. The dispersion is
flat in (pi,±δq) direction, but it is steep in (pi ± δq, 0) as
shown in Fig.2(b,d). The valley structure is manifested in
Fig.2(d). It is interesting to point out that at Q = (pi, 0),
the structure factor S(Q) = 0. This is protected by the
symmetry γk+Q = −γk, not an issue of approximation.
The coupling in c axis can break this symmetry, result-
ing in a well-defined LM. Indeed, Jc is important for the
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FIG. 2: The spectra of SW and LM for CAF phase. Here
we used the parameters for FeSe at 9GPa9: K = 0.2, J2 =
0.69, J3 = 0.09. A = 1.0001 is used to slightly gap the
SW Goldstone modes and speed up the calculation. The
color (bar in (e)) marks the energy for SW (a,c) and LM
(b,d). ΓXMY in (a) mark the high symmetry points. The
3D dispersion (c,d) are taken from the dashed square region
(pi ± 0.1pi,±0.1pi). The SW is gapless (0.07J1) and slightly
anisotropic with oval-shape equal-energy slice and that the
LM is gapped (0.87J1) and strongly anisotropy with open
equal-energy curve bending outward. The projected disper-
sion (e) clearly shows Goldstone mode and Higgs mode at
X(Q).
occurrence of long range magnetic order. Yet, for numer-
ical consideration, the longitudinal gap can be obtained
from the nearby region since Eq.(6) is a smooth function
except at Q.
The dispersion along some high symmetry directions
are shown in Fig.2(e). As expected, the transverse mode
converges to almost zero and its linear dispersion shows
slight anisotropy at Q. The LM at this point is gapped
and strongly anisotropic. The dispersion is flat in qy
(XM) direction and sharp in qx (XΓ) direction. The
calculated longitudinal gap ∆ = 0.87J1s = 44.5 meV,
which is not measured yet.
As approaching the phases boundaries, the order pa-
rameter would be soften due to the competition among
various magnetic orders30 and the LM would appear
in low energy as frustration arises. The longitudinal
gap ∆ is depicted in Fig,3 as approaching the phase
boundaries. The gap is taken as the limit from the flat
ky direction. The gap ∆ drops to zero near the phases
boundaries, appearing as low energy excitation in the
neutron scattering experiment. We also noticed that
the gaps of the three empty markers (K=0.5), as routes
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FIG. 3: The longitudinal gaps ∆ as functions of the distance
δJqcp to various neighbor phases. The approaching paths
are marked by color arrows in Fig.1(a). The empty markers
(K = 0.5) manifest smaller gaps, possibly indicating stronger
frustration compared with filled markers (K = 0.2).
approaching BCAF, DI-horizontally and DI-vertically
respectively, drop faster to zero in front of the bound-
aries, as a possible sign of stronger frustration. No big
difference is found for the paths approaching the DI
phases horizontally (varying J2) and vertically (varying
J3). Thus in this effective model, localized exchange and
itinerant coupling equivalently contribute to frustration
to hold LM.
Adjust to the models and parameters in Ref.19, a 53
meV longitudinal gap can be obtained with our calcula-
tion, comparing with the observed value 25 ∼ 30 meV.
This result is very reasonable. As fluctuation effect in
the vicinity of critical region is underestimated in our
method, the gap in our calculation should be larger than
the true gap. For more accurate quantitative result, the
higher order correction has to be considered.
C. Other Magnetic Phase
Similar work can be done for various magnetic phases
represented in Fig.1, following the method generally de-
scribed in Appendix.(A). The J1 dominated AF state
with Q′ = M = (pi, pi) is another example of exactly
solvable case. Its SW the LM along the high symme-
try points are in Fig.4. Similar to the CAF phase, the
SW is gapless and the LM is gapped at Q′. The mag-
netic environment is C4 symmetric and both the SW and
LM dispersion are isotropic. Approaching to the phases
boundaries, the longitudinal gaps also decreases to ap-
pear as low excitations due to phases competition. The
LM are always more sensitive to the quantum frustration.
Near the quantum critical point, the interaction among
magnons in LM breaks the ground state.
LM
SW
FIG. 4: The spectra for SW and LM for AF state along
the high symmetry points with parameters K = 0.2, J2 =
0.2, J3 = 0.05 and A = 1.0001. The SW gap at Q
′ is zero
and LM ∆ = 1.20 in the unit of J1s.
III. DISCUSSION AND SUMMARY
Recently, the inelastic neutron scattering experiments
have already measured the LM in iron-based supercon-
ducting materials19,20,33–35. These results are typically
considered as evidence to support pure itinerant mag-
netism in these materials19,26,27. However, as argued in
literature8, a pure itinerant magnetism can not explain
all the observed magnetic properties in iron-based super-
conductors. According to our calculation, LM can also
emerge from the effective exchange model.
Combining with the experimental results, our results
strongly support that iron-based superconductors are
strongly frustrated magnetic systems in a vicinity to
many different magnetic phases. In particular, the CAF
order is very close to quantum critical transitions to other
magnetic orders. The nature of the frustration stems
from the competitions between short range local mag-
netic exchange couplings and other effective magnetic in-
teractions through couplings with itinerant electrons.
In summary, we derived the longitudinal excitation for
the general J1−J2−J3−K magnetic model. Specifically,
the analytic solution in the CAF state is given. The
dispersion of the LM in the CAF state near the quantum
critical point is very different from the transverse SW
modes.
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Appendix A: Derivation
1. Spin Wave spectrum
The magnon satisfies the bosonic commute relation:
ΨkΨ
†
q − ((Ψ†q)TΨTk )T = δkqσzn. (A1)
5With the help of Bogoliubov transformation Ψk = TkΦk,
where Φ†k = (d
†
k,d
T
−k), the Hamiltonian can be diago-
nalized as T †kHkTk = σznΛk, when the transformation
matrix satisfy
σzn = TkσznT
†
k ,
Λk = T
−1
k (σznHk)Tk,
(A2)
where Λk is the diagonalized matrix of σznHk by simi-
larity transformation and Tk is the Bogoliubov matrix
29:
Tk =
(
µk νk
ν∗−k µ
∗
−k
)
, (A3)
where µk, νk are the n×n coherent phase matrices. One
can collect the eigenvectors of matrix σznHk and then
normalize them by equation.(A2). It is proven that for
the eigenvalue k with eigenvector vk, there exists a
dual eigenvalue −∗−k with eigenvector σxnv∗−k. Thus
by properly order the eigenvalues and adjust the relative
phases, this Tk is the Bogoliubov matrix to diagonalize
the Hamiltonian via congruence transformation. In algo-
rithm, there could be phase freedom for those eigenvec-
tors, making the matrix non-Bogoliubov, i.e. T → TeiΘ
with Θ = diag{θ1, · · · , θ2n} the phases matrix. It’s easy
to remove those phases and, moreover, this phase free-
dom does not affect the SW spectra and the LM.
In linear SW theory, the Hamiltonian matrix elements
are the Fourier transformation of the neighborhood
interaction in real space, so ωk, γk, k, µk, νk all satisfy
f∗(k) = f(−k) and the diagonalized Hamiltonian σznΛk
is real and doubly degenerate.
2. Longitudinal Spectrum
The essence of calculating the ground state expectation
of the commutators Nm(q) and N
K
m (q) in equ.(7) is to
calculate the correlation of spins, up to second 〈SS〉 and
forth order 〈SSSS〉. Define the magnon correlators first:
〈ΨkΨ†q〉 =
(
µkµ
†
k µkν
T
−k
ν∗−kµ
†
k ν
∗
−kν
T
−k
)
δkq =
(
ρTk + 1 ∆−k
∆†−k ρ−k
)
δkq.
It is easy to see ρ†k = ρk and ∆k = ∆
T
−k. In linear spin
theory, f(−k) = f∗(k) also works for ρk and ∆k. The
real space correlations
ρ(m) ≡ 〈a†,Tl aTl+m〉 = 1N ′
∑
k e
−ikmρk, (A4)
∆(m) ≡ 〈alaTl+m〉 = 1N ′
∑
k e
−ikm∆k (A5)
satisfy ρ∗(m) = ρ†(−m) = ρ(m) and ∆∗(m) =
∆†(−m) = ∆(m). Thus the correlation among differ-
ent magnons is the elements of the correlation matrices
ρ(m) and ∆(m):
〈a†l bl+m〉 = ρab(m) = 〈alb†l+m〉 − δm0,
〈albl+m〉 = ∆ab(m) = 〈a†l b†l+m〉.
(A6)
For higher (even) operators correlation, thereafter, the
contraction rules can be concluded 〈c1c2 · · · c2n−1c2n〉
(ci = ai, a
†
i ):
1. Put the c′s operators in pairs, all possible combi-
nations;
2. Refer to the matrix element of ρ(m) and ∆(m),
write all the operator pairs as two-operator corre-
lation functions in real space.
Referring this contraction rule, the following four opera-
tors (and their conjugate) correlation is needed:
〈aibjaibj〉 = 2∆2ab + ∆aa∆bb,
〈aib†jaib†j〉 = 2ρ2ab + ∆aa∆bb,
〈a†i b†ja†iaj〉 = 2ρaa∆ab + ρab∆aa,
〈aib†jb†jbj〉 = = 2ρbbρab + ∆ab∆bb.
(A7)
We omit the variables (j − i) within ρab,∆ab for con-
venience. Relevant to the LM up to the four operators
correlation, for Nm(q), we need to estimate :
〈S†i S−j 〉 = 2sρab − ρab(ρaa + ρbb)−∆ab(∆aa + ∆bb)/2,
〈S−i S−j 〉 = 2s∆ab −∆ab(ρaa + ρbb)− ρab(∆aa + ∆bb)/2,
and in the quartic term NKm (q)
〈S−i S−j S−i S−j 〉 ≈ (2s)2(2∆2ab + ∆aa∆bb),
〈S†i S−j S†i S−j 〉 ≈ (2s)2(2ρ2ab + ∆aa∆bb),
〈S†i S−j Szi Szj 〉 ≈ s2
(
2(s− 1)ρab − 5ρab(ρaa + ρbb)
−5/2∆ab(∆aa + ∆bb)
)
,
〈S†i S†jSzi Szj 〉 ≈ s2
(
2(s− 2)∆ab − 5∆ab(ρaa + ρbb)
−5/2ρab(∆aa + ∆bb)
)
,
With the above correlators derived, the correlation
function Π’s in N(q) can be obtained.
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