We study a variant of the multi-armed bandit problem where side information in the form of bounds on the mean of each arm is provided. We describe how these bounds on the means can be used efficiently for warm starting bandits. Specifically, we propose the novel UCB-SI algorithm, and illustrate improvements in cumulative regret over the standard UCB algorithm, both theoretically and empirically, in the presence of non-trivial side information. As noted in (Zhang & Bareinboim, 2017), such information arises, for instance, when we have prior logged data on the arms, but this data has been collected under a policy whose choice of arms is based on latent variables to which access is no longer available. We further provide a novel approach for obtaining such bounds from prior partially confounded data under some mild assumptions. We validate our findings through semi-synthetic experimetns on data derived from real datasets.
Introduction
We study a bandit setting where we have access to logged data on the arm rewards, and our objective is to use this data to warm start the bandit. However, the data has been collected using a policy that had access to rich contextual information, which has only been partially recorded. There are many scenarios where this setting occurs. An an example, consider an automated medical diagnosis recommendation agent, to which the medical records from a large population of patients is available. These reports consist of many of the tests that were carried out (the observed context), the medicines that were prescribed (the action) and the effects that were observed (the reward) due to these prescriptions. However, sensitive information such as the conversation and some additional tests (the latent confounder variables) between the doctors and patients have not been recorded. The question we ask is: Can we use these records to transfer the knowledge and warm start the automated agent (which continues to learn based on its own actions and observations), despite the confounded logged data?
One might immediately answer this question positively by hypothesizing that straightforward methods such as choosing an action that was chosen most often by the doctor may work well. However, in our latent contextual world, as parts of the context gets hidden, the optimal action for the agent might significantly differ from that of the doctor. As an example, suppose that one of three medical regimens can be prescribed: 'A', 'B' or 'C'. Further suppose that the doctors (in the logged data) had access to results from a test for a particular binary bio-marker; however, this test is no longer available to perform, and the logged data does not contain the results of this test on past patients (latent variable). The bio-marker is important in that, if its value is not known, the best treatment on a general population of patients is regimen 'A'; however, better outcomes can be had on patients if the value of the bio-marker is known (regimen 'B' if bio-marker is present, and regimen 'C' if not). In this example, it is clear that transferring would warm-start the agent with regimen 'B' or 'C', but in fact, the correct action for the agent (due to the absent bio-marker data) is regimen 'A'.
Thus in such a setting, it is unclear if any non-trivial transfer of knowledge is possible. The authors in [Zhang and Bareinboim, 2017 ] take the first positive step by showing how such transfer is possible with completely hidden contexts and Bernoulli rewards, as they model it as online learning with upper and lower bounds on mean of each arm. We improve on their results in two ways. First, we show, under some mild assumptions, that even in the partial latent contextual setting, we can extract bounds on the mean reward for each arm per latent context for a very general class of reward distributions. Second, we build a deeper understanding of how the upper and lower bounds on mean affects the concentration of the empirical mean estimator. This leads to a modified upper confidence bound (UCB) algorithm, namely UCB-SI algorithm (Algorithm 1), that improves considerably upon the standard UCB algorithms as studied in [Lai and Robbins, 1985, Auer et al., 2002 ].
Main Contributions:
Bandits with Side Information: We first show how to incorporate the bounds on the mean of each arm in the UCB-SI algorithm through a two step process to achieve better regret guarantees. Inspired by [Zhang and Bareinboim, 2017] , in the first step, deterministically sub-optimal arms are pruned. In the second step, we play the remaining arm with the highest modified upper confidence bounds. The modifications come about as a result of Theorem 1, where we prove a novel concentration bound for sample mean in the presence of the upper and lower bounds for the same.
We prove a quantification of the improvement of UCB-SI over vanilla UCB in Theorem 2. Our setting is one where all rewards are in [0, 1], the gap of the k-th arm from the optimal arm is ∆ k > 0, and arm k's upper and lower bounds are u k and l k , respectively. If u k is small then arm k's contribution to regret in T time steps scales as O u k log(T ) ∆ k . Similarly, when l k is large then arm k's contribution to regret in T time steps scales a O (1−l k ) log(T ) ∆ k . This can be contrasted against O log(T ) ∆ k regret for the vanilla UCB case. Indeed, the improvements are large when u k ≈ 0 or l k ≈ 1.
We further provide lower bounds which have the same order-wise dependence on l, u, and ∆. Specifically, we show that for a class of Bernoulli bandits (rewards are Bernoulli random variables) when each instance has K arms, minimum gap ∆, and all the mean lower bounds are above l ≥ 1/2, the regret is asymptotically lower bounded as (K − 1) 2l(1−l) log(T ) ∆ . When all the arms have mean upper bound u ≤ 1/4, we similarly obtain an asymptotic regret lower bound of (
Transferring knowledge from confounded data: We develop techniques to extract upper and lower bounds on the means of arm rewards from partially confounded logged data. Specifically, we consider a dataset that has been collected by an oracle that could fully observe the context when taking optimal actions and observing the resulting rewards. However, the log only contains some parts of the context along with the corresponding (action, reward) pair. Using bounds on the gap between the means of the best and second best arms as observed by the oracle, as well as the corresponding gap between best and worst arms, we derive upper and lower bounds on the means of arms from the perspective of an agent that only has access to the partially confounded logs. These bounds, we show, are tight in the sense that there are instances that meet both the upper and lower bounds. Synthetic and Real-data Experiments: We also present experiments that compare UCB-SI with the vanilla UCB algorithm. Our experiments are divided into two parts. In one, we work on synthetic data and develop intuition about the influence of the side information on the functioning of our algorithm. In the other, we work with two real world datasets, namely, Movielens 1M [Harper and Konstan, 2015] and Wine Quality [Cortez et al., 2009] . These experiments validate our theoretical findings, and highlight the two extremes emerging from the quality of the boundsspecifically transient regimes that either have zero-regret or have linear-regret.
Related Work
Bandit problems have seen a lot of interest over the past few decades (see [Bubeck et al., 2012 , Lattimore and Szepesvári, 2018] for comprehensive surveys). A rich thread has been the introduction of structural constraints as side-information to induce correlation among the arms, including graphs encoding conditional dependencies across arms ( [Buccapatnam et ). Our paper introduces side-information, but through a very different mechanism and one that has been the focus of recent studies -logged data that has been collected on arm rewards. [Zhang and Bareinboim, 2017] and [Zhang et al., 2019] study this case; the former assumes that the log does not contain information of variables that affect the reward generation, while the latter assumes the knowledge of all of these variables. Our model falls in this class, but with the caveat that only a fraction of the variables are visible.
Along another thread, extraction of means from confounded logged data has been studied in statistics in the context of estimating treatment effects (individual and/or average treatment effects) in the presence of confounders. Here, actions are treatments, and the rewards capture the effects of this choice. A line of existing work performs sensitivity analysis by varying a model on the latents, measured variables, treatments and outcomes in a way that is consistent with the observed data , a universal bound on the ratio of probability of selection of treatment, given unmeasured confounders is assumed. The ratio of probability of selecting treatments being bounded implicitly means that sufficient randomization is already present in the policy being used to collect data. We, on the other hand, work in a different regime, where we assume that the outcomes in the log are recorded using an unknown optimal policy (under complete information), and that the knowledge of worst case sub-optimality gaps for the given latent context space is known. Finally, [Zhang and Bareinboim, 2017] consider the binary case where all of the contexts are unrecorded (no observed context), and uses this to warm start a stochastic multi-armed bandit agent for binary rewards and binary action spaces. In contrast, we show how logged data with partially recorded contexts can be used to this end with discrete context and discrete action spaces and provide a novel method to extract side information and warm start a bandit agent for this case.
2 Bandits with Side Information
Problem Setting
We consider a multi-armed bandit instance with K 0 arms. For each arm the rewards are independent and identically distributed (i.i.d.) across time slots. For any arm k ∈ [K 0 ], rewards are supported on [0, 1], with mean µ k . 1 Let the optimal mean reward be µ * = max k∈K 0 µ k and fix an optimal arm i * ∈ arg max k∈K 0 µ k . At each time t ≥ 1, an agent plays an arm A t ∈ [K 0 ] and observes an i.i.d. reward Y t , sampled from the underlying distribution of arm A t . Additionally, for each arm Algorithm 1 UCB with Side Information (UCB-SI).
1: Inputs: 2: Upper and lower bounds of the K 0 arms: u, and l 3: Pruning Phase: 4: Let l max = max k∈K 0 l k . 5: for i in K 0 do 6:
if u i < l max then 7:
Eliminate arm i 8:
end if 9: end for 10: Initialization: 11: Rename the remaining arms to be in {1, 2, ..., K}. 12: for k ∈ [K] do 13:
Set U k (0) = u k , N k (0) = 0, andμ k (t) = 0.
14:
Set UCB index scaling parameter
otherwise.
(1) 15: end for 16: Learning Phase: 17: for t = 1, 2, 3, ... do 18:
Play arm A t and observe reward Y t .
20:
Update
.
(2) 22: end for k ∈ [K 0 ], the agent is given the bounds on its mean reward, in the form of vectors u, l such that
The cumulative regret of the agent is the difference between its average accumulated reward and that of an optimal agent given by
UCB with Side Information
We now present a novel bandit algorithm, namely Upper Confidence Bound with Side Information (UCB-SI), which incorporates the side information in the form of u, and l. The UCB-SI algorithm is summarized in Algorithm 1. Our algorithm works in two phases. 1. Pruning Phase: In this phase, similar to [Zhang and Bareinboim, 2017], we use the lower and upper bounds in order to eliminate any arms that can be identified readily as suboptimal. Specifically, let l max = max k∈[K 0 ] l k . We prune all arms with u i < l max , and arbitrarily renumber the remaining arms as {1, 2, ..., K}.
Role of Pruning. In the case where K < K 0 , this phase achieves improvement over vanilla UCB since, no time is spent in exploring the eliminated arms, hence improving the average cumulative reward.
2. Learning Phase: Let {1, 2, ..., K} be the set of remaining arms after pruning. In the learning phase, we perform a modified version of UCB on this set. Firstly, we truncate the UCB index U k (t) of an arm k at its upper bound u k . Secondly, we set for each arm k ∈ [K], the scaling parameter c k as given in equation (1). With these values of c k , we set the index U k (t) for any all arms k ∈ [K] at time T as given in equation (2) . Here, N k (T ) is given by
Role of Truncation and c k -Scaling. We recall, that following the principle of opportunism in the face of uncertainty, the UCB index for any arm k, U k (t), needs to be a high probability upper confidence bound for the mean, i.e. P[µ k > U k (t)] ≤ 1/t 2 . The above two modifications carefully tune the exploration to be less aggressive while preserving the above property, leveraging the mean bounds.
As we know for each arm k, µ k ≤ u k , truncating U k (t) at u k still ensures the above property. Additionally, by revisiting the well known Chernoff-Hoeffding bounds, we show in Theorem 1 that with the side information, c k produces the right scaling to ensure P[µ k > U k (t)] ≤ 1/t 2 . We contrast this with the normal UCB algorithm where for all arms we use c k = 1/2.
Regret Upper Bound with Side Information
We provide regret upper bounds for UCB-SI (Algorithm 1) highlighting the improvements it achieves over the standard UCB. For this purpose, we require improved Chernoff-Hoefding concentration bounds in the presence of upper and lower bounds on the mean. This plays a pivotal role in designing the scaling variables c k in the algorithm UCB-SI. 1. Chernoff-Hoeffding Bound with Side Information:
Let u be the upper and l be the lower bounds of the mean, i.
We have the following guarantees about the concentration of the empirical mean estimator. The key argument for the new guarantees is to revisit the Hoeffding's inequality [Hoeffding, 1994] , and provide tighter upper bounds for the exponential moment E[exp(tX)] by leveraging the knowledge of the upper bound u and the lower bound l.
Theorem 1 (Chernoff-Hoeffding Bound with Side Information). For all ∈ [0, u − l], the following inequalities hold:
Regret Upper bounds for UCB-SI:
Without loss of generality let the arms be in non-decreasing order of mean, i.e.
Henceforth, we use µ * and µ 1 interchangeably. We now provide regret bounds on the UCB-SI algorithm. There are three distinct ways we improve the existing bounds on vanilla UCB algorithm. 1. Pruning: By pruning all the dominated arms k such that u k < max k∈[K 0 ] l k , we bring down the set of arms from K 0 to K. This is the most direct consequences of the upper and lower bounds.
It can be easily inferred that µ * ≥ l max . Therefore, any arm k ∈ [K 0 ] with upper bound u k < l max is sub-optimal. Indeed, such an arm has mean reward µ k ≤ u k < l max ≤ µ * . This leads to the following claim. Claim 1. An arm i ∈ [K 0 ] with µ k = µ * is never pruned.
Effect of Clipping the indices:
For any arm k ∈ [K], if the upper bound of the arm k, u k < µ * then the cumulative regret from this arm is only O(1) for any horizon T . This is true because
3. Effect of c k scaling: Finally, the use of scaling c k brings about fundamental improvements in the regret bounds. We show that after any sub-optimal arm k has been played O c k log(T ) ∆ 2 k number of times, the UCB-SI algorithm only plays it O(1) times more in expectation. This improves the cumulative regret due to arm k from O log(T )
All these ideas culminate into our first main result on regret upper bounds in the presence of side information.
Theorem 2. The regret of the Algorithm 1 satisfies
The proof of Theorem 2 is provided in the appendix and follows the proof of the regret of the standard UCB algorithm closely. 3. Regret lower bound with Side Information: In this section, we establish regret lower bounds for Bernoulli bandits with side information, before which we demonstrate how the existing regret lower bounds are invalid when side information is present.
Drawback of existing regret lower bounds:
The existing regret lower bounds for the Karmed bandit problem, which does not consider any side information, does not remain valid in the presence of side information. For example, when all the arms have Bernoulli rewards, it is known [Bubeck et al., 2012] that without any side information, over the space of consistent policies (defined shortly) the regret is lower bounded as
where KL(p; q) is the KL-divergence between two Bernoulli random variables Ber(p) and Ber(q) respectively. However, if we know that the lower bound for arm 1 is greater than the upper bounds on all the other arms, i.e. l 1 > u k for all sub optimal arm i, then pruning returns a set of arms all of which are optimal. Clearly, we incur zero regret over any time horizon in this setting despite the Ω(log(T )) regret lower bound without side information. Motivated by this, we investigate how side information in the form of mean bounds relax the hardness of the standard multi-armed bandit (MAB) problem.
Instance Dependent Regret Lower bound:
We consider the setting of Bernoulli bandits with side information (BBSI). We define BBSI-lower (large lower bound instances) to be the sub-class of BBSI, containing instances of the form I l (K, l, ∆): the instance with K arms, each with lower bound l ≥ 1/2, and minimum gap ∆ < (1 − l). Similarly, the sub-class BBSI-upper (small upper bound instances) is the set of all instances with K arms, each with upper bound u ≤ 1/4, and minimum gap ∆ < u denoted by I u (K, u, ∆). We prove regret lower bounds of these two settings that capture the dependence on l,and u for BBSI-lower, and BBSI-upper, respectively. We note that in the case when we have at least one arm with l ≥ 1/2, all arms with u ≤ 1/4 are pruned. Therefore, the two class of instances BBSI-upper and BBSI-lower, do not overlap and are thus studied separately. We prove our lower bounds over the space of α-consistent policies, which is a common assumption in stochastic MAB literature [Lattimore and Szepesvári, 2018].
Definition 3 (Consistent Policies). A policy π is consistent over class I if and only if for all α ∈ (0, 1) and for any problem instance I∈I, the regret R T (π, I) = O(T α ).
Theorem 4. For any consistent policy π over I l and any I l = (K, l, ∆) ∈ I l , BBSI-lower, the regret admits the lower bound:
For any consistent policy π over I u and any I u = (K, u, ∆) ∈ I u , BBSI-upper, the regret admits the lower bound:
For the BBSI-lower class we consider an instance where all (K − 1) sub-optimal arms have mean l and the optimal arms have mean l + ∆. For the BBSI-upper class we consider an instance where all (K − 1) sub-optimal arms have mean u − ∆ and the optimal arms have mean u. The theorem follows from standard arguments [Lattimore and Szepesvári, 2018]. A proof sketch can be found in the appendix.
The above lower bound captures the right dependence on the parameters l and u, which order wise matches the upper bound as given in Theorem 2. Extending the analysis to more general classes of instances is non-trivial; indeed given a vector of upper and lower bounds, constructing a lower bound instance becomes combinatorial. Therefore, establishing regret lower bounds on general instances with side information remains open.
Knowledge Transfer
In this section, we consider the task of extracting non-trivial bounds on mean from partially confounded data from an optimal oracle. We provide guarantees on the obtained mean bounds under a mild assumption (formalized shortly). Finally, we quantify the improvements of UCB-SI over vanilla UCB in this setting.
Problem Setting
The Oracle Environment: We have a contextual environment, where nature samples a context vector (z, u) ∈ C = Z × U from an unknown but fixed distribution P. We assume that sets Z and U are both discrete. At each time any of the K 0 actions from the set A = {1, 2, ..., K 0 } can be taken. The reward of each arm k ∈ A for a context (z, u) ∈ C has mean µ k,z,u and support [0, 1]. For each context (z, u) ∈ C, let there be a unique best arm k * z,u and let µ * z,u be the mean of this arm.
Confounded Logs: The oracle observes the complete context (z t , u t ) ∈ C at each time t and also knows the optimal arm k * zt,ut for this context. She picks this arm and observes an independently sampled reward y t with mean value µ k * z t ,u t ,zt,ut = µ * zt,ut . She logs the information in a dataset while omitting the partial context u t . In particular, she creates the dataset D = {(z t , k t , y t ) : t ∈ N}.
The Agent Environment: A new agent is provided with the oracle's log. In this paper, we consider the infinite data setting. The agent makes sequential decisions about the choice of arms having observed the context z ∈ Z at each time t = {1, 2, ...}, while the part of the context u ∈ U is hidden from this agent. Let a t be the arm that is chosen, z t be context, and y t be the reward at time t. Define the average reward of arm k ∈ A under the observed context z ∈ Z as µ k,z = u∈U µ k,z,u P(u|z).
The optimal reward of the agent under context z ∈ Z is defined as µ * z = max k∈A µ k,z . The agent aims to minimize her cumulative regret for each context separately. The cumulative reward for each z ∈ Z at time T is defined as:
Motivating Healthcare Example
We return to the healthcare example in the introduction. Often hospital medical records contain information z t about the patient, the treatment k t given, and the corresponding reward y t that is obtained (in terms of patient's health outcome). However, a good doctor looks at some other information u t (that is not in the medical records) during consultation to decide the best treatment k t that was recorded. If one is now tasked with developing a machine learning algorithm (an agent) that should decide the best treatment given the medical record z, this agent algorithm needs to find the best treatment k(z) on average over P(u|z). This is precisely the problem faced by the agent described in Section 3.1.
Transferring Knowledge through Bounds
The agent is interested in the quantities µ k,z , the mean reward of arm k under the partial context z, for all arms k ∈ A and contexts z ∈ Z, to minimize her cumulative regret. As the oracle only plays an optimal arm after seeing the hidden context u, the log provided by the oracle is biased and thus µ k,z can not be recovered from the log in general. However, it is possible to extract non-trivial upper and lower bounds on the average µ k,z . In a binary reward and action setting, similar observations have been made in [Zhang and Bareinboim, 2017] . Alternative approaches to this problem, that include assuming bounds on the inverse probability weighting among others, are discussed in Section 1.2.
Our assumption below is different, and in a setting where there are more than two arms. We specify that the logs have been collected using a policy that plays an optimal arm for each (z, u) ∈ C, but do not explicitly impose conditions on the distributions. Instead, in Assumption 1, we impose a separation condition on the means of the arms conditioned on the full context. We first define the following:
Definition 5. Let us define δ z , δ z for each z ∈ Z as follows:
Thus, for each observed context z, these quantities specify the sub-optimality gaps between the best and second best arms, as well as the best and the worst arms, respectively and which hold uniformly over the hidden contexts u ∈ U.
Assumption 1 (Separation Assumption). The vectors {δ z , δ z : z ∈ Z} are provided as a part of the log. Additionally, for each z ∈ Z, we have that δ z > 0.
Quantities computed from log data: The following quantities can now be computed by the agent from the observed log for each arm k ∈ [K 0 ] and each context z ∈ Z: 1. p z (k) : The probability of picking arm k under each context z is denoted as p z (k). For an arm k, this can be computed as the ratio of fraction of entries with arm k and context z, over the fraction of entries with context z. In terms of the full-statistics it can be expressed as: p z (k) = 1 − u∈U :k =k * z,u P(u|z). 2. µ z : The average reward observed under each context z ∈ Z is defined as µ z . It can be computed by averaging observed rewards for all the entries with context z. This is connected to the full-statistics as: µ z = u∈U µ * z,u P(u|z). 3. ν z (k) : The average reward under context z conditioned on arm k not being optimal is denoted as ν z (k). This is computed from the data by averaging observed rewards for all the entries with context z and an arm k = k. This quantity satisfies the following relation:
. Bounds in terms of computed quantities: Using the quantities defined above, along with the gaps, the following theorem establishes how bounds on the mean reward for each arm can be obtained under each context.
The proof is provided in the appendix. It uses conditioning on the latent context u ∈ U and along with the observable quantities above in order to establish the results. 
Applying UCB-SI with the Bounds
Using the expressions in Theorem 6, the agent can thus obtain bounds u k,z , and l k,z for each k ∈ [K 0 ], z ∈ Z. These bounds can then be used to apply UCB-SI (Algorithm 1) separately for each z ∈ Z. Let K z be the arms that remain after pruning by the instance UCB-SI for context z. As observed before, the best arm for any context z ∈ Z is never pruned. Thus, we have the following corollary on the regret of any of the spawned instances:
Corollary 7.1. The regret of UCB-SI at time T for each context z ∈ Z is upper bounded as
where ∆ k,z = µ * z − µ k,z , for any k ∈ [K z ] and c k,z is defined as in equation (1) using the bounds u k,z ,l k,z . Figure 1d (Figure 1h resp.), the upper bound of arm 0 was set to be the highest (lowest resp.). All other means and bounds are randomly generated.
Experiments

Synthetic Experiments:
We present several cases for UCB-SI (Algorithm 1). Each instance was generated with 10 arms, arm 0 being the best of them. The mean and minimum sub-optimality gaps were set manually. For figures in Figure 1d (Figure 1h , resp.), the upper bound of the arm 0 was set to be the maximum (minimum, resp.). All other bounds and means were generated randomly. Figure 1d and Figure 1h present favourable (upper bound of the best arm is the largest) and adversarial (upper bound of the best arm is the lowest) instances respectively. More details on the behavior of UCB-SI under these instances is provided in Section 4.3. We observe improved performance in the favourable settings. In the adversarial cases, vanilla UCB outperforms UCB-SI initially, but the long-term performance of UCB-SI is no worse than that of vanilla UCB.
A visualization of the instance is provided for each of these cases. We note here that we give both UCB and UCB-SI the pruned set of arms, since it is trivial to see that we improve over UCB that acts upon a larger set of arms.
Real world Datasets
Now we give a brief summary of the real world datasets that we use to validate our results. We discuss our experimental setup in detail in the appendix. In our experiments we consider one attribute as observable, and the other two hidden. We perform three separate experiments with gender, age, or occupation as observable attributes. For each experiment, we select a specific subset of highly rated movies (the set of movies vary across experiments), with size ranging from 11 to 15. The gaps δ Z , δ Z (as defined by Theorem 6) are extracted after hiding the latent attributes. The UCB-SI algorithm is run separately for each context in the visible attribute (e.g. male and female for gender). In Figure 2e , we compare our performance to vanilla UCB algorithm (which has the same time and space complexity as UCB-SI). Figure 2j , each rating between 0 and 10 was treated as an arm. The upper and lower bounds for each of these instances were computed from data using Theorem 6.
Experiments on Wine Quality: The Wine Quality Dataset [Cortez et al., 2009
] consists of ratings of over 6000 varieties of wines. Each of these are associated with 11 features, and an integral rating between 0 and 10. Three features (sulphates, chlorides, and fixed acidity) are picked, and each of these was separately grouped into 4 categories: very low, low, medium, and high, based on their values. Each group under a feature is treated as a separate context, whereas each integral rating between 0 and 10 is treated as an arm (11 arms in all). In Figure 2j , we compare the performance of the proposed UCB-SI algorithm with the vanilla UCB algorithm.
In the real data experiments, we make similar conclusions as in the synthetic experiments, which we describe in the following subsection. Additional experiments on Movielens 1M and Wine Quality datasets can be found in the appendix.
Dynamics and Performance of UCB-SI
We highlight the following scenarios, which reveal insights into the behavior of UCB-SI. 1. The best arm has largest mean upper bound: Here, we initially incur no regret. This is the case until the index of the best arm falls below the upper bound of any of the sub-optimal arms. Once this happens, the regret increases rapidly (at a linear rate) until the sub-optimal arm has seen enough plays with respect to the iteration. This is observed in Figures 1d, 2a, 2b, 2c and 2j.
A suboptimal arm has largest upper bound:
In this case, suboptimal arms with larger upper bounds are explored until all their indices fall below the upper bound of the optimal arm. Thus, initially we incur linear regret, after which the performance picks up due to aggressive exploration of the best arm. This is seen in Figure 1h , and most plots in Figure 2 . 3. Sub-optimal arms have upper bounds below the mean of the best arm: If such arms exist after pruning, we observe strict improvement over vanilla UCB. We refer the reader to Section 2.3 for more details. Effectively, UCB-SI acts on a smaller set of arms when compared to vanilla UCB, thus improving performance significantly. This is the case in Figures 1a, 2b, and 2f .
Finally, we note that the worst case asymptotic performance of UCB-SI is never worse than that of UCB in any setting.
Conclusion
In this paper, we develop methods to warm start a multi-armed bandit, when we have access to partially confounded logged data. We show (i) methods to extract bounds on the means of each of the arms from the confounded data, and (ii) modify the UCB algorithm to utilize these bounds in UCB-SI (Algorithm 1). We show, through theoretical analysis as well as empirical studies, that our methods potentially result in significant regret gains over UCB algorithm in the presence of non-trivial side information. [ Thompson, 1933] 
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Appendix A Bandits with Side Information
In this section, we provide the proofs of the results in Section 2.2. Improved Chernoff-Hoeffding Bounds: First, we prove the Chernoff-Hoeffding bounds with side information as in Theorem 1. This utilizes the side information in order to tighten the Taylor series expansions that are used to bound the moment generating functions of the random variable in the standard approach. We recall that by doing so, improvements can be had in certain regimes where the side information is highly informative.
Proof of Theorem 1. The proof is organized in three steps:
1. Hoeffding Inequality with Side Information: Let for all i,
Where the first inequality uses the convexity of exp(·). Consider φ θ (r) = −θr+log (1 − θ + θ exp(r)). We have the following,
By the Taylor series expansion of φ θ (r) around r = 0, we obtain φ θ (r) ≤ max v∈[0,r] 1 2 r 2 φ θ (v). The inequality φ θ (v) ≤ 1/4 holds, and is tight without side information (for example, at θ = 1/2 and v = 0). All the above steps and observations are standard and can be traced back to [Hoeffding, 1994] .
We now start incorporating the side information. Analyzing the expression in more detail, we observe that
In the first case, the function φ θ (v) is shown to be non-increasing in the interval [0, r]. In the second case, the optimal is obtained for v = log(1/θ − 1). In the third case, the optimal is obtained for v = r, as the function φ θ (v) can be shown to be non-decreasing in the interval [0, r].
Using these bounds, we can write,
Using the fact that θ ∈ [θ l , θ u ], we get E[e sY 1 ] ≤ e 
Therefore, we have for all θ u ≤ 0.26, c µ,s * ≤ 1.453. To complete the proof of the upper concentration bound, we plug in the values of c µ,s * to give
Lower Tail Bound: For the lower tail we useỸ
Therefore, by usingθ l = b−u b−a andθ u = b−l b−a , an analogous argument give the lower concentration bound as,
Regret Upper bound for UCB-SI: We then turn our attention to the proof of the regret guarantee of UCB-SI (Algorithm 1) in Theorem 2. The main idea as outlined in the paper is to argue that improvements happen in three stages. Firstly, due to truncation obvious suboptimal arms are truncated. Secondly, when the upper bound of some arm is lower than the mean of the optimal arm then we obtain linear regret. Finally, the use of the improved concentration inequalities decrease the number of times we need to play a suboptimal arm to eliminate it. We first establish the Lemma 8 that gives us the bounds on the probabilities of some events of interest, and then present the proof of the Theorem. The rest of the proof follows well known arguments for upper bounding the regret. We first define the following events:
Thus, E 1 (t) is the event that the best arm is underestimated by its index. E k (t) is the event that a suboptimal arm is overestimated to by at least ∆ k . In Lemma 8 below, we establish that probability of the former dies down to 0 as the number of iterations increase. Also, we show that after arm k has accumulated "sufficient" samples, the probability of its overestimation as defined above is also small.
Lemma 8. For each j such that ∆ j > 0 and τ j = 12c j log(T ) min(∆ j ,u j −l j ) 2 the following inequalities hold for :
Proof. For the first part, we have P(E 1 (t)) ≤ P(µ 1 > U 1 (t)|U 1 (t) < u 1 ) + P(µ 1 > u 1 |U 1 (t) = u 1 ) (The second term has value 0)
The final inequality uses the results of Theorem 1.
To prove the second, it is enough to observe that P(E j (t)) = 0 when µ 1 > u j .
For the third part, we note 3c j log(T ) τ j ≤ 1 2 min(∆ j , u j − l j ). Therefore,
(Since the probability is 0 if u j < µ 1 )
We are now ready to prove the regret upper bound. Secondly, indices of all of the arms are recomputed. Since arm 2 has not been played, its index remains fixed at the upper bound u 2 . Since arm 1's index is updated, one of the following is true: 1. U 1 (1) > u 2 ; thus, arm 1 is picked once more at time t = 1. 2. U 1 (1) > u 2 ; in which case, arm 2 will be chosen at time t = 1. Thus, we see that until a time t 1 where the index of arm 1 is such that U 1 (t 1 ) < u 2 , we only play arm 1. After time t 1 , the by virtue of the way the vanilla UCB algorithm behaves, arm 2 will be explored aggressively until a time t where it has gained log t samples. Arm 1 is picked intermittently when its index exceeds that of arm 2. After which, the algorithm behaves similarly to UCB and matches its performance. Figure 3 presents three instances on which UCB-SI is implemented. In Figure 3a , we observe that arm three is never played. This behavior is as explained in Section 2.2 for when we have an arm k with u 1 < µ * . Figure 3b shows how the regret curve evolves as more arms enter the set of arms being played. As explained above, we see that when an arm is first encountered, it is explored aggressively before following a logarithmic growth in the case of a sub-optimal arm. Figure 3c is an adversarial instance where the bounds are not representative of the true arm means. In this case, the regret is linear in the transient phase, but once the best arm is encountered, the regret matches that of vanilla UCB in the long-term performance.
Appendix D Details of Experimental Setup of Section 4 D.1 Movielens 1M Dataset
This dataset consists of 6040 users, from whom over 1 million ratings of 3952 movies are collected. Each user is associated with a gender, age, occupation and zip code. In this work, we ignore the zip-code. The ratings (or rewards) are re-scaled to lie in the interval [0, 1]. The reward matrix of size 6040 × 3952 is then completed using the SoftImpute algorithm from [Mazumder et al., 2010] .
With gender visible: A meta user is created for each (gender, age, occupation) combination by averaging out all the users that share those attributes. The list of movies is reduced to the set that these meta users rate the best. Then, the age and occupation attributes are hidden, and the upper and lower bounds for each movie is computed using the confounded log for each arm under each of the two genders. This is used as side information for the UCB-SI algorithm. Experiments on each gender are then carried out separately. At each time, meta user is uniformly sampled with the gender being fixed and the reward for any movie is drawn to be Bernoulli with the parameter equal to the reward of the user for that movie. The results are averaged over 50 sample paths.
With age visible: This dataset groups users into 7 different age groups of 0 − 17,18 − 24,25 − 34,35 − 44,45 − 49,50 − 54,55+. We relabel users in 0 − 17 as Young, 18 − 24 as Teen, 25 − 49 as Adult and remaining as Old. After this, the movie selection and reward generation process is the same as described above.
With occupation visible:
We group users into 8 clusters namely; Student, Academic, Scientific, Office, Arts, Law, Retired and Others. Then, the experiments are carried out in the same way as above.
The results of these experiments are presented in Figures 4,5 and 6.
D.2 Wine Quality Dataset
This dataset consists of 6497 wines, each with 11 attributes and an integral rating between 0 and 10. The 'fixed acidity','chlorides' and 'sulphates' features are isolated and are each separately clustered into 4 groups namely; Very Low (for samples under the 25 th percentile), Low (for samples between the 25 th and 50 th percentile), Medium (for samples between the 50 th and 90 th percentile), and High (for samples over the 90 th percentile). Each of the integral rewards are considered as an arm and a 6497 × 11 reward matrix with a reward of 1 at the rating given to the wine and 0 elsewhere is constructed. From here on, each of the wines that share the same attributes are clustered as a single wine and the experiments are carried out in a similar manner to the ones for the Movielens 1M dataset. The results of these experiments are presented in 7,8 and 9. 
