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HIGHER ORDER ASYMPTOTIC FORMULAS
FOR TOEPLITZ MATRICES WITH SYMBOLS
IN GENERALIZED HO¨LDER SPACES
ALEXEI YU. KARLOVICH
Abstract. We prove higher order asymptotic formulas for determinants and
traces of finite block Toeplitz matrices generated by matrix functions belong-
ing to generalized Ho¨lder spaces with characteristic functions from the Bari-
Stechkin class. We follow the approach of Bo¨ttcher and Silbermann and gen-
eralize their results for symbols in standard Ho¨lder spaces.
1. Introduction
1.1. Finite block Toeplitz matrices. Let Z,N,Z+, and C be the sets of inte-
gers, positive integers, nonnegative integers, and all complex numbers, respectively.
Suppose N ∈ N. For a Banach space X , let XN and XN×N be the spaces of vec-
tors and matrices with entries in X . Let T be the unit circle. For 1 ≤ p ≤ ∞, let
Lp := Lp(T) and Hp := Hp(T) be the standard Lebesgue and Hardy spaces of the
unit circle. For a ∈ L1N×N one can define
ak =
1
2π
∫ 2π
0
a(eiθ)e−ikθdθ (k ∈ Z),
the sequence of the Fourier coefficients of a. Let I be the identity operator, P be
the Riesz projection of L2 onto H2, Q := I − P , and define I, P , and Q on L2N
elementwise. For a ∈ L∞N×N and t ∈ T, put a˜(t) := a(1/t) and (Ja)(t) := t
−1a˜(t).
Define Toeplitz operators
T (a) := PaP |ImP, T (a˜) := JQaQJ |ImP
and Hankel operators
H(a) := PaQJ |ImP, H(a˜) := JQaP |ImP.
The function a is called the symbol of T (a), T (a˜), H(a), H(a˜). We are interested
in the asymptotic behavior of finite block Toeplitz matrices
Tn(a) := (aj−k)
n
j,k=0
generated by (the Fourier coefficients of) the symbol a as n → ∞. Many results
about asymptotic properties of Tn(a) as n → ∞ are contained in the books by
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Grenander and Szego˝ [13], Bo¨ttcher and Silbermann [5, 6, 7], Hagen, Roch, and
Silbermann [15], Simon [24], and Bo¨ttcher and Grudsky [2].
1.2. Szego˝-Widom limit theorems. Let us formulate precisely the most relevant
results. Let (K
1/2,1/2
2,2 )N×N be the Krein algebra [19] of matrix functions a in L
∞
N×N
satisfying
∑∞
k=−∞ ‖ak‖
2|k| < ∞, where ‖ · ‖ is any matrix norm on CN×N . The
following beautiful theorem about the asymptotics of finite block Toeplitz matrices
was proved by Widom [27].
Theorem 1.1. (see [27, Theorem 6.1]). If a ∈ (K
1/2,1/2
2,2 )N×N and the Toeplitz
operators T (a) and T (a˜) are invertible on H2N , then T (a)T (a
−1) − I is of trace
class and, with appropriate branches of the logarithm,
(1) log det Tn(a) = (n+ 1) logG(a) + log det1T (a)T (a
−1) + o(1) as n→∞,
where det1 is defined in Section 2.1 and
G(a) := lim
r→1−0
exp
(
1
2π
∫ 2π
0
log det âr(e
iθ)dθ
)
, âr(e
iθ) :=
∞∑
n=−∞
anr
|n|einθ.
The proof of the above result in a more general form is contained in [5, Theo-
rem 6.11] and [7, Theorem 10.30].
Let λ
(n)
1 , . . . , λ
(n)
(n+1)N denote the eigenvalues of Tn(a) repeated according to their
algebraic multiplicity. Let spA denote the spectrum of a bounded linear operator A
and trM denote the trace of a matrixM . Theorem 1.1 is equivalent to the assertion∑
i
logλ
(n)
i = tr logTn(a) = (n+ 1) logG(a) + log det1T (a)T (a
−1) + o(1).
Widom [27] noticed that Theorem 1.1 yields even a description of the asymptotic
behavior of trf(Tn(a)) if one replaces f(λ) = logλ by an arbitrary function f
analytic in an open neighborhood of the union spT (a)∪ spT (a˜) (we henceforth call
such f simply analytic on spT (a) ∪ spT (a˜)).
Theorem 1.2. (see [27, Theorem 6.2]). If a ∈ (K
1/2,1/2
2,2 )N×N and if f is analytic
on spT (a) ∪ spT (a˜), then
(2) trf(Tn(a)) = (n+ 1)Gf (a) + Ef (a) + o(1) as n→∞,
where
Gf (a) :=
1
2π
∫ 2π
0
(trf(a))(eiθ)dθ,
Ef (a) :=
1
2πi
∫
∂Ω
f(λ)
d
dλ
log det1T [a− λ]T [(a− λ)
−1]dλ,
det1 is defined in Section 2.1, and Ω is any bounded open set containing the set
spT (a) ∪ spT (a˜) on the closure of which f is analytic.
The proof of Theorem 1.2 for continuous symbols a is also given in [7, Section
10.90] and in [6, Theorem 5.6]. In the scalar case (N = 1) Theorems 1.1 and 1.2
go back to Gabor Szego˝ (see [13] and historical remarks in [5, 6, 7, 15, 24]).
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1.3. Smoothness effects. Fisher and Hartwig [11] were probably the first to draw
due attention to higher order correction terms in asymptotic formulas for Toeplitz
determinants. Bo¨ttcher and Silbermann [4] obtained analogs of Theorem 1.1 for
symbols belonging to Ho¨lder-Zygmund spaces CγN×N , 0 < γ <∞. If γ > 1/2, then
CγN×N is properly contained in (K
1/2,1/2
2,2 )N×N , and for a ∈ C
γ
N×N , formula (1) is
then valid with o(1) replaced by O(n1−2γ). Nowadays this result can be proved
almost immediately by using the so-called Geronimo-Case-Borodin-Okounkov for-
mula (see [8]). The author [18] proved that if γ > 1/2 and a ∈ CγN×N , then (2) holds
with o(1) replaced by O(n1−2γ). That is, for very smooth symbols the remainders
in (1) and (2) go to zero with high speed (depending on the smoothness).
On the other hand, Bo¨ttcher and Silbermann [4] (see also [5, Sections 6.15–
6.20] and [7, Sections 10.34–10.38]) observed that if 0 < γ ≤ 1/2, then (1) re-
quires a correction involving additional terms and regularized operator determi-
nants. This is the effect of “insufficient smoothness”. They also studied the same
problems for Wiener algebras with power weights [4], [5, Sections 6.15–6.20], [7,
Sections 10.34–10.38]. Recently the author [16] extended their higher order ver-
sions of Theorem 1.1 to Wiener algebras with general weights satisfying natural
submultiplicativity, monotonicity, and regularity conditions. Corresponding higher
order asymptotic trace formulas are proved in [17] (see also [7, Section 10.91]).
Very recently, it was observed in [3] that the approach of [4] with some improve-
ments of [16] is powerful enough to deliver higher order asymptotic formulas for
Toeplitz determinants with symbols in generalized Krein algebras (Kα,βp,q )N×N with
1 < p, q <∞, 0 < α, β < 1, and 1/p+1/q = α+β ∈ (0, 1). This is another example
of “insufficient smoothness” because one cannot guarantee that T (a)T (a−1)−I is of
trace class whenever a ∈ (Kα,βp,q )N×N . Notice that generalized Krein algebras con-
tain discontinuous functions in contrast to Ho¨lder-Zygmund spaces and weighted
Wiener algebras, which consist of continuous functions only.
1.4. About this paper. In this paper, we will study asymptotics of Toeplitz ma-
trices with symbols in generalized Ho¨lder spaces following the approach of [4]. Our
results improve earlier results by Bo¨ttcher and Silbermann for CγN×N , 0 < γ < 1,
because the scale of generalized Ho¨lder spaces is finer than the scale of Ho¨lder
spaces Cγ , 0 < γ < 1 (although we will not consider generalizations of the case
γ ≥ 1).
The paper is organized as follows. Section 2 contains definitions of Schatten-von
Neumann classes and regularized operator determinants, as well as definitions of
the Bari-Stechkin class and generalized Ho¨lder spaces Hω and their subspaces Hω0 .
Our main results refining Theorems 1.1 and 1.2 are stated in the end of Section 2.
In Section 3, we present an abstract approach from [4] (see also [16]) to higher
order asymptotic formulas for block Toeplitz matrices. To apply these results it
is necessary to check that the symbol admits canonical left and right bounded
Wiener-Hopf factorizations, at least one of the factors is continuous, and some
products of Hankel operators belong to the Schatten-von Neumann class Cm(H2N )
for m ∈ N. In Section 4, we collect necessary information about Wiener-Hopf
factorization in decomposing algebras of continuous functions and verify that the
algebras (Hω)N×N and (Hω0 )N×N have the factorization property. In Section 5, we
prove simple sufficient conditions for the membership in the Schatten-von Neumann
classes of products of Hankel operators with symbols in (Hω)N×N . These results
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are based on the classical Jackson theorem on the best uniform approximation. In
Section 6, we prove our asymptotic formulas on the basis of the results of Sections 3–
5.
2. Preliminaries and the main results
2.1. Schatten-von Neumann classes and operator determinants. Let H
be a separable Hilbert space, B(H) be the Banach algebra of all bounded linear
operators on H , C0(H) be the set of all finite-rank operators, and C∞(H) be the
closed two-sided ideal of all compact operators on H . Given A ∈ B(H) define
sn(A) := inf{‖A− F‖B(H) : F ∈ C0(H), dimF (H) ≤ n} for n ∈ Z+. For 1 ≤ p <
∞, the collection of all operators K ∈ B(H) satisfying
‖K‖Cp(H) :=
( ∑
n∈Z+
spn(K)
)1/p
<∞
is denoted by Cp(H) and referred to as a Schatten-von Neumann class. Note that
C∞(H) = {K ∈ B(H) : sn(K)→ 0 as n→∞} and
‖K‖C∞(H) = sup
n∈Z+
sn(K) = ‖K‖B(H).
The operators belonging to C1(H) are called trace class operators.
Let A ∈ B(H) be an operator of the form I+K with K ∈ C1(H). If {λj(K)}j≥0
denotes the sequence of the nonzero eigenvalues of K counted up to algebraic mul-
tiplicity, then the product
∏
j≥0(1 + λj(K)) is absolutely convergent. The deter-
minant of A is defined by
detA = det(I +K) =
∏
j≥0
(1 + λj(K)).
If K ∈ Cm(H), where m ∈ N \ {1}, one can still define a determinant of I + K,
but for classes larger than C1(H), the above definition requires a regularization. A
simple computation (see [23, Lemma 6.1]) shows that then
Rm(K) := (I +K) exp
(
m−1∑
j=1
(−K)j
j
)
− I ∈ C1(H).
Thus, it is natural to define
det1(I +K) := det(I +K), detm(I +K) := det(I +Rm(K)) for m ∈ N \ {1}.
One calls detm(I + K) the m-regularized determinant of A = I + K. For more
information about Schatten-von Neumann classes and regularized operator deter-
minants, see [12, Chap. III–IV] and also [23].
2.2. The Bari-Stechkin class. A real-valued function ϕ is said to be almost
increasing on an interval I of R if there is a positive constant A such that ϕ(x) ≤
Aϕ(y) for all x, y ∈ I such that x ≤ y. One says that ω : (0, π]→ [0,∞) belongs to
the Bari-Stechkin class (see [1, p. 493] and [14, Chap. 2, Section 2]) if ω is almost
increasing on (0, π], ω(x) > 0 for all x ∈ (0, π], and
lim
x→0+0
ω(x) = 0, sup
x>0
1
ω(x)
∫ x
0
ω(y)
y
dy <∞, sup
x>0
x
ω(x)
∫ π
x
ω(y)
y2
dy <∞.
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To give an example of functions in the Bari-Stechkin class, let us define induc-
tively the sequence of functions ℓk on (xk,∞) by ℓ1(x) := log x, x1 := 1 and for
k ∈ N \ {1}, ℓk(x) := log(ℓk−1(x)) and xk such that ℓk−1(xk) = 1. Elementary
computations show that for every γ ∈ (0, 1) and any finite sequence β1, . . . , βm ∈ R
there exists a set of positive constants b1, . . . , bm such that the function
(3) ω(x) = xγ
m∏
k=1
ℓβkk
(
bk
x
)
, 0 < x ≤ π,
belongs to the Bari-Stechkin class. In particular, ω(x) = xγ , 0 < γ < 1, is a trivial
example of a function in the Bari-Stechkin class.
2.3. Generalized Ho¨lder spaces. The modulus of continuity of a bounded func-
tion f : T→ C is defined by
ω(f, x) := sup
|h|≤x
sup
y∈R
|f(ei(y+h))− f(eiy)|, 0 ≤ x ≤ π.
Let ω belong to the Bari-Stechkin class. The generalized Ho¨lder space Hω is
defined as the set of all continuous functions f : T→ C satisfying
|f |ω := sup
0<x≤π
ω(f, x)
ω(x)
<∞.
We will consider also the subspace Hω0 of functions f ∈ H
ω such that
lim
x→0+0
ω(f, x)
ω(x)
= 0.
It is well known that Hω and Hω0 are Banach algebras under the norm
‖f‖Hω := ‖f‖C + |f |ω.
2.4. Higher order asymptotic formulas for determinants. For a ∈ L∞N×N
and n ∈ Z+, define the operators Pn and Qn on H2N by
Pn :
∞∑
k=0
akt
k 7→
n∑
k=0
akt
k, Qn := I − Pn.
The operator PnT (a)Pn : PnH
2
N → PnH
2
N may be identified with the finite block
Toeplitz matrix Tn(a) := (aj−k)
n
j,k=0.
If A is a unital algebra, then its group of all invertible elements is denoted by
GA. For 1 ≤ p ≤ ∞, put Hp := {f ∈ Lp : f ∈ Hp}. Suppose
v− ∈ (H∞)N×N , v+ ∈ H
∞
N×N ,(4)
u− ∈ G(H∞)N×N , u+ ∈ GH
∞
N×N ,(5)
and define
b := v−u
−1
+ , c := u
−1
− v+.
Theorem 2.1 (Main result 1). Let ω, ψ belong to the Bari-Stechkin class. Suppose
a ∈ L∞N×N can be factored as a = u−u+ with
(6) u− ∈ G(H
ω ∩H∞)N×N , u+ ∈ G(H
ψ ∩H∞)N×N ,
and suppose T (a˜) is invertible on H2N . Then the following statements hold.
(a) The function a admits a factorization a = v+v−, where v− ∈ G(H∞)N×N
and v+ ∈ GH
∞
N×N .
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(b) If
(7)
∞∑
k=1
ω
(
1
k
)
ψ
(
1
k
)
<∞,
then T (a)T (a−1)− I and T (c˜)T (˜b)− I belong to C1(H2N ) and
lim
n→∞
detTn(a)
G(a)n+1
= det1T (a)T (a
−1) =
1
det1T (c˜)T (˜b)
.
(c) If m ∈ N \ {1} and
(8)
∞∑
k=1
[
ω
(
1
k
)
ψ
(
1
k
)]m
<∞,
then T (c˜)T (˜b)− I ∈ Cm(H2N ) and
(9) lim
n→∞
detTn(a)
G(a)n+1
exp
−
m−1∑
j=1
1
j
tr
(m−1∑
k=0
Fn,k(b, c)
)j = 1detmT (c˜)T (˜b) ,
where
Fn,k(b, c) := PnT (c)Qn
(
QnH(b)H(c˜)Qn
)k
QnT (b)Pn (n, k ∈ Z+).
(d) Suppose m ∈ N \ {1}. If (8) is fulfilled and
(10) lim
n→∞
{[
ω
(
1
n
)
ψ
(
1
n
)]m−1 n∑
j=1
ω
(
1
j
)
ψ
(
1
j
)}
= 0,
then one can remove Fn,m−1(b, c) in (9), that is,
(11) lim
n→∞
detTn(a)
G(a)n+1
exp
−
m−1∑
j=1
1
j
tr
(m−2∑
k=0
Fn,k(b, c)
)j = 1detmT (c˜)T (˜b) .
(e) If m ∈ N and (8) is fulfilled, then there exists a nonzero constant E(a) such
that
log detTn(a) = (n+ 1) logG(a) + logE(a)
+ tr
 n∑
ℓ=1
m−1∑
j=1
1
j
(
m−j−1∑
k=0
Gℓ,k(b, c)
)j
+O
(
∞∑
k=n+1
[
ω
(
1
k
)
ψ
(
1
k
)]m)(12)
as n→∞, where
Gℓ,k(b, c) := P0T (c)Qℓ
(
QℓH(b)H(c˜)Qℓ
)k
QℓT (b)P0 (ℓ, k ∈ Z+).
(f) If, under the assumptions of part (e),
u− ∈ G(H
ω
0 ∩H
∞)N×N or u+ ∈ G(H
ψ
0 ∩H
∞)N×N ,
then (12) holds with O(. . . ) replaced by o(. . . ).
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Let α, β ∈ (0, 1) and ω(x) = xα, ψ(x) = xβ . If α + β > 1, then (7) holds. If
α + β > 1/m for some m ∈ N \ {1}, then (8) and (10) are fulfilled and we arrive
at the theorem of Bo¨ttcher and Silbermann [7, Theorems 10.35(ii) and 10.37(ii)]
for standard Ho¨lder spaces. It seems that part (f) is new even for standard Ho¨lder
spaces.
2.5. Refinements of the Szego˝-Widom limit theorems. The case of ω = ψ
in Theorem 2.1 is of particular importance. In this case we will prove the following
refinement of the Szego˝-Widom limit theorems.
Theorem 2.2 (Main result 2). Let ω belong to the Bari-Stechkin class and let H
be either Hω or Hω0 . Suppose
(13)
∞∑
k=1
[
ω
(
1
k
)]2
<∞
and put
δ(n,H) :=

O
(
∞∑
k=n+1
[
ω
(
1
k
)]2)
if H = Hω,
o
(
∞∑
k=n+1
[
ω
(
1
k
)]2)
if H = Hω0 .
(a) We have HN×N ⊂ (K
1/2,1/2
2,2 )N×N .
(b) If a ∈ HN×N and the Toeplitz operators T (a) and T (a˜) are invertible on
H2N , then (1) holds with o(1) replaced by δ(n,H).
(c) If a ∈ HN×N and f is analytic on spT (a) ∪ spT (a˜), then (2) holds with
o(1) replaced by δ(n,H).
For Hω = Cγ with γ ∈ (1/2, 1) and O(n1−2γ) in place of δ(n,H), parts (a) and
(b) are already in [4] (see also [8]) and part (c) is in [18]. Notice that the scale
of generalized Ho¨lder spaces is finer than the scale of standard Ho¨lder spaces. For
instance, for every γ ∈ (0, 1) there exist functions ω1 and ω2 of the form (3) such
that ⋃
0<ε<1−γ
Cγ+ε ⊂ Hω1 ⊂ Cγ ⊂ Hω2 ⊂
⋂
0<ε<γ
Cγ−ε,
where each of the embeddings is proper (see [14, Section II.3]). Hence, Theorems 2.1
and 2.2 refine corresponding results for standard Ho¨lder spaces.
3. Higher order asymptotic formulas:
the approach of Bo¨ttcher and Silbermann
3.1. Asymptotic formulas involving regularized operator determinants.
The following result goes back to Bo¨ttcher and Silbermann [4] (see also [5, Sections
6.15 and 6.20] and [7, Sections 10.34 and 10.37]).
Theorem 3.1. Suppose a ∈ L∞N×N satisfies the following assumptions:
(i) there are two factorizations a = u−u+ = v+v−, where u−, v− ∈ G(H∞)N×N
and u+, v+ ∈ GH∞N×N ;
(ii) u− ∈ CN×N or u+ ∈ CN×N .
Then the following statements are true.
8 ALEXEI YU. KARLOVICH
(a) If H(a)H(a˜−1) ∈ C1(H2N ), then
lim
n→∞
detTn(a)
G(a)n+1
= det1T (a)T (a
−1).
(b) If H(b)H(c˜) and H(c˜)H(b) belong to Cm(H2N ) for some m ∈ N, then (9) is
fulfilled.
(c) If H(b)H(c˜) and H(c˜)H(b) belong to Cm(H2N ) for some m ∈ N \ {1} and
lim
n→∞
trFn,m−1(b, c) = 0,
then (11) holds.
Proof. Part (a) follows from [7, Corollary 10.27]. Part (b) is proved in the present
form in [16, Theorem 15]. Part (c) follows from part (b) and [16, Propositions 6,13,
and 14]. 
Notice that hypothesis (ii) can be replaced by a weaker hypothesis (see [7, Sec-
tion 10.34]), which allows us to work with two discontinuous factors u− and u+.
This is useful in the case of generalized Krein algebras (Kα,βp,q )N×N (see [3]).
3.2. Decomposition of the logarithm of Toeplitz determinants. The fol-
lowing lemma is an important step in the proof of Theorems 2.1(e), (f) and Theo-
rem 2.2. It was obtained in [4] (see also [5, Section 6.16] and [7, Section 10.34]).
Lemma 3.2. Suppose a ∈ L∞N×N satisfies hypotheses (i) and (ii) of Theorem 3.1.
Suppose for all sufficiently large n (say, n ≥ n0) there exists a decomposition
tr log
{
I −
∞∑
k=0
Gn,k(b, c)
}
= −trMn + sn,
where {Mn}∞n=n0 is a sequence of N × N matrices and {sn}
∞
n=n0 is a sequence
of complex numbers. If
∑∞
n=n0
|sn| < ∞, then there exists a constant E(a) 6= 0,
depending on {Mn}∞n=n0 and arbitrarily chosen N × N matrices M1, . . . ,Mn0−1,
such that for all n ≥ n0,
log detTn(a) = (n+ 1) logG(a) + tr(M1 + . . .Mn) + logE(a) +
∞∑
k=n+1
sk.
4. Wiener-Hopf factorization in decomposing algebras of continuous
functions
4.1. Definitions and general theorems. Let A be a Banach algebra continu-
ously embedded in C. Suppose A contains the set of all rational functions without
poles on T and A is inverse closed in C, that is, if a ∈ A and a(t) 6= 0 for all t ∈ T,
then a−1 ∈ A. The sets A− := A ∩H∞ and A+ := A ∩H∞ are subalgebras of A.
The algebra A is said to be decomposing if every function a ∈ A can be represented
in the form a = a− + a+ where a± ∈ A±.
Let A be a decomposing algebra. A matrix function a ∈ AN×N is said to admit
a right (resp. left) Wiener-Hopf factorization in AN×N if it can be represented in
the form a = a−Da+ (resp. a = a+Da−), where
a± ∈ G(A±)N×N , D(t) = diag{t
κ1 , . . . , tκN}, κi ∈ Z, κ1 ≤ · · · ≤ κN .
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The integers κi are usually called the right (resp. left) partial indices of a; they
can be shown to be uniquely determined by a. If κ1 = · · · = κN = 0, then the
respective Wiener-Hopf factorization is said to be canonical.
The following result was obtained by Budjanu and Gohberg [9, Theorem 4.3]
and it is contained in [10, Chap. II, Corollary 5.1] and in [20, Theorem 5.7’].
Theorem 4.1. Suppose the following two conditions hold for the algebra A:
(a) the Cauchy singular integral operator
(Sϕ)(t) :=
1
πi
v.p.
∫
T
ϕ(τ)
τ − t
dτ (t ∈ T)
is bounded on A;
(b) for any function a ∈ A, the operator aS − SaI is compact on A.
Then every matrix function a ∈ AN×N such that det a(t) 6= 0 for all t ∈ T admits
a right Wiener-Hopf factorization in AN×N .
Notice that (a) holds if and only if A is a decomposing algebra.
The following theorem follows from a more general result due to Shubin (see [20,
Theorem 6.15]).
Theorem 4.2. Let A be a decomposing algebra and let ‖ · ‖ be a norm in the
algebra AN×N . Suppose a, d ∈ AN×N admit canonical right and left Wiener-Hopf
factorizations in the algebra AN×N . Then for every ε > 0 there exists a δ > 0
such that if ‖a− d‖ < δ, then for every canonical right Wiener-Hopf factorization
a = a
(r)
− a
(r)
+ and for every canonical left Wiener-Hopf factorization a = a
(l)
+ a
(l)
− one
can choose a canonical right Wiener-Hopf factorization d = d
(r)
− d
(r)
+ and a canonical
left Wiener-Hopf factorization d = d
(l)
+ d
(l)
− such that
‖a
(r)
± − d
(r)
± ‖ < ε, ‖[a
(r)
± ]
−1 − [d
(r)
± ]
−1‖ < ε,
‖a
(l)
± − d
(l)
± ‖ < ε, ‖[a
(l)
± ]
−1 − [d
(l)
± ]
−1‖ < ε.
4.2. Verification of the hypotheses of Theorem 4.1 for generalized Ho¨lder
spaces.
Theorem 4.3. Let ω belong to the Bari-Stechkin class and let H be either Hω or
Hω0 . Then
(a) a ∈ H is invertible in H if and only if a(t) 6= 0 for all t ∈ T;
(b) S is bounded on H;
(c) for a ∈ H, the operator aS − SaI is compact on H.
Proof. (a) Obviously, GH ⊂ GC. Conversely, if f ∈ GC, then for all x ∈ (0, π],
ω(1/f, x) ≤ ‖1/f‖2C ω(f, x).
From this inequality we see that if f ∈ GC ∩H, then 1/f ∈ H. Part (a) is proved.
(b) For Hω this result follows from the well known Zygmund estimate (see [28]
and also [1, p. 492], [14, p. 10]):
(14) ω(Sf, x) ≤ c
∫ x
0
ω(f, y)
y
dy + cx
∫ π
x
ω(f, y)
y2
dy, 0 < x ≤ π,
with a positive constant c independent of f ∈ Hω. For a self-contained proof of
the boundedness of S on Hω (in a more general situation of moduli of smoothness
ωα(f, x) of order α > 0), see S. Samko and A. Yakubov [22, Theorem 2].
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If f ∈ Hω0 and
F1(f, x) :=
∫ x
0
ω(f, y)
y
dy, F2(f, x) := x
∫ π
x
ω(f, y)
y2
dy,
then, by [14, Section IV.4, Lemma 1],
(15) lim
x→0+0
F1(f, x)
ω(x)
= lim
x→0+0
F2(f, x)
ω(x)
= 0.
From (14) and (15) it follows that Sf ∈ Hω0 whenever f ∈ H
ω
0 . That is, S is
bounded on Hω0 , too. Part (b) is proved.
(c) For a ∈ Hω, the compactness of aS−SaI on Hω was proved by Tursunkulov
[26] (see also a survey by N. Samko [21, Corollary 4.8]).
If a ∈ Hω0 , then aS − SaI is bounded on H
ω
0 by part (b) and is compact on
Hω by what has just been said above. Since Hω0 ⊂ H
ω, it is easy to see that the
operator aS − SaI is also compact on Hω0 . 
4.3. Wiener-Hopf factorization in generalized Ho¨lder spaces.
Theorem 4.4. Let ω belong to the Bari-Stechkin class and let H be either Hω or
Hω0 . Suppose a ∈ HN×N .
(a) If T (a) is invertible on H2N , then a admits a canonical right Wiener-Hopf
factorization in HN×N .
(b) If T (a˜) is invertible on H2N , then a admits a canonical left Wiener-Hopf
factorization in HN×N .
Proof. We follow the proof of [18, Theorem 2.4].
(a) If T (a) is invertible on H2N , then det a(t) 6= 0 for all t ∈ T (see, e.g., [10,
Chap. VII, Proposition 2.1]). Then, by [10, Chap. VII, Theorem 3.2], the matrix
function a admits a canonical right generalized factorization in L2N , that is, a =
a−a+, where a
±1
− ∈ (H
2)N×N , a
±1
+ ∈ H
2
N×N (and, moreover, the operator a−Pa
−1
− I
is bounded on L2N ).
On the other hand, from Theorems 4.1 and 4.3 it follows that a ∈ HN×N admits
a right Wiener-Hopf factorization a = u−Du+ in HN×N . Then
u±1− ∈ (H−)N×N ⊂ (H
2)N×N , u
±1
+ ∈ (H+)N×N ⊂ H
2
N×N ,
that is, a = u−Du+ is a right generalized factorization in L
2
N . By the unique-
ness of the partial indices in a right generalized factorization in L2N (see, e.g., [20,
Corollary 2.1]), D = 1. Part (a) is proved.
(b) In view of Theorem 4.3(a), a−1 ∈ HN×N . By [7, Proposition 7.19(b)], the
invertibility of T (a˜) on H2N is equivalent to the invertibility of T (a
−1) on H2N .
In view of part (a), there exist f± ∈ G(H±)N×N such that a
−1 = f−f+. Put
v± := f
−1
± . Then v± ∈ G(H±)N×N and a = v+v− is a canonical left Wiener-Hopf
factorization in HN×N . 
5. Some applications of approximation theory
5.1. The best uniform approximation. For n ∈ Z+, let Pn be the set of all
Laurent polynomials of the form
p(t) =
n∑
j=−n
αjt
j , αj ∈ C, t ∈ T.
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By the Chebyshev theorem (see, e.g., [25, Section 2.2.1]), for f ∈ C and n ∈ Z+,
there is a Laurent polynomial pn(f) ∈ Pn such that
(16) ‖f − pn(f)‖C = inf
p∈Pn
‖f − p‖C .
Each such polynomial pn(f) is called a polynomial of best uniform approximation.
By the Jackson theorem (see, e.g., [25, Section 5.1.2]), there exists a constant
A > 0 such that for all f ∈ C and all n ∈ Z+,
(17) inf
p∈Pn
‖f − p‖C ≤ Aω
(
f,
1
n+ 1
)
.
5.2. Norms of truncations of Toeplitz and Hankel operators. Let X be a
Banach space. For definiteness, let the norm of a = (aα,β)
N
α,β=1 in XN×N be given
by
‖a‖XN×N := N max
1≤α,β≤N
‖aα,β‖X .
We will simply write ‖a‖∞, ‖a‖C , and ‖a‖ω instead of ‖a‖L∞
N×N
, ‖a‖CN×N , and
‖a‖(Hω)N×N , respectively. Denote by ‖A‖ the norm of a bounded linear operator A
on H2N .
Put ∆0 := P0 and ∆j := Pj − Pj−1 for j ∈ {0, . . . , n}.
Lemma 5.1. Let n ∈ Z+. Suppose v± and u± satisfy (4), (5), and u
−1
± ∈ CN×N .
Then there exists a positive constant AN depending only on N such that for all
n ∈ Z+ and all j ∈ {0, . . . , n},
‖QnT (b)∆j‖ ≤ AN‖v−‖∞ max
1≤α,β≤N
ω
(
[u−1+ ]α,β ,
1
n− j + 1
)
,(18)
‖∆jT (c)Qn‖ ≤ AN‖v+‖∞ max
1≤α,β≤N
ω
(
[u−1− ]α,β ,
1
n− j + 1
)
,(19)
‖QnH(b)‖ ≤ AN‖v−‖∞ max
1≤α,β≤N
ω
(
[u−1+ ]α,β ,
1
n+ 1
)
,(20)
‖H(c˜)Qn‖ ≤ AN‖v+‖∞ max
1≤α,β≤N
ω
(
[u−1− ]α,β ,
1
n+ 1
)
.(21)
Proof. The idea of the proof is borrowed from [7, Theorem 10.35(ii)] (see also
[18, Proposition 3.2]). Since u−1+ , v+ ∈ H
∞
N×N and u
−1
− , v− ∈ (H
∞)N×N , by [7,
Proposition 2.14],
T (b) = T (v−)T (u
−1
+ ), T (c) = T (u
−1
− )T (v+),
H(b) = T (v−)H(u
−1
+ ), H(c˜) = H(u˜
−1
− )T (v+).
It is easy to see that QnT (v−)Pn = 0 and PnT (v+)Qn = 0. Hence
QnT (b)∆j = QnT (v−)QnT (u
−1
+ )∆j ,(22)
∆jT (c)Qn = ∆jT (u
−1
− )QnT (v+)Qn,(23)
QnH(b) = QnT (v−)QnH(u
−1
+ ),(24)
H(c˜)Qn = H(u˜
−1
− )QnT (v+)Qn.(25)
Let pn−j(u
−1
+ ) and pn−j(u
−1
− ) be the polynomials in P
n−j
N×N of best uniform approx-
imation of u−1+ and u
−1
− , respectively, where j ∈ {0, . . . , n}. Simple computations
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show that
(26) QnT [pn−j(u
−1
+ )]∆j = 0, ∆jT [pn−j(u
−1
− )]Qn = 0
for all j ∈ {0, . . . , n} and
(27) QnH [pn(u
−1
+ )] = 0, H [(pn(u
−1
− ))˜]Qn = 0.
From (22) and (26) we get
‖QnT (b)∆j‖ ≤ ‖QnT (v−)Qn‖ ‖QnT [u
−1
+ − pn−j(u
−1
+ )]∆j‖
≤ const ‖v−‖∞ ‖u
−1
+ − pn−j(u
−1
+ )‖C .
Combining this inequality with (16)–(17), we arrive at (18). Inequalities (19)–
(21) can be obtained in the same way by combining (26)–(27) and representations
(23)–(25), respectively. 
5.3. The asymptotic of the trace of Fn,m−1(b, c).
Lemma 5.2. Let ω, ψ belong to the Bari-Stechkin class. Suppose v± and u± satisfy
(4) and (6). If m ∈ N\{1} and (10) is fulfilled, then trFn,m−1(b, c)→ 0 as n→∞.
Proof. Since ∆jFn,m−1(b, c)∆j is an N × N matrix for each n ∈ Z+ and each
j ∈ {0, . . . , n}, we have
|tr∆jFn,m−1(b, c)∆j | ≤ CN‖∆jFn,m−1(b, c)∆j‖,
where CN is a positive constant depending only on N . Hence
(28) |trFn,m−1(b, c)| =
∣∣∣∣∣∣tr
n∑
j=0
∆jFn,m−1(b, c)∆j
∣∣∣∣∣∣ ≤ CN
n∑
j=0
‖∆jFn,m−1(b, c)∆j‖.
Taking into account that ∆jPn = Pn∆j = ∆j for j ∈ {0, . . . , n}, we obtain
‖∆jFn,m−1(b, c)∆j‖ ≤ ‖∆jT (c)Qn‖ (‖QnH(b)‖ ‖H(c˜)Qn‖)
m−1‖QnT (b)∆j‖.(29)
From Lemma 5.1 and the definition of the semi-norms | · |ω and | · |ψ it follows that
for all n ∈ Z+ and all j ∈ {0, . . . , n},
‖QnT (b)∆j‖ ≤ AN‖v−‖∞
(
max
1≤α,β≤N
|[u−1+ ]α,β |ψ
)
ψ
(
1
n− j + 1
)
,(30)
‖∆jT (c)Qn‖ ≤ AN‖v+‖∞
(
max
1≤α,β≤N
|[u−1− ]α,β|ω
)
ω
(
1
n− j + 1
)
,(31)
‖QnH(b)‖ ≤ AN‖v−‖∞
(
max
1≤α,β≤N
|[u−1+ ]α,β |ψ
)
ψ
(
1
n+ 1
)
,(32)
‖H(c˜)Qn‖ ≤ AN‖v+‖∞
(
max
1≤α,β≤N
|[u−1− ]α,β|ω
)
ω
(
1
n+ 1
)
.(33)
Combining (28)–(33), we get
|trFn,m−1(b, c)| = O
([
ω
(
1
n+ 1
)
ψ
(
1
n+ 1
)]m−1 n+1∑
j=1
ω
(
1
j
)
ψ
(
1
j
))
as n→∞. This implies that if (10) holds, then trFn,m−1(b, c)→ 0 as n→∞. 
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5.4. Products of Hankel operators in Schatten-von Neumann classes.
Lemma 5.3. Let 1 ≤ p <∞, let ω, ψ belong to the Bari-Stechkin class, and let
∞∑
k=1
[
ω
(
1
k
)
ψ
(
1
k
)]p
<∞.
(a) Suppose a ∈ L∞N×N admits a factorization a = u−u+ with u± satisfying
(6). Then H(a)H(a˜−1) ∈ Cp(H2N ).
(b) Suppose v± and u± satisfy (4) and (6). Then H(c˜)H(b) and H(b)H(c˜)
belong to Cp(H2N ).
Proof. This statement is proved by analogy with [7, Lemma 10.36]. Let us prove
only part (a). By [7, Proposition 2.14], H(a) = T (u−)H(u+) and H(a˜
−1) =
T (u˜−1+ )H(u
−1
− ). For n ∈ Z+, let pn(u+) and pn(u
−1
− ) be the polynomials in P
n
N×N
of best uniform approximation of u+ and u
−1
− , respectively. Observe that
dim Im (T (u−)H [pn(u+)]) ≤ n+ 1, dim Im (T (u˜
−1
+ )H [pn(u
−1
− )]) ≤ n+ 1,
whence
(34) sn+1(H(a)) ≤ ‖T (u−)H(u+)− T (u−)H [pn(u+)]‖ ≤ O(‖u+ − pn(u+)‖C)
and similarly
(35) sn+1(H(a˜
−1)) ≤ O(‖u−1− − pn(u
−1
− )‖C).
From (16), (17), and the definition of the seminorms | · |ω and | · |ψ it follows that
‖u+ − pn(u+)‖C ≤ AN
(
max
1≤α,β≤N
|[u+]α,β |ψ
)
ψ
(
1
n+ 1
)
,(36)
‖u−1− − pn(u
−1
− )‖C ≤ AN
(
max
1≤α,β≤N
|[u−1− ]α,β |ω
)
ω
(
1
n+ 1
)
,(37)
where AN is a positive constant depending only on ω, ψ,N . Combining (34)–(37),
we get
(38) sn(H(a)) = O
(
ψ(1/n)
)
, sn(H(a˜
−1)) = O
(
ω(1/n)
)
(n ∈ N).
From (38) and Horn’s theorem (see, e.g. [12, Chap. II, Theorem 4.2]) it follows
that
∞∑
k=1
spk
(
H(a)H(a˜−1)
)
≤
∞∑
k=1
spk
(
H(a)
)
spk
(
H(a˜−1)
)
= O
(
∞∑
k=1
[
ω
(
1
k
)
ψ
(
1
k
)]p)
,
which finishes the proof of part (a). Part (b) is proved similarly. 
6. Proofs of the main results
6.1. Decomposition of the trace of the logarithm of one matrix series.
Lemma 6.1. Let ω, ψ belong to the Bari-Stechkin class and let Σ be a compact set
in the complex plane. Suppose
v− : Σ→ (H∞)N×N , v+ : Σ→ H∞N×N ,
u±1− : Σ→ (H
ω ∩H∞)N×N , u
±1
+ : Σ→ (H
ψ ∩H∞)N×N
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are continuous functions. If m ∈ N, then there exist a constant Cm ∈ (0,∞) and a
number n0 ∈ N such that for all λ ∈ Σ and all n ≥ n0,
trlog
{
I −
∞∑
k=0
Gn,k
(
b(λ), c(λ)
)}
+ tr
m−1∑
j=1
1
j
(
m−j−1∑
k=0
Gn,k
(
b(λ), c(λ)
))j = sn(λ)
and
|sn(λ)| ≤ Cm
(
‖v−(λ)‖∞‖v+(λ)‖∞
)m
×
[
max
1≤α,β≤N
ω
(
[u−1− (λ)]α,β ,
1
n+ 1
)]m
×
[
max
1≤α,β≤N
ω
(
[u−1+ (λ)]α,β ,
1
n+ 1
)]m
.
Proof. From Lemma 5.1 it follows that∥∥Gn,k(b(λ), c(λ))∥∥ ≤ (A2N‖v−(λ)‖∞‖v+(λ)‖∞)k+1
×
[
max
1≤α,β≤N
ω
(
[u−1− (λ)]α,β ,
1
n+ 1
)]k+1
×
[
max
1≤α,β≤N
ω
(
[u−1+ (λ)]α,β ,
1
n+ 1
)]k+1
.
for all n, k ∈ Z+ and all λ ∈ Σ. Moreover,
A2N‖v−(λ)‖∞‖v+(λ)‖∞
×
[
max
1≤α,β≤N
ω
(
[u−1− (λ)]α,β ,
1
n+ 1
)][
max
1≤α,β≤N
ω
(
[u−1+ (λ)]α,β ,
1
n+ 1
)]
≤ A2N max
λ∈Σ
(
‖v−(λ)‖∞‖v+(λ)‖∞‖u
−1
− (λ)‖ω‖u
−1
+ (λ)‖ψ
)
ω
(
1
n+ 1
)
ψ
(
1
n+ 1
)
.
Since ω(1/n)→ 0 and ψ(1/n)→ 0 as n → ∞, there exists a number n0 ∈ N such
that the left-hand side of the latter inequality is less than one for all λ ∈ Σ and all
n ≥ n0. Now the proof can be developed by analogy with [17, Proposition 3.3]. 
6.2. Proof of Theorem 2.1.
Proof of part (a). Since ω and ψ belong to the Bari-Stechkin class, there exist α, β ∈
(0, 1) such that ω(x)/xα and ψ(x)/xβ are almost increasing (see [1, Lemma 2] or [14,
p. 54]). Hence there exists a constant A > 0 such that ω(x) ≤ Axγ and ψ(x) ≤ Axγ
for all x ∈ (0, π], where γ := min{α, β} ∈ (0, 1). Therefore u− ∈ (H
ω)N×N ⊂
CγN×N and u+ ∈ (H
ψ)N×N ⊂ C
γ
N×N , where C
γ is the standard Ho¨lder space
generated by h(x) = xγ . Since T (a˜) is invertible on H2N and a = u−u+ ∈ C
γ
N×N ,
by Theorem 4.4(b), the function a admits a canonical left Wiener-Hopf factorization
a = v+v− in C
γ
N×N . In particular, v− ∈ G(H
∞)N×N and v+ ∈ GH∞N×N . 
Proof of parts (b) and (c). From Theorem 2.1(a) it follows that hypotheses (i) and
(ii) of Theorem 3.1 are satisfied. Suppose m ∈ N and (8) holds. In view of
Lemma 5.3 and [7, Proposition 2.14],
I−T (a)T (a−1) = H(a)H(a˜−1) ∈ Cm(H
2
N ), I−T (c˜)T (˜b) = H(c˜)H(b) ∈ Cm(H
2
N ),
and H(b)H(c˜) ∈ Cm(H2N ). Hence Theorems 2.1(b) and 2.1(c) follow from Theo-
rems 3.1(a) and 3.1(b). 
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Proof of part (d). By Lemma 5.2, trFn,m−1(b, c) as n → ∞. Hence the statement
follows from the arguments of the proof of part (c) and Theorem 3.1(c). 
Proof of part (e). Suppose Σ consists of one point λ only (and we will not write the
dependence on it). From Lema 6.1 it follows that there exist a positive constant
Cm and a number n0 ∈ N such that for all n ≥ n0,
(39) tr log
{
I −
∞∑
k=0
Gn,k(b, c)
}
= −tr
m−1∑
j=1
1
j
(
m−j−1∑
k=0
Gn,k(b, c)
)j+ sn,
where
(40) |sn| ≤ Cm
[
‖v−‖∞‖v+‖∞‖u
−1
− ‖ω‖u
−1
+ ‖ψ ω
(
1
n+ 1
)
ψ
(
1
n+ 1
)]m
.
From (8) and (40) we get
∑∞
n=n0
|sn| < ∞. Applying Lemma 3.2 to the decom-
position (39), we conclude that there exists a constant E(a) 6= 0 such that for all
n ≥ n0,
log detTn(a) =(n+ 1) logG(a) + logE(a)
+ tr
 n∑
ℓ=1
m−1∑
j=1
1
j
(
m−j−1∑
k=0
Gℓ,k(b, c)
)j+ ∞∑
k=n+1
sk.
(41)
From (40) we get
(42)
∞∑
k=n+1
sk = O
(
∞∑
k=n+1
[
ω
(
1
k
)
ψ
(
1
k
)]m)
(n→∞).
Combining (41) and (42), we arrive at (12). Part (e) is proved. 
Proof of part (f). In view of (41), it is sufficient to show that
(43)
∞∑
k=n+1
sk = o
(
∞∑
k=n+1
[
ω
(
1
k
)
ψ
(
1
k
)]m)
(n→∞).
By Lemma 6.1, for all k ≥ n0,
|sk| ≤ Cm
(
‖v−‖∞‖v+‖∞
)m
×
[
max
1≤α,β≤N
ω
(
[u−1− ]α,β ,
1
k + 1
)]m
×
[
max
1≤α,β≤N
ω
(
[u−1+ ]α,β ,
1
k + 1
)]m
.
(44)
If u− ∈ G(Hω0 ∩H
∞)N×N , then for every ε > 0 there exists a number n1(ε) ≥ n0
such that for all k ≥ n1(ε),
(45) max
1≤α,β≤N
ω
(
[u−1− ]α,β ,
1
k + 1
)
< εω
(
1
k + 1
)
.
From (44) and (45) it follows that for all n ≥ n1(ε),
∞∑
k=n+1
|sk| ≤ ε
mCm
(
‖v−‖∞‖v+‖∞‖u
−1
+ ‖ψ
)m ∞∑
k=n+1
[
ω
(
1
k
)
ψ
(
1
k
)]m
,
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that is, (43) holds. If u+ ∈ G(H
ψ
0 ∩ H
∞)N×N , then one can show as above that
(43) is fulfilled. 
6.3. Auxiliary lemma.
Lemma 6.2. Let ω belong to the Bari-Stechkin class. If Σ is a compact set in the
complex plane and a : Σ→ (Hω0 )N×N is a continuous function, then
lim
n→∞
{[
ω
(
1
n
)]−1
sup
λ∈Σ
max
1≤α,β≤N
ω
(
[a(λ)]α,β ,
1
n
)}
= 0.
Proof. Assume the contrary. Then there exist a constant C > 0 and a sequence
{nk}∞k=1 such that
lim
k→∞
{[
ω
(
1
nk
)]−1
sup
λ∈Σ
max
1≤α,β≤N
ω
(
[a(λ)]α,β ,
1
nk
)}
= C.
Hence there exist a number k0 ∈ N and a sequence {λk}
∞
k=k0
such that for all
k ≥ k0,
(46)
[
ω
(
1
nk
)]−1
max
1≤α,β≤N
ω
(
[a(λk)]α,β ,
1
nk
)
≥
C
2
> 0.
Since {λk}∞k=k0 is bounded, there is its convergent subsequence {λkj}
∞
j=1. Let λ0
be the limit of this subsequence. Clearly, λ0 ∈ Σ because Σ is closed. Since the
function a : Σ→ (Hω0 )N×N is continuous at λ0, for every ε ∈ (0, C/2), there exists a
∆ > 0 such that |λ−λ0| < ∆, λ ∈ Σ implies ‖a(λ)−a(λ0)‖ω < ε. Because λkj → λ0
as j →∞, for that ∆ there exists a number J ∈ N such that |λkj − λ0| < ∆ for all
j ≥ J , and thus
(47) ‖a(λkj )− a(λ0)‖ω < ε for all j ≥ J.
On the other hand, (46) implies that
(48)
[
ω
(
1
nkj
)]−1
max
1≤α,β≤N
ω
(
[a(λkj )]α,β ,
1
nkj
)
≥
C
2
> 0 for all j ≥ J.
It is easy to see that if f, g ∈ Hω, then for all x ∈ (0, π],
ω(f, x)
ω(x)
≤
ω(g, x)
ω(x)
+ |f − g|ω.
Hence, for all j ≥ J ,[
ω
(
1
nkj
)]−1
max
1≤α,β≤N
ω
(
[a(λkj )]α,β ,
1
nkj
)
≤
[
ω
(
1
nkj
)]−1
max
1≤α,β≤N
ω
(
[a(λ0)]α,β ,
1
nkj
)
+ ‖a(λkj )− a(λ0)‖ω.
(49)
From (47)–(49) we get for all j ≥ J ,[
ω
(
1
nkj
)]−1
max
1≤α,β≤N
ω
(
[a(λ0)]α,β ,
1
nkj
)
≥
C
2
− ε > 0.
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It follows that there exist a pair α0, β0 ∈ {1, . . . , N} and a subsequence {ms}s∈N of
{nkj}
∞
j=J such that for all s ∈ N,[
ω
(
1
ms
)]−1
ω
(
[a(λ0)]α0,β0 ,
1
ms
)
≥
C
2
− ε > 0.
This contradicts the fact that [a(λ0)]α0,β0 ∈ H
ω
0 . 
6.4. Proof of Theorem 2.2.
Proof of part (a). Similarly to the proof of Lemma 5.3 one can show that if a be-
longs to (Hω)N×N , then
(50) sn
(
H(a)
)
= O
(
ω(1/n)
)
, sn
(
H(a˜)
)
= O
(
ω(1/n)
)
(n ∈ N).
Combining (13) and (50), we get H(a), H(a˜) ∈ C2(H2N ). It is well known that
(K
1/2,1/2
2,2 )N×N =
{
a ∈ L∞N×N : H(a), H(a˜) ∈ C2(H
2
N )
}
(see [6, Section 5.1], [7, Sections 10.8–10.11]), which finishes the proof. 
Proof of part (b). By Theorem 4.4, the function a admits canonical right and left
Wiener-Hopf factorizations in HN×N . From Theorem 2.1(b) we get
(51) log det Tn(a) = (n+ 1) logG(a) + log det1T (a)T (a
−1) + o(1) (n→∞).
On the other hand, from Theorem 2.1(e), (f) it follows that there exists a nonzero
constant E(a) such that
(52) log detTn(a) = (n+ 1) logG(a) + logE(a) + δ(n,H) (n→∞).
From (51) and (52) we deduce that E(a) = det1 T (a)T (a
−1), that is, we arrive at
(1) with o(1) replaced by δ(n,H). 
Proof of part (c). This statement is proved by analogy with [17, Theorem 1.5] and
[18, Theorem 1.4], although the idea of this proof goes back to [27, Theorem 6.2].
Let Ω be any bounded open set containing the set spT (a)∪sp T (a˜) on the closure of
which f is analytic and let Σ be a closed neighborhood of its boundary ∂Ω such that
Σ∩ (sp T (a)∪spT (a˜)) = ∅. Let λ ∈ Σ. Then T (a)−λI = T [a−λ] and T (a˜)−λI =
T [(a − λ)˜] are invertible on H2N . By Theorem 4.4, a − λ admits canonical right
and left Wiener-Hopf factorizations a− λ = u−(λ)u+(λ) = v+(λ)v−(λ) in HN×N .
Since a − λ : Σ → HN×N is a continuous function with respect to λ, in view of
Theorem 4.2, these factorizations can be chosen so that the functions
u±1− , v
±1
− : Σ→ (H ∩H
∞)N×N , u
±1
+ , v
±1
+ : Σ→ (H ∩H
∞)N×N
are continuous. From Lemma 6.1 with m = 1 it follows that there exist a constant
C1 ∈ (0,∞) and a number n0 ∈ N such that for all λ ∈ Σ and all n ≥ n0,
|sn(λ)| ≤C1‖v−(λ)‖∞‖v+(λ)‖∞
[
max
1≤α,β≤N
ω
(
[u−1− (λ)]α,β ,
1
n+ 1
)]
×
[
max
1≤α,β≤N
ω
(
[u−1+ (λ)]α,β ,
1
n+ 1
)]
,
(53)
where
sn(λ) = tr log
{
I −
∞∑
k=0
Gn,k
(
b(λ), c(λ)
)}
.
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If a ∈ (Hω)N×N , then from (53) we get for all λ ∈ Σ and all n ≥ n0,
|sn(λ)| ≤ C1max
λ∈Σ
(
‖v−(λ)‖ω‖v+(λ)‖ω‖u
−1
− (λ)‖ω‖u
−1
+ (λ)‖ω
) [
ω
(
1
n+ 1
)]2
.(54)
If a ∈ (Hω0 )N×N , then from Lemma 6.2 it follows that for every ε > 0 there exists
a number n1(ε) ≥ n0 such that for all λ ∈ Σ and all n ≥ n1(ε),
(55) max
1≤α,β≤N
ω
(
[u−1± (λ)]α,β ,
1
n+ 1
)
< εω
(
1
n+ 1
)
.
Combining (53) and (55), we obtain for all λ ∈ Σ and all n ≥ n1(ε),
(56) |sn(λ)| ≤ ε
2C1max
λ∈Σ
(
‖v−(λ)‖ω‖v+(λ)‖ω
) [
ω
(
1
n+ 1
)]2
.
From (54) and (56) we get for all λ ∈ Σ,
∞∑
k=n+1
|sk(λ)| ≤ const
∞∑
k=n+1
[
ω
(
1
k
)]2
if a ∈ (Hω)N×N , n ≥ n0,(57)
∞∑
k=n+1
|sk(λ)| ≤ ε
2 const
∞∑
k=n+1
[
ω
(
1
k
)]2
if a ∈ (Hω0 )N×N , n ≥ n1(ε).(58)
From Lemma 3.2 and Theorem 2.1(b) it follows that for all λ ∈ Σ and n ≥ n0,
log detTn(a−λ) = (n+1) logG(a−λ)+log det1T [a−λ]T [(a−λ)
−1]+
∞∑
k=n+1
sk(λ).
Multiplying this equality by −f ′(λ) and then integrating over ∂Ω by parts, we get∫
∂Ω
f(λ)
d
dλ
log detTn(a− λ)dλ = (n+ 1)
∫
∂Ω
f(λ)
d
dλ
logG(a− λ)dλ
+ 2πiEf(a)−
∫
∂Ω
f ′(λ)
(
∞∑
k=n+1
sk(λ)
)
dλ.
(59)
It was obtained in the proof of [27, Theorem 6.2] (see also [6, Theorem 5.6] and [7,
Section 10.90]) that
1
2πi
∫
∂Ω
f(λ)
d
dλ
log detTn(a− λ)dλ = trf(Tn(a)),(60)
1
2πi
∫
∂Ω
f(λ)
d
dλ
logG(a− λ)dλ = Gf (a).(61)
From (57) and (58) it follows that
(62) −
∫
∂Ω
f ′(λ)
(
∞∑
k=n+1
sk(λ)
)
dλ = δ(n,H) (n→∞).
Combining (59)–(62), we arrive at (2) with o(1) replaced by δ(n,H). 
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