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1. INTRODUCTION
Linear canonical transform (LCT), first introduced in [1, 2], is an
important tool to describe paraxial light propagation through
first-order optical systems [3–6]. It is also useful and attractive
in many signal processing applications [7–13]. Some famous
transforms such as Fourier transform, fractional Fourier trans-
form (FRFT) and Fresnel transform are the special cases of the
LCT [6, 14, 15].
The LCT was extended to complex-valued parameters in
[16–20], called complex LCT for simplification whereas the LCT
with real parameters is called real LCT. The real LCT is a unitary
mapping of the Hilbert space L 2(R) onto itself, while the com-
plex LCT is a unitary transformation between L 2(R) and the
Bargmann-like space BM. The definition of the complex LCT is
the same as that of the real LCT:
OMCLCT{s(t)} =

√
1
j2pib
∫
ej(
d
2b
u2− 1
b
ut+ a
2b
t2)s(t) dt, b 6= 0
√
dej
cd
2 u
2
s(du), b = 0
,
(1)
except that the parameters are complex-valued:
M =
a b
c d
 =
ar + jai br + jbi
cr + jci dr + jdi
 and ad − bc = 1. (2)
When M = (0, j; j, 0), the complex LCT reduces to the
well-known bilateral Laplace transform [21–23]. Other special
cases include Bargmann transform, Gauss-Weierstrass trans-
form [16, 20, 21, 24], complex-ordered FRFT [25–27] and frac-
tional Laplace transform [22]. The complex LCT has been used
to describe the complex amplitude propagation through several
kinds of lossy or lossless optical systems [4, 18, 28].
In this paper, we focus on the Bargmann transform, which
is introduced by V. Bargmann in 1961 [24] to map functions
from L 2(R) onto the Bargmann space BB (also known as
Bargmann–Segal-Foch space). The Bargmann transform has
been applied to quantum field theory [24], quantum optics [29]
as well as signal processing on phase space [30]. However, the
output of the Bargmann transform is unbounded near infinity.
Thus, in this paper, we normalize the Bargmann transform.
Since the Bargmann transform is a special case of the com-
plex LCT, one can use the existing algorithms of the complex
LCT to compute the Bargmann transform, and then normalize
it to obtain the normalized Bargmann transform. Digital com-
putation of the real LCT has been widely discussed in [13, 31–
36]. Koç et al. extended the computation of the real LCT to
the complex LCT [18]. Liu et al. discretized the complex LCT
directly by sampling [19]. However, the Bargmann transform
may have very large energy in the boundary, causing compu-
tation difficulty and inaccuracy in real world. Accordingly, we
want to develop computational methods to obtain the normal-
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ized Bargmann transform directly.
The relationships of the Bargmann transform to Gabor trans-
form and Hermite Gaussian (HG) functions have been dis-
cussed in [37–40]. Based on these relationships, we develop
two computational methods of the normalized Bargmann trans-
form. One is based on the Gabor transform, while another one
is based on HG expansion and synthesis. Furthermore, we de-
rive its connections with gyrator transform [41–43] and 2D non-
separable LCT [44–47], followed by two more computational
methods of the normalized Bargmann transform. We also de-
rive several computational methods for the inverse normalized
Bargmann transform.
2. DEFINITION OF NORMALIZED BARGMANN TRANS-
FORM
The Bargmann transform is a special case of the complex LCT.
When the parameter matrix in (2) is given by
M =
 1√2 −j 1√2
−j 1√
2
1√
2
 , (3)
the complex LCT in (1) becomes the Bargmann transform, de-
noted by B,
SB(z) = B{s(t)} = 2−
1
4 pi−
1
2
∞∫
−∞
e−
z2
2 +
√
2zt− t22 s(t)dt, (4)
where z is in the complex plane C. The weighting function of
the Bargmann transform is [20, 38]
w(z) = 2
1
2 pi−
1
2 e−|z|2. (5)
Accordingly, the inverse Bargmann transform, denoted by B−1,
is given by
s(t) = B−1{SB(z)} = 2−
1
4 pi−
1
2
∫
C
w(z)
(
e−
z2
2 +
√
2zt− t22
)∗
SB(z)dz
= 2
1
4 pi−1
∫
C
e−|z|2−
z2
2 +
√
2zt− t22 SB(z)dz, (6)
where z is the complex conjugate of z. The Bargmann transform
maps functions from the real line to the complex plane. Thus,
assume z = x + jy, and then we can express the Bargmann
transform as a 2D transform with real arguments x and y:
SB(x, y) = B{s(t)}
= 2−
1
4 pi−
1
2
∞∫
−∞
e−
(x+jy)2
2 +
√
2(x+jy)t− t22 s(t)dt, (7)
and similarly the inverse transform in (6) becomes
s(t) = B−1{SB(x, y)}
= 2
1
4 pi−1
∞∫
−∞
∞∫
−∞
e−x2−y2−
(x−jy)2
2 +
√
2(x−jy)t− t22 SB(x, y)dxdy.
(8)
However, the Bargmann transform may be unbounded when
x or y approaches infinity. Accordingly, we normalize the
Bargmann transform by portioning out the weighting in (5)
equally to the forward transform and the inverse transform.
The normalized Bargmann transform, denoted by NB, is de-
fined as
SNB(z) = NB{s(t)} =
√
w(z)SB(z)
= 2
1
4 pi−
1
4 e−
|z|2
2 SB(z) (9)
= pi−
3
4
∞∫
−∞
e−
|z|2
2 − z
2
2 +
√
2zt− t22 s(t)dt. (10)
Comparedwith the complex LCT defined in (1), we can find out
that the normalized Bargmann transform is not a special case
of the complex LCT because of the term |z|2 = zz∗. Substitut-
ing the relationship in (9) to the inverse Bargmann transform in
(6), we have the inverse normalized Bargmann transformNB−1
given by
s(t) = NB−1{SNB(z)} = pi−
3
4
∫
C
e−
|z|
2
2− z22 +
√
2zt− t22 SNB(z)dz.
(11)
The normalized Bargmann transform can also be expressed as
a 2D transform; that is, (10) can be rewritten as
SNB(x, y) = NB{s(t)}
= pi−
3
4
∞∫
−∞
e−x2−jxy+
√
2(x+jy)t− t22 s(t)dt, (12)
and the inverse normalized Bargmann transform in (11) can be
rewritten as
s(t) = NB−1{SNB(x, y)}
= pi−
3
4
∞∫
−∞
∞∫
−∞
e−x2+jxy+
√
2(x−jy)t− t22 SNB(x, y)dxdy. (13)
Comparing (12) and (13), we can find out that the kernel in the
inverse transform is just the complex conjugate of the kernel in
the forward transform. Thus, the normalized Bargmann trans-
form is a unitary transform.
Besides implementing the normalized Bargmann transform
and its inverse directly by (12) and (13), some other compu-
tational methods are proposed in the following sections. We
don’t pay much attention to the conventional (i.e. unnormal-
ized) Bargmann transform because it can be easily calculated
from
SB(x, y) = 2
− 14 pi
1
4 e
x2+y2
2 SNB(x, y), (14)
once the normalized Bargmann transform is obtained.
3. COMPUTATION BASED ON GABOR TRANSFORM
The Bargmann transform is closely connected to the Gabor
transform [37, 39]. In this section, we derive the computations
of the normalized Bargmann transform and its inverse based on
this relationship.
The Gabor transform is one of the most popular short-time
Fourier transforms that uses Gaussian function with unit vari-
ance as the window function:
G(τ,ω) =
1√
2pi
∞∫
−∞
s(t)e−
1
2 (τ−t)2 e−jωtdt, (15)
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and its connection with the Bargmann transform is given by
G(τ,ω) = 2−
1
4 e−j
τω
2 e−
τ2+ω2
4 SB
(
τ√
2
,− ω√
2
)
. (16)
That is,
SB(x, y) = 2
1
4 e−jxye
x2+y2
2 G
(√
2x,−
√
2y
)
. (17)
Because of the term e
x2+y2
2 , it is obvious that the Bargmann trans-
form is unbounded if the Gabor transform isn’t close to zero
when x or y approaches infinity.
Recall the relation in (14). The normalized Bargmann trans-
form is just the Gabor transformmultiplied by some phase term,
i.e.
SNB(x, y) = 2
1
2 pi−
1
4 e−jxy G
(√
2x,−
√
2y
)
. (18)
Therefore, if the input signal has bounded time-frequency en-
ergy distribution, the output of the normalized Bargmann trans-
form is also bounded. For digital computation, the Gabor trans-
form can be realized by several different approaches such as the
FFT-based algorithm and the chirp-Z-based algorithm. But if
the normalized Bargmann transform requires output sampling
periods being ∆x and ∆y for x and y, respectively, the sam-
pling periods of the Gabor transform should be ∆τ =
√
2∆x
and ∆ω =
√
2∆y. An example is given in Fig. 1 where the in-
put signal s(t) consists of one sinusoidal FM signal and two
Hermite Gaussian (HG) functions, which will be defined in
the next section. The envelope of s(t) with sampling period
∆t = 0.157 is shown in Fig. 1(a). The envelope of the Ga-
bor transform G(τ,ω) computed by FFTwith sampling periods
∆τ = ∆ω = 0.157 is shown in Fig. 1(b). With ∆x = ∆y =
0.157√
2
,
the normalized Bargmann transform SNB(x, y) and the unnor-
malized Bargmann transform SB(x, y) calculated from (17) and
(18) have envelopes depicted in Figs. 1(c) and (d), respectively.
The unnormalized Bargmann transform has very large energy
in the boundary and thus is plotted in logarithmic scale.
The Gabor transform has the following recovery property:
s(t) =
1
2pi
∞∫
−∞
∞∫
−∞
G(τ,ω)ejωtdτ dω. (19)
With the relationship in (18), the above equation leads to the
inverse normalized Bargmann transform given by
s(t) =
1
pi
∞∫
−∞
∞∫
−∞
G
(√
2x,−
√
2y
)
e−j
√
2ytdx dy
= 2−
1
2 pi−
3
4
∞∫
−∞
 ∞∫
−∞
SNB(x, y)e
jxydx
 e−j√2ytdy. (20)
We can find out that the above inverse transform is simpler than
that in (13). For digital computation, we only require a 2D point-
wise product for ejxy, a 2D summation along x axis , and a 1D
FFT along y axis. The Gabor transform has another recovery
property; that is,
s(τ) =
1√
2pi
∞∫
−∞
G(τ,ω)ejωτdω. (21)
From (18) and above equation with τ =
√
2x and ω = −√2y,
the input signal can be recovered by a different way:
s
(√
2x
)
=
√
1
pi
∞∫
−∞
G
(√
2x,−
√
2y
)
e−j2xydy
= 2−
1
2 pi−
1
4
∞∫
−∞
SNB(x, y) e
−jxydy. (22)
Compared with (20), the above inverse transform requires only
one integral. That is, the digital computation of this inverse
transform doesn’t require the 1D FFT used in (20). However,
the cost of lower complexity is that the sampling period of the
recovered signal depends on the sampling period the normal-
ized Bargmann transform, i.e.
√
2∆x. As an example, we re-
cover the signal s(t) in Fig. 1(a) from SNB(x, y) in Fig. 1(c) using
the two kinds of inverse transforms (20) and (22). Both meth-
ods have perfect recovery with normalized mean-square error
(NMSE) smaller than 10−27.
Given the sampled input s[n]
∆
= s(n∆t) and the recovered
input sr[n], the NMSE is defined as
NMSE =
∑
n
|s[n]− sr[n]|2
∑
n
|s[n]|2
, (23)
while the MSE is defined as
MSE =
1
N ∑n
|s[n]− sr[n]|2. (24)
The NMSE is used in this paper because it won’t be affected by
the increase of signal energy.
4. COMPUTATION BASED ON HERMITE GAUSSIAN EX-
PANSION AND SYNTHESIS
The Hermite Gaussian (HG) function of order n is defined as
HGn(t) =
(
2nn!
√
pi
)− 12 e− t22 Hn(t), (25)
where Hn(t) is the physicists’ Hermite polynomial. It has been
shown in [38, 40] that the Bargmann transform of the nth-order
HG function is given by
B{HGn(t)} = (2pi)−
1
4 (n!)−
1
2 zn. (26)
According to (9) and letting z = x + jy, the normalized
Bargmann transform of the HG function is given by
NB{HGn(t)} = (pin!)−
1
2 (x + jy)ne−
x2+y2
2 . (27)
The Lagueree Gaussian (LG) function [48] is defined as
LGm,n(ρ, φ) = Cmn ρ
|m−n|e−j(m−n)φL|m−n|
min(m,n)
(ρ2)e−
ρ2
2 , (28)
where Llp(·) is the associated Lagueree polynomial, and the con-
stant Cmn is given by
Cmn = (−1)min(m,n)min(m, n)!√
pim!n!
. (29)
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Fig. 1. Digital Computation based on Gabor transform: the en-
velopes of (a) input signal s(t), (b) Gabor transform G(τ,ω),
(c) normalized Bargmann transform SNB(x, y) and (d) unnor-
malized Bargmann transform SB(x, y), where the sampling
periods are ∆τ = ∆ω = ∆t = 0.157 and ∆x = ∆y =
0.157√
2
. The
unnormalized Bargmann transform is plotted in logarithmic
scale because of the very large energy in the boundary.
Assume x + jy = ρejφ and let m = 0. Then, the LG function in
(28) becomes
LG0,n(x, y) = (−1)0 0!√
pi0!n!
ρnejnφLn0 (ρ
2)e−
ρ2
2
=
1√
pin!
(x + jy)ne−
x2+y2
2 . (30)
From (27) and (30), one has
NB{HGn(t)} = LG0,n(x, y). (31)
The reason of expressing (31) by the LG function is that the LG
function can be computed by the HG functions. There are fast
algorithms to generate discrete HG functions. Then, the dig-
ital computation of the normalized Bargmann transform can
be completed realized by the discrete HG functions. Another
reason is that equation (31) leads to the connection between
the normalized Bargmann transform and the gyrator transform,
which will be discussed in the next section.
The HG functions can form an orthonormal basis, and thus
any signal s(t) can be expanded in terms of the HG functions,
i.e.
s(t) =
∞
∑
n=0
ŝn HGn(t), (32)
where the expansion coefficients ŝn’s are given by
ŝn =
∞∫
−∞
s(t)HGn(t)dt. (33)
According to (31), performing the normalized Bargmann trans-
form to the both sides of (32) leads to
SNB(x, y) =
∞
∑
n=0
ŝnNB{HGn(t)} =
∞
∑
n=0
ŝnLG0,n(x, y). (34)
That is, expanding the input signal by the HG functions with
coefficients ŝn’s, the output of the normalized Bargmann trans-
form can be synthesized by the LG functions with the same co-
efficients ŝn’s. Equation (34) also implies that all the outputs
of the normalized Bargmann transform are in the space formed
by the LG functions LG0,n’s. Next, consider the inverse trans-
form. Because the LG functions are orthonormal to each other,
according to (34), the coefficients ŝn’s can also be obtained from
ŝn =
∞∫
−∞
∞∫
−∞
SNB(x, y)LG
∗
0,n(x, y)dxdy. (35)
With these coefficients, the input signal can be recovered by
(32).
For digital computation, discrete HG functions and discrete
LG functions are required. Besides, they must be orthonormal
to each other. The discrete HG functions are usually generated
by the commuting matrices of the DFT [49–54]. Here, we use
the algorithm in [54] which has the lowest approximation error.
There’s no approach to directly generate the discrete LG func-
tions. Fortunately, according to [48], the LG functions can be
expressed in terms of the 2D HG functions, i.e.
LGm,n(x, y) =
m+n
∑
k=0
jm+n−kd
m+n
2
m+n
2 −k, n−m2
(pi
2
)
HGk(x)HGm+n−k(y),
(36)
where d
J
M,M′(β) is the Wigner-d function. When m = 0, we
have
LG0,n(x, y) =
n
∑
k=0
jn−kd
n
2
n
2−k, n2
(pi
2
)
HGk(x)HGn−k(y). (37)
According to (37), the normalized Bargmann transform in (34)
can be alternatively expressed as the following form:
SNB(x, y) =
∞
∑
n=0
sˆn
n
∑
k=0
jn−kd
n
2
n
2−k, n2
(pi
2
)
HGk(x)HGn−k(y)
=
∞
∑
k+l=0
s˜k,l HGk(x)HGl(y), (38)
where the new coefficient s˜k,l is defined as
s˜k,l = sˆk+l j
ld
k+l
2
l−k
2 ,
k+l
2
(pi
2
)
. (39)
Therefore, the normalized Bargmann transform can be com-
pletely realized by the HG functions. For the inverse transform,
one can obtain s˜k,l from SNB(x, y) by
s˜k,l =
∞∫
−∞
∞∫
−∞
SNB(x, y)HGk(x)HGl(y)dxdy, (40)
and then obtain sˆk+l from the relationship in (39) to recover the
signal s(t) by (32). Assume there are N input samples which
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Fig. 2. Computation based on HG expansion and synthesis:
(a)-(c) envelops of discrete LG functions LG0,0, LG0,63 and
LG0,254, and (d) envelop of the normalized Bargmann trans-
form synthesized by the 255 discrete LG functions, where
∆x = ∆y = ∆t = 0.157. The discrete LG functions are gen-
erated by the discrete HG functions according to (37).
form a vector s, and there are N orthonormal discrete HG func-
tions which form an N × N orthonormal matrix H. Then, the
discrete forms of (33) and (38) are given by
sˆ = HTs and SNB = HS˜H
T, (41)
respectively. The vector sˆ consists of the N coefficients ŝn’s. The
N × N matrix S˜ has N(N + 1)/2 nonzero elements; that is, the
(l + 1, k + 1)-th element is given by
[
S˜
]
l+1,k+1 =
 sˆk+l j
ld
k+l
2
l−k
2 ,
k+l
2
(
pi
2
)
, 0 ≤ k + l ≤ N − 1
0, otherwise
. (42)
And obviously, the discrete form of the inverse transform is
given by
S˜ = HTSNBH and s = Hsˆ. (43)
An example is given in Fig. 2 where the input signal is
the same as that in Fig. 1. The signal has length N = 255
and sampling period ∆t = 0.157. Therefore, there are only
255 discrete HG functions followed by 255 coefficients ŝn’s, i.e.
n = 0, 1, . . . , 254. Based on (37), 255 discrete LG functions can be
generated by the discrete HG functions. Figs. 2 (a)-(c) show the
envelopes of the discrete LG functions LG0,0, LG0,63 and LG0,254,
respectively, with ∆x = ∆y = 0.157. The normalized Bargmann
transform computed by (41) and (42) is depicted in Fig. 2 (d).
We can find out the inaccuracy near the boundary because the
255 discrete LG functions are not enough to approximate the
continuous output SNB(x, y). One approach to avoid this prob-
lem is zero-padding the input signal to increase N and gener-
ate more discrete HG and LG functions. Even though there
is some inaccuracy, the input signal can still be recovered loss-
lessly from the inverse normalized Bargmann transform in (43)
and (42). The NMSE is below 10−25 in this example.
5. COMPUTATION BASED ON GYRATOR TRANSFORM
The gyrator transform [41, 55] is a 2D transform developed to
produce rotations in the twisted space-frequency planes. Given
a 2D signal s(t, τ), the gyrator transform with rotation angle α,
denoted by Gα, is defined as
Gα {s(t, τ)} = |csc α|
2pi
∞∫
−∞
∞∫
−∞
e
j(xy+tτ)
tan α − j(xτ+yt)sin α s(t, τ)dtdτ. (44)
It has been shown in [41] that the gyrator transform of the 2D
HG function with α = ± pi4 is the LG function:
G pi
4
{HGn(t)HGm(τ)} = (−j)mLGn,m(x, y), (45)
G− pi4 {HGn(t)HGm(τ)} = j
mLGm,n(x, y), (46)
where the HG and LG functions are defined in (25) and (28). Let
α = − pi4 and m = 0, and then one has
pi−
1
4 G− pi4
{
HGn(t)e
− τ22
}
= LG0,n(x, y). (47)
According to (31), the normalized Bargmann transform of
the HG function is also the LG function. Therefore, one has
NB{HGn(t)} = pi− 14 G− pi4
{
HGn(t)e
− τ22
}
. (48)
It follows that (34) can be rewritten as
SNB(x, y) =
∞
∑
n=0
ŝnpi
− 14 G− pi4
{
HGn(t)e
− τ22
}
= pi−
1
4 G− pi4
{
∞
∑
n=0
ŝn HGn(t)e
− τ22
}
. (49)
Therefore, the normalized Bargmann transform can be calcu-
lated by the gyrator transform:
SNB(x, y) = pi
− 14 G− pi4
{
s(t)e−
τ2
2
}
. (50)
That is, firstly covert the input signal into a 2D signal by using
the Gaussian function, and then performing the gyrator trans-
form to the 2D signal with angle α = − pi4 . For digital computa-
tion, a discrete gyrator transform is required. Several kinds of
discrete gyrator transforms have been proposed in [42, 43, 56].
Here, we use the one based on circular chirp convolution, called
DGT-CCC, in [43]. Fig. 3 shows the digital computation of the
normalized Bargmann transform based on the gyrator trans-
form. The input signal in Fig. 1(a) is used again, and the sam-
pling period is ∆t = 0.157. First, convert the input signal s(t)
into a 2D signal s(t)e− τ
2
2 , the envelope of which is depicted
in Fig. 3(a). Fig. 3(b) shows the envelope of the normalized
Bargmann transform,which is calculated by the DGT-CCCwith
∆x = ∆y = 0.157.
The gyrator transform has a very simple recovery property,
i.e. the inverse gyrator transform with angle α is equivalent to
the forward gyrator transform with angle −α,
[ Gα ]−1 = G−α. (51)
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t
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Fig. 3. Digital computation based on gyrator transform: (a)
envelop of the 2D signal s(t)e− τ
2
2 and (b) envelop of the nor-
malized Bargmann transform calculated by the discrete gy-
rator transform DGT-CCC in [43]. The sampling periods are
∆τ = ∆x = ∆y = ∆t = 0.157.
From (50) and (64), one has
s(t)e−
τ2
2 = pi
1
4 G pi
4
{SNB(x, y)} . (52)
And it follows that s(t) can be easily recovered from
s(t) =
[
s(t)e−
τ2
2
]
τ=0
= pi
1
4
[
G pi
4
{SNB(x, y)}
]
τ=0
. (53)
In the digital computation of the above inverse transform, the
discrete gyrator transform can be simplified because only part
of the output (i.e. at τ = 0) is used. For the example in Fig. 3,
the input signal recovered from (53) has NMSE below 10−24.
6. COMPUTATION BASED ON 2D NONSEPARABLE LCT
The 2D nonseparable LCT (2D NsLCT) [44–46] with 4 × 4 pa-
rameter matrixM = (A,B;C,D) is defined as
OMNsLCT{s(t)}
=
1
2pi
√−det(B)
∫
e
j
2 (z
TDB−1z−2tTB−1z+tTB−1At)s(t)dt, (54)
where t = [t, τ]T is the input argument, z = [x, y]T is the output
argument, and s(t) = s(t, τ). The gyrator transform is a special
case of the 2D NsLCT when the parameter matrix is given by
M = Mα
∆
=

cos α 0 0 sin α
0 cos α sin α 0
0 − sin α cos α 0
− sin α 0 0 cos α
 . (55)
According to (50), the gyrator transform with α = − pi4 is used
in the normalized Bargmann transform. When α = − pi4 , the
above parameter matrix becomes
M−pi/4 =

1√
2
0 0 − 1√
2
0 1√
2
− 1√
2
0
0 1√
2
1√
2
0
1√
2
0 0 1√
2
 , (56)
t
(a)  |s(t)|
τ
−20 0 20
−20
−10
0
10
20
x(b)  |SNB(x,y)|
y
−20 0 20
−20
−10
0
10
20
Fig. 4. Digital computation based on 2D NsLCT : (a) envelop
of the 2D signal s(t, τ) = s(t) and (b) envelop of the nor-
malized Bargmann transform calculated by the 2D NsDLCT
based on CM-CC-CM decomposition. Sampling periods are
∆t = ∆τ = ∆x = ∆y = 0.157.
and the gyrator transform in (50) can be replaced by the 2D
NsLCT with parameter matrix M−pi/4, i.e.
SNB(x, y) = pi
− 14OM−pi/4NsLCT
{
s(t)e−
τ2
2
}
. (57)
When B = 0, the definition in (54) is invalid. Instead, the 2D
NsLCT is defined as
OMNsLCT{s(t)} =
√
det(D)e
j
2 t
TCDTts
(
DTt
)
, (58)
where t = [t, τ]T and s(t) = s(t, τ). The parameter matrix M in
the 2D NsLCT is real. If we letM be complex as follows
M = MG
∆
=

1 0 0 0
0 1 0 0
0 0 1 0
0 j 0 1
 , (59)
the 2D NsLCT in (58) becomes
OMGNsLCT{s(t, τ)} = e−
1
2 τ
2
s(t, τ), (60)
which is a multiplication with Gaussian function. If s(t, τ) =
s(t), the term s(t)e− 12 τ2 in (57) can be replaced by the above
equation, i.e.
SNB(x, y) = pi
− 14OM−pi/4NsLCT
{
OMGNsLCT {s(t, τ)}
}
. (61)
Due to the additivity of the 2D NsLCT, the two 2D NsLCTs in
the above equation can be combined into one 2D NsLCT, i.e.
SNB(x, y) = pi
− 14OMNBNsLCT {s(t, τ)} , (62)
where s(t, τ) = s(t) and MNB is defined as
MNB = M−pi/4 ·MG =

1√
2
−j 1√
2
0 − 1√
2
0 1√
2
− 1√
2
0
0 1√
2
1√
2
0
1√
2
j 1√
2
0 1√
2
 . (63)
Several kinds of 2D nonseparable discrete LCT (NsDLCT) have
been proposed in [47, 57, 58]. In Fig. 4, we use the 2D NsDLCT
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Fig. 5. Block diagrams of the four proposed methods.
based on CM-CC-CM decomposition to compute the normal-
ized Bargmann transform. First, the input signal s(t) is treated
as a 2D signal, as shown in Fig. 4(a). Next, perform the 2D
NsDLCT with parameter matrix MNB given in (63), and then
we have the normalized Bargmann transformwith envelope de-
picted in Fig. 4(b). Sampling periods ∆t = ∆τ = ∆x = ∆y =
0.157 are used.
Like the gyrator transform, the 2D NsLCT also has the re-
versibility property that the inverse of the 2D NsLCT with pa-
rameter matrix M is equivalent to the 2D NsLCT with parame-
ter matrixM−1: [
OMNsLCT
]−1
= OM−1NsLCT. (64)
Therefore, the inverse normalized Bargmann transform can also
be realized by the 2D NsLCT:
s(t) = pi
1
4
[
OM
−1
NB
NsLCT {SNB(x, y)}
]
τ=0
. (65)
For digital computation, the used 2DNsDLCT can be simplified
because we only require the output data at τ = 0. We recover
the input signal for the example in Fig. 4 by the 2D NsDLCT
based on CM-CC-CM decomposition, and the NMSE is below
10−31.
7. COMPUTATIONAL COMPLEXITY AND ACCURACY
Before analyzing complexity and accuracy of the four proposed
methods, we briefly summarize their concepts in Fig. 5.
A. Computational Complexity
Assume there are N input sampleswith complex values, and for
simplicity, assume the size of the discrete output is N × N. We
also assume that all the kernel functions, window functions and
matrices are computed in advance and stored inmemory if they
are precomputable. In this section, we use the number of real
multiplications in each method to evaluate the computational
complexity.
A straightforward method to implement the normalized
Bargmann transform is sampling it into the following discrete
form:
SNB(p∆x, q∆y)
= pi−
3
4 ∆t ∑
n
e−p2∆2x−jpq∆x∆y+
√
2(p∆x+jq∆y)n∆t− n
2∆2t
2 s(n∆t), (66)
and directly calculating the summation. We call it direct sum-
mation method. Each output sample requires N complex multi-
plications. Accordingly, the direct summation method requires
N3 complex multiplications, i.e. 4N3 real multiplications.
Recall the Gabor-based method in (18). We need N × N dis-
crete output of the Gabor transform, i.e. N time samples and
N frequency samples. For each time sample, one Gaussian win-
dowmultiplication and one FFT are used if the FFT-based algo-
rithm is used to implement the Gabor transform. Thus, there
are 2N real multiplications (because the Gaussian window is
real) and N2 log2N complex multiplications at each time sample.
At last, another N2 complex multiplications are used to obtain
the normalized Bargmann transform from the Gabor transform.
Thus, the total number of real multiplications required by the
Gabor-based method is
N ·
(
2N + 4 · N
2
log2N
)
+ 4 · N2 = 2N2log2N + 6N2. (67)
Next, consider the discrete form of the HG-based method in
(41) and (42). Because H is real, one only needs 2N2 real mul-
tiplications to compute sˆ = HTs. Given sˆ, one can obtain the
N(N + 1)/2 nonzero elements in S˜ (i.e. 0 ≤ k + l ≤ N − 1)
by N(N + 1)/2 complex multiplications. And because H is real
and there are many zeros in S˜, the matrix multiplication of H
and S˜ requires only N2(N + 1) real multiplications, while the
matrix multiplication of HS˜ and HT needs 2N3 real multipli-
cations. Thus, we can conclude that the HG-based method re-
quires
2N2 + 4 · N(N + 1)
2
+ N2(N + 1) + 2N3 = 3N3 + 5N2 + 2N
(68)
real multiplications.
For the gyrator-based method in (50), one needs 2N2 real
multiplications to convert the 1D input signal s(t) into the 2D
signal s(t)e− τ
2
2 . Therefore, the complexity of the gyrator-based
method is equal to the complexity of the gyrator transform plus
2N2 real multiplications. As in Fig. 3, if the DGT-CCC in [43] is
employed to compute the gyrator transform, the gyrator-based
method totally requires
2N2 + 12N2 + 4N2log2N
2 = 8N2log2N + 14N
2 (69)
real multiplications.
Consider the 2D NsLCT-based method in (62). First, one
needs to clone the 1D input signal into a 2D signal, i.e. s(t, τ) =
s(t), the complexity of which is negligible. Therefore, the com-
plexity of the 2D NsLCT-based method is almost equal to the
complexity of the 2D NsLCT. If we use the 2D NsDLCT based
on CM-CC-CM decomposition as in Fig. 4, the number of real
multiplications is
4 ·
(
N2log2N
2 + 3N2
)
= 8N2log2N + 12N
2. (70)
Comparing (69) and (70), we can find out that the gyrator-based
method has a little higher complexity because additional 2N2
real multiplications are used when converting the 1D signal
into 2D.
We summarize the complexity of the direct summation
method and the four proposed methods in Table 1. Note that
Research Article Journal of the Optical Society of America A 8
Table 1. Complexity of the direct summation method and the
four proposed methods
Complexity (number of real multiplications)
Direct summation 4N3
Gabor-based 2N2log2N + 6N
2 (i.e. Gabor transform+4N2)
HG-based 3N3 + 5N2 + 2N
gyrator-based 8N2log2N + 14N
2 (i.e. gyrator transform+2N2)
2D NsLCT-based 8N2log2N + 12N
2 (i.e. 2D NsLCT)
any existing fast algorithms of the Gabor transform, gyrator
transform and 2D NsLCT can be utilized instead. But generally,
the Gabor-basedmethod has the lowest complexity because the
Gabor transform is an 1D-to-1D transform while the gyrator
transform and the 2D NsLCT are 2D-to-2D transforms. The
2D NsLCT-based method has a little lower complexity than the
gyrator-based method if similar algorithms are adopted. For
example, in this paper, the algorithms based on CM-CC-CM de-
composition are adopted in these two methods.
B. Accuracy
It has been mentioned in (31) that the normalized Bargmann
transform of the HG function is the LG function, i.e.
NB{HGn(t)} = LG0,n(x, y). (71)
With sampled HG function as the discrete input, we want the
discrete output of the digital computation can approximate the
sampled LG function. A more accurate computational method
should have smaller approximation error. Sampling the HG
and LG function with ∆t = ∆x = ∆y = 0.2224 and length
N = 127, the approximation errors of the direct summation
method and the four proposed computational methods are
shown in Fig. 6. The order n of the HG function ranges from
0 to 120. For all the methods, the accuracy drops when n in-
creases. The Gabor-based method has the lowest accuracy in
most cases, but it also has the lowest computational complex-
ity. The direct summation method has almost the same accu-
racy as the Gabor-based method. The gyrator-based and the
2D NsLCT-based methods have similar accuracy because both
of them are computed by algorithms based on the CM-CC-CM
decomposition in this paper. The HG-based method has the
highest accuracy when n ≤ 100, but on the contrary has the
lowest accuracy when n > 100. Next, we will discuss how to
determine N, ∆t, ∆x and ∆y to achieve high accuracy.
The normalized Bargmann transform is just the Gabor trans-
form multiplied by some phase term. If the sampling rate is
lower than the Nyquist rate, aliasing occurs, i.e. overlapping
in frequency domain. It follows that the discrete output of the
normalized Bargmann transform will have overlapping effect
in the y axis, no matter what kind of method is utilized. In
Fig. 6, when n increases, the accuracy decreases because the in-
put (i.e. the HG function) has larger bandwidth and leads to
greater inaccuracy on the boundary of y axis. The HG func-
tions are approximately bandlimited, and thus high accuracy
0 20 40 60 80 100 120
n
10-30
10-25
10-20
10-15
10-10
10-5
100
N
M
SE
Direct
Gabor
HG
Gyrator
2D NsLCT
Fig. 6. Accuracy of the direct summation method and the four
proposed computational methods. The 127-point sampled HG
functions with order n = 0, 1, . . . , 120 are used as the input,
and the sampling periods are ∆t = ∆x = ∆y = 0.2224.
can be achieved if the sampling interval is small enough. How-
ever, it is possible that the input signal is not bandlimited or ap-
proximately bandlimited, requiring sampling interval infinitely
small, such as chirp signals. To solve this problem, one can try
separating the signal into smaller segments such that each seg-
ment would be approximately bandlimited.
Another reason why the accuracy decreases when n in-
creases is the time duration of the input signal. If the input
signal is not time-limited to N∆t, inaccuracy on the boundary
of x axis is inevitable. Nevertheless, from Figs. 1-4, we can find
out that the proposedmethods have good enough performance
except the boundary part. Even if ∆t is small enough and N is
large enough, the HG-based method has another problem, as
shown in Fig. 2. This is because the limited number of (i.e. N)
discrete LG functions are not enough to well represent the sam-
pled output. And this is why in Fig. 6, the HG-based method
is worse than the other proposed method when n > 100. Thus,
one may needs to zero-pad the input, i.e. further increase N, to
increase the number of discrete LG functions.
Generally, the output sampling intervals ∆x and ∆y won’t af-
fect the accuracy, but there may be some restrictions depending
on what algorithm one is using. For example, in the gyrator-
based method, one needs ∆x = ∆t and ∆y = ∆τ if the DGT-
CCC in [43] is employed. If another algorithm, DGT-LCC in
[43], is used instead, ∆x and ∆y can be arbitrary, but the cost is
higher computational complexity.
8. CONCLUSION AND FUTURE WORK
The Bargmann transform is a special case of the complex LCT.
Because the output of the Bargmann transform may be un-
bounded near infinity, the normalized Bargmann transform
is considered. We derive the relationships of the normalized
Bargmann transform to the Gabor transform, the Hermite Gaus-
sian functions, the gyrator transform and the 2D nonseparable
LCT. Four kinds of computational methods of the normalized
Bargmann transform are proposed based on these relationships.
We also derive several computational methods for the inverse
normalized Bargmann transform. If the input signal is time-
limited and approximately bandlimited, these computational
methods have very high accuracy.
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In this paper, we have shown that the normalized Bargmann
transform is related to the special case of the 2D NsLCT. Thus,
there may be some connection between the normalized com-
plex LCT and the 2DNsLCT,whichmay probably be developed
in our future work.
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