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ABSTRACT
STANDARD SETTING METHODS
FOR COMPLEX LICENSURE EXAMINATIONS
FEBRUARY 2003
MARY J. PITONIAK, B.A., SMITH COLLEGE
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professors Ronald K. Hambleton and James M. Royer
As the content and format of educational assessments evolve, the need for valid
and workable standard setting methods grows as well. Although there are numerous
standard setting methods available for multiple-choice items, there is a much smaller
pool of methods from which to choose when constructed-response items or performance
assessments are considered.
In this study, four standard setting methods were evaluated. Two of the methods
were used with the simulation component of a licensing examination, and two were
used with the multiple-choice component. The two methods used with the simulations
were the Work Classification method and the Analytic method. With the multiple-
choice items, the Item Cluster method and Direct Consensus method were employed.
The Item Cluster and Direct Consensus methods had each been the subject of
research on two previous occasions, and the aims of the current study were
to make
modifications suggested by earlier findings and to seek replication of trends
found
earlier. The Work Classification and Analytic methods, while bearing
some similarity
Vll
to existing methods, are seen as new approaches specially configured to reflect the
features of the simulations under consideration in the study.
The results for each method were evaluated in terms of three sources of validity
evidence procedural, internal, and external—and the methods for each item type were
contrasted to each other to assess their relative strengths and weaknesses. For the
methods used with the simulations, the Analytic method has an advantage procedurally
due to time factors, but panelists felt more positively about the Work Classification
method. Internally, interrater reliability for the Analytic method was lower. Externally,
the consistency of cut scores between methods was good in two of the three
simulations; the larger difference on the third simulation may be explainable by other
factors. For the methods used with the multiple-choice items, this study’s findings
support most of those found in earlier research. Procedurally, the Direct Consensus
method is more efficient. Internally, there was less consistency across panels with the
Direct Consensus method. Externally, the Direct Consensus method produced higher
cut scores. Suggestions for future research for all four methods are given.
viii
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CHAPTER 1
INTRODUCTION
1.1 Background
The assessment of individual differences through the use of educational and
psychological tests is an important activity that arguably affects every member of
society. As the Standards for Educational and Psychological Testing (American
Educational Research Association, National Council on Measurement in Education, &
American Psychological Association, 1999) observed, “the proper use of tests can result
in wiser decisions about individuals and programs than would be the case without their
use and also can provide a route to broader and more equitable access to education and
employment” (p. 1).
Recent educational developments in the U.S. underscore the increasingly
important role of assessment. The No Child Left Behind Act of 2001 broadens the
accountability movement and brings it to a national level, thus redefining the role of the
federal government in K-12 education (U.S. Department of Education, 2002b).
Specifically, the act “will result in the creation of assessments in each state that measure
what children know and learn in reading and math in grades 3-8. Student progress and
achievement will be measured according to tests that will be given to every child,
every
year” (U.S. Department of Education, 2002a).
One of the most critical steps in any test development process is the
establishment of cut scores that divide the score scale into
different ranges. For
example, there may be one cut score that separates those that
pass from those that fail.
Alternatively, there may be more than one cut score, as is the
case with the National
1
Assessment of Educational Progress, or NAEP, where three cut scores are used to
separate students into the following four performance levels: Below Basic, Basic,
Proficient, and Advanced (National Center for Education Statistics, 2002).
Zieky (2001) observed that “people have been setting cutscores for thousands of
years, but it is only since the middle of the 20th century that measurement professionals
began to pay much attention to the topic” (p. 20). Specifically, he noted a proliferation
in standard setting research since the 1980’s. There are several reasons why a brighter
spotlight has been shown on the significant role that standard setting plays in the
establishment of the validity of inferences made from test scores.
Two of these factors have already been mentioned—the increased prevalence of
high-stakes testing and the use of multiple cut scores. For example, Cizek has asserted
that “much ofmodem standard setting has developed as an incidental technology
necessitated by the legislation of high stakes testing in education” (2001, p. 6). The
pressures engendered by accountability components of educational reform require that
decisions made on the basis of these assessments stand up to intense scrutiny regarding
\
their validity. And as Zieky (2001) observed, expectations of students need to be not
only rigorous, but realistic. The establishment of appropriate cut scores has thus
become an even more critical part of the assessment validation process.
The changing formats of many high-stakes tests have also resulted in increased
research into standard setting methods (Hambleton, Jaeger, Plake, & Mills, 2000, Zieky,
2001). Many assessments now include constructed-response items in addition
to
multiple-choice ones. These constructed-response items may be scored
dichotomously
or polytomously. Possible complications introduced by the
inclusion of constructed-
2
response items include (1) the need for panelists to understand scoring rubrics;
(2) possible interdependencies in the scoring rubrics; and (3) specific prompts or tasks
having low generalizability to other prompts or tasks (Hambleton, Jaeger, et al., 2000).
Research is clearly needed into how standard setting is best conducted for tests
containing these types of items.
Although high-stakes student tests are among the most visible form of
assessment, tests used in the licensure and certification arenas are no less prevalent, and
as such, are also subjected to scrutiny. Determining whether an individual should be
given a license or credential to practice on the basis of his or her tests scores is a matter
affecting not only the candidate, but the public as well. A balance must be struck
between standards that are reasonably strict enough to ensure competence, but not so
high that qualified candidates are prevented from gaining entry into the profession.
Not surprisingly, then, the Standards (AERA et al., 1999) state that “defining the
minimum level of knowledge and skill required for licensure or certification is one of
the most important and difficult tasks facing those responsible for credentialing”
(p. 157). Complicating the standard setting task are the realities of time and cost,
factors that affect the ability of agencies to recruit knowledgeable panelists in a given
profession.
The aim of the current study was to investigate standard setting methods within
the context of a certification examination that is currently undergoing computerization.
As a result of these changes to the examination, new types of items will be
introduced,
and new standards will need to be set. This study served two purposes.
The first was to
further study two relatively new standard setting methods, used
with multiple-choice
3
items, that have each been subjected to investigation on two previous occasions. This
provided an excellent opportunity to modify the methods to reflect previous findings,
and to explore whether demonstrated strengths and weaknesses of the methods are
consistent upon further inspection. The second purpose of the study was to explore two
additional methods designed for use with the simulation component of the exam. The
investigation of these methods adds to the body of knowledge for techniques relevant to
constructed-response items.
1.2 Standard Setting
The word “standards” can be used both in conjunction with (1) the levels of
achievement candidates are viewed as needing to attain and with (2) the scores they
need to obtain in order to demonstrate the relevant knowledge and skills. The former
are termed performance standards; the latter are referred to as passing standards or cut
scores (the term cut score will generally be used in this document, though the two terms
are synonymous). As Kane (2001) noted, “the performance standards provide
qualitative descriptions of the indented distinctions between adjacent levels of
performance (e.g., between acceptable performance and unacceptable performance).
The cutscores are points on the score scale, with one cutscore associated with each
performance standard. The cutscore provides an operational version of the
corresponding performance standard” (p. 55).
The establishment of performance standards, while a critical activity, is usually
the domain of policymakers (Kane, 2001). In contrast, the setting of passing
standards,
or cut scores, is a blend ofjudgment, psychometrics, and practicality. In the
words of
4
the Standards, “cut scores embody value judgments as well as technical and empirical
considerations” (p. 54). Because the standard setting process does have subjective
elements, it has at times been criticized as “arbitrary” (Glass, 1978). However, many
theorists and practitioners have countered such criticisms. For example, Popham (1978)
pointed out that the very word that Glass used to criticize standard setting can not only
be defined as “capricious,” but as “involving judgment.” Popham noted that it is
erroneous to insist that latter implies the former, stating that “it is patently incorrect to
equate human judgment with arbitrariness in this negative sense” (p. 298).
Due in part to criticisms regarding the judgmental nature of standard setting,
many attempts have been made to introduce procedural and evaluative rigor into the
process. Examples of such guidelines range from early efforts by Livingston and Zieky
(1982); Hambleton and Powell (1983), and Berk (1986), through more recent work by
Cizek (1996a, 1996b, 2001) and Kane (1994, 2001). Some authors have developed
categorization schemas for different types of methods (Jaeger, 1989; Cizek, 1996a;
Hambleton, Jaeger, Plake, & Mills, in press), while others have focused on steps that
generally characterize any standard setting methods (Hambleton, 1998, 2001). The
need to evaluate the results of a standard setting study within a validity framework has
been stressed by still other theorists (Cizek, 1996b; Kane, 1994).
Categorization schemes for standard setting methods range from the simple to
the more complex. For example, a long-standing demarcation has been made between
test-centered methods and examinee-centered methods. With test-centered methods, the
focus is on test content. Panelists make judgments regarding how well they think the
5
just-qualified candidate will perform on the test items 1
. For example, in one version of
the oft-used Angoff (1971) method, panelists are asked to estimate the probability that
the just-qualified candidate will answer each item correctly; those probabilities are
averaged across panelists for each item, and then summed across items to obtain a cut
score for the test. In contrast, examinee-centered methods focus more directly on these
just-qualified candidates by asking panelists to categorize the performance levels of
examinees. Cut scores can be determined by taking the median test score of examinees
judged as just-qualified (borderline group method), or by contrasting two different
groups of examinees, one containing individuals just above the standard and the other,
just below (contrasting groups method).
As new standard setting methods have been developed, some more complex
than their predecessors, additional classification schemas have been created. For
example, Hambleton et al. (in press) outlined the following six dimensions along which
methods may be categorized: (1) focus of panelists’ judgments; (2) panelists’
judgmental task; (3) judgmental process; (4) composition and size of panel;
(5) validation of resulting passing standards; and (6) nature of the assessment. These
dimensions are discussed further in Chapter 2.
Turning to the steps that are commonly used in any standard setting effort, it is
helpful to review Hambleton’s (1998, 2001) generalized procedures. The typical steps
that he views as being typical of a panel-based standard-setting study are as follows.
(1) choose a panel that is large and representative of the
stakeholders; (2) choose a
1 The terms just-qualified, borderline, and minimally competent will be used
interchangeably in this
dissertation. Similarly, the terms examinees and candidates will both
be used.
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standard-setting method, prepare training materials, and finalize the meeting agenda;
(3) prepare descriptions of the performance categories; (4) train the panelists to use the
method, including providing practice in making ratings; (5) compile item ratings or
other data from the panelists; (6) conduct a panel discussion, consider actual
performance data, and provide feedback on inter-panelist and intra-panelist consistency;
(7) compile item ratings a second time, which may be followed by more discussion and
feedback; (8) compile panelist ratings and average to obtain the passing standard;
(9) present consequences data to the panel; (10) revise, if necessary, and finalize the
passing standard(s), and conduct a panelist evaluation of the process itself and their
level of confidence in the resulting standard(s); and (11) compile technical
documentation to support the validity of the passing standard(s).
Much attention has been given to ways in which Hambleton’s (1998, 2001)
eleventh step—documenting evidence through which the validity of cut scores may be
evaluated—may be accomplished. He included a list of twenty questions that should be
asked in this context, and also directed readers to an exhaustive review of evaluation
criteria drawn up by Plake (1997). Within the current study, Kane’s (1994, 2001)
evaluation criteria were used as a framework within which to appraise results. More
information about these criteria is given in Chapter 2.
1.3 Statement of the Problem
Standard setting is a process by which a cut score is set, and candidates are
separated into one or more performance categories. As assessments change in
format,
new standard setting methods must be developed to accommodate these changes.
It is
7
critical, however, that both new and existing methods be subjected to scrutiny in a
controlled study.
The current study evaluated the standards obtained from four standard-setting
methods—the Direct Consensus and Item Cluster methods for multiple-choice items,
and the Work Classification and Analytic methods for simulation items—in terms of
established validity criteria. The data from this study were evaluated within the
framework proposed by Kane (1994, 2001), in which three general sources of validity
evidence are viewed as important: procedural, internal, and external (see Table 2.3,
Chapter 2). Using this framework, the following hypotheses were investigated.
1. Procedural evidence . According to Kane (1994), “procedural evidence focuses
on the appropriateness of the procedures used and the quality of the
implementation of these procedures” (p. 437). Implementation of each standard-
setting method was evaluated within the context of five criteria: explicitness,
practicability, implementation of procedures, panelist feedback, and
documentation. A particularly important source of information about the
practicability of standard-setting processes is the panelists themselves
(Geisinger, 1991; Kane, 1994, 2001); therefore, feedback was obtained from
panelists about how clear they felt the training was and how comfortable they
felt with the four standard-setting procedures as implemented in this study.
2 Internal evidence. The Standards (AERA et al., 1999) indicate that whenever
feasible, an estimate should be provided of the amount of variation in cut
scores
that might be expected if the standard-setting procedure were replicated” (p.
60).
In this study, each of the four standard-setting methods was utilized
by two
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different panels. The within-session replication afforded by the current study’s
design thus allowed for a more direct estimation of the standard error than
studies in which only one panel uses a given method (Kane, 1994, 2001).
Additional internal evidence related to intrapanelist and interpanelist consistency
was also evaluated. Comparisons of both types of consistency across different
standard-setting methods are useful (Berk, 1996; Cizek, 1996b).
3- External evidence. Comparisons across methods are also a valuable source of
validity evidence (Kane, 1994). Two different standard-setting methods were
used in this study for each item type, with the same sets of items used for each
item type across methods. This afforded the opportunity to determine whether
the Item Cluster and Direct Consensus methods yield similar cut scores for
multiple-choice items, and whether the Work Classification and Analytic
methods produce similar cut scores for simulation items. In addition, the
reasonableness of these cut scores, as reflected in estimated pass rates, was also
examined for the multiple-choice-item methods.
1.4 Purpose of the Study
In this study, four standard-setting methods were investigated in the context of a
licensure examination. Two pertain to multiple-choice items: the Direct Consensus
method and the Item Cluster method. Two pertain to computerized simulations: the
Word Classification method and the Analytic method.
Each of the multiple-choice item methods has been used twice before, and
the
current study served as a replication of earlier studies. Norcini (1994)
observed that
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It is crucial that any such [standard setting] work be set in the context of earlier studies,
and replication is highly desirable. Where possible, experimental designs will produce
more useful results” (p. 1 72). The Direct Consensus and Item Cluster methods, both
described more fully in Chapter 2, have strengths and weaknesses that warranted further
exploration.
In its most recent implementation (Pitoniak, 2002; Pitoniak, Hambleton, &
Sireci, 2002), the Direct Consensus method was preferred by panelists, and was easier
to implement, as reflected in its requiring less time to conduct; this makes it an
attractive option for licensing and certification applications, particularly in technology
fields. However, the current study investigated further the degree to which consistent
cut scores can be set using this method, since inconsistency was an issue in the most
recent investigation of the method.
The Item Cluster method was shown in both Pitoniak et al. (2002) and Mills,
Hambleton, Biskin, Kobrin, Evans, & Pfeffer (2000) to set cut scores that are consistent,
but lower than other methods. In the Pitoniak et al. study, the resulting estimated pass
rates raised questions about the reasonableness of the cut scores set for this particular
exam. The consistency and reasonableness of the cut scores produced with the method
was thus an important focus of the current study.
The methods used with the simulation component of the exam under
investigation in this study were the Work Classification method and the Analytic
method. While both methods bear some similarity to existing methods, their
implementation here reflected the unique features of the simulations that will, by May
2004 at the latest, be part of the Uniform CPA Examination (AICPA, 2002). As such,
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the current study provided a valuable opportunity to evaluate the features of two
standard-setting methods suitable for simulation-based constructed-response items, and
to document findings that allow for comparison and selection between the two
approaches.
The results obtained with all four methods have been analyzed in terms of the
validity criteria outlined by Kane (1994, 2001) and others. The careful analysis of
standard-setting methods in terms of these criteria (which are described in more detail
in Chapter 2), is a critical step in the thorough exploration of new (and existing)
procedures.
1.5 Significance of the Problem
The importance of credible standard setting procedures for any test cannot be
overstated. As the 1999 Standards for Educational and Psychological Testing (AERA
et al.) note, “the validity of the inference drawn from the test depends on whether the
standard for passing makes a valid distinction between adequate and inadequate
performance. . . . Verifying the appropriateness of the cut score or scores on a test used
for licensure or certification is a critical element of the validity of test results” (p. 156).
One of the most valuable ways to verify the appropriateness of cut scores is to
conduct research such as the current study, where evidence is subjected to careful
review and evaluation within the validity framework described above in section 1 .3 and
in Chapter 2. Thorough documentation of the strengths and weaknesses ofnew and
existing standard setting methods is essential before cut scores are used to make
significant decisions affecting candidates’ lives.
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Cizek (2001) observed that “never before has the technology or epistemology of
standard setting been so controversial or its methods and results so scrutinized” (p. 8),
and that as a result “it is a dynamic time to be involved in the art and science of
standard setting” (p. 14). The current study contributes to the research base at this
critical juncture in the area of standard setting.
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CHAPTER 2
REVIEW OF LITERATURE
The first task undertaken in this review of the literature is the description of
dimensions along which standard-setting methods can be classified. Next, steps that
characterize most standard-setting methods are outlined. Methods suitable for both
multiple-choice and performance items are then reviewed. Finally, criteria by which the
validity of passing standards may be assessed are presented.
2.1 Classification Dimensions
A dichotomy long used to classify standard-setting methods is that of test-
centered methods versus examinee-centered methods (Cizek, 1996a; Jaeger, 1989;
Kane, 1994). Test-centered standard-setting methods require panelists to make
judgments about test content, while examinee-centered standard-setting methods focus
on examinees rather than on test items. However, as newer standard-setting methods
have been developed, this classification schema has become limited in its ability to
characterize different approaches. In response, Hambleton et al. (in press) have
developed a more comprehensive classification approach. These dimensions, presented
below in Table 2.1, illustrate the many ways in which standard-setting processes may
vary. These categorizations serve as a useful introduction to the descriptions of more
specific standard-setting methods that are presented in the following sections.
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Table 2.1
Hambleton et al.’s (in press) Classification Dimensions
Dimension Variations
Focus of panelists’ •
judgments •
tasks or items, including scoring rubrics
candidates themselves
candidates’ responses to tasks or items
candidates’ scores on tasks or items
Panelists’ judgmental
task
• for tasks or items, estimate the performance ofjust-
qualified candidate on them
• for examinees, sort them into performance categories
• for examinees’ responses, classify them into categories
or determine which are characteristic ofjust-qualified
candidates
• for candidates’ scores, identify the performance
categories into which those score profiles should be
sorted
Judgmental process
Composition and size of
panel
Validation of resulting
passing standards
Nature of the assessment
whether judgments made individually or in group
types of feedback to panelists
number of rounds of ratings
types of members: experts, stakeholders, others
degree of homogeneity or heterogeneity of panel
composition
number ofmembers on panel
internal evidence (e.g., post-evaluation, inter- and intra-
rating analysis)
external evidence (e.g., test vs. independent ratings of
accomplishment)
types of items: multiple-choice or constructed-response
dimensionality of assessment
type of scoring: compensatory or conjunctive
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2.2 Steps in Standard Setting
It is next useful to outline the steps typically followed in a standard-setting
study. This serves as both an introduction to the nature of the activities that comprise
the process, and as a provider of context for descriptions of different types of methods
presented later in this chapter. A useful summary of the procedures generally
conducted as part of a standard-setting study was provided by Hambleton (1998); the
steps are as follows.
Step 1 : Choose a panel. Each of the stakeholder groups that may be affected by
the establishment of passing standards should be represented on the panel. With
educational tests, for example, these groups may include teachers, administrators,
curriculum specialists, policy makers, and members of the public.
Step 2: Choose a method, prepare materials, and finalize agenda. Determining
which standard-setting method will be used is obviously a very important step in the
process. As described later in this chapter, there are numerous methods from which to
choose, and each has advantages and disadvantages. These positive and negative
features should be considered carefully before a selection is made. After the method
has been chosen, training materials should be prepared that will facilitate the panelists’
execution of required tasks. The schedule should be structured so that sufficient time is
allowed for these tasks to be completed in as thorough a manner as possible (ideally,
training materials will have been field-tested in order to obtain an estimate of the time
needed to perform different steps within the procedure).
Step 3: Prepare descriptions of the performance categories. Descriptions
of the
nature of candidate performance to be reflected in each category
should be clear, as
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these definitions are an essential component of the standard-setting process. Since, as
noted above, the cut score that is the end-product of the standard-setting study is an
operationalization of the performance standards, the starting point (performance
standards) must be clearly understood by panelists. Descriptions of performance
categories may have been previously formulated at earlier meetings, by policy makers
or a licensing agency, or may be drawn up as a preliminary part of the standard-setting
study. Regardless of when or by whom the descriptions were formulated, it is important
that panelists be encouraged to discuss the performance standards until they are clear in
their own minds as to what the differences in performance are.
Step 4: Train the panelists to use the method. As good as a standard-setting
method may appear on paper, it is only as effective as it is implemented in practice.
This in turn requires that the panelists receive informative training. Panelists must
possess a clear understanding of the steps involved in standard setting, gain a familiarity
with the types of materials to be used in the process (i.e., text of items, scoring rubrics,
rating forms), have a chance to practice making ratings, and understand the nature of
any data they will be given during the process (i.e., examinee performance data or
information on panelists’ ratings). One helpful component of this step is to have
panelists take all or some of the items as part of a practice test. Such an exercise often
serves as a potent reminder of the true difficulty of the items, since viewing them in the
absence of the scoring key and under timed conditions may give a much different
impression than first perusing the items with the answer key available.
Step 5: Compile item ratines or other data from the panelists. This stage
involves panelists’ conduct of one of the most critical tasks in standard
setting—that of
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providing judgments. The form that this step takes will, of course, vary based on the
standard-setting method chosen. In the Angoff method, for example, panelists may
provide an estimate of the proportion of borderline candidates who would answer the
item correctly. Once ratings have been provided, appropriate data are compiled.
Returning to the Angoff method example, a mean rating across panelists may be
calculated for each item.
Step 6: Conduct a panel discussion: provide data and feedback. Following the
gathering of data in step 5, the information is often presented to group members for
discussion. Information presented to panelists may include actual examinee
performance data, as well as the item-rating data noted above. In addition to panel-
based data, panelist-specific information may also be provided, such as indications of
inconsistency within one panelist’s ratings; inconsistent panelists may then be asked to
explain their ratings (van der Linden, 1982). The group discussion that is conducted
with the provided data as a focus is often beneficial in helping panelists’ clarify their
positions and, at times, to change them.
Step 7: Compile item ratings or other data a second time. Once the initial panel
discussion has taken place, step 5 may be repeated in order to give panelists a chance to
revise their ratings. A second round of discussion may ensue as well. Such an iterative
process is often recommended, though this step is in practice optional.
Step 8: Compile panelist ratines and average to obtain passing standard. The
panel’s group passing standard is then determined through analysis of the ratings
compiled in step 7. For the Angoff method, to return to the earlier example, each
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panelist’s item ratings are summed to get a test cut score; then, these panelist cut scores
are averaged to obtain a group passing standard.
Step 9: Present consequences data to panelists. Data regarding the impact of
these standards on the distribution of examinees across performance categories may be
provided to panelists in this optional step. Panelists could, for example, be informed
that the resulting passing standard results in only 20% of the candidates for certification
being classified as “passing.”
Step 10: Revise and finalize standards: conduct evaluation. If optional step 9
has been implemented, panelists may next be allowed to revise their ratings given their
impact on examinee classifications. Regardless of whether step 9 has been executed, it
is important in all cases to gather panelist feedback regarding their confidence in the
process and resulting standards; a questionnaire is usually administered for this purpose.
Step 1 1 : Compile technical documentation. Thorough validation of the
standard-setting process requires that the steps that were taken be documented. This
documentation will serve as needed support for the validity of interpretations made
from scores on the test for which standards were set.
2.3 Traditional Methods for Multiple-Choice Items
Most of the early methods developed for setting standards on educational tests
were developed for use with multiple-choice items (Hambleton, Jaeger, et al., 2000).
Since most licensure and certification exams continue to be comprised mainly of
multiple-choice items (Meara, Hambleton, & Sireci, 2001), methods designed for this
item type are still in heavy use. For the most part, traditional methods
such as those to
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be described in this section still make up the bulk of those used operationally in
licensure and certification settings (Meara et al., 2001).
2.3.1 Angoff Method
The Angoff method was first introduced in the “Scales, Norms, and Equivalent
Scores chapter of the second edition of Educational Measurement (Angoff, 1971).
There are in fact, however, two variations on the Angoff method outlined therein. The
method described in the main text is a simpler version of the method (and one which
Angoff attributed to Ledyard Tucker), in which the standard-setting panelists review
multiple-choice items and provide an estimate of whether the borderline examinee
would answer the item correctly or not. In contrast, the method described in the
footnote requires panelists to provide an estimate of the proportion of borderline
examinees who would answer the item correctly. This latter approach is what is most
commonly meant by the Angoff method.
In the Angoff method, the ratings for each panelist are summed across items,
and these sums are averaged across panelists, to determine the cut score. Due to its
focus on the test items, the Angoff method can be viewed as a test-centered approach to
standard setting. Newer implementations of this method use the term “modified
Angoff’ to reflect the addition of one or more features not present in the original
formulation. These added elements include the provision of empirical item data to
participants, encouragement of discussions among panelists, and the conduct of several
rounds of ratings to enable panelists to revise their estimates (Cizek & Fitzgerald, 1996,
Mills, 1995).
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The most popular methods for setting standards on educational tests are
variations of the Angoff method (Kane, 1994; Mehrens, 1995). This trend is paralleled
in the area of licensure testing, where three surveys have indicated that the modified
Angoff method is the most commonly used (Meara et al., 2001 ; Plake, 1998; Sireci &
Biskin, 1992). According to Cizek (1996a), the Angoff method has also been subjected
to the most vigorous research and has been the most widely used. An overview of
research conducted into different features of the Angoff method, such as the types of
ratings made and what kind of information is provided to panelists, can be found in
Pitoniak and Sireci (1999).
The Angoff method is not without its critics, however. Some claim that the very
task inherent in this method—evaluating the difficulty of test items—is too difficult for
panelists to accomplish in an accurate manner (Shepard, Glaser, Linn, & Bohmstedt,
1993). Angoff himself acknowledged that more attention should be paid to factors
affecting the reliability of item judgments, and noted that lack of agreement in cut
scores may stem from two factors (Angoff, 1988). First, the panelists may not have a
clear picture of the competency of the borderline examinee. Second, even if panelists
did have a clear picture, they may not be able to accurately determine probabilities of
correct responses to these items.
One of the most vocal attacks on the Angoff method took place within the
context of the National Assessment of Educational Progress [NAEP]). Shepard (1995)
noted, for example, panelists’ systematic overestimation of performance on
difficult
items and underestimation on easy items. Accurately estimating performance
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probabilities was viewed by researchers reviewing 1990 NAEP standard setting as an
“unreasonable cognitive task” (Shepard et al., 1993, p. 72).
The procedures that were followed with NAEP Angoff-based standard setting
have, however, been strongly defended by both policy makers and psychometricians.
For example, the National Assessment Governing Board (NAGB), which coordinated
these standard-setting efforts, responded by stating the alternative methods suggested in
the United States General Accounting Office (USGAO) report “appear naive and
unsupported by research evidence” (USGAO, 1993, p. 88). This position was
articulated further by Kane (1995). Further support for the procedures followed was
provided by Hambleton, Brennan, et al. (2000), who presented a rebuttal to a critical
summary ofNAEP standard setting compiled by Pellegrino, Jones, & Mitchell (1999).
Hambleton, Brennan, et al. concluded that the Pellegrino et al. report “presents a very
one-sided and incomplete evaluation that is based largely on dated and second-hand
evidence” (p. 6); they also presented a review of evidence that refutes the report and
supports the credibility of the Angoff standard-setting method as implemented for
NAEP.
Research has also been conducted to directly investigate the ability of panelists
to provide accurate ratings. Some studies have provided results supporting the view
that panelists are capable of providing accurate item ratings (Goodwin, 1999; Plake,
Impara, & Irwin, 1999). In contrast, other studies have shown that panelists have
difficulty with the task (Bejar, 1983; Impara & Plake, 1998). Evidence for the accuracy
of panelists’ item ratings thus appears to be mixed. It appears that the degree
to which
panelists can accurately estimate the probability of an examinee getting an
item correct
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depends on the training of the panelists, the type of empirical data they receive, and the
difficulty levels of the items being rated. Specifically, Kane, Crooks, and Cohen (1997)
argued in their theoretical evaluation of the Angoff method that it does not contain
adequate controls on the standard’s being set too high. Kane et al. suggest that items
with extreme /^-values be eliminated from the rating process so as not to bias the
estimates, since as reported by Shepard (1995), panelists have a difficult time estimating
borderline examinee performance on these items.
2.3.2 Ebel Method
The Ebel (1972) method is characterized by the following panelist tasks.
First, panelists make item-by-item judgments and classify those items along two
dimensions—difficulty and relevance. Next, for each combination of difficulty level
and relevance level, panelists provide a judgment (via expected percent correct) as to
how the borderline examinee will perform on the items contained within that
combination. A cut score is obtained by multiplying the number of test items in each
cell by the percentage assigned by the panelist, summing those products, dividing by the
total number of test items, and then averaging these scores across panelists. The Ebel
method may be used for both dichotomous and polytomous items.
It has been questioned whether keeping the highly-correlated dimensions of
difficulty and relevance distinct is too difficult a task for panelists (Berk, 1986). In
addition, Cizek (1996a) has pointed out that the Ebel method may prompt questions
about the test construction process itself, since the method identifies items that are of
questionable relevance. He also noted that requiring panelists to come up with item
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difficulty levels may not seem a necessary task to them since empirical item data are
often available.
Possibly due to these concerns, the Ebel method is not one of the more
frequently used standard-setting approaches (Meara et al., 2001; Sireci & Biskin, 1992).
Neither did a review of standard-setting methods used for licensure and certification
tests reveal that any agencies used the Ebel method (Plake, 1998). Finally, a review of
research did not reveal recent empirical investigations of this method.
2.3.3 Nedelskv Method
In the Nedelsky (1954) method, raters making judgments about test items; as
such, it is a test-centered approach. Specifically, panelists estimate for each item the
number of distractors that they think the borderline examinee would be able to rule out
as incorrect. The reciprocal of the number of distractors not ruled out represents the
probability that the borderline examinee will answer the item correctly. The estimates
are then averaged across items for each panelist, and then averaged across panelists to
yield a final cut score, as is done in many other test-centered methods.
The Nedelsky method’s tendency to produce inaccurate, usually low, cut scores
has been criticized (Shepard, 1980). These concerns have been borne out by research
(e.g., Chang, 1999; Melican, Mills, & Plake, 1989; Subkoviak, Kane, & Duncan, 1999).
The Nedelsky method is not as widely used or researched as the Angoff method. Mills
(1995) noted that its use appears to have declined in recent years, and Meara et al.
(2001) found that only a handful of the credentialing agencies that they surveyed
currently employ it. However, an Internet search revealed that the following licensing
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agencies currently use the Nedelsky method or a variation thereof: Canadian
Association of Speech-Language Pathologists & Audiologists (2002); International
Board of Lactation Consultant Examiners (Gross, 2002); National Board of Examiners
in Optometry (2002); National Dental Assisting Examining Board (2002); National
Registry of Emergency Medical Technicians (2002), and the Nuclear Medicine
Technology Certification Board (2002).
2.3.4 Jaeger Method
The Jaeger method (Jaeger, 1982, 1989), though a test-centered method, differs
from those described above in that it deliberately takes into account the various
constituents who may have a stake in the standard being set. The focus in this method
is on whether panelists, via the use of a yes/no method, think that every examinee
should be able to answer the item. As Kane (1994) pointed out, the focus is shifted
from estimating a probability for a hypothetical group of examinees to a more overtly
value-laden judgment. In addition, the task does not require panelists to conceptualize a
borderline examinee (Jaeger & Keller-McNulty, 1991). The Jaeger method was
originally formulated as an iterative process, which is now a common feature of other
standard-setting methods (such as Angoff), as well. Jaeger himself noted that the
method may, however, yield standards that are impractically high, particularly if
separate standards are set for each task and satisfactory performance is necessary on all
the tasks sampled for the test (Jaeger & Keller-McNulty, 1991).
It is difficult to find applied examples of the Jaeger method. Neither Meara et
al. (2001) nor Sireci and Biskin (1992) listed the Jaeger method as one of
the methods
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used by the participating organizations in their review of the professional licensure
arena. Likewise, in her review of standard-setting methods used by licensing and
certification programs, Plake (1998) did not mention use of the Jaeger method.
2.4 Methods Suitable for Constructed-Response Items
Research into both existing and newer standard setting methods has proliferated
in the last few decades due to the increased inclusion of constructed-response items on
educational tests (Hambleton, Jaeger, et al., 2000; Zieky, 2001). Whether the scoring of
these types of items is dichotomous or polytomous in nature, the following features of
complex assessments may complicate the standard setting process: (1) panelists must
have a thorough understanding of scoring rubrics; (2) there may be interdependencies in
the scoring rubrics; and (3) specific prompts or tasks may have low generalizability to
other prompts or tasks (Hambleton, Jaeger, et al., 2000). Within this section, standard-
setting methods that are suitable for constructed-response items are described. It should
be noted, however, that some of these methods could also be used with multiple-choice
items.
2
t
2.4.1 Borderline Group Method
As its name suggests, in the borderline group method standard-setting panelists
identify a group of borderline examinees, based on their knowledge of those
examinees.
2
In addition to the methods described here and in the previous
section, there are addlt ‘°nal
have been investigated but are not summarized here. Bourque
and Loomis (2001) and Reckase (2000a,
2000b) have, for example, provided an overview of methods that
were investigated as part of a National
Assessment of Educational Progress (NAEP) standard-setting research agenda.
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Then, the test scores for these borderline examinees are then gathered and their median
test score is typically used as the cut score. Since the studies that examined the
borderline group method also looked at the next method to be described (contrasting
groups), research related to this method is described in the next section.
2.4.2 Contrasting Groups Method
In the borderline group method, panelists are asked to identify one group of
examinees whose members are clearly above a particular standard and another group
whose members are clearly below that standard. Then, the test score distributions of
these two groups are contrasted to select the cut score. Several approaches exist for
determination of the cut score. Livingston and Zieky (1982) described dividing the
score scale into intervals and calculating the percentage of examinees at each level who
are judged to be qualified; this distribution can then be smoothed, and the point at which
50% of the candidates were judged qualified used as the cut score. An alternative
approach is to select the test score that results in the fewest “false positive” errors (i.e.,
classifying a below-standard candidate as meeting the standard) and “false negative”
errors (i.e., classifying an above-standard candidate as not meeting the standard).
Logistic regression can be used to find the test score that minimizes these two types of
errors (Livingston & Zieky, 1989). This approach was also used by Sireci, Rizavi,
Dillingham, and Rodriguez (1999) and Sireci, Robin, and Patelis (1999).
The effects of different population characteristics, sample strategies, sample
size, and panelist error rates on the cut scores obtained using the contrasting-groups
method were examined by Cizek and Husband (1997) through use of a Monte
Carlo
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approach. Four significant findings were noted: (1) stable estimates of the cut score
could be produced with a sample size as low as 100 candidates; (2) negatively skewed
and symmetric sampling strategies appear to work best; (3) panelist error rates were not
found to have a significant effect on the accuracy of the cut score estimation; and (4) the
accuracy of the cut score increased as the proportion of candidates classified as masters
declined from 80% to 60%.
The borderline and contrasting group methods were compared with each other
and with the Angoff and Nedelsky methods by Livingston and Zieky (1989). When the
target populations included approximately equal numbers of students classified as
masters and nonmasters, the borderline group and contrasting group methods produced
similar results. When the proportions were not equal, however, the contrasting groups
cut scores were biased in the direction of whichever group was smaller.
Several different standard-setting approaches were compared in a school-district
setting by Giraud, Impara, and Buckendahl (2000). In this study, the borderline and
contrasting groups methods, the yes/no version of the Angoff method, and two new
methods—one based on course enrollment and one based on the expectations of
experts—were examined. The methods generally produced similar cut scores.
A likely challenge with both the borderline groups and contrasting groups
methods is finding panelists who are familiar with the examinees whose work is being
reviewed. The achievement of this goal is most probable in the context of an
educational assessment, where teachers are familiar with the capabilities of their
students. Even in that setting, however, there is the danger of the passing standards
not being generalizable beyond the examinee sample used for analysis (Hambleton
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et al, 2000). An additional difficulty may arise in the contrasting groups approach when
score distributions overlap and a clear demarcation to be used as the standard is not
apparent (Hambleton, Jaeger, et al., 2000).
2.4.3 Cluster Analysis Method
The potential difficulty of finding panelists who are familiar with specific
candidates work may be overcome with the use of the cluster analysis method. In this
method, which is appropriate for tests comprising dichotomous and/or polytomous
items, examinee response data (i.e., scored responses to test items) is used to form
borderline or contrasting groups (Sireci, 2001
;
Sireci, Robin, & Patelis, 1999). In other
words, examinees are compared with one another on the basis of their performance on
individual items or groups of items. Specifically, test-takers who are most similar to
one another with respect to test performance are grouped together into clusters. Then,
these clusters are arranged from lowest performing to highest performing (e.g., based on
average test scores for examinees within each cluster), and a decision is made as to
which clusters are to be used as borderline or contrasting groups. Thus in contrast to
the borderline and contrasting groups approaches, in which expert panelists are needed
to identify groups of students, in the cluster analysis method these groups are
“discovered” through inspection of item score data.
The cluster analysis procedure was applied to a statewide mathematics test used
to classify students into three achievement levels (intervention, proficient, and
excellence) by Sireci, Robin, and Patelis (1999). Then, the cut scores derived using
cluster analysis were validated using students’ final math course grades. Sireci
et al.
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concluded that the method was effective for facilitating the standard-setting process and
suggested it could be used to provide supplementary information to panelists
participating in a test-centered standard-setting study. The method was also used by
Sireci (1995) with the writing skills component of the GED Tests. The standards set
using the cluster-analysis procedure were similar to those recommended by the GED
Testing Service, which has set the cut score for the adults who take this test at the 30th
percentile of the high school senior norm group. Sireci (2001) concluded that the
cluster analysis procedure was useful for: (a) setting cut scores without employing
panelists, (b) deriving profiles of test-takers’ performance that could be used in
judgmental policy capturing or dominant profile method studies (see sections 2.4.4 and
2.4.5, respectively, for descriptions of those methods), and (c) setting standards on
multidimensional tests, such as those comprising various item types.
A study conducted by Meara (2000) raises questions, however, about the cluster
analysis method. The procedure was applied to data from a test for which standards had
been previously set with the Body of Work method (see section 2.4.9 for a description
of that method). The standards yielded by cluster analysis were incongruent with the
previous method’s results, and with teacher ratings. Meara’s results suggest that the
cluster analysis method may not perform consistently with different types of score
distributions.
2.4.4 Judgmental Policy Capturing Method
In the judgmental policy capturing (JPC) method, panelists review hypothetical
score profiles across items making up a performance assessment, and assign each score
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profile to a proficiency level. These data are then analyzed to determine each panelist’s
latent standard-setting policy. A weighted average of the panelists’ policies is next
calculated in order to obtain the latent standard-setting policy for the entire group of
panelists. One of three types of policies may result from this analysis: (a) compen-
satory, meaning that the total score is a weighted total of scores on individual exercises;
(b) conjunctive, meaning that some of the exercises would have a minimum required
level, or (c) a combination of compensatory and conjunctive. Although this method
was formulated for use with performance assessments, it could handle multiple-choice
items if they were grouped according to their content designations, after which content-
specific sub-scores could be assigned to examinees.
As described by Jaeger (1995), the JPC method was used with a National Board
for Professional Teaching Standards (NBPTS) performance assessment. Jaeger viewed
the method as feasible, concluding that panelists are up to the task of providing ratings
on numerous complex assessment components in a reasonable amount of time, and that
there is a high level of intrapanelist consistency in responses to the score profiles. He
also observed, however, that the standards resulting from the judgmental policy
capturing method were higher than those obtained using the extended Angoff method,
and appeared to be too high.
Jaeger (1995) suggested several modifications to the JPC procedure that could
prevent the setting of standards that are too high. These alterations include (1) allowing
panelists an opportunity to discuss initial judgments, (2) giving them information
regarding the impact of their recommendations, and (3) instituting a second round in
which panelists could revise their judgments. Jaeger also hypothesized that these
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modifications would reduce the variability of panelists’ ratings. Hambleton (1998)
noted, however, several drawbacks to the JPC method, including the challenges of
finding statistical models that fit the panelists’ ratings and then explaining the overall
process to panelists.
2.4.5 Dominant Profile Method
As with the JPC method, in the dominant profile method (DPM) panelists
review score profiles across different exercises in the assessment. However, with the
DPM panelists attempt to come directly to a consensus on the policy to be used in
setting a standard. Again, the policy to be formulated may be compensatory,
conjunctive, or a combination of both. The DPM was designed for performance
assessments. However, as with the JPC method, it could be used with multiple-choice
exams, if sub-scores were derived across content areas.
An investigation of the DPM was conducted by Putnam, Pence, and Jaeger
(1995), once again using the NBPTS performance assessment. They had recognized
that the JPC method may be premature in its attempt to capture panelists’ standard-
setting policies, and that the practice of reviewing profiles would be better used as a tool
for helping them to formulate these policies. Hambleton (1998) noted that this is indeed
an advantage of the DPM, in that it allows panelists to engage in extensive discussions
in order to determine what they think is the best standard-setting policy. Any remaining
divergence of these policies makes it difficult, however, to reconcile panelists’ views
into one group policy. Plake, Hambleton, and Jaeger (1997) also noted this
shortcoming.
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2.4.6 Bookmark Method
The bookmark method requires panelists to review specially constructed
booklets in which the test items are ordered according to their difficulty parameter as
estimated with an IRT model (Lewis, Mitzel, & Green, 1996). Panelists are also given
an item map, which lists items in the sequence of their location in the ordered booklet
(and also indicates each item’s position in the original test booklet). Content-area
designations of the items are also contained on the item map.
Panelists are asked to place a bookmark “between two items on the item map
such that from [your] perspective, the items preceding the cut-line represent content that
all proficient students should be likely to know and be able to do (with at least a 2/3
likelihood of knowing the correct response for multiple-choice items or of obtaining at
least the given score point for constructed response items)” (Lewis et al., 1996, p. 3).
Each panelist’s cut score is then set by looking at the point on the ability scale where
the bookmark was placed. Judgments are thus made at the level of the cut score, not the
item, although all items are of course reviewed during the process. The cut score
established by the placement of the bookmark is then translated to a scale score for each
panelist by taking the mean of the IRT item location values of the items immediately
preceding and following the bookmark. Finally, the panel’s cut score is taken by
calculating the mean or median of the panelists’ scale score cut scores.
The creation of descriptions of what students know and can do in each
performance category is also facilitated by the bookmark method. Because the items
are already ordered by difficulty, panelists focus on item content more than on
item
difficulty (while in many standard-setting methods, including Angoff, item
difficulty is
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more the focus). Lewis et al. (1996) observed that panelists are able to operationalize
what they expect of students at each level in terms of test content rather than in terms of
an idealized curriculum.
An advantage of the bookmark approach is its being viewed favorably by
panelists, who feel confident about the standards that were set using the method.
Panelists in the Lewis et al. (1996) study reported they experienced the technique as
being rational, interesting, and professionally enriching” (p. 8). Panelists who
participated in a bookmark approach to standard-setting for statewide student
assessment in Wisconsin (State of Wisconsin, 1997) similarly felt positive about their
experience.
However, several potential problems have been acknowledged by the creators of
the bookmark method. For example, Lewis et al. (1996) noted that if the test does not
contain items representing the full range of ability levels for which cut scores are being
formulated, a floor or ceiling effect may occur. This can be illustrated by a case in
which a test does not contain difficult items for the advanced student, which results in
the bookmark placement not being able to accurately reflect the content that this type of
student knows and is able to do. This did in fact occur in the Lewis et al. study for
several committees who set the advanced cut score within the last 10 items in the test.
In addition, in terms of the creation of item descriptions, the authors found that panelists
sometimes became confused about which items truly represented those that a student at
a given level should be likely to know and be able to do. Lastly, Mitzel, Lewis, Patz
and Green (2001) also acknowledged that research needs to be done into issues such as
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the impact of the ordering of items due to different measurement models and the density
of items at certain points on the difficulty scale.
Others have also voiced concerns about various aspects of the bookmark
method. Hambleton (1998), Hambleton, Jaeger, et al. (2000), and Reckase (2000a)
have noted that research needs to be done on the effect that the ability level chosen has
on the resulting passing standard. The question could be posed, for example, as to how
the use of a 67% cut-off instead of a 50% cut-off would affect the standard. Hambleton,
Jaeger, et al. also suggested research into the issue of whether rating both multiple-
choice and open-response items is problematic; i.e., whether the open-ended items have
a greater impact on the cut score than they do on the overall test score.
Another potential problem with the bookmark method was noted by Reckase
and Bay (1999). They pointed out that although the bookmark method should result in
a cut score similar to that yielded by the Angoff approach, it uses much less information
since in theory theta estimates for only two items are used to determine the cut score.
Bookmark cut-score estimates with larger standard errors than the Angoff approach, in
which panelists estimate cut scores for all items in the test, could then result. One way
of overcoming this problem would be, they suggest, to set cut-points on multiple
subsets of the items in the test and average the results from the subsets. This would
allow for a better estimation of the standard error of the estimates produced by the
bookmark method.
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2.4.7 Extended Angoff Method
The Angoff procedure described above can be expanded to tests that include
polytomously-scored items, and in such cases it is termed the extended Angoff method.
Instead of providing an estimate of the proportion of borderline test-takers that would
get an item correct (the task in the mostly commonly-used variation of the original
Angoff method), panelists in the extended version give an estimate of the expected
score a borderline test-taker would obtain on a polytomous item. If a calculus problem
were scored on a ten-point scale, for example, panelists would review the item and the
scoring rubric and then provide their best estimate of the score a borderline student
would receive on the item.
In Hambleton and Plake (1995), panelists estimated the scores borderline
candidates would get on each of the three dimensions used to score each performance
task for the National Board of Professional Teaching Standards (NBPTS) certification
exam. Then, these estimates were summed to derive the expected score for the
borderline candidate on each exercise. Panelists were also allowed to suggest weights
to use in combining scores across items.
Plake (1995) noted in a critique of the extended Angoff method that it appears
to be the easiest to administer (of the ones studied for use with the NBPTS exam), and
speculated that it would yield more replicable results. The extended Angoffmethod
does not, however, take into account the underlying decision rule of the panelists, as
observed by Hambleton and Plake (1995). Although the Angoff method is a fully
compensatory model, in which a high score on one item can balance a high score on
another item, panelists appeared to want a conjunctive model in which candidates must
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pass certain exercises in order to be certified. A discrepancy was thus revealed between
two sets of questionnaire data: first, the high degree of confidence the panelists felt in
the standard (which was set using a compensatory model); and second, the fact that the
panelists theoretically viewed the conjunctive model as most appropriate. The authors
were troubled by disparity, and they concluded that in this study, the standard that was
ultimately set was not solidly in line with the panelists’ preferences.
2.4.8 Analytic Judgment Method
The analytic judgment method was formulated specifically for tests that include
polytomously-scored performance tasks (Plake & Hambleton, 2001). The method first
requires that a subset of test booklets from real test-takers be carefully chosen for
analysis; all booklets must be previously scored, but these scores are not revealed to the
panelists. The selection process is structured so as to represent specific points along the
composite test score scale and along individual items’ score distributions. The method
is termed “analytic” because that panelists’ ratings are based on components of the test,
rather than on the entire test, as in holistic methods. (For example, the booklet
classification method described by Loomis and Bourque, 2001, requires a similar task,
but at the booklet level instead of at a component level.)
Several variations of the analytic judgment method exist. Plake and Hambleton
(2000, 2001) found that a sorting procedure works well, and is relatively simpler than
other methods. With the sorting approach, panelists are asked to review a subset of
student papers for each section of the test and sort them into a number of pre-specified
achievement categories. Panelists who are teachers like the sorting procedure because
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they are more comfortable sorting student papers into ordered performance categories
than they are providing Angoff-type estimate; the former task is most likely a common
one for teachers. Plake and Hambleton applied the method to a NAEP science test
which was characterized by four achievement categories. After the sorting task was
completed, the panelists were asked to sort papers within each category into two or
three more sub-groups (e.g., low, medium, high), and then to discuss their individual
assortments and make changes if desired.
An ordinal grouping of student papers for each panelist resulted from the sorting
exercise. The “piles” relevant to each standard were then identified, and the average
test scores in those piles were found. Cut scores were calculated by summing the
section scores for borderline test-takers across all sections of the test. Two different
data analysis strategies were used—the boundary paper method and cubic regression
—
and the models were judged to provide similar cut scores.
The analytic judgment method appears to work well with tests comprising both
multiple-choice and free-response items (Plake & Hambleton, 2000, 2001). In one
study, Buckendahl, Plake, and Impara (1999) used both a modified Angoff method (for
multiple-choice items) and an analytic judgment method (for free-response items) in a
school-district setting. In order to make the procedure more practical, both the panel
and the assessment were subdivided. In that way, no member of the panel reviewed all
parts of the test, but there was overlap among the test parts to evaluate consistency
among the panelists and parts. This strategy appears particularly useful for tests
comprising both multiple-choice and constructed-response items on which standards
need to be set quickly, Buckendahl et al. concluded.
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2.4.9 Body of Work Method
Panelists participating in the body of work method review students’ work across
all of the tasks in the assessment, and decide which booklets are most likely to represent
the work of borderline test-takers. This method is therefore more holistic in scope than
the analytic judgment method. The approach has also been implemented by Jaeger and
Mills (2001), though in that case they named it the integrated judgment method. (The
paper selection method described by Loomis and Bourque, 2001, is also very similar to
this approach.)
This method has been used in several statewide student assessment programs.
In a review of these implementations, Kingston, Kahl, Sweeney, and Bay (2001)
concluded that although this method, which utilizes a task similar to that which
educators are accustomed to doing (reviewing a rich body of student work), is
promising, more work is needed to explore why it often produces higher cut scores than
other method. Jaeger and Mills (2001) found that the method produces cut scores that
were stable across sites and panels, but noted that the small sizes of their panels limits
the generalizability of the results.
One advantage of this method noted by Hambleton (1998) is that it allows
panelists to provide judgments about the overall performance of a test-taker rather than
focusing on the performance of individual items. However, further research would help
define the method’s strengths and limitations. For example, one possible area for
further study is whether there is a maximum booklet length beyond which panelists
cannot make valid and reliable judgments about the material contained therein
(Hambleton, Jaeger, et al., 2000).
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2.5 Methods Used in This Study
Within this section, the four methods to be used in the current study are
described. First, an overview of the two methods to be used with the multiple-choice
items—the Direct Consensus method and the Item Cluster method—is given. Then, the
two methods to be used with the simulations—the Work Classification method and the
Analytic method—are reviewed.
As a preview, Table 2.2 below contrasts the four methods used in the current
study. Characteristics of the methods are summarized along several dimensions in
order to highlight the similarities and dissimilarities between the approaches. In both
the table and in the descriptions to follow, the methods for the multiple-choice items are
presented first since they have been used previously with this exam. However, in the
results section they are provided in order of use in the study (simulations first, multiple-
choice items second).
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Table 2.2
Features of Standard Setting Methods Used in This Study
Direct Work
Feature of method
Consensus Item Cluster Classification Analytic
methodmethod method method
What type of item is rated? Multiple- Multiple- Simulation Simulation
choice choice
What is the level ofjudgment:
holistic or item?
Holistic Item Holistic (for
simulation)
Item
Do panelists directly provide Yes No No Yes
rating of expected score by
borderline candidate on each
(by cluster) (by item)
cluster or item?
Do panelists review samples
of candidate responses and
provide ratings of them?
No Yes Yes No
If candidate responses are
provided, are panelists aware
of scores received for those
N/A Yes No N/A
responses at the time they
make their ratings?
Do panelists come to
consensus on cut score?
Yes No No No
2.5.1 Direct Consensus Method
A wish to streamline the standard-setting process underlies the Direct Consensus
method, the first of the two methods to be used with multiple-choice items in this study.
Many of the standard-setting methods described above arrive at passing standards via
what must seem to panelists as rather intricate, almost convoluted, procedures. To take
one example, with item-level methods such as the Angoff method, panelists item-level
ratings are averaged, and then the item-level averages are summed to arrive at a passing
standard. Even when panelists understand the calculations, they often fail to see how
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the procedures carried out can lead to a defensible or sensible passing standard. Many
other methods suffer from the same problems; the procedures for arriving at the final
passing standards may seem mysterious.
Panelists participating in the Direct Consensus method set passing standards
directly based on a consideration of the descriptions of the standards of performance
associated with each cut score, a consideration of previous exams and the corresponding
standards, the content of the current exam and its scoring rubrics, any statistical data
that may be available, sample candidate constructed responses (as applicable), and
more. A facilitator is present to engage panelists in a discussion of all of the available
information and to help them reach consensus on the resulting passing standards.
The features of the method are thus reflected in its name: the direct part of the
method is that panelists work with the actual exam scale, and the consensus part is that
the goal is to have the panel arrive at passing standards that they can agree upon
(although, as a last resort, the mean of their recommended passing standards can be
used). An advantage of this method is that it is faster than other methods, because item
level ratings are not provided, and panelists do not need to sort through rather large sets
of candidate papers. However, panelists still must be familiarized with the test and
scoring rubrics.
A relatively new approach, the Direct Consensus method was first implemented
by Sireci, Hambleton, Huff, and Jodoin (2000) in a standard-setting study within a
certification context. In this study, two different panels used both the Direct Consensus
method and the Angoff method. One of the panels reached consensus on the standard,
while in the other panel the score-averaging technique needed to be used. The two
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panels’ cut scores were, however, within one point of each other. In contrast, there was
a three-point difference between the panels when the Angoff method was employed.
The Direct Consensus method also took slightly less time to implement than the Angoff
method. Questionnaire data revealed that the Direct Consensus method was seen by
panelists as an appropriate standard-setting method. Specifically, all panelists liked that
they had direct control over the final standard (in contrast to other methods, where
panelists may not be aware of the final standard and/or be able to adjust their ratings
once the group standard is known).
A second investigation of the Direct Consensus method was implemented by
Pitoniak et al. (2002), using the same exam as in the current study. Once again, the
Direct Consensus method was shown to be the more efficient of the two methods
implemented—the other being the Item Cluster method (also to be investigated in the
current study). Perhaps due to in part to is greater ease of procedural execution, it was
preferred by panelists over the other method. While both panels in the study reached
consensus, the cut scores set by the panels differed by four score points, or 7% of the
total number of items on the form, making it the less consistent of the two methods
implemented in the study.
Evidence for other measures of internal validity such as interpanelist and
intrapanelist consistency was reasonable in Pitoniak et al. (2002). In comparison to the
Item Cluster method, the cut scores set with the Direct Consensus method were higher.
Estimations of pass rates that would result from the cut scores suggested that the Direct
Consensus method most closely mirrored operational cut scores, though this finding
must be viewed cautiously due to the characteristics of the estimation
process and by
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the fact that the operational cut score resulted from policy decisions in addition to
psychometric procedures. In the current study, the primary issue to be investigated in
relation to the Direct Consensus method was the consistency of cut scores across panels.
2.5.2 Item Cluster Method
The second of the methods implemented with the multiple-choice items in this
study is the Item Cluster method. In this method, the exam is divided into
homogeneous clusters of items according to the items’ content areas. So far, the Item
Cluster method parallels the Direct Consensus method. However, the Item Cluster
method also requires that panelists also be presented with approximately 20 real or
hypothetical patterns of student responses to the questions in each cluster, including the
identity of the distractor chosen by the candidate if he or she has gotten the item
incorrect. The response pattern is then used in judging the quality of an candidate’s
work. As an illustration, with a seven-item cluster of multiple-choice questions a
response pattern might be as follows: b 1 1 a c 1 1. The panelist can conclude that
items 2, 3, 6, and 7, which have values of “1” listed, were answered correctly by that
candidate. In contrast, items 1, 4, and 5 were answered incorrectly, with the actual
response chosen being b, a, and c, respectively.
These candidate response patterns are then placed by panelists into one of four
categories, ranging from 1 (failing) to 4 (solid/exceptional). Panelists discuss their
initial ratings after they have completed them, and then have a final opportunity to
reclassify the student response patterns. This process is repeated for each cluster of
items. Arriving at a final set of standards with the Item Cluster method can be handled
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in one of several ways: looking at the mean scores of student response patterns assigned
by panelists to the borderline categories (boundary method), fitting a non-linear
regression line to the mean scores of student response patterns assigned to each of the
four performance categories, or by determining an equating relationship between
response pattern scores and assigned performance categories.
Panelists often express an interest in reviewing actual candidate work as a part
of the process of setting standards. An advantage of the Item Cluster method is that it
allows panelists to consider the actual performance of candidates, but in small enough
chunks that the candidate patterns of rights and wrongs can be meaningfully judged
holistically.
Mills et al. (2000) used the Item Cluster method as one of the two approaches in
their CPA Examination study, with the other approach being the Angoff method. Mills
et al. described the Item Cluster method as being a hybrid approach which incorporates
aspects of both examinee-centered and test-centered methods. The cut scores yielded in
that study by the Item Cluster method were more consistent across panels than those
obtained with the Angoff method, though this may have been confounded with a
facilitator effect. While the cut scores were lower than those set using the Angoff
method, they were more consistent with the cut scores that resulted when the Beuk
(1984) compromise method was utilized. Lastly, panelists felt more positively about
the Item Cluster method than about the Angoff method.
The second implementation of the Item Cluster method can be found in Pitoniak
et al. (2002). As in the Mills et al. (2000) study, the Item Cluster method resulted in
lower cut scores, this time in comparison to the Direct Consensus method.
Depending
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on the calculation method chosen for comparison, the Item Cluster method cut scores
were from 5.85 to 6.55 points lower (out of 46 score points) in the morning session, and
from 3.23 to 3.71 points lower (out of 45 score points) in the afternoon session. Within
the Item Cluster method, cut scores were more consistent across sessions than the Direct
Consensus method. Depending on approach selected for data analysis, the difference
across sessions ranged from 0.68 to 1.79 score points, or 1% to 3% in terms of number
of items needing to be answered correctly. The Item Cluster method appeared to
produce more consistent results across replications than the Direct Consensus method.
An ancillary issue related to the Item Cluster method is which calculation
approach to use to arrive at the cut score. The small size of the differences between the
cut scores obtained by different approaches in Pitoniak et al. (2002) suggest that the
approach for calculating the Item Cluster method cut score could be chosen on practical
rather than theoretical grounds. However, this study offered an opportunity to replicate
these findings.
2.5.3 Work Classification Method
In this method, panelists review samples of candidate responses to the items in
the simulation. Approximately 20 candidate responses are provided for each
simulation, and the panelists rate these responses holistically. That is, rather than
providing a separate rating for each item in the simulation, panelists
provide a holistic
rating for the set of responses to the items that comprise the
simulation. For each
simulation, panelists are presented with a variety of candidate
responses ranging across
the continuum from poor to excellent. The task of the
panelists is to assign each of the
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sets of candidate simulation responses to one of four categories, using the same four-
point rating scale as with the Item Cluster method.
After the panelists complete their individual ratings for each simulation, a
summary of the panelists’ ratings (the number of panelists who placed the candidate
into each of the four categories) is displayed to the group. A group discussion is
conducted to review candidate ratings that are moderately to widely discrepant.
Following the discussion, the panelists provide ratings for each simulation again, which
gives them an opportunity to change their rating if the discussion leads to a change in
their evaluation of any of the candidates.
After final ratings are provided, the cut scores for the simulations are calculated
by each panelist using the boundary method. The mean scores of candidate response
patterns assigned by panelists to the borderline categories (2—Just Below Borderline,
and 3—Just Above Borderline) are used as the cut score; these are summed across
simulations to get the overall cut score for that component of the exam. This
information is shared with the panelists so that they have a sense of the cut scores
produced before they leave the session. Additional calculation approaches, such as
regression and equating approaches, can also be implemented after the session has
concluded.
The Work Classification method is obviously kin to the Item Cluster method.
However, there are several differences between them. With the Work Classification
method, the candidate’s work on a simulation is reviewed holistically, not at the item
level. In addition, with the Work Classification method panelists are not aware of the
candidates’ scores at the time ratings are provided.
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2.5.4 Analytic Method
In this method, panelists participate in a thorough review of the scoring scale
used for the simulations. Then, they review the items contained within each simulation
and estimate the number of score points that they expect the just-qualified candidate to
obtain on each item.
After the panelists complete their individual ratings for each simulation, a
summary of the panelists’ ratings (the expected score points for each item) is displayed
to the group. Performance data are also given to panelists if it is available. A group
discussion is conducted to review panelist ratings. Following the discussion, the
panelists provide ratings for each simulation again, which gives them an opportunity to
change their rating if the discussion leads to a change in their evaluation of any of the
candidates.
Cut scores for each simulation are calculated by each panelist by averaging the
expected score points across panelists. A cut score for the entire simulation component
is obtained by summing these individual component cut scores. These calculations are
done at the session, and this information is shared with panelists so that they have a
sense of the cut scores that the process has yielded.
2.6 Evaluation Criteria
A standard-setting study is not finished after the cut scores have been obtained.
After the completion of the study, the important task of evaluating the process must
begin. As noted above, there are no absolute criteria against which standards can be
validated. Similarly, there are no perfect criteria for evaluating different standard-
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setting studies (Kane, 1994, 2001). That there are no absolute criteria does not,
however, allow a testing agency to abdicate the responsibility to provide evidence that
the standards are reasonable and appropriate. Nor does it mean that any standard-
setting method is as good as any other (Hambleton, 1998; Jaeger, 1991; Linn, 1998).
A review of the literature yields several sets of guidelines and recommendations
for carrying out a standard-setting study (Cizek, 1993, 1996a, 1996b; Hambleton, 1998;
Hambleton & Powell, 1983; Jaeger, 1991; Livingston & Zieky, 1982; Norcini & Shea,
1997; Plake, 1997). The Standards for Educational and Psychological Testing (AERA
et al., 1999) also provide several recommendations for conducting and evaluating
standard-setting studies. A common feature of the guidelines is the need for the careful
design, conduct, evaluation, and documentation of the standard-setting study. Important
constituencies, including the courts and psychometricians, use the degree to which such
guidelines have been followed as critical criteria for evaluating the validity of examinee
classifications based on standards (Sireci & Green, 2000).
A useful grouping of categories of evidence that can be used to support the
validity of standards is provided by Kane (1994, 2001). These three sources of
evidence are termed procedural, internal, and external. In Table 2.3, different sources
of standard-setting validity evidence are placed within these three broad categories.
Different authors have grouped their evaluation criteria in different ways, but in general
their concepts can be contained within this three-part framework. For an overview of
evaluation guidelines grouped by author, the reader may consult Plake (1997).
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2.7 Summary
Standard-setting research has clearly proliferated in the past few decades.
Research into both new and old methods is essential. As Norcini and Shea (1997)
noted, it is crucial that any standard-setting method “be supported by a body of
research, preferably published, that rules out threats to credibility and establishes that
the standard has reasonable properties” (p. 45).
Two types of data that Norcini and Shea (1997) stressed as very important were
gathered in the current study. First, each method for a given item type was contrasted
with a competing method. Thus, two methods were used with each set of test materials,
both multiple-choice items and simulations. A second focus was establishing whether a
given method yields a reproducible standard. In the current study, this criteria was
investigated by using two panels for each of the four methods.
The opportunity for several informative analyses was thus afforded by the
design of the current study. A critical step in the establishment of these four methods as
credible options for standard setting is served by the evaluation of the resulting cut
scores in the context of the validity criteria outlined above.
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CHAPTER 3
METHODOLOGY
In this chapter, the methodology for the study is presented. Four major sections
are included: study design, panelists, test items, and meeting procedures.
3.1 Study Design
There were four parallel panels in this study. Each panel used two different
standard setting methods—one method on the first day for simulations, and one method
on the second day for multiple-choice items. For each item type, both panels reviewed
the same sets of simulations and items. The experimental design is shown in Table 3.1.
There were four facilitators, one for each panel. Each facilitator was trained in
the two relevant methods and familiarized with the materials before the study began.
Table 3.1
Experimental Design
Method Panel
Day 1: Simulations
Work Classification A B
Analytic C D
Day 2: Multiple-Choice
Item Cluster A B
Direct Consensus C D
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3.2 Panelists
An extensive effort was made to locate panelists for the study. A market
research firm was hired to locate possible panelists, AICPA staff made calls to area
accountancy firms, and senior staff and members ofAICPA test committees were asked
to assist in the identification of panelists. The goal was 32 CPAs from the New York
and New Jersey areas who had 3 to 10 years experience and who were currently
supervising entry level CPAs. Panelists were told that they would receive continuing
professional education credits for their participation. By the time of the meeting on
May 16, 2002, 28 panelists were available for the study.
Upon arrival at the session, demographic information was collected for each
panelist. This information included gender, years of experience, size of firm, number of
new CPAs supervised, and number of years spent supervising new CPAs. During the
orientation session, panelists were divided into two groups. Group assignments were
balanced as much as possible in terms of the demographic characteristics noted above,
with the results shown in Tables 3.2 and 3.3.
It was difficult to closely match four panels with only seven panelists each.
However, the four panels were reasonably well matched on nearly all of the
demographic variables. Gender, ethnicity, and numbers of entry level CPAs advised
over the last two years were the main matching variables. The only parameter that was
not closely met was the experience level of panelists. Several CPAs who exceeded
10 years since licensure participated in the study. This is not necessarily
undesirable, as
nearly all participants were currently advising entry-level CPAs, but the target
had been
to use panelists with 3 to 10 years of experience. In addition, two
panelists (one on
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Panel A and one on Panel B) indicated zero years of experience, indicating that they
were just starting out in the profession (though they were supervising [other] new
CPAs).
While all 28 panelists attended on the first day of the study (when cut scores
were set on the simulations), two panelists did not return for the second day (when cut
scores were set on the multiple-choice items). In addition, one panelist left early on the
second day. Specifically, on the second day, six panelists were left on Panel B (Item
Cluster method). On Panel D, six panelists started the day, but one left before noon and
thus did not participate fully in the Direct Consensus method. These reduced panelist
numbers are reflected not only in the tables showing cut scores, but in the tables
showing panelist evaluation information. Neither of the panelists who did not return for
the second day filled out an evaluation form, even for the first day’s activities; however,
the panelist who left early on the second day did fill out the complete evaluation form.
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3.3 Test Items
The purpose of the Uniform CPA Examination, the focus of this study, is to
“provide reasonable assurance to boards of accountancy that candidates passing the
Uniform CPA Examination possess the level of technical knowledge and skills
necessary for initial licensure to protect the public interest” (Board of Examiners, 1996,
p. 13). The exam, currently administered in paper-and-pencil format, is now in the
process of undergoing computerization; the new exam will come online no later than
May, 2004 (AICPA, 2002). The current design of the exam is described first, followed
by the proposed design of the computer-based exam.
The current exam consists of four areas: (1) Auditing; (2) Financial Accounting
& Reporting; (3) Business Law and Professional Responsibilities; and (4) Accounting
& Reporting—Taxation, Managerial, and Governmental and Not-for-Profit
Organizations. Separate sub-scores are reported for each section; as a result, separate
cut scores are also set for each section. Three different assessment formats are used
within the current exam: (1) four-option multiple-choice questions, (2) other objective
answer format (OOAF), and (3) essay question or problem format. The first three
sections have all three assessment formats; the fourth does not have an essay.
The computer-based exam will also consist of four areas, though their
composition will be slightly different. The areas will be: (1) Auditing and Attestation;
(2) Financial Accounting & Reporting; (3) Regulation; and (4) Business Environment &
Concepts. Separate sub-scores will be continued to be set for each section. According
to DeVore (2002), multiple-choice items will now comprise approximately 80% of the
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exam. The remaining 20% of the exam will consist of simulations, with possibly one or
two simulations in each of the four exam sections.
The simulations will be “relational case studies that will test candidates’
accounting knowledge and skills using real life work-related situations” (DeVore, 2002,
p. 4). Each simulation will have a set of items related to it. These will include
selection-type items (e.g., drag-and-drop from a list, cut-and-paste from a table of
amounts) and constructed-response (e.g., narrative text, entering numbers into
spreadsheets, writing memos). Most items will be scored dichotomously; essays or
memos, if included, will be scored polytomously. The simulations used in this study
were drawn from the pool used to pilot-test the new component of the exam.
For the multiple-choice component of the current study, a subset of the Financial
Accounting & Reporting (FARE) items from the section administered in May 1998
were used. The test form contained 45 multiple-choice questions, grouped into six
clusters of seven or eight items each. The same multiple-choice items were used for
both the Direct Consensus and Item Cluster standard-setting methods.
3.4 Meeting Procedures
The meeting agenda is presented in Table 3.4. The first day of the meeting
began with all of the panelists together for an orientation and training session. That
portion of the meeting is described in the following section.
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Table 3.4
Meeting Agenda
Thursday, May 16, 2002
Time Period Activity
8:30-9:00 a.m. Panelists arrive; have coffee; fill out biographical
form
9:00-9:10 a.m. Introduction and orientation
9:10-9:30 a.m. Defining the minimally competent CPA
9:30-10:30 a.m. Simulation practice with demo; scoring training
10:30-10:45 A.M. Coffee, then split into two groups
—
one for Panels A & B, one for Panels C & D
Panels A & B
10:45 a.m.-12:00 p.m. Training on the Work Classification method with
demo
12:00-12:45 P.M. Lunch
12:45-4:15 p.m. Continue with Simulations 1 and 2, setting a cut
score
4:15-4:30 p.m. Day one evaluation
Panels C & D
10:45 a.m.-12:00 p.m. Training on the Analytic method with demo
12:00-12:45 p.m. Lunch
12:45-4:15 p.m. Continue with Simulations 1 and 2, setting a cut
score
4:15-4:30 P.M. Day one evaluation
(continued on next page)
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Table 3.4 (continued)
Friday, May 17, 2002
Time Period Activity
9:00-9:30 a.m. Panelists answer subset of items (practice test),
then split into two groups
—
one for Panels A & B, one for Panels C & D
Panels A & B
9:30-10:30 a.m. Training for Item Cluster method
10:30-10:45 a.m. Coffee, then split into two panels—A and B
10:45 a.m.-12:00p.m. Conduct Item Cluster method
12:00-12:45 p.m. Lunch
12:45-3:00 p.m. Conduct Item Cluster method (continued)
3:00-3:30 p.m. Day two evaluation
Panels C & D
9:30-10:30 a.m. Training for Direct Consensus method
10:30-10:45 a.m. Coffee, then split into two panels—C and D
10:45 a.m.-12:00p.m. Conduct Direct Consensus method
12:00-12:45 p.m. Lunch
12:45-3:00 P.M. Conduct Direct Consensus method (continued)
3:00-3:30 p.m. Day two evaluation
3:30 p.m. Meeting ends
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3*4.1 Orientation and Training
Following a welcome and introductions, a general orientation was conducted
regarding the setting of passing standards on exams. As noted in the standard-setting
manual for a previous study (AICPA, 1999), “the main points to be made are that
(1) a performance standard will be set on one section ofCPA exam using the
professional judgments of practicing CPAs, and (2) the performance standard will not
be set to establish a particular passing (or failing) rate, but to ensure that the public is
protected from substandard CPA work. The ultimate goal is to establish performance
standards on the
. . . CPA exam sections that are high enough to ensure that only
competent CPA candidates are licensed, and not so high that many competent
practitioners are barred from becoming CPAs” (pp. 2-3).
Following the general orientation, a discussion was led regarding the nature of
the just-qualified CPA. A description of the just-qualified CPA that has been adopted
by the AICPA Board of Examiners was distributed for review and discussion. The goal
of this part of the meeting was to ensure that panelists clearly understood the level of
knowledge and skills that the just-qualified CPA has in preparation for the review of
actual examination material and setting of standards.
3.4.2 Simulation Component
Following the orientation and training session, the panelists remained in one big
group for exposure to the first simulation, termed the demonstration, or demo,
simulation. Panelists were given an overview of the simulation, as well as the scoring
rubric used. They were also provided with laptop computers on which they could
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review the screens viewed by candidates. In addition, all panelists were given screen
shots on which the cells in which candidates enter responses (with each response
representing an item) were given identification labels; this information was used by
panelists during the rating process.
After review of the demo simulation concluded, the panelists split into two
groups for method-specific training. The standard setting process for the demo was
conducted in two groups, with Panels A and B setting the Work Classification method
cut scores in one group, and Panels C and D setting the Analytic method cut scores in
another group. After standard setting was completed for the demo, both groups
reconvened for an overview of simulation one. After the overview, panelists split into
two groups for method-specific training, and then into four separate panels to conduct
the standard setting for simulation one. After standard setting for simulation one was
completed, the overview and standard setting process was repeated for simulation two.
It is important to note that the demo simulation was the only one for which the two
panels for each method remained together for standard setting; for simulations one and
two, the panels set standards separately. At the end of the first day, each panel
completed the sections of the evaluation questionnaire that were applicable to general
training issues and to the simulation method that a given panel used.
3.4.3 Multiple-Choice Component
On the second day of the meeting, panelists were together for a short time to
take a short (ten-item) multiple-choice-item practice test under exam-like conditions.
The purpose of the practice exam was to remind panelists of the experience of taking
an
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examination under timed conditions. Then, panelists split into two groups for method-
specific training, and then into four panels to conduct the standard setting.
A description of each standard-setting method is presented next. The two
methods used for simulations, the Work Classification and Analytic methods, are
described first. Then, the two methods used for multiple-choice items, the Direct
Consensus and Work Classification methods, are reviewed.
3.4.4 Work Classification Method
As noted earlier, all panelists were given simulation screen shots on which the
cells in which candidates enter responses (with each response representing an item)
were given identification labels. In the Work Classification method, panelists were also
given samples of actual candidate responses to the items in the simulation. The
responses were presented to panelists in list form; the identification label for each
item’s cell was given, along with the candidate’s response to that item.
The panelists then rated candidate’s responses to the simulation holistically.
That is, rather than providing a separate rating for each item in the simulation, panelists
provided a holistic rating for the set of responses to the items that comprised the
simulation. For each simulation, panelists were presented with a variety of candidate
simulation responses ranging across the continuum from poor to excellent. The
numbers of sample responses prepared for each simulation were 10 for the demo, 34 for
simulation one, and 23 for simulation two. Due to time constraints, the numbers
actually reviewed and rated by panelists were 10, 20, and 12, respectively. For
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simulations one and two, the candidate responses not chosen for presentation were from
the extremes of the performance continuum (i.e., poor and excellent).
The task of the panelists was to assign each of the sets of candidate simulation
responses to one of four categories, using the rating scale shown in Table 3.5 (the same
rating scale was also used for the Item Cluster method). A sample rating form is
presented in Appendix A.
Table 3.5
Rating Scale for Work Classification and Item Cluster Methods
Rating Performance category
1 Failing
2 Just Below Borderline
3 Just Above Borderline
4 Solid/Exceptional
After the panelists completed their individual ratings for each simulation, a
summary of the panelists’ ratings (the number of panelists who placed the candidate
into each of the four categories) was displayed to the panel. A panel discussion
followed, in which candidate ratings that were moderately-to-widely discrepant were
reviewed. Following the discussion, the panelists provided ratings of each candidate for
each simulation again, which gave them an opportunity to change their ratings if the
discussion led to a change in their evaluation of any of the candidates.
After final ratings were provided, the panelist cut scores for that simulation were
calculated using the boundary method. Panelists were instructed to sum the simulation
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scores of the candidates that they assigned to the borderline categories (2—Just Below
Borderline, and 3—Just Above Borderline), and then to divide by the number of those
response patterns to find the mean score of the “borderline” candidates for the
simulation. (It is important to note that in the Work Classification method, panelists did
not see the candidates’ scores until after final ratings were provided, when cut scores
were calculated. This is in contrast to the Item Cluster method, where panelists see
candidates’ scores at the time they provide their ratings.)
The mean score of the borderline candidates for that simulation was used as
each panelist’s cut score for the simulation; scores were then summed across
simulations to get the overall panelist cut score for that component of the exam. By-
panelist and by-panel cut scores were displayed so that panelists had knowledge of the
cut scores produced before they left the session. Additional approaches for deriving cut
scores—such as regression and equating approaches—and analysis of changes of
ratings were investigated in follow-up analyses described in Chapter 4.
3.4.5 Analytic Method
As with the Work Classification method, panelists utilizing the Analytic method
were given an opportunity to view the simulations on laptop computers, participated in
a thorough review of the scoring rubrics, and were given screen shots for each
simulation. Then, the panelists reviewed the items contained within each
simulation
and estimated the proportion of 100 just-qualified candidates that would
get the item
correct (a sample rating form is presented in Appendix A). After the
panelists
completed their individual ratings for each simulation, a
summary of the panelists’
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ratings was displayed. A panel discussion was then conducted to review these ratings.
Following the discussion, the panelists provided ratings for each simulation again,
which gave them an opportunity to change their ratings if the discussion led to a change
in their evaluation of borderline candidate performance.
Cut scores for each simulation were calculated by the panelists by multiplying
the second rating of proportion of candidates estimated to get the item correct by the
maximum score that could be earned on that item. These products were then summed
across the items to yield a panelist cut score for that simulation. A cut score for the
entire simulation component was obtained by summing the three simulation cut scores.
The results for each panelist and results averaged across panelists were shared with the
panel so that panelists had a sense of the cut scores that the process yielded.
3.4.6 Item Cluster Method
Responses from 17 to 20 candidates to each item cluster (the same clusters used
for the Direct Consensus method) were presented to panelists. The responses were
selected from a performance sample of 1,000 candidates in order to reflect a variety of
response patterns. The first-round data presented to panelists included not only an
indication of whether the candidate got the item correct, but if he or she got it incorrect,
the identity of the distractor that was chosen. In addition, panelists were
provided with
detailed information about the nature of the error reflected in each
distractor. This was
valuable to panelists, saved them time, and increased the likelihood
that the distractor
information would be used in judging candidate score profiles. Candidate
profiles were
presented in order from lowest to highest score on that
cluster. The task of the panelists
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was to review the candidate profiles on the cluster of items and rate each candidate’s
performance on a four-point scale ranging from “hopeless” to “solid/exceptional,”
using the rating scale presented above in Table 3.5. Panelists were encouraged to look
at the entire pattern of responses, including incorrect answers, before assigning the
candidate to a category. A sample rating form is presented in Appendix A.
After the panelists completed their individual ratings for each cluster, a
summary of the panelists’ ratings (the number of panelists who placed the candidate
into each of the four categories) was displayed to the panel, and performance data were
given to panelists. A panel discussion was conducted to review candidate ratings that
were moderately-to-widely discrepant. Following the discussion, the panelists provided
ratings for each cluster again, which gave them an opportunity to change their ratings if
the discussion led to a change in their evaluation of any of the candidates.
After final ratings were provided, panelists were instructed to sum the scores of
the candidate profiles that they assigned to the borderline categories (2—Just Below
Borderline, and 3—Just Above Borderline), and then to divide by the number of
response patterns to find the mean for the item cluster. These means were used as the
panelist cut scores for the clusters; they were summed across clusters to get the overall
panelist cut scores for the multiple-choice component of the exam. By-panelist and by-
panel cut-score information was shared with the panelists so that they had a sense of the
cut scores produced before they left the session. Additional approaches for deriving cut
scores—such as regression and equating approaches—and analysis of changes of
ratings were investigated in follow-up analyses described in Chapter 4.
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3.4.7 Direct Consensus Method
In this method, multiple-choice test items were grouped into clusters of seven or
eight items each according to their content specifications. For each item cluster,
panelists were asked to individually indicate on a rating form the number of items that
they thought the just-qualified (minimally competent) candidate would answer
correctly. Panelists were told that fractional scores, e.g., 6.5, would be accepted (a
change from previous implementations of the method). A sample rating form is
presented in Appendix A. After ratings for the first item cluster were completed, the
ratings for each panelist were placed into spreadsheet form and projected onto a screen
visible to all panelists. Panelists then discussed their ratings for item cluster 1,
considered the item statistics (p-values), and then modified, as appropriate, their ratings.
Any changes were incorporated into the spreadsheet immediately. This process was
repeated for each of the item clusters.
Following a review of all of the ratings for the item clusters, the two bottom
rows of the spreadsheet, representing the relative ranks of clusters by difficulty in
terms of (1) actual operational performance data, and (2) panelist ratings, were shown
to panelists. Both panelist ratings and the projected cut score were displayed to
panelists after ratings for all item clusters were completed. Upon viewing this
information, panelists were given an additional chance to change their total cut score if
they felt that the sum of their cluster scores did not reflect their overall sense ofhow
well candidates should be expected to perform; this is termed the global modification
step. Table 3.6 shows a sample spreadsheet after all ratings have been provided by
panelists.
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Next, the panel discussed how viable they saw the panel mean of the total cut score to
be, and adjusted it as they saw fit. Had the panel not arrived at a consensus regarding a
cut score, the mean score across panelists would have been used as the final group cut
score.
3.4.8 Collect Evaluation Information
Evaluation surveys were distributed to panelists; the surveys were completed
after the execution of each method. There were two separate surveys—one for Panels
A and B, and one for Panels C and D. For both versions of the surveys, the first section
contained general questions about the nature of the discussion of the just-qualified CPA
and other orientation topics. The second section contained questions about the method
used for the simulations—Work Classification for the survey given to Panels A and B,
and Analytic for the survey given to Panels C and D. The third section contained
questions about the method used for the multiple-choice items—Item Cluster for the
survey given to Panels A and B, and Direct Consensus for the survey given to Panels C
and D. Within each of the method-specific sections, panelists were asked about the
training for that procedure, factors that influenced their selection of a passing standard,
and other questions designed to elicit their views about that method. The fourth section
contained general questions and asked for any additional comments panelists wish to
provide. Copies of the evaluation surveys are presented in Appendices B and C.
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CHAPTER 4
RESULTS
In this chapter, the results of the study are presented. The two methods used
with simulations are reviewed first, followed by the two methods used with multiple-
choice items. Additional summary information, including responses to the evaluation
questionnaires, concludes the section.
4.1 Work Classification Method
Three types of approaches were used to calculate Work Classification method
cut scores in this study. Tables 4.1 through 4.4, and 4.9, contain the cut scores set by
Panel A, and Tables 4.5 through 4.8, and 4.10, contain those for Panel B. Tables
showing separate cut scores for each simulation are provided in addition to a table
showing overall cut scores, for several reasons. First, the simulations are fairly different
from one another in terms of the number of items each contains and the type of scoring
that is applied. Second, the two panels set the cut score for the demo simulation in one
combined group. Therefore, there is a dependency between the panels’ cut scores on
the demo simulation that could not be examined if only the cut score for the entire
simulation component were presented.
After the three approaches are described, detailed information on the panelist
ratings from which the cut scores were calculated is presented. Comparisons of results
across calculation approaches and across panels are made in Chapter 5.
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Table 4.1
Cut Scores for Work Classification Method: Panel A. Demo Simulation
Cut score calculation method
Panelist Boundary Equating Linear
Regression
Quadratic Cubic
A1 17.74 18.03 16.91 18.89 18.62
A2 17.74 18.03 16.91 18.89 18.62
A3 16.14 18.03 16.42 17.75 17.72
A4 17.74 18.03 16.91 18.89 18.62
A5 18.55 18.03 17.60 18.76 18.75
A6 17.11 16.50 16.48 16.53 16.59
A7 16.14 18.03 16.42 17.75 17.72
Mean for panel 17.31 17.81 16.81 18.21 18.09
SD 0.90 0.58 0.42 0.91 0.80
Percent correct 67% 68% 65% 70% 70%
in score points
By panel3 17.25 17.56 16.80 18.08 17.97
Percent correct 66% 68% 65% 70% 69%
in score points
a
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total possible number of score points on this simulation is 26.
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Table 4.2
Cut Scores for Work Classification Method: Panel A. Simulation 1
Cut score calculation method
Panelist Boundary Equating Linear
Regression
Quadratic Cubic
A1 13.17 13.40 13.70 13.65 13.82
A2 12.81 13.00 13.40 12.69 12.69
A3 13.09 12.78 13.13 12.92 12.88
A4 12.38 12.78 12.77 12.39 12.40
A5 13.31 13.40 13.77 13.78 13.94
A6 13.40 13.00 13.40 13.13 13.13
A7 11.50 12.78 12.43 11.87 11.70
Mean for panel 12.81 13.02 13.23 12.92 12.94
SD 0.67 0.28 0.49 0.68 0.79
Percent correct 58% 59% 60% 59% 59%
in score points
By panel8 12.91 13.00 13.21 13.05 13.12
Percent correct 59% 59% 60% 59% 60%
in score points
a
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total possible number of score points on this simulation is 22.
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Table 4.3
Cut Scores for Work Classification Method: Panel A. Simulation 2
Cut score calculation method
Panelist Boundary Equating Linear
Regression
Quadratic Cubic
A1 25.39 24.42 23.61 25.96 25.91
A2 22.96 23.61 21.86 22.36 22.18
A3 21.51 20.40 21.20 18.49 17.97
A4 25.39 23.93 23.05 25.06 25.42
A5 27.01 27.62 24.51 28.31 27.12
A6 24.41 23.93 23.50 23.72 23.72
A7 25.39 24.42 23.61 25.96 25.91
Mean for panel 24.58 24.05 23.05 24.26 24.03
SD 1.82 2.11 1.14 3.16 3.13
Percent correct 79% 78% 74% 78% 78%
in score points
By panel3 24.03 23.95 22.96 23.86 23.84
Percent correct 78% 77% 74% 77% 77%
in score points
a
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total possible number of score points on this simulation is 31.
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Table 4.4
Cut Scores for Work Classification Method: Panel A. Overall Cut SrnrP
Cut score calculation method
Panelist Boundary Equating Linear
Regression
Quadratic Cubic
A1 56.29 55.84 54.22 58.50 58.36
A2 53.51 54.64 52.18 53.94 53.49
A3 50.75 51.20 50.76 49.17 48.57
A4 55.51 54.73 52.73 56.35 56.45
A5 58.88 59.05 55.87 60.85 59.81
A6 54.92 53.43 53.38 53.38 53.44
A7 53.03 55.22 52.47 55.58 55.33
Mean for panel 54.70 54.87 53.08 55.39 55.06
SD 2.60 2.39 1.63 3.77 3.71
Percent correct 69% 69% 67% 70% 70%
in score points
By panel3 54.19 54.51 52.98 55.00 54.93
Percent correct 69% 69% 67% 70% 70%
in score points
3
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total possible number of score points on the simulation component is 79.
75
Table 4.5
Cu t
,
Scores for Work Classification Method: Panel B. Demo Simulation
Cut score calculation method
Regression
Panelist Boundary Equating Linear Quadratic Cubic
B1 16.14 18.03 16.42 17.75 17.72
B2 16.14 18.03 16.42 17.75 17.72
B3 18.55 18.03 17.60 18.76 18.75
B4 17.74 18.03 16.91 18.89 18.62
B5 17.74 18.03 16.91 18.89 18.62
B6 18.55 18.03 17.60 18.76 18.75
B7 17.11 18.03 17.09 17.87 17.85
Mean for panel 17.43 18.03 16.99 18.38 18.29
SD 1.01 0.00 0.48 0.56 0.50
Percent correct
in score points
67% 69% 65% 71% 70%
By panel8 17.39 18.03 16.98 18.33 18.24
Percent correct
in score points
67% 69% 65% 70% 70%
a
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total possible number of score points on this simulation is 26.
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Table 4.6
Cut Scores for Work Classification Method: Panel B. Simulation 1
Cut score calculation method
Panelist Boundary Equating Linear
Regression
Quadratic Cubic
B1 12.00 13.00 12.48 13.37 13.37
B2 15.00 13.00 14.36 14.50 14.36
B3 14.56 13.00 14.15 14.13 13.90
B4 13.10 13.00 13.54 13.33 13.33
B5 14.17 13.00 14.00 13.72 13.84
B6 14.88 13.40 14.47 14.56 14.51
B7 12.70 13.00 13.29 12.87 12.87
Mean for panel 13.77 13.06 13.76 13.78 13.74
SD 1.17 0.15 0.71 0.64 0.59
Percent correct 63% 59% 63% 63% 62%
in score points
By panel8 13.67 13.00 13.75 13.60 13.59
Percent correct 62% 59% 63% 62% 62%
in score points
a
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total possible number of score points on this simulation is 22.
77
Table 4.7
Cut Scores for Work Classification Method: Panel B. Simulation 7
Cut score calculation method
—
Regression
Panelist Boundary Equating Linear Quadratic Cubic
B1 25.39 24.49 23.81 25.91 25.88
B2 25.39 24.49 23.81 25.91 25.88
B3 25.39 24.49 23.81 25.91 25.88
B4 25.86 24.49 23.15 26.42 26.42
B5 25.78 24.49 23.94 25.77 25.88
B6 26.74 27.63 24.82 27.11 27.10
B7 25.39 23.65 22.76 24.13 24.98
Mean for panel 25.70 24.82 23.73 25.88 26.00
SD 0.50 1.28 0.65 0.90 0.64
Percent correct
in score points
83% 80% 77% 83% 84%
By panel3 25.57 24.49 23.72 25.71 25.79
Percent correct
in score points
82% 79% 77% 83% 83%
a
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total possible number of score points on this simulation is 31.
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Table 4.8
Cut Scores for Work Classification Method: Panel B. Overall Cm Srnrp
Cut score calculation method
Panelist Boundary Equating Linear
Regression
Quadratic Cubic
A1 53.53 55.52 52.71 57.03 56.96
A2 56.53 55.52 54.59 58.16 57.96
A3 58.49 55.52 55.56 58.80 58.52
A4 56.69 55.52 53.60 58.65 58.38
A5 57.69 55.52 54.85 58.38 58.35
A6 60.17 59.06 56.89 60.43 60.37
A7 55.20 54.67 53.14 54.87 55.70
Mean for panel 56.90 55.90 54.48 58.04 58.03
SD 2.17 1.43 1.46 1.73 1.44
Percent correct 72% 71% 69% 73% 73%
in score points
By panel3 56.63 55.52 54.45 57.63 57.61
Percent correct 72% 70% 69% 73% 73%
in score points
a
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total possible number of score points on the simulation component is 79.
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Table 4.9
Cut Scores for Work Classification Method: Panel A.
Comparison of Calculation Approaches
Simulation
Cut score calculation method
Boundary Equating Linear
Regression
Quadratic Cubic
Demo 17.31 17.81 16.81 18.21 18.09
Simulation 1 12.81 13.02 13.23 12.92 12.94
Simulation 2 24.58 24.05 23.05 24.26 24.03
Overall 54.70 54.87 53.08 55.39 55.06
Table 4.10
Cut Scores for Work Classification Method: Panel B.
Comparison of Calculation Approaches
Simulation
Cut score calculation method
Boundary Equating Linear
Regression
Quadratic Cubic
Demo 17.43 18.03 16.99 18.38 18.29
Simulation 1 13.77 13.06 13.76 13.78
13.74
Simulation 2 25.70 24.82 23.73 25.88
26.00
Overall 56.90 55.90 54.48
58.04 58.03
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4.1.1 Boundary Method
In the boundary method, scores for those candidates whose responses were
placed by panelists into one of the borderline rating categories were averaged (see, e.g.,
Jaeger & Mills, 2001; Plake and Hambleton, 2000, 2001). The focus of analysis was all
candidate responses that were rated holistically (at the simulation level) as either a 2
(“just below borderline’’) or a 3 (“just above borderline”) on the four-point scale. The
simulation scores were averaged for those candidates whose responses were rated as a
2 or 3.
The boundary method was implemented in both an individual panelist and
aggregated panel manner. The first approach was actually conducted at the standard
setting session, when each panelist was asked to calculate his or own cut score for each
simulation (as shown in the bottom section of the Work Classification method rating
form shown in Appendix A). These panelist cut scores were then averaged to obtain a
panel cut score for each simulation, and then summed across simulations to yield a
simulation-component cut score. In the second approach, the boundary method was
used on the panel ratings as a whole for each simulation; those cut scores were then
summed across simulations to obtain a test form cut score. The results were similar for
both approaches (by panelist and by panel), as shown in Tables 4.1 through 4.8.
An advantage of the boundary method is its ease of implementation. In
addition, it does not raise issues about the properties of the measurement scale since it
treats the ratings as ordinal. However, resulting cut scores are based on limited ratings
of candidate work (Jaeger & Mills, 2001; Plake & Hambleton, 2001). In this study, for
example, score for candidates who received a rating of 2 or 3 were the only ones used to
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arrive at a cut score. The fewer the number of candidates in these categories, the greater
the instability of the cut score. Because of this issue, cut score calculation methods that
utilize ratings for all candidates’ responses were also evaluated, as described in the next
two sections.
4.1.2 Regression Method
Several regression analyses were performed on the data in order to investigate
the relationship between candidate simulation scores and panelist ratings (see, e.g.,
Jaeger & Mills, 2001; Plake & Hambleton, 2000, 2001). As with the boundary method,
cut scores for each simulation were calculated in two ways: (1) by calculating a cut
score for each individual panelist and averaging to obtain a panel cut score, and
(2) pooling the entire panel’s ratings to create one cut score.
Three types of regression analyses were performed: linear, quadratic, and cubic.
In each case, a model was fit whereby candidate simulation scores were considered a
function of panelist ratings on the four-point scale. Using the resulting equation,
expected response scores were calculated for panelist ratings of 2.5, since that value,
which falls midway between a rating of 2 (just below borderline) and 3 (just above
borderline), represents the theoretical cut score.
Resulting cut scores are displayed in Tables 4.1 through 4.8. A comparison of
the values obtained using the linear, quadratic, and cubic methods reveals that
the
quadratic and cubic cut scores were fairly close for each panel, but that the
linear cut
scores were lower, particularly for Panel A. Tables 4.1 1 and
4.12 display r-squared
values, representing the percentage of variance accounted
for, for each approach.
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Values are given by simulation, both for the by-panelist and the by-panel calculation
methods. As would be expected, fit improved as more parameters were added to the
model, and more variance was accounted for when each panelist’s cut score was
calculated individually.
In these regression analyses all panelist ratings were used to determine cut
scores, in contrast to the boundary method where only some ratings are used. However,
use of the regression approach assumes that the scale is of an interval nature. In several
studies (Jaeger & Mills, 2001; Plake and Hambleton, 2000, 2001), the scale has been
adjusted to reflect the smaller semantic differences between ratings adjacent to the
standard of interest.
Analyses were conducted with the Work Classification method to determine
whether changing values on the rating scale from (1, 2, 3, 4) to one of three alternate
scales would affect the resulting cut scores. In Approach 1
,
the rescaled ratings were
(1, 1.75, 2.25, 3). In Approach 2, they were (1, 2.5, 3.5, 5). In Approach 3, the ratings
were rescaled to (1, 2.75, 3.25, 5). The method in which ratings were averaged across
panelists before the model was fit was used for these analyses.
As shown in Tables 4.13 through 4.18, for the linear regression model the
differences were not that large; across both panels the differences ranged from -0.19 to
0. 14. For the quadratic and cubic regression models, the differences were larger,
ranging from -0.79 to 0.32. The r-squared values indicate only minimal improvement
in fit using the rescaled values, with the largest improvements present for Panel B,
Approach 3.
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Table 4.1
1
Pgrcentage of Variance Accounted for bv Regression Model-
Work Classification Method. Panel A
Simulation Linear Quadratic Cubic
Cut Scores Calculated For Each Panelist
Demo 0.89 0.91 0.91
1 0.83 0.84 0.85
2 0.79 0.86 0.87
Cut Scores Calculated For Panel as Whole
Demo 0.89 0.90 0.90
1 0.78 0.78 0.80
2 0.74 0.76 0.76
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Table 4.12
Percentage of Variance Accounted for bv Regression Model:
Work Classification Method. Panel R
Simulation Linear Quadratic Cubic
Cut Scores Calculated For Each Panelist
Demo 0.90 0.92 0.92
1 0.84 0.85 0.85
2 0.75 0.82 0.82
Cut Scores Calculated For Panel as Whole
Demo 0.89 0.91 0.91
1 0.80 0.80 0.81
2 0.72 0.77 0.78
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Table 4.13
Difference in Work Classification Method Cut Score and Percentage of
Variance Accounted for by Regression Model When Using Rescaled Rating -
Panel A. Approach 1 a
Difference in cut score
and r-squared values'5
Simulation Linear Quadratic Cubic
Demo 0.05
(0.00)
0.26
(0.00)
0.12
(0.00)
1 0.04
(0.03)
0.03
(0.03)
-0.02
(0.00)
2
-0.17
(0.00)
0.04
(0.01)
0.12
(0.00)
Total difference
(cut score)
-0.09 0.32 0.22
Mean absolute
value difference
(r-squared value)
(0.01) (0.01) (0.00)
a
For Approach 1, ratings were rescaled from (1, 2, 3, 4) to (1, 1.75, 2.25, 3).
b
For simulations, cut score difference appears first, followed by the r-squared value
difference in parentheses. A positive value indicates that rescaled ratings yielded higher
values than the originally-scaled ratings. For the purpose of these comparisons, models
were fit by pooling all data for the panel instead of fitting models for each panelist.
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Table 4.14
Difference in Work Classification Method Cut Score and Percentage of
Variance Accounted for by Regression Model When I Jsinp Rescaled Rating -
Panel A. Approach 2a
Difference in cut score
and /--squared values6
Simulation Linear Quadratic Cubic
Demo
-0.05
(0.00)
-0.26
(0.00)
-0.09
(0.00)
1
-0.03
(-0.03)
-0.03
(-0.03)
0.02
(0.00)
2 0.17
(0.00)
-0.04
(-0.01)
-0.12
(0.00)
Total difference
(cut score)
0.09 -0.32 -0.20
Mean absolute
value difference
(/•-squared value)
(0.01) (0.01) (0.00)
a
For Approach 2, ratings were rescaled from (1, 2, 3, 4) to (1, 2.5, 3.5, 5).
b
For simulations, cut score difference appears first, followed by the /--squared value
difference in parentheses. A positive value indicates that rescaled ratings yielded higher
values than the originally-scaled ratings. For the purpose of these comparisons, models
were fit by pooling all data for the panel instead of fitting models for each panelist.
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Table 4.15
Difference in Work Classification Method Cut Score and Percentage of
Variance Accounted for by Regression Model When Using Rescaled Ratios-
Panel A. Approach 3 a
Difference in cut score
and r-squared valuesb
Simulation Linear Quadratic Cubic
Demo
-0.13
(0.00)
-0.57
(-0.01)
-0.42
(-0.01)
1
-0.08
(-0.11)
-0.08
(-0.11)
0.03
(0.00)
2 0.34
(-0.03)
0.04
(-0.03)
-0.23
(0.00)
Total difference
(cut score)
0.14 -0.62 -0.61
Mean absolute
value difference
(r-squared value)
(0.05) (0.05) (0.00)
a
For Approach 3, ratings were rescaled from (1, 2, 3, 4) to (1, 2.75, 3.25, 5).
b
For simulations, cut score difference appears first, followed by the r-squared value
difference in parentheses. A positive value indicates that rescaled ratings yielded higher
values than the originally-scaled ratings. For the purpose of these comparisons, models
were fit by pooling all data for the panel instead of fitting models for each panelist.
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Table 4.16
Difference in Work Classification Method Cut Score and Percentage of
Variance Accounted for by Regression Model When I Isinp Rescaled Ratings-
Panel B, Approach l a
Difference in cut score
and r-squared valuesb
Simulation Linear Quadratic Cubic
Demo
-0.05
(0.00)
-0.29
(0.00)
-0.17
(0.00)
1 0.01
(-0.02)
0.02
(-0.02)
0.04
(-0.03)
2 0.12
(0.01)
-0.14
(0.00)
-0.22
(0.00)
Total difference
(cut score)
0.08 -0.41 -0.35
Mean absolute
value difference
(r-squared value)
(0.01) (0.01) (0.01)
“For Approach 1, ratings were rescaled from (1, 2, 3, 4) to (1, 1.75, 2.25, 3).
b
For simulations, cut score difference appears first, followed by the r-squared value
difference in parentheses. A positive value indicates that rescaled ratings yielded higher
values than the originally-scaled ratings. For the purpose of these comparisons, models
were fit by pooling all data for the panel instead of fitting models for each panelist.
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Table 4.17
Difference in Work Classification Method Cut Score and Percentage of
Variance Accounted for by Regression Model When Using Rescaled Ratings:
Panel EL Approach 2a
Difference in cut score
and r-squared valuesb
Simulation Linear Quadratic Cubic
Demo
-0.05
-0.29
-0.10
(0.00) (-0.01) (0.00)
1 0.01 0.02 0.01
(-0.02) (-0.02) (0.00)
2 0.12 -0.14 -0.20
(0.01) (0.00) (0.00)
Total difference 0.08 -0.40 -0.28
(cut score)
Mean absolute
value difference
(r-squared value)
(0.01) (0.01) (0.00)
“For Approach 2, ratings were rescaled from (1, 2, 3, 4) to (1, 2.5, 3.5, 5).
b
For simulations, cut score difference appears first, followed by the r-squared value
difference in parentheses. A positive value indicates that rescaled ratings yielded higher
values than the originally-scaled ratings. For the purpose of these comparisons, models
were fit by pooling all data for the panel instead of fitting models for each panelist.
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Table 4.18
Difference in Work Classification Method Cut Score and Perceniapc nf
Variance Accounted for by Regression Model When \ Isinp Rescaled Ratings-
Panel B. Approach 3 a
Difference in cut score
and r-squared valuesb
Simulation Linear Quadratic Cubic
Demo
-0.15
(-0.01)
-0.64
(-0.01)
-0.51
(-0.01)
1 0.01
(-0.06)
0.05
(-0.06)
0.07
(-0.07)
2 0.26
(0.00)
-0.20
(0.00)
-0.27
(0.00)
Total difference
(cut score)
0.12 -0.79 -0.72
Mean absolute
value difference
(r-squared value)
(0.02) (0.03) (0.03)
“For Approach 3, ratings were rescaled from (1, 2, 3, 4) to (1, 2.75, 3.25, 5).
b
For simulations, cut score difference appears first, followed by the r-squared value
difference in parentheses. A positive value indicates that rescaled ratings yielded higher
values than the originally-scaled ratings. For the purpose of these comparisons, models
were fit by pooling all data for the panel instead of fitting models for each panelist.
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4.1.3 Equating Method
An additional method that may be used to calculate cut scores given ratings such
as those obtained in the Work Classification method utilizes a form of equating to
investigate the relationship between candidate simulation scores and panelist ratings.
Cohen, Kane, and Crooks (1999) noted that regression approaches such as those
described above, while minimizing the sum of squared deviations of the response scores
from the regression line, also have the unwanted effect of introducing artifacts such as
regression to the mean.
For the current study, the equating approach was applied in two ways: (1) by
individual panelist, then summed over panelists for the simulation, and then summed
over simulations to obtain a test form cut score, and (2) by calculating a cut score using
pooled panel data for each simulation, and then summing over simulations to obtain a
test form cut score. For both approaches, the first step was to count the number of
candidate responses that obtained a panelist rating of 2 or lower; then, the percentage of
panelist ratings that this represented was calculated. Next, the candidate simulation
score that would have the same percentage of the response distribution below it was
determined. That score was used as the cut score for that simulation. Results shown in
Tables 4.1 through 4.8 reveal that the cut scores obtained by the individual panelist
approach are very close to those obtained by the aggregated panel data approach.
92
4-1-4 Detailed Panelist Rating Information
Information about the panelist ratings on which the Work Classification method
cut scores were based is summarized in this section. First, descriptive statistics for each
simulation, for each panel, are presented in Tables 4.19 to 4.24. The mean, standard
deviation, minimum and maximum panelist rating for each candidate response are given
for each candidate response within the simulation; ratings are presented for both rounds
one and two. Inspection of these tables reveals that for the majority of candidate
simulation scores, panelists did not differ more than one rating point from each other.
Estimates of interrater reliability, on a simulation-by-simulation basis, are
provided in Table 4.25. The estimates shown are intraclass correlation coefficients,
specifically the two-way random-effects model. The focus of the analyses were the
ratings of candidate responses, the number of which differed across the simulations.
The interrater reliability estimates are fairly high, ranging from 0.83 to 0.96 for Panel A,
and from 0.90 to 0.96 for Panel B. For simulations 1 and 2, the coefficients for Panel B
are slightly higher than those for Panel A.
Also of interest are the number of changes made by panelists between rounds
one and two, presented in Tables 4.26 and 4.27. Panelists in Panel A made slightly
more changes than those in Panel B, but in general, neither panel made a large number
of changes. This could be because some panelists felt rushed; as is discussed later,
5 out of 13 panelists using the Work Classification method felt that there should have
been more time provided for ratings. Were more time allowed for discussion and
second-round ratings, perhaps the number of changes would be larger.
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A fourth type of analysis of panelist ratings involves looking at the relationship
between panelist ratings and actual candidate performance. For each simulation,
correlations were calculated, for each panelist, between two sets of data: (1) the actual
simulation score associated with a given candidate response, and (2) the rating, on the
four-point scale, assigned by the panelist. These correlations are presented in Tables
4.28 and 4.29; means across simulations (for each panelist), across panelists (for each
simulation), and a grand mean are also included, for both rounds. The correlations
appear to reflect a reasonable degree of relationship between panelist ratings and actual
candidate performance. The mean correlation for both panels, for both rounds, was
0.92. For Panel A, the lowest simulation-based correlation for an individual panelist
was 0.67 for both rounds. For Panel B, the lowest value was 0.60 for both rounds. The
maximum value was, for both panels and both rounds, 0.96.
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Table 4.25
Interrater Reliability Estimates for Work Classification Method
Simulation
Number of Interrater Reliability Estimate
v/dnGlQal6
Responses Rated Panel A Panel B
Demo 10 0.96 0.96
1 20 0.83 0.91
2 14 0.84 0.90
Table 4.26
Changes in Ratings bv Panelist Across Rounds for
Work Classification Method: Panel A
Panelist
Total number
of changes
Mean
change
Mean
absolute change
A1 4 0.07 0.07
A2 4 0.02 0.07
A3 1 0.00 0.00
A4 4 0.02 0.07
A5 4 0.07 0.07
A6 3 0.00 0.05
A7 5 0.09 0.09
Panel mean 3.57 0.04 0.06
Note. Table includes information on number of changes made, summed across
simulations, from round one to round two. The total number of ratings made by
panelists (i.e., the largest potential number of changes that could be made) was 44.
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Table 4.27
Changes in Ratings by Panelist Across Rounds for
Work Classification Method: Panel B
Panelist
Total number
of changes
Mean
change
Mean
absolute change
B1 5 0.10 0.10
B2 3 -0.05 0.05
B3 3 0.00 0.05
B4 1 0.00 0.00
B5 3 0.00 0.05
B6 2 0.02 0.02
B7 1 0.00 0.00
Panel mean 2.57 0.01 0.04
Note. Table includes information on number of changes made, summed across
simulations, from round one to round two. The total number of ratings made by
panelists (i.e., the largest potential number of changes that could be made) was 42.
103
Correlations
Between
Candidate
Simulation
Scores
and
Panelist
Ratings
for
Work
Classification
Method:
Panel
A
£
T3
G
3
<2
CO
U tj- tj- ON CO
<D ON On On On OO On ON
o O d d d d d
CO oo r- CO
<N On ON OO ON NO On ON
(H d d d d d d d
Vh
o
43 wo co On v-H -'t r—<3 r—
1
On On oo On ON oo ON
g
d o d o d d o
c/5
o
"'fr 'fr Tf NO NOG
<L>Q
On ON ON On On ON On
o d o O O d d
<N
On
d
Ond
<N
OS
d
On
o
<D
G
o
T3
C*!
a
B wo r- CN <Ncd
o On ON ON On 00 On ON
s d o o d o O d
CO 00 r-~ Tf
(N On On 00 On NO ON ONO O d d d O d
G
O
3 ON CO oo NO r-ON ON 00 ON oo OO oo3
G o o d o d d o
_G
c/5 O
fH rj- NO rj- NO O’
iQ
ON ON On ON ON ON On
o o o o d o O
to
13
s CN co wo NO r-cd
Oh < < 3 < < < <
<N
ON
o
On
O
On
O
ON
d
104
a
The
Fisher
Z
transformation
was
applied
to
correlations
before
averaging,
after
which
the
inverse
of
the
Fisher
transformation
was
applied
to
the
mean
to
return
it
to
a
correlation.
Note.
For
Simulation
3,
Panel
A
provided
ratings
on
14
responses,
while
Panel
B
provided
ratings
on
12
responses.
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4.2 Analytic Method
Cut scores for the two panels that used the Analytic Method are presented in
Table 4.30 (Panel C) and Table 4.31 (Panel D). As with the Work Classification
method, separate simulation cut scores are presented, since there is a dependency
between the panels’ cut scores on the demo simulation that could not be examined if
only the cut scores for the entire simulation component were presented.
Inspection of Tables 4.30 and 4.31 does in fact reveal that the cut scores for the
demo simulation are very close for the two panels, differing only by 0.04 score points
and 0 points, respectively, in terms of percent correct. For simulations one and two,
however, the differences are slightly larger. For simulation 1, the difference is 2% on
the percent-correct metric; for simulation 2, it is 3%.
4.2.1 Detailed Panelist Ratine Information
Details regarding the panelist ratings for the Analytic method are summarized in
this section. Information about the spread of ratings for each of the three simulations is
helpful. Therefore, presented first are descriptive statistics for each simulation, for each
panel, are presented in Tables 4.32 through 4.37. The mean, standard deviation,
minimum and maximum panelist rating for each item in the simulation are given;
ratings are presented for both rounds one and two.
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Table 4.30
Cut Scores for Panel C: Analytic Method
Panelist Demo3 Simulation 1 Simulation 2
Overall
cut score
Cl 17.67 14.00 19.00 50.67
C2 19.76 16.00 19.20 54.96
C3 18.22 13.15 20.15 51.52
C4 15.96 11.50 22.30 49.76
C5 18.83 14.45 19.35 52.63
C6 14.05 13.20 17.10 44.35
C7 15.62 11.00 20.10 46.72
Mean for panel 17.16 13.33 19.60 50.09
SD 2.02 1.72 1.56 3.58
Number of
available score
points 26 22 31 79
Percent correct
in score points 66% 61% 63% 63%
aDemo cut scores were set with Panels C and D convened together.
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Table 4.31
Cut Scores for Panel D: Analytic Method
Panelist Demo3 Simulation 1 Simulation 2
Overall
cut score
D1 13.00 9.80 19.40 42.20
D2 16.73 11.90 20.60 49.23
D3 17.01 12.95 21.50 51.46
D4 17.77 14.45 20.00 52.22
D5 20.74 14.55 20.30 55.59
D6 15.71 13.80 22.20 51.71
D7 19.42 12.98 20.10 52.50
Mean for panel 17.20 12.92 20.59 50.70
SD 2.51 1.66 0.96 4.19
Number of
available score
points 26 22 31 79
Percent correct
in score points 66% 59% 66% 64%
aDemo cut scores were set with Panels C and D convened together.
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Estimates of interrater reliability, broken out by simulation, are given in Table
4.38. Again, the estimates shown are intraclass correlation coefficients. As with the
Work Classification method, the number of ratings differed across the simulations.
However, in the case of the Analytic method, the ratings were of items, not of candidate
responses. The number of ratings provided was greater for the demo and simulation 1
for the Analytic method than for the Work Classification method (particularly for the
demo). Perhaps due in part to this difference, the interrater reliability estimates are
lower for the Analytic method, except in the case of simulation 2, where they are
higher. The coefficients for Panel A range from 0.71 to 0.97. The coefficients for
Panel B are much lower for the first two simulations, with values of 0.12 and 0.55 for
the demo and simulation 1, respectively (for simulation 2, the value is very high, 0.99).
Also of interest are the number of changes made by panelists between rounds
one and two. In Tables 4.39 and 4.40, information on the number and size of changes
in ratings across rounds by panelist, averaged across simulations, is given. In Tables
4.41 and 4.42, the information is organized so as to illustrate the number of changes by
simulation, averaged across panelists. The former allows for comparisons across
panelists, the latter for comparisons across simulations. The mean number of changes
for Panel C is about the same as for Panel D. However, within Panel C, several
panelists made few changes, while others made many; in contrast, the distribution is
more even across the panelists in Panel D. In addition, the distribution across
simulations appears different for the two panels. Panel A made the most number of
changes on the demo simulation, and then fewer on each of the subsequent simulations.
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Panel A made the greatest number of changes on simulation 1
,
and fewer on the demo
and simulation 2.
Lastly, it should be noted that for the Analytic method ratings, the relationship
between panelist ratings and actual candidate performance cannot be investigated. The
simple reason for this is that no performance data were available to panelists for each of
the items within the simulations.
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Table 4.38
Interrater Reliability Estimates for Analytic Method
Simulation
Number of
Items Rated
Interrater Reliability Estimate
Panel C Panel D
Demo 32 0.71 0.12
1 22 0.73 0.55
2 5 0.97 0.99
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Table 4.39
Changes in Ratings Across Rounds for Analytic Method: Panel C. bv Panelist
Panelist
Total number
of changes
Mean
change
Mean
absolute change
Cl 3 -0.01 0.01
C2 14 0.00 0.02
C3 6 0.00 0.01
C4 33 -0.05 0.13
C5 3 -0.01 0.01
C6 31 0.04 0.04
C7 15 0.00 0.06
Panel mean 15 0.00 0.04
Note. Table includes information on number of changes made, summed across
simulations, from round one to round two. The total number of ratings made by
panelists (i.e., the largest potential number of changes that could be made) was 59.
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Table 4.40
Changes in Ratings Across Rounds for Analytic Method: Panel D. by Panelist
Panelist
Total number
of changes
Mean
change
Mean
absolute change
D1 20 0.00 0.06
D2 11 0.02 0.04
D3 29
-0.01 0.13
D4 19 0.02 0.07
D5 19 0.02 0.04
D6 8 0.01 0.01
D7 12 -0.01 0.03
Panel mean 17 0.01 0.06
Note. Table includes information on number of changes made, summed across
simulations, from round one to round two. The total number of ratings made by
panelists (i.e., the largest potential number of changes that could be made) was 59.
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Table 4.41
Changes in Ratings Across Rounds for Analytic Method: Panel C. bv Simulation
Simulation
Average number
of changes
(number of items)
Mean change
(number of
score points)
Mean
absolute change
Demo 8.43 -0.89 1.29
(32) (26)
Simulation 1 5.71 0.24 0.64
(22) (22)
Simulation 2 0.86 0.44 0.44
(5) (31)
Note. Table includes information on number of changes made,
averaged across panelists, from round one to round two.
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Table 4.42
Changes in Ratings Across Rounds for Analytic Method: Panel D. by Simulation
Simulation
Average number
of changes
(number of items)
Mean change
(number of
score points)
Mean
absolute change
Demo 2.71 -0.21 0.37
(32) (26)
Simulation 1 11.57 0.72 1.60
(22) (22)
Simulation 2 2.57 0.01 1.30
(5) (31)
Note. Table includes information on number of changes made,
averaged across panelists, from round one to round two.
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4.3 Item Cluster Method
As with the Work Classification method, three types of approaches were used to
calculate Item Cluster method cut scores in this study. Tables 4.43 and 4.44 display the
cut scores obtained using each strategy. After the three approaches are described,
detailed information on the panelist ratings from which the cut scores were calculated is
presented. Comparisons of results across calculation approaches and across panels are
made in Chapter 5.
4.3.1 Boundary Method
As noted in above the context of the Work Classification method, in the
boundary method scores for those candidates whose profiles were placed by panelists
into one of the borderline rating categories were averaged (see, e.g., Jaeger & Mills,
2001 ; Plake and Hambleton, 2000, 2001). In this study, ratings for each cluster on the
test form were examined separately. All profiles (patterns of right and wrong answers)
that were rated as either a 2 (“just below borderline”) or a 3 (“just above borderline”) on
the four-point scale were the focus of analysis. The scores, or number of items that the
candidates got right in that cluster, were averaged for those candidates whose profiles
were rated as a 2 or 3.
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Table 4.43
Cut Scores for Panel A: Item Cluster Method
Cut score calculation method
Panelist Boundary Equating Linear
Regression
Quadratic Cubic
A1 27.50 26.65 26.44 26.66 26.73
A2 28.41 26.65 28.18 29.14 29.02
A3 26.44 26.50 26.20 26.58 26.42
A4 28.41 28.12 27.68 28.38 28.39
A5 27.37 27.32 26.56 27.35 27.11
A6 29.94 26.35 28.43 28.63 28.42
A7 25.81 25.27 25.06 25.12 25.22
Mean for panel 27.70 26.69 26.94 27.41 27.33
SD 1.38 0.88 1.21 1.41 1.34
Percent correct 62% 59% 60% 61% 61%
in score points
By panel3 27.68 26.24 26.92 27.60 27.63
Percent correct 62% 58% 60% 61% 61%
in score points
a
By-panel cut scores were calculated by pooling all data for the
panel instead of calculating panelist cut scores and averaging them.
Note. The total number of items on the test form is 45.
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Table 4.44
Cut Scores for Panel B: Item Cluster Method
Cut score calculation method
' —
Regression
Panelist Boundary Equating Linear Quadratic Cubic
B1 27.55 27.04 26.70 27.71 27.72
B2 26.18 25.65 25.63 26.17 26.30
B3 27.39 26.65 26.75 27.54 27.54
B4 25.26 25.60 25.03 25.18 24.91
B5 28.74 29.43 28.34 30.81 30.61
B6 28.18 28.47 27.78 28.93 28.84
Mean for panel 27.22 27.14 26.71 27.72 27.65
SD 1.29 1.54 1.25 1.99 1.98
Percent correct
in score points
60% 60% 59% 62% 61%
By panel3 27.16 27.00 26.70 27.62 27.50
Percent correct
in score points
60% 60% 59% 61% 61%
a
By-panel cut scores were calculated by pooling all data for the panel
instead of calculating panelist cut scores and averaging them.
Note. The total number of items on the test form is 45.
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The boundary method was implemented in both an individual panelist and
aggregated panel manner. The first approach was actually conducted at the standard
setting session, when each panelist was asked to calculate his or own cut score for each
cluster (as shown in the bottom section of the Item Cluster method rating form shown in
Appendix A). These panelist cut scores can then be averaged to obtain a panel cut score
for each cluster, and then summed across clusters to yield a test-form cut score. In the
second approach, the boundary method was used on the panel ratings as a whole for
each cluster; those cut scores were then summed across clusters to obtain a test form cut
score. The results were very similar for both approaches (by panelist and by panel), as
shown in Tables 4.43 and 4.44.
4.3.2 Regression Method
Several regression analyses were performed on the data in order to investigate
the relationship between candidate profile scores and panelist ratings. Cut scores for
each cluster were calculated in two ways: (1) by calculating a cut score for each
individual panelist and averaging to obtain a panel cut score, and (2) pooling the entire
panel’s ratings to create one cut score.
Three types of regression analyses were performed: linear, quadratic, and cubic.
In each case, a model was fit whereby candidate profile scores were considered a
function of panelist ratings on the four-point scale. Using the resulting equation,
expected profile scores were calculated for panelist ratings of 2.5, since that value,
which falls midway between a rating of 2 (just below borderline) and 3 (just above
borderline), represents the theoretical cut score.
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Resulting cut scores are displayed in Tables 4.43 and 4.44. A comparison of the
values obtained using the linear, quadratic, and cubic methods reveals that the quadratic
and cubic cut scores were fairly close for each panel, but that the linear cut scores were
lower by at least half of a score point. Tables 4.45 and 4.46 display r-squared values,
representing the percentage of variance accounted for, for each approach. Values are
given by cluster, both for the by-panelist and the by-panel calculation methods. As
would be expected, fit improved as more parameters were added to the model, and more
variance was accounted for when each panelist’s cut score was calculated individually.
As with the Work Classification method, analyses were conducted with the Item
Cluster method to determine whether changing values on the rating scale from
(1, 2, 3, 4) to one of three alternate scales would affect the resulting cut scores. In
Approach 1, the rescaled ratings were (1, 1.75, 2.25, 3). In Approach 2, they were
(1, 2.5, 3.5, 5). In Approach 3, the ratings were rescaled to (1, 2.75, 3.25, 5). The
method in which ratings were averaged across panelists before the model was fit was
used for these analyses.
As shown in Tables 4.47 through 4.52, at the overall cut score level the changes
were fairly consistent between panels for the three approaches. With Approaches 1
and 2, differences were generally fairly small, ranging from -0.08 to 0.06;
exceptions
were found, however, with Panel B, Quadratic, Approaches 1 and 2, where
there were
differences of-0. 15. With Approach 3, both panels showed larger differences,
ranging
from -0.33 to 0.15. The r-squared values indicate only minimal
improvement in fit
using the rescaled values, though there was a slightly larger
improvement for Approach
3 than for Approaches 1 and 2.
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Table 4.45
Item Cluster Method. Panel A
Cluster Linear Quadratic Cubic
Cut Scores Calculated For Each Panelist
1 0.82 0.82 0.83
2 0.82 0.83 0.84
3 0.87 0.88 0.88
4 0.86 0.86 0.86
5 0.85 0.85 0.86
6 0.86 0.86 0.87
Cut Scores Calculated For Panel as Whole
1 0.74 0.74 0.74
2 0.77 0.78 0.80
3 0.82 0.84 0.84
4 0.82 0.82 0.82
5 0.81 0.81 0.81
6 0.79 0.80 0.80
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Table 4.46
Percentage of Variance Accounted for by Regression Model:
Item Cluster Method. Panel B
Cluster Linear Quadratic Cubic
Cut Scores Calculated For Each Panelist
1 0.88 0.89 0.89
2 0.80 0.81 0.84
3 0.85 0.86 0.86
4 0.87 0.87 0.88
5 0.86 0.88 0.89
6 0.82 0.84 0.85
Cut Scores Calculated For Panel as Whole
1 0.83 0.84 0.84
2 0.78 0.80 0.81
3 0.83 0.84 0.85
4 0.84 0.84 0.85
5 0.82 0.83 0.83
6 0.76 0.77 0.77
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Table 4.47
Difference in Item Cluster Method Cut Score and Percentage nfVarianrP
Accounted for by Regression Model When Using Rescaled Rating -
Panel A. Approach 1 a
Cluster
Difference in cut score
and r-squared valuesb
Linear Quadratic Cubic
1 0.02 0.03 0.02
(0.00) (-0.01) (0.00)
2
-0.01
-0.05 0.01
(0.01) (0.01) (0.00)
3 0.00
-0.02
-0.02
(0.00) (0.00) (0.00)
4 0.03 0.06 0.00
(0.00) (0.00) (0.00)
5 0.01 0.00 0.01
(-0.01) (-0.01) (-0.01)
6 0.01 0.00 0.00
(0.00) (0.00) (0.00)
Total difference 0.06 0.05 0.03
(cut score)
Mean absolute (0.00) (0.00) (0.00)
value difference
(r-squared value)
a
For Approach 1, ratings were rescaled from (1, 2, 3, 4) to (1, 1.75, 2.25, 3).
b
For clusters, cut score difference appears first, followed by the r-squared value
difference in parentheses (a positive value indicates that Approach 1 yielded higher
values than did the original scale; a negative value, lower). For the purpose of these
comparisons, models were fit by pooling all data for the panel instead of fitting models
for each panelist.
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Table 4.48
Difference in Item Cluster Method Cut Score and Percentage of Varianr.p
Accounted for by Regression Model When Using Rescaled Rating
Panel A. Approach 2a
Cluster
Difference in cut score
and r-squared values'5
Linear Quadratic Cubic
1 0.02 0.03
-0.01
(0.00) (0.00) (0.00)
2
-0.01
-0.05
-0.01
(0.01) (0.01) (0.00)
3 0.00 -0.02
-0.02
(0.00) (0.00) (0.00)
4 0.03 0.06 -0.01
(0.00) (0.00) (0.00)
5 0.01 0.00 -0.01
(-0.01) (-0.01) (0.00)
6 0.01 0.00 -0.01
(0.00) (0.00) (0.00)
Total difference 0.06 0.02 -0.08
(cut score)
Mean absolute (0.00) (0.00) (0.00)
value difference
(r-squared value)
a
For Approach 2, ratings were rescaled from (1, 2, 3, 4) to (1, 2.5, 3.5, 5).
b
For clusters, cut score difference appears first, followed by the r-squared value
difference in parentheses (a positive value indicates that Approach 2 yielded higher
values than did the original scale; a negative value, lower). For the purpose of these
comparisons, models were fit by pooling all data for the panel instead of fitting models
for each panelist.
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Table 4.49
Difference in Item Cluster Method Cut Score and Percentage of Variance
.Accounted for by Regression Model When Using Rescaled Ratings-
Panel A, Approach 3 a
Cluster
Difference in cut score
and r-squared valuesb
Linear Quadratic Cubic
1 0.04 0.07 0.07
(-0.03) (-0.03) (-0.03)
2
-0.03
-0.11 -0.05
(0.02) (0.01) (0.00)
3 0.01 -0.04 -0.03
(-0.02) (-0.02) (-0.02)
4 0.09 0.16 0.10
(-0.02) (-0.01) (-0.01)
5 0.02 0.01 0.02
(-0.03) (-0.03) (-0.03)
6 0.03 0.02 0.02
(-0.02) (-0.02) (-0.02)
Total difference 0.15
(cut score)
0.10 0.12
Mean absolute (0.02)
value difference
(r-squared value)
(0.02) (0.02)
“For Approach 1, ratings were rescaled from (1, 2, 3, 4) to (1, 2.75, 3.25, 5).
b
For clusters, cut score difference appears first, followed by the r-squared value
difference in parentheses (a positive value indicates that Approach 3 yielded higher
values than did the original scale; a negative value, lower). For the purpose of these
comparisons, models were fit by pooling all data for the panel instead of fitting models
for each panelist.
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Table 4.50
Difference in Item Cluster Method Cut Score and Percentage of Variant
Accounted for by Regression Model When Using Rescaled Ratings-
Panel B. Approach 1 a
Cluster
Difference in cut score
and r-squared valuesb
Linear Quadratic Cubic
1 0.00
-0.02
-0.01
(0.00) (0.00) (0.00)
2
-0.01
-0.06 0.03
(0.02) (0.01) (0.00)
3 0.00 -0.01 -0.02
(0.01) (0.01) (0.00)
4 0.01 0.02 -0.02
(0.01) (0.01) (0.00)
5 -0.02 -0.04 0.01
(0.01) (0.01) (0.00)
6 -0.01 -0.03 -0.01
(0.01) (0.01) (0.00)
Total difference -0.03 -0.15 -0.02
(cut score)
Mean absolute (0.01) (0.01) (0.00)
value difference
(r-squared value)
a
For Approach 1, ratings were rescaled from (1, 2, 3, 4) to (1, 1.75, 2.25, 3).
b
For clusters, cut score difference appears first, followed by the r-squared value
difference in parentheses (a positive value indicates that Approach 1 yielded higher
values than did the original scale; a negative value, lower). For the purpose of these
comparisons, models were fit by pooling all data for the panel instead of fitting models
for each panelist.
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Table 4.51
Di fference in Hem Clusler Meihod Cut Score and Pon-nnn,r „c\,.. r.
Accounted for by Regression Model When t Isinir Resml.-H p„.in
n;
Panel B. Approach 2"
Cluster
Difference in cut score
and r-squared valuesb
Linear Quadratic Cubic
1 0.00
-0.02
-0.01
(0.00) (0.00) (0.00)
2
-0.01
-0.06
-0.02
(0.02) (0.01) (0.00)
3 0.00
-0.01
-0.02
(0.01) (0.01) (0.00)
4 0.01 0.02 -0.01
(0.01) (0.01) (0.00)
5
-0.02
-0.04
-0.01
(0.01) (0.01) (0.00)
6 -0.01 -0.03
-0.01)
(0.01) (0.01) (0.00)
Total difference -0.03 -0.15 -0.07
(cut score)
Mean absolute (0.01) (0.01) (0.00)
value difference
(r-squared value)
"For Approach 1, ratings were rescaled from (1, 2, 3, 4) to (1, 2.5, 3.5, 5).
b
For clusters, cut score difference appears first, followed by the /--squared value
difference in parentheses (a positive value indicates that Approach 2 yielded higher
values than did the original scale; a negative value, lower). For the purpose of these
comparisons, models were fit by pooling all data for the panel instead of fitting models
for each panelist.
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Table 4.52
Difference in Item Cluster Method Cut Score and Percentage of Variance
Accounted for by Regression Model When Using Rescaled Ratings:
Panel B. Approach 3 a
Cluster
Difference in cut score
and r-squared valuesb
Linear Quadratic Cubic
1 0.00
-0.04
-0.03
(-0.01) (-0.01) (-0.01)
2
-0.04
-0.14
-0.05
(0.02) (0.02) (0.00)
3 0.00 -0.02
-0.02
(0.00) (0.00) (0.00)
4 0.02 0.05 0.02
(0.01) (0.01) (0.00)
5 -0.05
-0.11 -0.05
(0.01) (0.00) (-0.01)
6 -0.02 -0.08 -0.04
(0.00) (0.00) (0.00)
Total difference -0.08 -0.33 -0.17
(cut score)
Mean absolute (0.01) (0.01) (0.01)
value difference
(r-squared value)
a
For Approach 2, ratings were rescaled from (1, 2, 3, 4) to (1, 2.75, 3.25, 5).
b
For clusters, cut score difference appears First, followed by the r-squared value
difference in parentheses (a positive value indicates that Approach 3 yielded higher
values than did the original scale; a negative value, lower). For the purpose of these
comparisons, models were fit by pooling all data for the panel instead of fitting models
for each panelist.
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4.3.3 Equating Method
As noted earlier in the context of the Work Classification method, an additional
method that may be used to calculate cut scores utilizes a form of equating to
investigate the relationship between candidate profile scores and panelist ratings. For
the current study, the equating approach was applied in two ways: (1) by individual
panelist, then summed over panelists for the cluster, and then summed over clusters to
obtain a test form cut score, and (2) by calculating a cut score using pooled panel data
for each cluster, and then summing over clusters to obtain a test form cut score. For
both approaches, the first step was to count the number of candidate profiles that
obtained a panelist rating of 2 or lower; then, the percentage of panelist ratings that this
represented was calculated. Next, the candidate profile score that would have the same
percentage of the profile distribution below it was determined. That score was used as
the cut score for that cluster.
Results shown above in Tables 4.43 and 4.44 reveal that the cut scores obtained
by the individual panelist approach are very close to those obtained by the aggregated
panel data approach. In Panel A, the equating cut scores (both by-panel and by-
panelist) were very close to those obtained with the boundary method and regression
methods. However, in Panel B they were noticeably lower.
4.3.4 Detailed Panelist Rating Information
Information about the panelist ratings on which the Item Cluster method
cut
scores were based is summarized in this section. First, descriptive
statistics for each
cluster, for each panel, are presented in Tables 4.53 to
4.64. The mean, standard
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deviation, minimum and maximum panelist rating for each candidate profile are given
for each candidate profile within the cluster; ratings are presented for both rounds one
and two. Inspection of these tables reveals that for the majority of candidate profile
scores, panelists did not differ more than one rating point from each other.
Estimates of interrater reliability, in the form of intraclass correlation
coefficients, are given by cluster in Table 4.65. The focus of the analyses were the
ratings of candidate profiles. The interrater reliability estimates are fairly high, ranging
from 0.82 to 0.92 for Panel A, and from 0.88 to 0.94 for Panel B.
Also of interest are the number of changes made by panelists between rounds
one and two, presented in Tables 4.66 and 4.67. Panelists in Panel A made fewer
changes than those in Panel B. This is not unexpected, since as shown in the timing
information displayed in Table 4.82 later in the chapter, with Panel A there was no time
for discussion for the last two clusters. In general, neither panel made a large number of
changes.
A fourth type of analysis of panelist ratings involves looking at the relationship
between panelist ratings and actual performance of candidates. For each cluster,
correlations were calculated, for each panelist, between two sets of data: (1) the actual
cluster score associated with a given candidate profile, and (2) the rating, on the four-
point scale, assigned by the panelist. These correlations are presented in Tables 4.68
and 4.69; means across clusters (for each panelist), across panelists (for each cluster),
and a grand mean are also included, for both rounds. The correlations appear to reflect
a reasonable degree of relationship between panelist ratings and actual
candidate
performance. The mean correlation for Pane A, for both rounds, was 0.92.
For
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Panel B, the mean correlation was 0.92 for round 1 and 0.96 for round 2. For Panel A,
the lowest cluster-based correlation for an individual panelist was 0.82 for both rounds.
For Panel B, the lowest value was 0.80 for both rounds. The maximum value was, for
both panels and both rounds, 0.96.
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Table 4.65
Interrater Reliability Estimates for Item Cluster Method
Cluster
Number of
Candidate Profiles
Rated
Interrater Reliability Estimate
Panel A Panel B
1 20 0.82 0.91
2 19 0.90 0.94
3 17 0.92 0.92
4 20 0.89 0.93
5 20 0.89 0.91
6 18 0.89 0.88
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Table 4.66
Changes in Ratings by Panelist Across Rounds for
Item Cluster Method: Panel A
Panelist
Total number
of changes
Mean
change
Mean
absolute change
A1 0 0.00 0.00
A2 2 -0.02 0.02
A3 0 0.00 0.00
A4 2 0.00 0.02
A5 0 0.00 0.00
A6 0 0.00 0.00
A7 0 0.00 0.00
Panel mean 0.57 0.00 0.01
Note. Table includes information on number of changes made, summed across clusters,
from round one to round two. The total number of ratings made by panelists (i.e., the
largest potential number of changes that could be made) was 1 14.
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Table 4.67
Changes in Ratings bv Panelist Across Rounds for
Item Cluster Method: Panel B
Panelist
Total number
of changes
Mean
change
Mean
absolute change
B1 10 0.04 0.09
B2 2 0.02 0.02
B3 4 0.00 0.04
B4 1 -0.01 0.01
B5 2 0.02 0.02
B6 0 0.00 0.00
Panel mean 3.17 0.01 0.03
Note. Table includes information on number of changes made, summed across clusters,
from round one to round two. The total number of ratings made by panelists (i.e., the
largest potential number of changes that could be made) was 114.
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Direct Consensus Method
In the Direct Consensus method, the goal is for panelists to come to a consensus
on the final cut score. Both panels in this study were able to do so. Panel C set a cut
score of 28, which represents 62% of the 45 items on the test form. Panel B set a cut
score of 30, which represents 67% of the items.
4.4.1 Detailed Panelist Rating Information
In the Direct Consensus method, individual panelist cut scores are not used to
calculate the final cut scores. However, information about panelist cut scores is
presented in Tables 4.70 and 4.71 in order to provide a complete picture of the nature of
the ratings provided. These tables make explicit not only the individual panelist cut
scores, but the extent of changes made by each panelist across rounds of ratings. For
Panel C, five of the seven panelists made changes to the cluster ratings that affected
their cut score from round one to round two. However, only one panelist made an
adjustment to the round two test form cut score in the global modification step. For
Panel D, four of the five panelists made changes to the cluster ratings that affected their
cut score from round one to round two. All five panelists adjusted their round two test
form cut score in the global modification step. While both panels saw the majority of
panelists change their cut scores from round one to round two, the extent to which
changes were made in the global modification step was much greater in Panel D than in
Panel C.
Information about the spread of ratings for each of the six clusters has also been
summarized. As shown in Tables 4.72 and 4.73, the variability was lower in round 2
155
than round 1 . This is not surprising, since the panelists were aware that the aim of the
method was to build consensus, thus bringing the ratings closer together. In general, the
spread of ratings was greater for Panel C than Panel D.
The degree of relationship between each individual panelist’s ratings and
empirical data provided to them was also examined. After the first round of ratings,
panelists received p-values, or the percentage of candidates at the operational
administration that got the item correct. In Tables 4.74 and 4.75, correlations between
the mean p-value for the item cluster and panelist ratings are given (with the latter being
represented by the percentage of items that panelists judged a borderline candidate as
needing to answer correctly). For both panels, the correlations increased from round 1
to round 2, suggesting that the provision of performance data did have an effect on
ratings. For Panel A, the correlation increased from 0.60 to 0.94, while for Panel B it
increased from 0.67 to 0.82. However, the meaningfulness of any comparisons made
these correlations is limited, since each correlation is based on only six sets of data
points, all of which are restricted in range.
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Table 4.74
Relationship Between Mean Cluster p-value and Panelist Ratings
for Direct Consensus Method: Panel C
Cluster
Percent of items needing to
be answered correctly
Mean
p-value Round one Round two
1 0.61 0.67 0.67
2 0.59 0.63 0.61
3 0.59 0.53 0.60
4 0.57 0.59 0.60
5 0.53 0.62 0.56
6 0.68 0.70 0.69
Correlation — 0.60 0.94
Note. All values were rounded for presentation in table. Correlations
were calculated before rounding took place.
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Table 4.75
Relationship Between Mean Cluster p-value and Panelist Ratines
for Direct Consensus Method: Panel D
Cluster
Percent of items needing to
be answered correctly
Mean
/?-value Round one Round two
1 0.61 0.60 0.69
2 0.59 0.70 0.72
3 0.59 0.65 0.68
4 0.57 0.60 0.60
5 0.53 0.63 0.63
6 0.68 0.77 0.75
Correlation — 0.67 0.82
Note. All values were rounded for presentation in table. Correlations
were calculated before rounding took place.
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4.5 Summary Information
Within this section, several types of summary information are presented for the
methods. First, the methods are compared directly across panels, for the simulation
component and then for the multiple-choice items. Timing information is presented next,
followed by a summary of responses to the evaluation survey.
4.5.1 Comparison of Cut Scores: Simulations
In previous sections, the cut scores obtained by the two different simulation-
component standard-setting methods were presented. Within this section, these cut
scores are compared directly across methods.
Table 4.76 summarizes the cut scores obtained using both methods. The percent-
correct, in terms of score points, that the cut score represents is also given. The Work
Classification method cut scores are those obtained using the boundary method, by
calculating separate panelist cut scores and then averaging them (as opposed to the
approach whereby all panel data were pooled before calculation of the cut scores)
In Table 4.77, the cut scores for each method on each simulation (and overall) are
presented within a somewhat different context. For this table, the two cut scores for each
panel were averaged for a given method, and the standard error (SE) of that mean was
\x \ — X \
calculated, using a simplified formula provided by Brennan (2002): cx =— •
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A /-test was then conducted to compare the mean for the Work Classification method to
the mean for the Analytic method. As indicated in the table, only the simulation 2 cut
scores were significantly different.
Both Tables 4.76 and 4.77 highlight that with the demonstration simulation and
simulation two, application of the two methods for setting cut scores produced very
similar results. All of the differences in the cut scores due to method came from
simulation two—there was consistency across panels within method, but substantial
differences in the cut score due to method. Possible reasons for this pattern are discussed
in Chapter 5.
One additional finding to be noted from Table 4.77 is that the panels using the
Work Classification method showed more variability than the panels using the Analytic
method. The is evidenced by the higher SE of the mean for the former method at the
overall cut score level. Though the SEs were only slightly higher for the Work
Classification method at the simulation level, for that method one panel (Panel B)
consistently set the higher cut score, while with the Analytic method there was less
consistency as to which panel set the higher cut score.
3 Means for the two panels that administered the same method were not
compared in this manner because
of the difficulty in estimating an appropriate standard error
for each panel’s mean.
"JgJ
(and thus the cut scores) cannot be viewed as independent due to the
discussions that took place, which
would tend to reduce variability.
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Table 4.76
Comparison of Cut Scores Across Methods: Simulations
Panel Cut score
Number of
available
score points
Percent
correct in
score points
Demo3
A (WCM) 17.31 26 67%
B (WCM) 17.43 26 67%
C (AM) 17.16 26 66%
D (AM) 17.20 26 66%
Simulation 1
A (WCM) 12.81 22 58%
B (WCM) 13.77 22 63%
C (AM) 13.33 22 61%
D (AM) 12.92 22 59%
Simulation 2
A (WCM) 24.58 31 79%
B (WCM) 25.70 31 83%
C (AM) 19.60 31 63%
D (AM) 20.59 31 66%
Overall cut score
A (WCM) 54.70 79 69%
B (WCM) 56.90 79 72%
C (AM) 50.09 79 63%
D (AM) 50.70 79 64%
aDemo cut scores were set with Panels A and B convened together, and Panels C and D
convened together.
Note. WCM=Work Classification method, AM=Analytic method. Work Classification
method cut scores are those set using the boundary calculation approach.
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*df
adjusted
to
reflect
unequal
variances.
4,5-2 Comparison of Cut Scores and The ir Impact: Multiple-Choice Items
Table 4.78 summarizes the cut scores obtained using both multiple-choice-item
methods. The percent-correct, in terms of items, that the cut score represents is also
given. The Item Cluster method cut scores are those obtained by calculating separate
panelist cut scores and then averaging them (as opposed to the approach whereby all
panel data were pooled before calculation of the cut scores). Only cubic regression
results are provided for the regression calculation approach, since that model accounted
for more of the variance. In Table 4.79, the result of a significance test done on the
difference between the means of the two methods is presented (done only at the overall
cut-score level, since cut scores are not set on individual clusters with the Direct
Consensus method). The Item Cluster method cut scores are those obtained using the
boundary calculatino approach.
A comparison of results from the Item Cluster method and Direct Consensus
method reveals two findings. First, the Item Cluster method cut score was a bit lower
than the Direct Consensus method, though as shown in Table 4.79, not low enough to
differ a statistically significant amount given the panel sizes used in the study. Second,
there was more variability within method for the panels using the Direct Consensus than
for those using the Item Cluster method (as evidenced by the higher SE of the mean for
that method in Table 4.79).
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Table 4.78
Comparison of Cut Scores Across Methods: Multiple-Choice Itpmc
Calculation
Approach Panel Cut score
Percent
correct
(items)
Estimated
percent
passing
(candidates)
Item Cluster Method
Boundary A 27.70 62% 45%
B 27.22 60% 47%
Equating A 26.69 59% 50%
B 27.14 60% 48%
Regression A 27.33 61% 47%
B 27.65 61% 46%
Direct Consensus Method
— C 28.00 62% 44%
— D 30.00 67% 36%
Note. ICM cut scores are those obtained by calculating separate panelist cut scores and
then averaging them; the results provided for ICM-regression were obtained using cubic
regression. The test form contained 45 multiple-choice items.
168
Table
4.79
Test
of
Significance
for
Comparison
of
Cut
Scores
Across
Method
s:
Multiple-Choice
Items <D
G <L>
<L> (U
J5 £ T3£ 2X
<D
£
<4H ™
o BW
<*> £
•a -g
c x
Se
<u
<N
£
o
o
C/3
*-»
u
£
o
o
C/3
-4—
>
u
T3
O
<L>
s
o
w->
*r>
<N
OO
o
X
X-
(N
<N
<N
<N
oo
ON
<N
oo
©
O
r-
<N
o
q
o
6
<N
2 g
a q
.11
51
£ 3
<D C/3
<5 C3O 4>X %
<u O
13 V
C/3 Q
S go X
o Q
C/3 I—
I
1
-<-> <L>
3 X0 *-•
~0
.£
1 8
£ ,c£ ’S
Lj
G u
4-* >
g «
U fc
£ |
<L> XX O
<u
X -5
2 «-X G
<u v
T3G
C/3
C/3
c
<u
C/3
G
O
U
-<-»
o
n>
sUQ
T3
OX
cd
G
O*
<u
<D
£
<5
3 c/3
+- G
8 u
03 c
<D E
Wi
o X
~
II
Id 2
?y
t a
>2
C/3
G0
C/3
'B
1
oU
x
£ «a5 i_O <u
1-h
x sq
00 q
g bO ,0
• f-M <*-H
3 «
C/3
G 2
o c
6 «
"Tl C/3
G <u•-1
o
o
C/35
a 3x o
169
Evidence of the reasonableness of the cut scores is also of interest, and with the
multiple-choice items we have the performance data to address this point by estimating
the impact of these cut scores on the passing rate. These values are presented in Table
4.78 as well. The following process for estimating the pass rates was used. First, the
expected mean score on each of the two test forms was calculated by summing the
/7-values of the items on that form (with /7-value representing the proportion of candidates
who got each item correct), as shown in formula 1
.
[i]
The standard deviation for each test form score distribution was estimated next,
using the following formula (Lord & Novick, 1968).
[2 ]
with Si representing the item standard deviation, or (p)(\-p), and the item/test score
correlation, or item discrimination index. The estimated mean and standard deviation for
the test form were 26.59 and 9.43, respectively.
Assuming that the distribution of candidate scores is normal (an assumption we
are willing to make in this case due to past familiarity with the exam under study), we are
then able to obtain the z-score for a given cut score using the estimated mean test score
and standard deviation. The area under the normal curve to the right of the z-score for a
given cut score can then be viewed as the percentage of the candidates who would obtain
scores greater than the cut score, thus passing the examination. Cut scores were not
rounded for the purposes of estimating the pass rates, the rationale being that number-
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nght scores would in practice be transformed into scaled scores before rounding was
undertaken. Therefore, not rounding allows us to better estimate the eventual impact of
different cut scores.
The estimated pass rates are shown in Table 4.78. For the Item Cluster method,
the estimated pass rates (averaged across panels) ranged from 46% to 49% depending on
calculation method used. For the Direct Consensus method, the average estimated pass
rate was 40%. The estimated pass rates are thus higher with the Item Cluster method
than with the Direct Consensus method. However, if the Direct Consensus method
estimated pass rates are examined separately, the pass rate for Panel C, 44%, is closer to
the Item Cluster method estimated pass rates. This is clearly not the case with the
Panel D estimated pass rate of 36%.
4.5.3 Timing Information
Standard setting panelists in many professions have busy schedules and are both
expensive and difficult to recruit. An important consideration in the conduct of standard
setting is thus how long it takes to set a standard using a given method. The ideal
standard setting methods would be one that is psychometrically defensible, but minimizes
the amount of time needed from expert panelists.
A summary of the time needed for each of the four methods for each panel is
presented in Table 4.80. More detailed information about the amount of time needed for
each component of the methods is presented in Tables 4.81 and 4.82.
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As might be expected, the methods that required panelists to review candidate
work—Work Classification method for the simulations and Item Cluster method for the
multiple-choice items—required more time than the other method for that item type.
Specifically, averaged across panels, the Work Classification method took 1 1%
more time than the Analytic method, and the Item Cluster method took 25% more time
than the Direct Consensus method. However, a caveat must be noted about the times for
the Work Classification and Item Cluster methods. For both methods, for all panels, the
length of time allotted for the standard setting activity was the primary factor in how long
the methods took. In other words, had there been less of a time pressure, it is probable
that these methods would have taken even longer.
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Table 4.80
Summary of Timing Information
Panel
Item Type
Simulation Multiple-Choice
A 5 hours, 22 minutes (WCM) 4 hours, 29 minutes (ICM)
B 5 hours, 26 minutes (WCM) 4 hours, 24 minutes (ICM)
C 4 hours, 47 minutes (AM) 3 hours, 17 minutes (DCM)
D 4 hours, 54 minutes (AM) 3 hours, 47 minutes (DCM)
Note. WCM=Work Classification Method, AM=Analytic Method, ICM=Item Cluster
Method, DM=Direct Consensus Method.
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4.5.4 Evaluation Survey Results
As noted in Chapter 3, there were two versions of the evaluation survey: one for
Panels A and B, and another for Panels C and D. Each survey contained a mixture of
(1) three- and five-option Likert-scale items, (2) items to which panelists could indicate
as many responses as applied, and (3) open-ended questions. As noted earlier, although
there were 28 panelists present on the first day, two panelists did not return on the
second day, and thus did not provide ratings for any of the methods.
Results for all questions on the Panel A and B survey are presented first,
followed by the results for the Panel C and D survey. For each version of the survey,
frequencies for responses to each option for the first two types of items noted above are
presented first. Answers to general questions are followed by method-specific
questions. Panelist responses to the open-ended questions were transcribed verbatim;
these are presented last for each version of the survey. Responses to these questions are
discussed as applicable in Chapter 5.
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Results:
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While
I
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certain
without
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CHAPTER 5
DISCUSSION AND CONCLUSIONS
The results of the study are now discussed within the context of the three types
of validity evidence outlined in Table 2.3. Conclusions and directions for future
research are also presented.
5.1 Evaluation of Results Within a Validity Framework
The results of the standard-setting processes conducted in this study have been
evaluated according to three general criteria
—
procedural, internal, and external (Kane,
1994, 2001). Subcriteria have also been identified within each of these three areas.
Each of the sources of validity evidence is discussed in terms of the four methods used
in this study. This approach allows for integration of the results presented in Chapter 4.
5.1.1 Procedural Evidence of Validity
Kane (2001) noted that “procedural evidence is especially important in
evaluating the appropriateness of performance standards We can have some
confidence in standards if they have been set in a reasonable way (e.g. by vote or
consensus) by persons who are knowledgeable about the purpose for which the
standards are being set, who understand the process they are using, and who are
considered unbiased” (pp. 63-64). Kane noted that the reasonableness of
procedures is
often the primary source of evidence, and while the current study
afforded the
opportunity to replicate results both within and across methods—a luxury
not often
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present in operational standard-setting studies—procedural evidence is still a critical
component in filling out the validity picture.
The following five sources of procedural evidence are considered (see
Table 2.3): explicitness, practicability, implementation of procedures, panelist feedback,
and documentation. Although there is a separate section for panelist feedback, it is also
discussed within other areas as it facilitates their evaluation (i.e., how practicable the
panelists felt each method was).
Explicitness. According to van der Linden (1995), the explicitness criterion
stipulates that all steps should be based on explicit definitions and procedures”
(p. 107). He offered two reasons in support of this criterion. First, he asserted that it
allows for the communication of the results of the study in a clear and meaningful
manner. Second, he noted that it would be very difficult to apply the other validity
criteria if the groundwork for the standard-setting process were not applied in a
thorough fashion. In the current study, the methods were in general outlined clearly and
in detail due to their being part of a well-scrutinized academic research effort. Though
the explicitness criterion is a valuable one, it is perhaps more relevant to standard-
setting efforts that are applied in an operational setting with less independent oversight
of the process.
Practicability. Although a standard setting procedure should, of course, be
technically defensible, attention must also be paid to “real-world” logistics. Berk
(1986) argued that this criterion could be addressed by evaluating the degree to which a
standard setting method could be implemented without great difficulty, data analysis
could be addressed without laborious computations, and the procedures would be seen
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as credible and interpretable by laypeople. The two simulation-component methods are
compared to each other first, followed by a comparison of the two multiple-choice-item
methods.
One important practical consideration is how much time it takes to implement a
standard setting method effectively. As shown in Table 4.80, the Work Classification
method took 1 1 /o more time to implement than the Analytic method. However, timing
comparisons for the simulation methods are problematic since the overviews of each
simulation were set for specific times, and the panels needed to be done with their
standard-setting activities for the previous simulation by the time that activities related
to the next simulation were scheduled to begin. So although the Analytic method’s two
implementations took a little less time in this study, it is not clear how big the time
difference would be were more time allotted and the methods not tied to each other
procedurally. Also relevant to this discussion of time is feedback from panelists. There
is evidence that some panelists felt rushed in their execution of the methods.
Specifically, out of the 13 panelists using the Work Classification method, 8 thought
that the time allotted for completion of ratings was about right, while 5 thought there
was too little time. Of the 13 panelists using the Analytic method, 10 panelists thought
that the amount of time taken was about right, while 3 thought it was too little.
Time is also a factor for the preparation of materials for a standard setting study.
For both simulation methods, there was a greater degree of materials preparation than
for the multiple-choice items since an overview of each simulation had to be prepared,
screen captures had to be made and photocopied, etc. However, for the Work
Classification method even more preparation was needed. Sample candidate responses
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had to be located and summarized in a format that would be understandable to
candidates, which for an operational session (where presumably even more simulations
would be rated) would be a fairly large amount of time.
The data analysis needed for the two methods is also an important factor when
evaluating practicability. For both the Analytic and Work Classification methods, the
panelists were instructed to calculate their own cut scores at the session. However, this
was a little less successful with the Analytic method than with the Work Classification
method (judging by the number of errors that were found upon later double-checking of
the calculations), an issue that would need to be addressed through better training and
materials were the method used in the future. Following the session, for both methods
there are standard descriptive analyses to be made. With the Work Classification
method, there are also additional cut score calculations to be done (unless one were to
go just with the cut scores calculated via the boundary method, in which case the task
would be only to double-check those calculations). Though the calculations required
with the Work Classification method to estimate cut scores with the regression and
equating approaches are not statistically complex, they are time-consuming and might
present a challenge to staff at a busy licensing or certification agency.
The “understandability” of each of the methods used with the simulations is also
of interest. With the Analytic method, panelists were asked to estimate the number of
points (out of the total achievable on each item) that the borderline candidate would get
correct. With the Item Cluster method, panelists were required to provide a rating about
each candidate for whom work was provided. Both are understandable tasks, though
some argue that the Angoff-like task required of Analytic method panelists is not
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necessarily doable with great accuracy (see, e.g., Shepard et al., 1993). And as noted,
some confusion did arise when the Analytic method item ratings were being
transformed into cut scores.
Turning to the two methods used for multiple-choice items, comparisons using
the practicability criterion suggest that the Direct Consensus method has an edge over
the Item Cluster method. In terms of the time needed for implementation, the Direct
Consensus method is more streamlined than the Item Cluster method (see Table 4.80).
The time advantage for the Direct Consensus method mirrors the findings of Pitoniak et
al. (2002), but the relative size of the difference is smaller. In Pitoniak et al. (2002), the
Item Cluster method took 65% more time than the Direct Consensus method; in the
current study, it took 25% more time.
However, a comparison of timing information from the two studies should take
into account several factors. First, modifications were made to both methods for the
current study. In the Direct Consensus method, each cluster was rated and discussed
separately, compared to the earlier study, in which all clusters except the first one were
rated and discussed in one step. In addition, more emphasis was placed in the current
study on training for the method; this would also tend to lessen the disparity somewhat
between the times for the Direct Consensus method and the Item Cluster method. This
appears to be the case despite the addition to the Item Cluster method of a step requiring
panelists to calculate their own cut scores using the boundary method. It must be noted,
however, that the Item Cluster method sessions could have gone longer had time
allowed, particularly for Panel A. For that reason, the time spent on this method must
be viewed as a lower limit, not the time actually needed for a thorough execution of the
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method. Feedback from panelists supports this notion, since some of the panelists using
the Item Cluster method felt rushed in their execution of the methods. Out of the 13
panelists using the Item Cluster method, 8 thought that the time allotted for completion
of ratings was about right, while 4 thought there was too little time, and 1 thought there
was too much. In comparison, of the 13 panelists using the Direct Consensus method,
12 panelists thought that the amount of time taken was about right, while 1 thought it
was too much.
Another issue related to practicability is the amount of time needed to prepare
for the standard-setting session. For both methods, test booklets and rating forms
needed to be prepared. However, with the Item Cluster method the rating forms
represent far more work than with the Direct Consensus method. Score profiles needed
to be created for approximately 20 candidates for each of the six clusters of items. This
required sampling of candidates in order to represent a range of performance and
different distractor-selection patterns. In addition, distractor information had to be
prepared for each item that indicated why that answer was incorrect. Overall, materials
preparation is far more time-consuming for the Item Cluster method than for the Direct
Consensus method.
In terms of data analysis, the Direct Consensus method again has the advantage.
As noted earlier in the context of the Work Classification method, though the
calculations required with the Item Cluster method to estimate cut scores with the
regression and equating approaches are not statistically complex, they do require a fair
amount of time. When combined with the amount of data manipulation required to
document consistency of panelist ratings and their relationship to candidate
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performance, these computations might prove difficult for those responsible for
working with data after the study to complete in a short amount of time. In contrast, for
the Direct Consensus method, data analyses required after completion of the study are
minimal. Because of the method’s consensus-based nature, no post-session analyses are
needed to arrive at the cut score. The only computations required are those related to
characteristics of the panelist ratings (i.e., consistency, correspondence to empirical
data).
In terms of “understandability,” panelists appeared to find the Direct Consensus
method more transparent than the Item Cluster method, and it is likely that laypeople
would as well. The act of reviewing test items and coming to a consensus on the
number that an candidate would answer correctly is a much simpler task than reviewing
numerous candidate profiles and assigning a value on a four-point scale to them. It
should be noted that one factor that gave panelists discomfort with the Item Cluster
method in the Pitoniak et al. (2002) study was addressed in the current study. In the
earlier study, panelists appeared to dislike the fact that no cut score was arrived at by
the conclusion of the session with the Item Cluster method. The modification of the
method to include panelists’ calculation of their own cut score presumably helped them
to better understand the outcome of the process.
Implementation of procedures. For Kane (1994), an important source of
procedural validity evidence is the degree to which the selection and training of
panelists, definition of the performance standard, and data collection were implemented
in a systematic and thorough fashion. In the current study, panelists were for the most
part appropriate for the task at hand, since they had supervised entry-level CPAs in the
229
relevant accounting area in the recent past. However, on the criterion of years of
accounting experience—the aim being panelists who had between 3 and 10 years of
experience—there was less than a perfect fit between what had been sought and the
characteristics of the panelists who did participate. Specifically, two panelists indicated
they had zero years of experience (though they did supervise [other] entry-level CPAs),
while 12 of the panelists had more than 10 years of experience. All of these panelists
(both the less experienced and more experienced) were spread evenly across the panels,
however.
The number of panelists who served on each panel was adequate, though not
ample. For the first day, there were seven panelists on each panel. Two panelists did
not return on the second day (one in Panel B and one in Panel D), and one panelist left
early from Panel D, leaving that panel with only five members for the critical
consensus-building step. Raymond and Reid (2001) have noted that “the literature does
not offer an abundance of specific advice regarding the number of participants required
for a standard-setting study” (p. 137). Cizek (1996b) observed that Livingston and
Zieky (1982) described studies conducted with as few as five panelists, but that Smith,
Smith, Richards, and Bamhardt (1988, as cited in Cizek, 1996b) found that ratings were
still quite variable even with 10 panelists. It had been hoped that more professionals
would have participated, and indeed several months earlier 50 panelists total had
committed to the study. However, between that time and the end of April, all but
approximately 10 of those people had left their firms or otherwise withdrawn their
commitments. It is thought that this was due primarily to unforeseen consequences of
problems in the financial markets and the accounting profession, which in turn stemmed
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from government actions against several large accounting firms. As a last point, it
should also be noted that the panelists were drawn exclusively from the New York City
area; for an operational session a wider geographical representation would be desired.
Another factor critical to the sound implementation of a standard-setting method
is the training provided to panelists. As Camilli, Cizek, and Lugg (2001) observed: “It
cannot be overstated: participants involved in standard-setting procedures need to
understand and perform their tasks within a common framework.
. . . Training, or
practice within this framework, is an essential component of the due process argument;
indeed, demonstrating that training was effective strengthens a validity argument”
(p. 453). The time allotted to training was the same for the Work Classification and
Analytic methods due to the structured nature of the simulation-based session. For the
multiple-choice methods, training was less complicated and time-consuming for the
Direct Consensus method than for the Item Cluster method, since the latter method is
far more complex operationally. For all of the methods, more time should perhaps have
been devoted to training than actually was due to time pressures. However, most
panelists indicated the length of time allotted to training was appropriate, and that the
content of the training was appropriate and of good quality (see questions 6 to 10 in
Tables 4.86 and 4.89, and questions 20 to 23 in Tables 4.87 and 4.90).
Part of the orientation for panelists was the provision of a definition of the
performance standard—i.e., the description of the minimally competent CPA—which
was done during a 20-minute period prior to the review of the demo simulation (see
Table 3.4). Panelists were given a description of the minimally competent CPA that
had been previously adopted by the AICPA Board of Examiners. So although the
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panelists did not participate in the definition, they were led through a discussion of its
features. Panelists were asked to keep the description available for easy reference
throughout the day.
Panelists responses to question 5 in the evaluation surveys (see Tables 4.83 and
4.88) indicate that most (22 out of 26) felt that the time spent on the introduction of the
definition of the minimally competent CPA was about right. Only 3 panelists felt there
was too little time spent, while 1 felt there was too much time spent. As they began the
task of setting standards, most (again, 22 out of 26) felt that they were either very clear
or clear with the definition, while 4 felt they were somewhat clear. As they worked
through the task throughout the day(s), 1 1 panelists felt that the definition became
clearer, while 1 5 felt that it stayed about the same. Overall, the definition of the
performance standard appears to have been adequate.
According to Kane (1994), there are several strategies that can be used to
improve the quality of the data collected in a standard setting study. One of the ways is
to have panelists provide ratings more than once, which was accomplished in all of the
methods considered in the current study. Providing empirical performance data is also
viewed as being helpful by Kane and others (e.g., Jaeger, 1982, 1989). This was a
feature only for the multiple-choice methods in the study, since performance data were
not available for the simulation methods. However, when appropriate performance
data have been collected for the simulations (either from pilot tests or operational
administrations), it would be helpful to incorporate its provision into the methods
execution.
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Discussion among panelists is also seen as facilitating the setting of cut scores at
reasonable levels. While all methods had a discussion component, it was the most
critical to the Direct Consensus method because of its consensus-building nature. As
noted previously, time pressures tended to limit the possible extent of the discussion for
the other three methods, in particular the Work Classification and Item Cluster methods.
Panelist feedback. Some panelist feedback has been included in previous
subsections as applicable. Within this section, panelists’ responses to those questions
on the evaluation survey that ask directly about the methods are summarized.
For the methods used with simulations, when panelists were asked to indicate
whether the method would result in a passing score that would be correctly placed on
the score scale, panelists using the Work Classification method were more positive than
those using the Analytic method (see question 16, Tables 4.84 and 4.89). For the Work
Classification method, 12 of the 13 panelists felt that the passing score would probably
be correctly placed, while 1 was unsure. For the Analytic method, 9 of the panelists
said probably, while 4 were unsure.
A parallel trend in favor of the Work Classification method was found for the
question asking panelists what their opinions were of the passing score set (question 1
8
in Tables 4.84 and 4.89). For the Work Classification method, 12 panelists indicated
that it was about right, while 1 panelist indicated that it was too high. For the Analytic
method, 9 panelists indicated that it was about right, 1 that it was too high, and 3
that it
was too low.
Another set of questions addressed the level of confidence that panelists felt
about the cut score set (question 17 in Tables 4.84 and 4.89). Panelists
using the Work
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Classification method answered this question as follows: 1 panelist indicated very
confident, 5 indicated confident, and 7, somewhat confident. For the Analytic method,
5 indicated that they were confident, and 8, somewhat confident. On this measure, the
methods appear to come out about even.
In general, panelists using the Work Classification method appeared to view it
more positively than did those who used the Analytic method. While panelists’
opinions do not in and of themselves indicate the superiority of one method over
another, they do serve as a valuable source of validity evidence.
Turning to the methods used for the multiple-choice items, the same type of
questions will be reviewed. The first relevant question asked panelists to indicate
whether the method would result in a passing score that would be correctly placed on
the score scale (question 30 in Table 4.85, and question 29 in Table 4.90). Out of the
1 3 panelists evaluating the Item Cluster method, 1 0 felt that it was probably set
correctly, while 3 were unsure. Out of the 13 panelists using the Direct Consensus
method, 1 indicated that it definitely was, 1 1 indicated that it probably was, while 1 said
unsure. The results were fairly similar for the methods, though perhaps the Direct
Consensus method cut scores were viewed as being somewhat better placed on the
score scale.
In terms of whether the passing score was about right, too high, or too low, the
panelists were unanimous. All panelists, across both methods and all panels, indicated
that the cut score was about right (see question 32 in Table 4.85 and question 3 1 in
Table 4.90).
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Turning to the last general question about the multiple-choice methods, panelists
were asked about the level of confidence they had in the cut score (question 32 in Table
4.85 and question 31 in Table 4.90). The results were very similar for the methods. Of
those panelists using the Item Cluster method, 2 indicated very confident, 9 indicated
confident, and 1, somewhat confident. For the Direct Consensus method, 2 indicated
very confident, 10 indicated confident, and 1, somewhat confident.
In general, panelists’ opinion of the methods used with multiple-choice items
were very similar across methods. There does not appear to be an advantage earned by
either method on this criterion.
Documentation. As with the explicitness criterion, in the current study
documentation is assured because of the academic nature of the research. As a result,
execution of both methods in this study fulfills this criterion.
5.1.2 Internal Evidence of Validity
Evidence to be discussed within this section includes consistency within
method, and intrapanelist and interpanelist consistency, three of the areas outlined in
Table 2.3. (The fourth area, other measures—the consistency of cut scores across item
types, content areas, and cognitive processes—was not investigated in this study.)
Consistency within method. Perhaps the most important source of internal
validity evidence provided in this study are the replications within method. Kane
(1994, 2001) noted that the best way to estimate the standard error of the cut score is to
convene different groups of panelists on the same or different occasions. In the current
study, each of the methods used with each item type (i.e., simulations and multiple-
235
choice items) were used by two different panels. The degree to which the cut scores are
similar across these two implementations provides valuable information about the
replicability of the cut score for a given method.
Evidence related to the consistency issue for the methods used with simulations
can be found in Tables 4.76 and 4.77. As noted in Chapter 4, the cut scores for each
individual simulation are the most appropriate focus, for several reasons. First, the
demo simulation cut scores were set with both panels for a method convened together
(to facilitate consistency of training). Therefore, any comparisons between panels on
that simulation that assumed independence would be incorrect. Second, there were
issues with the scoring of simulation 2 that caused some confusion, though these issues
would be more likely to affect consistency across methods than within a method. This
point is addressed in the section examining external sources of validity evidence.
The standard errors of the mean shown in Table 4.77 are useful when comparing
the results across the two panels using a given method. For each of the simulations, and
overall, the SEs for the Work Classification method were greater than for the Analytic
method. Putting aside the results for the demo simulation, for which this comparison is
not appropriate, we see that for simulation 1 the SE for the Work Classification method
was 0.48, more than twice the value for the Analytic method, which was 0.21. For
simulation 2, the SEs are more similar—0.56 for the Work Classification method, and
0.49 for the Analytic method. Comparisons of the size of the SEs to the size of the
mean method cut score can also be informative (see, e.g., Reckase, 2000b). For
simulation 1, for the Work Classification method, the size of the SE (0.48) is fairly large
compared to the size of the mean cut score (13.29). Otherwise, the cut scores and SEs
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seem to suggest that a reasonable amount of consistency has been demonstrated for the
two standard setting methods used with the simulations.
Information needed to compare the cut scores obtained with the two methods
used with the multiple-choice items can be found in Tables 4.78 and 4.79. (Since the
Direct Consensus method yields only one cut score, at the test score level, comparisons
cannot be made at the cluster level.) Table 4.79 reveals that the SE of the Item Cluster
method mean is a quarter of the size of that found for the Direct Consensus method.
The significance of this finding is notable, since it was also found in Pitoniak et al.
(2002). In that study, the disparity was even greater, but that was probably due in part
to an issue that differentially affected the panels. However, the replicated lower degree
of consistency for the Direct Consensus method is an important finding.
An ancillary issue related to the Work Classification and Item Cluster methods
is perhaps most relevant to consistency within method. The issue in question is which
calculation approach to use to arrive at the cut score. Cut scores obtained using the
different approaches are shown in Tables 4.9 and 4.10 for the Work Classification
method, and Tables 4.43 and 4.44 for the Item Cluster method. The cubic regression
results are the only ones discussed for regression in these comparisons, since more
variance was accounted for when that model was used.
With the Work Classification cut scores, each panel has a different pattern. For
Panel A, the boundary method cut score is the lowest for two of the three simulations,
and overall. For Panel B, the equating method cut score is lowest for all of
the
simulations, and as a result, overall. In terms of the highest cut score,
for Panel A there
is no consistency among the simulations, though at the overall
level the cubic regression
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cut score is highest. For Panel B, the cubic regression cut score is highest for two of the
three simulations and overall. In terms of the size of the difference between lowest and
highest cut score at the overall level. Panel A’s (0.36) is much smaller than Panel B’s
(2.13). This is due both to the differences at the simulation level being smaller for
Panel A, and to the fact that for Panel B, equating always yields the lowest cut score
and thus nothing can “balance it out.” To put these differences in perspective, the
values of 0.36 and 2.13 represent 0.04% and 2.6%, respectively, of the total possible
number of points (79).
Comparisons for the Item Cluster method cut scores reveal that when the means
of panelist cut scores are compared within a panel, the range in cut scores for Panel A is
1.01, while for Panel B it is 0.51. For Panel A, the lowest cut score was equating, and
the highest was boundary. For Panel B, the lowest was equating, and the highest, cubic
regression. The values of 1.01 and 0.51 represent 2.2% and 1.1%, respectively, of the
total possible number of points available on the multiple-choice portion (45).
In Pitoniak et al. (2002), the small size of the differences found (0.70 and 0.74,
or 1 .5% and 1 .6% out of 45 possible points) suggested that the approach for calculating
the Item Cluster method cut score could be chosen on practical and theoretical grounds.
The differences are somewhat larger in this study. However, it is impossible to know
which is the “right” cut score, and thus calculation approach. For that reason, the
practicality of the approaches may also inform a decision.
In terms of ease of implementation, the boundary and equating approaches are
both fairly easy to implement, both at the panelist and panel level. Either the boundary
or equating approach could be executed at the session itself. However, the regression
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approach is more labor-intensive, particularly at the panelist level, and would be
extremely difficult to implement at the session. This suggests that the regression
approach be chosen only if it is clearly superior on a theoretical basis.
At this point the number of panelists, and thus the size of the data set, may come
into play. If the number of data points (i.e., ratings) is small, perhaps a model-based
approach such as regression would be the best choice, since the very small number of
ratings that are on the boundary would then not unduly influence the cut score, resulting
in a more stable estimate. However, if the number of data points is large, it could be
argued that the equating or boundary approaches are to be preferred, since they focus in
on the area of the scale most relevant to the task at hand. Given a fairly large number of
panelists and candidate responses, the equating approach may be judged more
appropriate since regression artifacts will not be a factor. Given the high correlations
between panelist ratings and candidate response scores, those artifacts are probably not
an important factor in this study. Nonetheless, the equating method may be the most
attractive choice, a conclusion bolstered by the fact that it did produce the lowest cut
score for one of the two panels for the simulations, and both of the panels for the
multiple-choice items. As noted later in the external evidence of validity section, in
respect to the multiple-choice items the cut scores set by the Item Cluster method may
tend to be slightly too high when impact data are considered.
Intrapanelist consistency. Evidence for this criterion is provided by the degree
of relationship between each individual panelist’s ratings and empirical data provided to
them. Evaluation of this information differs based on the standard-setting method
involved, so each is discussed in turn. (There are no empirical data available to
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panelists with the Analytic method, so that method is not discussed in relation to this
point.)
For the Work Classification and Item Cluster methods, the correlations were
calculated for each panelist by simulation or cluster, using two sets of data for each
candidate. (1) the panelist s rating on the four-point scale and (2) the actual simulation
or cluster score received by that candidate. For the Work Classification method, there
were between 10 and 20 sets of values for each panelist for each simulation. For the
Item Cluster method there were between 17 and 20 sets of values for each panelist for
each cluster.
For the Work Classification method, the average correlation for each panel, for
both rounds, was approximately 0.90. There were two outlier values for each panel,
both on simulation 2. For Panel A, one of the panelist’s correlations was 0.67 for both
rounds; for Panel B, one of the panelist’s correlations was 0.60 for both rounds. This
was the simulation with which confusion arose in regard to scoring, which may account
for these anomalies. For the Item Cluster method, the average correlation for both
panels, for both rounds, was 0.92. The most extreme values for this method were 0.82
for Panel A, and 0.80 for Panel B.
The correlations for both methods appear to reflect a reasonable degree of
relationship between panelist ratings and actual candidate performance. Were those
values closer to 1 .00, it would be difficult to argue that panelists were actually
performing the assigned task—reviewing the pattern of answers in an candidate
profile—versus just basing their ratings on the total score tor the profile.
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In the Direct Consensus method, panelists were provided with p-values, or the
percentage of candidates at the operational administration that got the item correct.
This information was given to candidates only after the first round of ratings. Of
interest is the degree to which there was a correspondence between ratings and p-values
for both rounds. Tables 4.74 and 4.75 present the correlations between the mean
p-value for the item cluster and panelist ratings, the latter represented by the percentage
of items that panelists judged a borderline candidate as needing to answer correctly.
Though this information is of interest, it is important to note that these correlations
should be interpreted with caution, given that each is based on only six sets of data
points, all ofwhich are restricted in range. The correlations for round one were
moderate—0.60 for Panel C, and 0.67 for Panel D. In the second round, they increased
to0.94 for Panel C, and 0.82 for Panel D, suggesting that the performance data did have
a fair amount of impact on panelist ratings. Again, however, this interpretation needs to
be made cautiously.
Additional information related to intrapanelist consistency is provided by the
degree to which panelists modified their ratings from round one to round two (and, for
the Direct Consensus method, from round two to the global modification ratings). As
noted earlier, these changes could reflect both the empirical data given after round one
and any group processes that take place after review of round one ratings.
Information related to this aspect of intrapanelist consistency for the simulation
methods are presented in Tables 4.26 and 4.27 (Work Classification method) and Tables
4.39 through 4.42 (Analytic method). For the Work Classification method, neither
panel made many changes, with the mean number being 3.57 for Panel A, and 2.57 for
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Panel B (out of 44 ratings for Panel A, and 42 ratings for Panel B). This may, as noted
earlier, be due to the fact that there was a fair amount of time pressure in the execution
of this method.
With the Analytic method, the panelists made proportionally more changes than
with the Work Classification method. Panel C’s mean number of changes was 15,
while Panel D’s was 17 (out of 59 ratings). Across panelists, the number of changes
ranged from very low (3) to very high (33). It is important to note that the greater
number of changes with the Analytic method (as compared to the Work Classification
method) may be due in part to the nature of the ratings. With the Analytic method, the
majority of the items were rated on a 0 to 1 .00 scale (the proportion of 100 just-
qualified candidates who would get the item correct). There is a lot more room for
change on this scale than on the one used with the Work Classification method, which
consisted of integers ranging from 1 to 4.
Turning to the number of changes made with the multiple-choice item methods,
inspection of Tables 4.66 and 4.67 for the Item Cluster method reveals that panelists in
Panel A made very few changes; five panelists made no changes, and two panelists
made two changes. In Panel B, the mean number of changes was 3.17; the biggest
impact on that mean was made by one panelist who made 10 changes; other panelists
made 4 or fewer changes. Since there was a total of 1 14 ratings for each panel, the
number of changes is obviously very low. This is, again, most likely due in part to there
not being a lot of time for discussion and re-rating, particularly in Panel A. However,
since the mean number of changes were at a similar level in Pitoniak et al. (2002), it is
possible that panelists do not tend to make many changes in this method. This could be
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addressed in the future both by providing more time, and having facilitators make sure
that panelists are aware that revision of ratings is an acceptable part of the process (and
not a sign of initial error).
For the Direct Consensus method, all but three panelists (two on Panel C, and
one on Panel D) made a change from round one to round two. The panels differed,
however, in terms of the number of changes made from round two to the global
modification ratings. For Panel C, only one of the seven panelists made a change, while
in Panel D, each of the five panelists did. Inspection of the timing data in Table 4.82
suggests a possible reason for this. In Panel C, 1 5 minutes were spent on the global
modification step, compared to 30 minutes for Panel D. In future implementations of
this method, training of facilitators may need to better emphasize the importance of this
step.
Interpanelist consistency. Evidence for this criterion is provided by the degree
to which ratings were consistent across panelists. The most helpful information for this
criterion is the interrater reliability estimates available for every method except the
Direct Consensus method.
Interrater reliability estimates for the Work Classification method are presented
in Table 4.25. They are fairly high, ranging from 0.83 to 0.96 for Panel A, and 0.90 to
0.96 for Panel B. Both panels had the higher interrater reliability estimates for the
simulation. For the other two simulations, panelists on Panel A were slightly less
consistent than those on Panel B, with coefficients lower by 0.08 and 0.06, respectively.
In general, it appears that the panelists were consistent in their judgments.
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For the Analytic method, interrater reliability estimates were not as high as with
the Work Classification method, except for simulation 2, where both Panels C and D
had very high values (0.97 and 0.99; see Table 4.38). On the demo and simulation 1,
Panel C had interrater reliability estimates of 0.71 and 0.73, respectively. Panel B’s
estimates were much lower, with values of 0.12 for the demo, and 0.55 for simulation 1.
The lower estimates for the Analytic method as compared to the Work Classification
method are not surprising when one considers that, as noted earlier, the nature of the
ratings differ across methods. With the Analytic method, the scale is much finer,
ranging from 0 to 1 .00. In contrast, the scale used with the Work Classification method
ranges from 1 to 4 (with only integer values allowed). However, this difference does
not explain the much lower interrater reliability estimates for Panel B for the Analytic
method. That the estimate was the lowest for the demo suggests that perhaps there
should be a simulation used purely for training, which would allow panelists to obtain
practice with the method, and also receive feedback about the range of ratings made by
other panelists. This could possibly increase the reliability of ratings for subsequent
simulations.
For the Item Cluster method, interrater reliability estimates can be found in
Table 4.65. As with the Work Classification method, the estimates are fairly high,
ranging from 0.82 to 0.92 for Panel A, and 0.88 to 0.94 for Panel B. That the interrater
reliabilities estimates are a little higher for Panel B is also consistent with the Work
Classification method, though the size of the differences is not that large.
Though the interrater reliability estimates described above are not relevant to the
Direct Consensus method, information presented in Tables 4.70 and
4.71 suggest that
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panelists were fairly consistent in their ratings. For Panel C, the round one cut scores
ranged from 27.0 to 30.0; for round two, from 26.5 to 29.5; and for the global
modification cut scores, from 27.0 to 29.5. Thus at the global modification step, there
was a spread of 2.5 score points, though the panel came to consensus on a cut score of
28.0, which was almost identical to the average of the global modification cut scores
(28.1). For Panel D, the round one cut scores ranged from 28.3 to 30.3; for round two,
from 29.1 to 31.4; and for the global modification cut scores, from 29 to 31. The range
of global modification cut scores was much narrower for Panel D than for Panel C; in
fact, for Panel D only one panelist did not have a cut score of 3 1 . Again, the greater
amount of time taken for the global modification step in Panel D may be the cause of
this finding. The panel did come to consensus on a cut score of 30, which was slightly
lower than 30.6, the average of their global modification cut scores.
5.1.3 External Evidence of Validity
Evidence to be discussed within this section includes comparisons between
standard-setting methods and evaluation of reasonableness of the cut scores, two of the
areas outlined in Table 2.3. (The third area, comparisons to other sources of
information, was not investigated in this study.)
Comparisons between methods. The current study offers the opportunity to
directly compare the results of two standard-setting methods for each item type. Zieky
noted that “it is now generally accepted that different methods of setting cutscores will
give different results. It is probably one of the most widely replicated findings in
research in the field” (p. 35). However, comparisons across methods are useful,
particularly when previous research findings can be examined for consistency. Within
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this section, the comparability of simulation cut scores is addressed first, followed by
those for multiple-choice items.
As has been discussed above, comparisons between methods for cut scores on
the simulation component must be done on an individual simulation basis. As is clear
from Table 4.77, with the demonstration simulation and simulation two, application of
the two methods for setting cut scores produced very similar results. All of the
differences in the cut scores due to method came from simulation two—there was
consistency across panels within method, but a statistically significant difference in the
cut score due to method.
The disparity in cut scores for simulation two most likely results at least in part
from considerable confusion about the scoring. Some typographical errors appeared on
the scoring sheets given to panelists, and although the errors were corrected, some
confusion remained. In addition, the scoring of simulation two was rather complicated,
with scoring of some parts conditional on answers to other parts. It seems likely that
the scoring confusion would influence execution of the Analytic method more than the
Work Classification method, since the Analytic method is based directly on the scoring
rubrics. In the Analytic method, panelists are focused on the scoring rubrics in deciding
on the performance of minimally competent CPAs. With the Work Classification
method, details on the scoring are less central to panelists. They are considering the
“holistic work” of candidates using the scoring rubrics as background for their work,
and panelists are not given the scores of candidates until after ratings have been
completed (when they are calculating cut scores). Focus in the Work Classification
method is on the quality of the work, and not the scores or scoring rubrics. It is
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possible, then, that the two methods used with simulations would actually yield very
similar overall results were all the simulations under review explained more clearly and
accurately, since the cut scores for the demo and simulation 1 were fairly close to each
other.
A comparison of the cut scores for the two methods used with multiple-choice
items is best informed by the information presented in Tables 4.78 and 4.79. Although
the Direct Consensus method cut score was a bit higher than the Item Cluster method, it
was not a sizeable enough difference to be statistically significant. The Direct
Consensus method also produced higher cut scores than the Item Cluster method in
Pitoniak et al. (2002), and the difference in that study was statistically significant.
As van der Linden (1995) noted, “it is a common observation that results from
standard-setting experiments show variation across methods. This variation is to be
expected. Each method instructs its subjects to a different task” (p. 108). It is also true
that there is no one “perfect” standard. However, additional information about the
impact of the cut scores may provide helpful; that information is presented in the
following section.
Reasonableness of cut scores. For the methods used with multiple-choice items,
evidence relating to the reasonableness of the standards obtained is provided in this
study by impact data, specifically the percentage of candidates estimated to pass the
exam using the cut score. Evaluation of these impact data should, however, be
tempered by the fact that these estimates were obtained via an estimation process in
which several assumptions were made, such as the shape of the score distribution.
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As shown in Table 4.78, estimated pass rates for the Direct Consensus method
were 44% for Panel C and 36% for Panel D, for an average method pass rate of 40%.
Estimated pass rates for the Item Cluster method ranged from 45% to 50% for Panel A,
depending on approach used to analyze the data. For Panel B, they ranged from 46% to
48%. An average method pass rate across panels would be approximately 47%.
Across methods there is therefore a difference of 7% in the estimated pass rate.
Ifwe use a conservative estimate of the pool for this exam of approximately 40,000
candidates (see, e.g., Pitoniak, Sireci, & Luecht, 2002), the 7% difference in average
method cut scores across methods (47% minus 40%) would result in 2,800 more
candidates passing with the average Item Cluster cut score than with the average Direct
Consensus cut score. Even within a method, apparently small differences across
sessions can affect a surprisingly large number of candidates. For example, the 2%
difference for the Item Cluster method cut scores across panels (when the boundary
calculation method is used) would differentially affect 800 candidates.
As far as the reasonableness of any of the cut scores is concerned, a comparison
may be made to the average pass rate for this section of the exam obtained
operationally. Pass rates over recent administrations ranged from approximately 24% to
28% (B. Biskin, personal communication, November 2, 2001). These are clearly more
in line with the estimates obtained from the Direct Consensus method cut scores than
those obtained with the Item Cluster method (particularly in the case of Direct
Consensus, Panel D). However, comparisons to operational pass rates that have a link
to a complicated history of policy decisions should be made with caution.
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5.2 Conclusions
A great deal of information has been provided in previous sections about the
four standard setting methods used in this study. None of the cut scores obtained can be
judged to be the real cut score, since as Zieky (2001) observed, “there is general
agreement that cutscores are constructed, not found. That is, there is no ‘true’ cutscore
that researchers could find if only they had unlimited funding and time and could run a
theoretically perfect study” (p. 45). For that reason, we must rely upon the accumulated
weight of the various sources of validity evidence outlined in the previous sections to
judge the utility of each method. The findings outlined earlier in this chapter are
presented in summary format in Tables 5.1 and 5.2, and are discussed briefly here.
Procedurally, the “winner” for the simulation-based methods would be the
Analytic method if materials preparation and complexity of data analyses were the only
issues considered. The Analytic method does not require the preparation of as many
materials before the session, and the data analysis needs are not as great as with the
Work Classification method. However, if panelist feedback is factored in, some of that
edge is diminished. Panelists appeared to view the Work Classification method more
favorably in terms of being confident in the cut score and its placement.
For the multiple-choice-item methods, the Direct Consensus method appears to
come out on top procedurally. It is not a difficult method to implement, and the task is
very understandable. The Item Cluster method, like its cousin the Work Classification
method, requires a fairly large investment of time in materials preparation and data
analysis. Panelist feedback does not alter this balance, since both methods were viewed
equally favorably.
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Internal validity evidence is the next criterion considered. For the simulations,
evidence does not clearly support one method over the other. There was more
consistency within method for the Analytic method than for the Work Classification
method. Panelists using the Analytic method made somewhat more changes,
proportionally, across rounds than those using the Work Classification method, but for
neither method was the number of changes that high. Intrapanelist consistency was
good for the Work Classification method (as evidence by correlations between panelist
ratings and candidate simulation scores). No data are available on that criterion for the
Analytic method. Interpanelist consistency was greater for the Work Classification
method than for the Analytic method when interrater reliability estimates are examined.
For the multiple-choice methods, the Item Cluster method has a slight edge,
since there is greater consistency within method for that method than for the Direct
Consensus method, and this finding replicates the results of Pitoniak et al. (2002). In
terms of intrapanelist consistency and interpanelist consistency, evidence is reasonable
for each method.
In terms of external validity evidence, it appears that the Work Classification
method and Analytic method are capable of producing similar cut scores, with one
caveat. If panelists are confused by the scoring guidelines for a simulation, this is more
likely to affect Analytic method ratings than Work Classification method ratings. In
general, the overviews and training given for the simulations need to be done very
carefully and thoroughly, perhaps with advanced training given to panelists
before they
arrive at the standard setting session.
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For the multiple-choice methods, it has again been found that the Direct
Consensus method produces higher cut scores than the Item Cluster method. Once
again, this reproduces a Finding resulting from the Pitoniak et al. (2002) study.
Although it is of course not possible to know what the “real” cut score is, the estimated
passing rates that result from the Direct Consensus method are more in line with those
found at this exam’s operational administrations. However, as noted earlier,
comparisons to operational pass rates, which have a complicated history tied to policy
decisions, should be made with care.
Kane (1994) observed that validity evidence is able to most effectively play a
role in ruling out a standard setting method, since a cut score can never technically be
ruled in, or established as unassailable. However, the choice of which method to use in
an operational setting should be guided by a consideration of each method’s strengths
and weaknesses. In a licensure and certification setting where time is a great concern,
the Analytic and Direct Consensus methods might be preferred. In a venue where more
time is available for standard setting, the Work Classification and Item Cluster methods
may be a viable option. However, the possibility that lower cut scores may be set with
the latter method should be considered carefully before the method is implemented.
5.3 Future Research
In the current study, important evidence was gathered about two new methods
that could be used with the soon-to-be-implemented simulation component
of a
licensing examination. There are, of course, strengths and weaknesses
to each method,
but both appear to be reasonable choices. However, in future
research or operational
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implementations of the methods, several issues should be kept in mind. For the Work
Classification method, ample time should be allowed for the ratings, as well as for the
preparation and organization of materials. In addition, training for the method should
emphasize the acceptability of revising ratings from round to round based on panel
discussions and, if available, performance data. For the Analytic method, future
research could shed light on whether the provision of performance data serves to
increase mterrater reliability (though of course the total elimination of variability should
not be a goal).
For both the Work Classification and Analytic methods, the effects of the nature
of the simulation on the resulting cut scores should also be investigated. The larger
differences between two methods’ cut scores on simulation 2, as compared to the demo
and simulation 1
,
suggest that the number of items in a simulation, as well as the
number of score points assigned to each item, may interact with the features of the
methods. The result of these interactions, and the degree to which they could be
minimized through training and materials preparation, should be investigated.
The findings of the current study support those found in previous research into
the two methods used with the multiple-choice items. The Item Cluster method resulted
in more consistent cut scores, and cut scores that were lower than those set with the
Direct Consensus method. Whether the cut scores are viewed as too low is a decision to
be addressed by policy makers. In future implementations of the Item Cluster method,
care should be taken to allow sufficient time for ratings to be provided without panelists
feeling rushed; research could then investigate whether the level of cut score differs at
all if panelists have more time to review their ratings and engage in more discussion.
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Future research into the Direct Consensus method could explore whether better
synchronized training and execution of the method could produce more consistent cut
scores across panels.
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APPENDIX A
SAMPLE ITEM RATING FORMS
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Name:
Analytic Method Rating Form
Demo
Panel (circle one): C D
Item Scoring
Estimate 1
:
# of Candidates
Estimate 2:
# of Candidates
Average Score
using Estimate 2)
3.F2 0 or 1
3.F3 0 or 1
3.F4 0 or 1
3.G1 0 or 1
3.G2 0 or .14
3.G3 0 or 1
3.G4 Oor 1
3.HI 0 or .14
3.H2 0 or .14
3.H3 0 or 1
3.H4 0 or 1
3.11 0 or .14
3.12 0 or 1
3.13 0 or .14
3.14 Oor .15
4.A1 0 or 1
4.A2 0 or 1
4.A3/A4 0 or 1
4.A5 0 or 1
4.B1 0 or 1
4.B2 0 or 1
4.B3/B4 0 or 1
4.B5 0 or 1
4.Cl 0 or 1
4.C2 0 or 1
4.C3 0 or 1
4.C4 0 or .15
4.D1 0 or 1
4.D2 0 or 1
4.D3 0 or 1
5 0 or 0.5 or 1
6 0 or 0.5 or 1
TOTAL
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Work Classification Method Rating Form
Circle One: Demo Sim 1 Sim 2
Name: Panel (circle one): A B
Rating Scale:
1—Failing 2—Just Below Borderline 3—Just Above Borderline 4—Solid/Exceptional
Examinee ID Rating 1 Rating 2
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Examinee ID Rating 1 Rating 2
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
Simulation Passing Score = Average Simulation Score of Borderline Candidates
(Use only Rating 2’s in your calculations)
(1 ) Number of Candidates with Borderline Ratings (2 or 3):
(2) Total of Borderline Candidate Scores:
(3) Simulation Passing Score (Average, or #2 #1):
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Direct Consensus Method
Rating Form
Name:
Panel (circle one): C D
Note: Your task is to indicate the number of correct answers that the
minimally competent candidate will produce. This number will be
between 0 and the total number of items in the cluster.
Number
Item of Items Item
Cluster in Cluster Numbers
Estimated # Correct
Rating 1 Rating 2
1 8
2 7
3 7
4 8
5 8
6 7
Total 45
1,3, 5, 7, 9,
11, 13, 17
19,21,23,
27,29,31,33
34, 35, 37,
39,41,47,49
51,53, 55,
57, 59,61,
63, 65
2,4,6, 8, 10,
12, 18, 20
22, 24, 25,
26, 28, 30, 32
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Item Cluster Method Rating Form
Practice Exercise
Name: Panel (circle one): A B
Rating Scale:
1
—Failing 2—Just Below Borderline 3—Just Above Borderline 4—Solid/Exceptional
ID
Item
01
Item
02
Item
03
Item
04
Item
05
Score
(out of 5) Rating 1 Rating 2
001 B D A 1 A 1
002 A 1 1 A C 2
003 B 1 C A 1 2
004 1 C 1 1 C 3
005 A 1 B 1 1 3
006 B 1 1 D 1 3
007 B 1 1 1 1 4
008 1 1 C 1 1 4
009 1 1 A 1 1 4
010 1 1 1 1 1 5
Notes:
> Correct answers are indicated by “1
> Incorrect answers are indicated by the answer selected by the candidate
(“A” through “D”).
> “Score” is equal to the number of “Is” in the row, which corresponds to the
number of correct answers obtained by the candidate for this cluster.
Cluster Passing Score = Average Cluster Score of Borderline Candidates
(Use only Rating 2’s in your calculations)
(1 ) Number of Candidates with Borderline Ratings (2
or 3):
(2) Total of Borderline Candidate Scores:
(3) Cluster Passing Score (Average, or #2 * #1
):
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APPENDIX B
EVALUATION SURVEY FOR PANELS A AND B
261
Evaluation Survey for the Uniform CPA Examination
Standard-Setting Study
May 16-17, 2002
Panels A and B
Your anonymous answers to the questions below will be used to evaluate the total
standard-setting process and to suggest revisions in the process, where necessary.
Thanks for your help in completing the evaluation. Please note the first section
contains general questions related to the process. Then, the following sections are
method-specific. First you will answer questions about the Work Classification Method.
used with the simulations, and then you will answer questions about the Item Cluster
Method, used with the multiple-choice items. We would appreciate your filling out all
sections. Your thoughtful evaluation is one of the most important parts of the study.
General Questions
1 . Which Panel were you in? (Panel name is listed on the label on the front of
your folder.) (Circle one)
a. Panel A
b. Panel B
2. Who was the facilitator of your Panel? (Circle one)
a. Ron Hambleton
b. Bruce Biskin
c. Mary Pitoniak
d. Cheryl Wild
3 How clear were you with the description of the minimally competent
CPA is
yon heaan the task of setting a passing score following the training this
morning? (Circle one)
a. Very Clear
b. Clear
c. Somewhat Clear
d. Not Clear
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Did the description of the minimally competent CPA become clearer as you
worked—through the task of setting a candidate passing score on the
simulations? (Circle one)
a. Yes, it became clearer.
b. It stayed about the same.
c. No, it became less clear.
5.
How would you judge the length of time spent this morning on introducing the
definition of the minimally competent CPA? (Circle one )
a. About Right
b. Too Little Time
c. Too Much Time
Work Classification Method (Simulations)
6. What is your impression of the Work Classification Method training you
received for setting a passing score on the simulations? (Circle one )
a. Appropriate
b. Somewhat Appropriate
c. Not Appropriate
7. What is your impression of the clarity of the information that was provided
regarding the scoring procedures for the simulations? (Circle one )
a. Excellent
b. Very Good
c. Good
d. Fair
e. Poor
8. What is your evaluation of the training that was provided for the
Work
Classification Method? (Circle one)
a. Excellent
b. Very Good
c. Good
d. Fair
e. Poor
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How would you judge the length of time provided for training on the Work
Classification Method? (Circle one)
a. About Right
b. Too Little Time
c. Too Much Time
How would you judge the value of the practice exercise in setting a passing
score using the Work Classification Method? (Circle one )
a. Very Valuable
b. Valuable
c. Somewhat Valuable
d. Not At All Valuable
1 1
. How could the Work Classification Method training have been improved?
(Continue on back if necessary)
1 2. What factors influenced the performance classifications you made of candidate
work with the Work Classification Method? (Circle all choices that apply.)
a. The definition of a minimally competent CPA
b. My perception of the difficulty of the simulation
c. The scoring of the individual items
d. Sample candidate work
e. Other panelists
f. My experience in the field
g. Knowledge and skills measured by the simulation
h. Other (please specify:
)
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ch 3 factors hart (he most influx on
Most influence:
Second-most influence:
Third-most influence:
14. How would you judge the length of time for completing the
simulation with the Work Classification Method? (Circle one )
ratings for each
a. About Right
b. Too Little Time
c. Too Much Time
“15. How did you feel about participating in the group discussions conducted with
the Work Classification Method? (Circle one)
a. Very Comfortable
b. Somewhat Comfortable
c. Unsure
d. Somewhat Uncomfortable
e. Very Uncomfortable
Do you believe that the passing score set on the simulations by your Panel
today using the Work Classification Method will be correctly placed on the exam
score scale? (Circle one )
a. Definitely Yes
b. Probably Yes
c. Unsure
d. Probably No
e. Definitely No
Please explain your answer (continue on back if necessary) :
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.
'®v®' °f
,
c°nfide"ce d0 y°u have that the Work Classification MethnH
imfitementect today will provide an appropriate passing score for the AICPA
use? (Circle one)
as
to
a. Very Confident
b. Confident
c. Somewhat Confident
d. Not At All Confident
18
' yy
hat
I
s your °Pinion of the passing score set by your Panel using the Work
Classification Method? (Circle one)
a. About Right
b. Too High
c. Too Low
Please use the space below to provide any additional comments or suggestions
about the Work Classification Method standard-setting process (continue on
back if necessary).
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item Cluster Method de-Choice Items!
20 . What is your impression of the Item Cluster MpthnH training you received forting a passing score on the multiple-choice items? (Circle one )
a. Appropriate
b. Somewhat Appropriate
c. Not Appropriate
21
. What is your evaluation of the training that
Method? (Circle one )
was provided for the Item Cluster
a. Excellent
b. Very Good
c. Good
d. Fair
e. Poor
22. How would you judge the length of time provided for training on the Item Cluster
Method? (Circle one)
a. About Right
b. Too Little Time
c. Too Much Time
How would you judge the value of the practice exercise in setting a passing
score using the Item Cluster Method? (Circle one )
a. Very Valuable
b. Valuable
c. Somewhat Valuable
d. Not At All Valuable
24. How could the Item Cluster Method training have been improved? (Continue
on back if necessary)
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What factors influenced the performance classifications you made of candidate
work with the Item Cluster Method? (Circle all choices that apply.)
a. The definition of a minimally competent CPA
b. My perception of the difficulty of the test items
c. The item statistics
d. Other panelists
e. My experience in the field
f. Knowledge and skills measured by the test items
g. Pattern of right and wrong answers across test items
h. The number of correct answers given by the candidate
i. The number of answer choices to the test items
j. Other (please specify:
)
26.
Of the factors listed in question 25, which 3 factors had the most influence on
the classifications you made of candidate work with the Item Cluster Method?
(Write the letters of the factors on the lines below.)
Most influence:
Second-most influence:
Third-most influence:
27.
How would you judge the length of time for completing the ratings for each
cluster with the Item Cluster Method? (Circle orie)
a. About Right
b. Too Little Time
c. Too Much Time
28.
How did you feel about participating in the group discussions conducted with
thft Item Cluster Method? (Circle one)
a. Very Comfortable
b. Somewhat Comfortable
c. Unsure
d. Somewhat Uncomfortable
e. Very Uncomfortable
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How much use did you make of incorrect answer information in rating candidate
profiles?
a. Considerable Use
b. Some Use
c. Limited Use
d. No Use
30.
Do you believe that the passing score set on the multiple-choice items by your
Panel today using the Item Cluster Method will be correctly placed on the exam
score scale? (Circle one )
a. Definitely Yes
b. Probably Yes
c. Unsure
d. Probably No
e. Definitely No
Please explain vour answer (continue on back if necessary) :
31.
What level of confidence do you have that the Item Cluster Method as
implemented today will provide an appropriate passing score for the AICPA to
use? (Circle one)
a. Very Confident
b. Confident
c. Somewhat Confident
d. Not At All Confident
32.
What is your opinion of the passing score set by your Panel using the item
Cluster Method? (Circle one)
a. About Right
b. Too High
c. Too Low
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Please use the space below to provide any additional comments or suggestions
about the Item Cluster Method standard-setting process (continue on back if
necessary).
Thank you for taking the time to complete this survey.
APPENDIX C
EVALUATION SURVEY FOR PANELS C AND D
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Evaluation Survey for the Uniform CPA Examination
Standard-Setting Study
May 16-17, 2002
Panels C and D
Your anonymous answers to the questions below will be used to evaluate the total
standard-setting process and to suggest revisions in the process, where necessary.
Thanks for your help in completing the evaluation. Please note the first section
contains general questions related to the process. Then, the following sections are
method-specific. First you will answer questions about the Analytic Method, used with
the simulations, and then you will answer questions about the Direct Consensus
Method, used with the multiple-choice items. We would appreciate your filling out all
sections. Your thoughtful evaluation is one of the most important parts of the study.
General Questions
1. Which Panel were you in? (Panel name is listed on the label on the front of
your folder.) (Circle one)
a. Panel C
c. Panel D
2. Who was the facilitator of your Panel? (Circle one)
a. Ron Hambleton
f. Bruce Biskin
g. Mary Pitoniak
h. Cheryl Wild
3 How clear were you with the description of the minimally competent
CPA §s
you began the task of setting a passing score following the training this
morning? (Circle one)
a. Very Clear
b. Clear
c. Somewhat Clear
d. Not Clear
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Did the description of the minimally competent CPA become clearer as you
worked through the task of setting a candidate passing score on the
simulations? (Circle one)
a. Yes, it became clearer.
b. It stayed about the same.
c. No, it became less clear.
5.
How would you judge the length of time spent this morning on introducing the
definition of the minimally competent CPA? (Circle one )
a. About Right
b. Too Little Time
c. Too Much Time
Analytic Method (Simulations)
6. What is your impression of the Analytic Method training you received for setting
a passing score on the simulations? (Circle orie)
a. Appropriate
b. Somewhat Appropriate
c. Not Appropriate
7. What is your impression of the clarity of the information that was provided
regarding the scoring procedures for the simulations? (Circle one)
a. Excellent
b. Very Good
c. Good
d. Fair
e. Poor
8. What is your evaluation of the training that was provided for the
Analytic
Method? (Circle one)
a. Excellent
b. Very Good
c. Good
d. Fair
i. Poor
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9. How would you judge the length of time
Method? (Circle one )
provided for training on the Analytic
a. About Right
b. Too Little Time
c. Too Much Time
10. How would you judge the value of the practice exercise in setting a passing
score using the Analytic Method? (Circle one )
a. Very Valuable
d. Valuable
e. Somewhat Valuable
d. Not At All Valuable
How could the Analytic Method training have been improved? (Continue on
back if necessary)
12. What factors influenced the ratings you made of candidate work with the
Analytic Method? (Circle all choices that apply.)
a. The definition of a minimally competent CPA
b. My perception of the difficulty of the simulation
c. The scoring of the individual items
d. Other panelists
e. My experience in the field
f. Knowledge and skills measured by the simulation
g. Other (please specify:
)
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13.
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Most influence:
Second-most influence:
Third-most influence:
14. How would you judge the length of time for completing the ratinqs for each
simulation with the Analytic Method? (Circle one)
9
a. About Right
b. Too Little Time
c. Too Much Time
H°w did you feel about participating in the group discussions conducted with
the Analytic Method? (Circle one)
a. Very Comfortable
b. Somewhat Comfortable
c. Unsure
d. Somewhat Uncomfortable
e. Very Uncomfortable
Do you believe that the passing score set on the simulations by your Panel
today using the Analytic Method will be correctly placed on the exam score
scale? (Circle one )
a. Definitely Yes
b. Probably Yes
c. Unsure
d. Probably No
e. Definitely No
Please explain your answer (continue on back if necessary) :
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h
a' 'r'lTAdenCe d0 y0? have ,hat ,he Analytic Method as implemented
one)
p ovlde an appropriate passing score for the AICPA to use? (Circle
a. Very Confident
b. Confident
c. Somewhat Confident
d. Not At All Confident
18
' y
y
hat l5Lyo“ r °Pinion of the passing score set by your Panel usinq the Analytic
Method? (Circle one) —
a. About Right
b. Too High
c. Too Low
Please use the space below to provide any additional comments or suggestions
about the Analytic Method standard-setting process (continue on back if
necessary).
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Direct Consensus Method (Multiple-Choice Items)
20. What is your impression of the Direct Consensus Method training you received
for setting a passing score on the multiple-choice items? (Circle one )
a. Appropriate
b. Somewhat Appropriate
c. Not Appropriate
21
. What is your evaluation of the training that was provided for the Direct
Consensus Method? (Circle one)
a. Excellent
b. Very Good
c. Good
d. Fair
e. Poor
22.
How would you judge the length of time provided for training on the Direct
Consensus Method? (Circle one)
a. About Right
b. Too Little Time
c. Too Much Time
23. How would you judge the value of the practice exercise in setting a passing
score using the Direct Consensus Method? (Circle one )
a. Very Valuable
b. Valuable
c. Somewhat Valuable
d. Not At All Valuable
24. How could the Direct Consensus Method training have been improved?
(Continue on back if necessary)
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25. What factors influenced the ratings you made with the Direct Consensus
Method? (Circle aH choices that apply.)
a. The definition of a minimally competent CPA
b. My perception of the difficulty of the test items
c. The item statistics
d. Other panelists
e. My experience in the field
f. Knowledge and skills measured by the test items
g. Other (please specify:
)
26. Of the factors listed in question 25, which 3 factors had the most influence on
the ratings you made of candidate work with the Direct Consensus Method?
(Write the letters of the factors on the lines below.)
Most influence:
Second-most influence:
Third-most influence:
27 How would you judge the length of time for completing the ratings for each
cluster with the Direct Consensus Method? (Circle one)
a. About Right
b. Too Little Time
c. Too Much Time
28. How did you feel about participating in the group discussions conducted
with
thp> Direct Consensus Method? (Circle one)
a. Very Comfortable
b. Somewhat Comfortable
c. Unsure
d. Somewhat Uncomfortable
e. Very Uncomfortable
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Do you believe that the passing score set on the multiple-choice items by your
Panel today using the Direct Consensus Method will be correctly placed on the
exam score scale? (Circle one )
a. Definitely Yes
b. Probably Yes
c. Unsure
d. Probably No
e. Definitely No
Please explain vour answer (continue on back if necessary) :
30. What level of confidence do you have that the Direct Consensus Method as
implemented today will provide an appropriate passing score for the AICPA to
use? (Circle one)
a. Very Confident
b. Confident
c. Somewhat Confident
d. Not At All Confident
31. What is your opinion of the passing score set by your Panel using the Direct
Consensus Method? (Circle one )
a. About Right
b. Too High
c. Too Low
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Please use the space below to provide any additional comments or suggestions
about the Direct Consensus Method standard-setting process (continue on
back if necessary).
Thank you for taking the time to complete this survey.
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