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ABSTRACT
    This thesis is devoted to the analyses of the basic, physical and computational properties 
of the plasma simulation using the particle model (sometimes called the "particle simulation") 
and to applications of it to the studies of two types of the plasma confinements: (1) the 
HIPAC and (2) an open ended system with the r. f. plugging. 
    At the beginning of Chapter 1, it is explainedthat the plasma simulations have played 
an indispensable role in plasma physics and the particle simulation is an important branch of 
plasma simulations. Next, the computational problems concerning the particle simulation are 
explained, and some of them studied in this thesis are mentioned. Furthermore, simple his-
tories and some problems are mentioned concerning the HIPAC and the open ended system 
with the r. f. plugging. 
    In Chapter 2, the basic equations of the system composed of the  finite-sized particle 
which is the basic conception of the particle simulation are explained. Here, the collisional 
effects in the 2-species plasmas of the finite-sized particles are studied by the numerical cal-
culation. The calculation shows the enhancement of the collisional effects in a test cloud 
with the ion sound wave velocity, which cannot be found in the electron plasma of the finite-
sized particles. 
    In Chapter 3, it is explained how the basic equations of the system explained in Chapter 
2 are approximated by the use of the electronic, digital computers. Next it is pointed out 
that the conservation law of total energy is violated by the spatial grids which are introduced 
when the basic equations are approximated by the computers. Here, a scaling law concerning 
the accuracy of the conservation of total energy is derived. As a result, it depends on the 
number of particles in the Debye sphere, the number of spatial grids in the system, model, 
and so on. This scaling law is confirmed experimentally. 
    In Chapter 4, the particle simulationis applied in order to study the HIPAC which con-
tains the unneutral electron clouds by the toroidal magnetic field and conducting toroidal ves-
sels. The simulation results indicate that the HIPAC is promising for the containment of the 
electron clouds. 
    In Chapter 5, the r. f. plugging and heating of plasmas in the open ended system are 
studied by the use of the particle simulation. The results of simulation show that ion is well
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heated up by applying the  r, f, electric field with a frequency of ion cyclotron resonance and 
that the energy containment time is improved slightly . 
    At the beginning of Chapter. 6, the main results of this thesis are summarized. Next, 
the problems left in this thesis and the future developments of investigations of the author 







1.1 Situation of computer simulation in plasma physics 
    With the recent progress of electronic digital computers and computational techniques, 
computer simulations in plasma physics have been developed to be an important weapon for 
understanding plasma physics and become to compare with experiments and theories. New 
knowledges which have been discovered in the experimental nd theoretical works have been 
reproduced and verified in the computer simulations, howing various detailed physical quanti-
ties, which have been difficult to measure in experiments. New phenomena have been discov-
ered in computer simulations, too. Now it can be said that computer simulations have an in-
dispensable role to play in plasma physics than in any other branch of physics. As pointed 
out [1], the reasons are the followings: 
    (1) The dynamical equations of plasma physics are simple to write down, because they 
are essentially the Maxwell equations for electromagnetic variables and classical equations of 
motion for the mechanical variables. 
    (2) These dynamicalequations are impossible to solve analytically, because they are high-
ly nonlinear and involve infinite numbers of degrees of freedom. 
    (3) The gross macroscopic behavior of a plasmaexhibits a wealth of regularities and col-
lective modes of motion which are often recognizable from numerical data, though they are 
difficult or impossible to prove analytically in a satisfying way. 
    In addition to these three points, we should indicatethe one more important reason: 
    (4) In experiments, microscopic behaviors of plasma such as particle orbits in phase 
space are difficult to measure, but very easy in the computer simulation. This has brought 
about the deeper understanding for the plasma physics and impressed us for an aspect of the 
plasma s the many-particle system. 
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     The applications of numerical analysis to plasma physics divide themselves rather naturally 
 into two substantially different formulations: they are called the fluid simulation andthe par-
 ticle  simulation. In the fluid simulation, the differential equations that describe the plasma state 
 are solved by computers for appropriate boundary and initial conditions. In the particlesimu-
 lation, the dynamics of discrete charged mass (in one, two, or three dimensions) are followed 
 by solving the individual particle equations of motion. The fields are regularly recalculated 
from the particle positions and velocities, and the system evolves e]fconsistently. This thesis 
is concerned with the particle simulation. 
     By the use of one of the fluid simulations in which the MHD equation is adopted to 
describe the plasma state, realistic calculations on the dynamics of cylindrical plasma devices 
showed good agreement with experiments for the 0-pinch [2] . These fluid simulations are de-
veloping today. 
     The particle simulation was first used to investigate the basic properties of electrostatic 
effects such as plasma oscillations, the kinetics, and the two-stream instability in the one-
dimensional model [3-7] . Concerning the two-stream instability, the simulation results were 
compared between runs with three models (the 1-, 2-, and 3-dimensional e ectrostatic model) 
[8] . In all runs, the field energy rose unstably until saturation, at first exponentially at the 
rate of the fastest linear mode and the particle distribution in phase space showed the forma-
tion, coalescing, and long-time persistence of BGK modes or phase space eddies. However, 
these eddies coalesced considerably faster in runs with the 3- and 2-dimensional models than 
in those with the 1-dimensional models. Although the existence of the phase space eddies 
had been predicted in a theory [9] , they were not observed in experiments because of the 
difficulty of measurements. 
    More recently, particle simulations have been used to study the transport of plasma across 
a fixed external magnetic field B [10]. It is well known that for plasma in local thermal 
equilibrium the diffusion coefficient is proportional to 1/B2 (the classical diffusion). However, 
experiments have often shown a much larger anomalous diffusion, whose empirical coefficient 
is proportional to 1/B (the Bohm diffusion [11]). The simulations have shown that there is 
a classical region, a Bohm region, and an intermediate r gion between these two where the 
diffusion rate is almost independent of B and suggested that the origin of the enhanced iffu-
sion is due to the convective cells which are thermally excited. On the basis of the simulation 
results, a theory is constructed [10].  The theory was also confirmed by the experiments [12]. 
                                                                            The simulations mentioned above have treated the infinite space where the periodic bound-
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ary condition is assumed. On the other hand, there has been other type of simulation treating 
the confined plasmas in which the finite boundary condition is assumed. The electrostatic and 
magnetostatic simulations have been used to study the plasma confinement in a stellerator [13] 
and to study the instabilities of the rotational, tearing, mirror, and fire hose modes in the  ()- 
pinch [14] , respectively. Recently the fully electromagnetic, relativistic particle simulations of 
large scale [15] have been carried out to study the behaviors of the relativistic electron layer 
in the Astron. Throughout his study, there existed the feedbacks among the computational, 
theoretical, and experimental groups. As an example, considerable theoretical works were later 
done on a behavior of the electron layer, but this was not even recognized as a problem until 
it was uncovered by the simulation results. 
    As mentioned above, the particle simulations have been used not only for the basic prob-
lems treating the uniform space with the periodic boundary but also for those of the plasma 
confinements, which are studied in this thesis and presented in Chapters 4 and 5. 
1.2 An origin of the finite-sized particle model 
If we were possible to use an ideal computer with the infinitely large memory and fast 
computing speed, we would easily reproduce all of the electric and magnetic interactions of 
real plasmas using the particle simulation. Even in the up-to-date or the future computer, 
however, a complete simulation would run into the obvious difficulty of processing anywhere 
near the number of ions and electrons in the plasma. Hence, we use a reduced number of 
particles each with a larger charge and mass than the real particle; this results in increasing the 
fluctuations about the mean value (for example, of density, nl /2) or the particle noise (quite 
accurately called "shot noise"). The shot noise can easily be so large as to mask the desired 
simulation. 
    Computationally, we can reduce the effects of the shot noise by increasing the number 
of particles. These improvements have been made in one-dimensional simulations, are being 
pushed in two dimensions, and are presently impracticably in three. When we perform the 
particle simulation actually, we are usually stuck with the physics of, and noise due to, too 
few particles; hence, analysis of the properties of the shot noise and developments of suitable 
means for noise reductions have been pushed forward energetically. 
    Physically, electrons and ions are point particlesfor most of plasma physics. Some in-
terparticle interactions occur at short range in short times, producing effects at short wave-
lengths and high frequencies; fortunately, the important effects are the collective, long range, 
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interactions which produce wavelengths much larger than interparticle spacings and frequencies 
with periods much longer than particle crossing times. Such physics suggests introducing some 
form of smoothing of the forces at short range. From the above computational nd physical 
requirements, the concept of the use of the ` finite-sized particle' was introduced and advocated 
by Birdsall and Fuss  [16]  , and Dawson et al. [17] . 
1.3 Basic properties of the finite-sized particle plasma 
    Their approach to smoothing the interactions i to alter the structure of the real particles. 
These extended particles have a spread-out charge distribution and move rigidly without rotation 
or internal change but pass freely through one another. It seems natural to call these particles 
"finite-sized particles" or "clouds" [16, 17, 18] . The interaction of the system of the finite-
sized particles is a straightforward generalization of the point particle interaction; in fact, certain 
divergences in the kinetic theory and in classical electromagnetic heory are removed [19, 20] . 
Namely, the charge density of a finite-sized particle whose center is at the origin is changed 
from eS(x) to eS(x) where e is the total charge. The function S is called the "shape factor" 
[19, 20]. 
    On the basis of the above considerations, Birdsall, Langdon, and Okuda [19, 20] have 
examined several basic properties of a plasma consisting of finite-sized particles whose interac-
tions are smooth at small separations. They found that, when the cloud size R (a measure of 
spreading-out of the cloud) was less than the Debye length, AD, longitudinal waves and Debye 
shieldings were nearly the same as for a real plasma, while collisional phenomena nd short-
wavelength fluctuations were much reduced. Their observations are not unexpected and support 
the trend towards use of simulation models having such artificially smoothed interactions. 
When the cloud size R is increased above the Debye length, AD, collisions and fluctuations 
rapidly disappear, but the plasma properties are much modified. In Chapter 2, we review the 
general theory for a model of finite-sized particles and present analysis of the collisional effects 
in the 2-species cloud plasma. 
1.4 A brief history of numerical computations in the particle simulation 
    It has been a problem how we calculate the interparticle forces in the finite-sized particle 
plasma, using the digital computers. At the present ime, two methods are known: One is a 
direct method without spatial grids and the other is an indirect method with spatial grids. In 
the indirect method, grids are set up in x-space, field quantities are defined only at the grid
points, and the interparticle forces are interpolated using the field quantities near the particle. 
This method is adopted throughout this thesis and is explained in detail in Chapter 3. Although 
it is known at the present ime that the direct method without spatial grids is, in general, 
computationally more expensive and more complicate, Dawson et  al. [17] devised a faster meth-
od of calculating the interparticle forces directly. In the sheet model [4] , which is the earliest 
of the one-dimensional particle model and is considered to be a kind of the finite-sized particle 
models of the infinitesimally small cloud size (sometimes called "zero-sized particle"), the inter-
particle forces have been calculated irectly, too. Even if we try extensive improvements in 
the direct method, however, the features of the present digital computer would help towards 
the development of the indirect method. 
    In the earliest simulations, the indirect methods used to relate particle quantities to grid 
quantities were chosen more or less on the basis of computational simplicity. For example, 
the density of particles at a grid point was taken to be the number of particles in the cell, 
divided by the cell volume, about the grid point; this was done in the 'fluids particle-in-cell 
(PIC) method' by Harlow and Evans [21] and Harlow [22]. This 'nearest-grid-point (NGP) 
assignment', applied to plasmas, achieved some smoothing such as eliminating forces between 
two charges of opposite sign in the same cell [23] , but made for a jump in density and force 
as a particle passed a cell-boundary. The next step was to weight he particle density and 
force by linear interpolation to the grid points nearest he particle, as done in the 'cloud-in-
cell (CIC) method' and the "collisionless particle-in-cell method' (simply called "collisionless 
PIC" or "PIC") [8] . Although these two methods are computationally equivalent (therefore, 
sometimes called "CIC-PIC"), CIC was devised in order to calculate the cloud (finite-sized par-
ticle) plasma [16] , while PIC was an adaptation of the area weighting of velocities in fluids 
PIC to plasma density and force calculations. These interpolations removed the jump in den-
sity and force of NGP and lead to appreciable r duction in the grid noise [16] . 
1.5 The effects of the use of the spatial grids 
    In the optimized simulation model from the physical and commercial points of view, the 
use of spatial grids becomes inevitable, while a difficulty is the nonphysical interactions of 
particles with the spatial grids, which enhance the noise (called "grid noise"). I.angdon has 
pointed out that these interactions induce a numerical instability [24] when the grid separation 
A becomes larger by a factor of about 10 than the Debye length XD. Okuda [25] confirmed 
this fact experimentally. Hockney [26] showed that the grid noise violated the conservation 
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 law of total energy and heated up the plasma in the long time nonphysically. From a large 
 number of simulation runs, he obtained a dependence on parameters concerning the heating 
 and found a linear increase of total energy with time, which suggested that the heating was 
 dominated by the stochastic process. Namely, the grid noise is considered to be an external 
 random force; therefore, the energy flows in or out of the system, and the total energy of 
 the system fluctuates in the short time and increases linearly with time in the long time due 
 to the presence of the random force. Note that the shot noise never violates the conservation 
law of total energy because it is physical. Lewis  et al. [27] pointed out that the fluctuation 
of total energy was greater than the increased energy in the case of the small grid noise and 
found a dependence on parameters concerning the fluctuation of total energy experimentally. 
     An energy check is generally used to monitor simulations. When the observed total 
energy changes by amounts mall compared to other energies of importance, the simulation 
results suggest that the most of the exchange of energy between fields and particles has taken 
with a satisfactory accuracy. A good energy check, therefore, gives the credibility to the sim-
ulation. Nevertheless, the mechanism of the error of total energy had remained to be ambig-
uous. Works of Hockney and Lewis et al. contain only experimental results, and theoretical 
works which explain their results have been required. Abe, Miyamoto, and Itatani [28] have 
studied the effects of the grid noise on the total energy analytically by invoking the stochastic 
theory and have obtained a scaling law of the fluctuation of total energy, which depends on 
the number of spatial grids in the system, the number of particles in the Debye sphere, the 
model and so on. This scaling law is consistent with the empirical aw obtained by Lewis et 
al. [27] . By measuring the fluctuation of total energy more accurately in actual simulations 
than Lewis et al., a good agreement between theoretical and experimental results has been 
obtained by Abe et al. [28] . The analysis is also applied to an explanation and estimation 
of the heating or the linear increase of total energy with time observed by Hockney [26] . 
Chapter 3 contains the details of these results. 
1.6 Application of the particle simulation to the HIPAC 
    It was firstly suggested by Janes [29] that unneutralized clouds of electrons could be 
confined by the toroidal magnetic field, which was produced within a conducting toroidal 
chamber. The induction of this magnetic field has been to inject 
and produce an electron 
plasma in the chamber (inductive charging [30, 311). This device is sometimes called the 
"heavy ion plasma accele
rator" or "HIPAC" [30] , because it was devised in order to perform 
— 8 —
experiments involving nuclear and energetic atomic reactions between heavy ions. In outline, 
the HIPAC utilizes the potential well due to a cloud of electrons in the conducting chamber. 
Its well serves the dual function of accelerating and trapping heavy ions that may be introduced, 
while the electrons of the cloud produce high degree of stripping of these ions. Since the ion 
energy is proportional to the charge state as well as to the well depth, a well depth of 20 
million volts would create center-of-mass energies ufficient o overcome the Coulomb barrier 
for collisions between uclei of all species. For the heavy elements (Z  > 20) this condition 
is difficult to be matched by any presently existing device. Well depth such as this appears 
to be accessible in the apparatus of the relatively modest dimensions and cost, because an 
extrapolation on present achievements suggests the possibility. If they can indeed be reached, 
a considerable range of experiments involving nuclear eactions between heavy elements becomes 
accessible. Thus, for example, collisions between like or unlike nuclei of atomic number in the 
medium range 30-50 should give rise to the inverse of the nuclear-fission process. 
    At first Janes presented experimental evidences indicating that a stable dense cloud of 
electrons with an associated negative lectrostatic potential well could be produced inductively 
in cylindrical geometries [29] . Because the applications explained above require the toroidal 
geometry, Daugherty and Levy [32] presented the theoretical evidence that the selfconsistent 
azimuthally symmetric toroidal equilibria were possible for electron clouds without the necessity 
for a rotational transform [36] . The dioctron instability [33, 34] , magnetron i stability [34] , 
and two stream ion-electron resonance instability [34] , inherent in these systems, have been 
analyzed. These results have shown that the HIPAC is promising. On the basis of these 
works, the initial experiment [31] on the injection and containment of electron clouds in an 
azimuthally symmetric, toroidal apparatus was perfomed in order to exhibit the possibility of 
the applications. Mohri et aL [37] also obtained a quiescent equilibrium of the toroidal sys-
tem by the use of a relativistic-electron-beam-source and showed the possibility of the appli-
cations proposed by Rostoker [38] . 
    From a practical point of view, however, a defect of these machines is that the maximum 
density is restricted by the equilibrium and stability conditions. It has been suggested by 
Janes et al. [30] that the ratio q = cop' / wc2, where co, and are the electron gyro- and 
plasma frequency respectively, should be roughly between 0.001 and 0.05. Accordingly, it is 
a problem how large q can be actually. We performed the simulations concerning the HIPAC 
and realized the quiescent equilibrium with q = 0.08, which was larger by a factor of 4 than 
that obtained experimentally in the toroidal apparatus [31] . In addition, we measured the 
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various physical quantities, which were impossible to measure in experiments, and compared 
them with the equilibrium theory. The details are presented in Chapter 4. 
1.7 Application of the particle simulation to the r. f. confinement of plasmas in the magnetic 
 field 
    From the technological point of view, it is pointed out that the open systems have several 
advantages over the closed ones in the magnetic onfinement systems of plasmas. However, 
their large end loss inherent in open systems hould be decreased or recovered for the open 
system to become superior to the closed systems. In these situations, a number of attempts 
have been made in order to improve the energy confinement in the open system. 
    Extensive investigations on the reduction of the end loss by the application of the r. f. 
electric field whose frequency is near the ion cyclotron frequency at the leakage hole of the 
open systems have been carried out by Watson and Kuo-Petravic [39] , and Miyake et at [40] .
Also, very interesting results of containment with an electron resonance field have been shown 
by Consoli [41] . The machine with the electron resonance field, however, will be difficult to 
be used as a fusion reactor which has a magnetic field strength of about 100 k Gauss, where 
the electron cyclotron frequency is about 300 G Hertz. It will be difficult to make a uni-
form distribution of the r. f. power over a resonant surface of a large reactor. Another diffi-
culty lies in the realization of a high-power generator with such a frequency. 
    The use of the ion cyclotron resonance removes these difficulties and results in the fa-
vourable ion heating. In addition, it is expected that the r. f. field could be coupled easily to 
ions in the line end region, because the thickness of the plasma in the line end is nearly equal 
to the ion Larmor diameter even if the plasma density is high. Actually, Miyake et al. [40] 
obtained some encouraging results as for the reduction of the plasma loss from the line end, 
although the problems are still unsolved concerning the loss from the spindle end. 
    As an example of the open system which has the only line ends, Moir [42] has proposed 
"Open Ended Toroidal Quadrupole", which consists of the eight separate circular coils plus the 
toroidal field coil. The important features of this configuration are (1) a high mirror ratio is 
possible, (2) the field lines are always favourably curved, (3) it does not have any spindle ends 
but only line ends, and (4) the configuration is azimuthally symmetric. These features are 
considered to be advantageous for the r. f. confinement of plasmas. Abe, Kawai, Yamada, and 
ltatani [43] performed the computer simulations in these systems and pointed out a possibility 
of the improvement in the energy confinement by the application of the r. f. electric field with 
                                             — 10 —
the ion cyclotron frequency. 
    In the treatment of Abe et al.  [43]  , however, the r. f. electric field has been applied in 
a simplified way, and collisions have been introduced only for ions on the basis of a model 
of large angle scattering. Takizuka, Abe, Momota, and Namba [44] improved the above simu-
lation model and developed more realistic model. The r. f. electric field is applied through the 
electrodes, and collisional effects are introduced both for ions and electrons. Further, a colli-
sion model is improved by the use of a modification of the Langevin equation [45] so as to 
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CHAPTER 2
COLLISIONAL EFFECTS IN A PLASMA OF THE FINITE-SIZED 
           PARTICLES OF THE 2-SPECIES
2.1 INTRODUCTION 
    A fatal difficulty of the particle simulation of plasma exists in the high level of fluc-
tuations at both short and long wavelengths, which can easily be so large as to mask the 
desired simulation, because the limitation of ability of the electronic omputer forces us to 
use a reduced number of particles each with a larger charge and mass as compared with the 
laboratory plasma. By the use of the finite-sized particle model or the cloud model [1, 2] 
in which the Coulomb interparticle forces of small separation are automatically smoothed out, 
we can successfully reduce the short-wavelength fluctuations and collision phenomena, simulat-
ing the long-wavelength and collective interactions of plasma exactly. Then the present digital 
computer can simulate the collisionless plasma and reproduce the various collective phenomena 
not only in the 1-dimensional system, but also in the 2- or 3-dimensional system. Langdon 
and Birdsall  [1], and Okuda and Birdsall [2] studied the properties of the uniform, stable, 
unmagnetized single-species cloud plasma and clarified the differences between them and the 
point particle plasmas. They have shown that the collisional evolution for the cloud plasmas 
can be governed by the Balescu-Gurnsey-Lenard (Weabbreviate it BGL in the following) kinetic 
equation [3, 4, 5] in spite of a reduced number of particles because the clouds can overlap 
freely each other due to the smoothing-out of the interparticle forces of small separation. 
Their prediction can be verified by the observation of the orbits of test particles in phase space 
in the thermal equilibrium cloud plasmas, which can be simulated by the use of the CIC-PIC 
model [6, 7] or the dipole approximation scheme [8] with the appropriate higher-mode-cutoff 
scheme [9] . Actually, Okuda [ 10] , and Matsuda nd Okuda [11]  verified the predictions of 
the BGL kinetic equation in a satisfactory way, measuring the fluctuation spectra of electric
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fields, and diffusions and drags in velocity space. 
    Considering only static shielding effects of plasma [1, 2] which change the interaction 
forces of colliding particles from the Coulomb force of isolated particles, Langdon and Birdsall 
[1] estimated a collision frequency as a rough measure of the collisional effects of the cloud 
plasma nd derived the Fokker-Planck equation as an approximate kinetic equation. Okuda and 
Birdsall [2] estimated the collisional effects more precisely than Langdon and Birdsall  [1]  , and 
calculated them numerically by considering not only the static shielding effects but the dynami-
cal shielding effects. As a result they pointed out that the collisional effects on a test cloud, 
which had a larger cloud size and faster velocity than the Debye length and the thermal velocity 
respectively, were drastically enhanced. In their work, however, they assumed that ion was the 
uniform background for charge neutralization and neglected the effects of ion on the collision 
in the multispecies plasma. Judging from the origin of enhancement of collisions discussed in 
Reference 2, we may expect hat the dynamical shielding effects of ion cannot be neglected 
for the cloud with the velocity near to or smaller than the ion thermal or sound velocity. 
    In this Chapter, we study the collisional effects of the 2-species cloud plasmaby trans-
forming the form of the original BGL kinetic equation to a form like the Landau equation 
[ 12] . Namely, we define a scalar quantity x as a measure of the collisional effects of a test 
particle with the arbitrary velocity. This quantity x is adjusted to be reduced to the usual 
Coulomb logarithm (InA) [13, 14] independent of velocity of the test clouds, when the cloud 
size R decreases to the impact parameter [13]. 
    In Section 2.2, we review the dynamical equations of the plasma composed of the :inite-
sized particles and characteristic differences of the dispersion in the longitudinal mode between 
the point particle plasma nd the cloud plasma. In Section 2.3, we define the quantity x and, 
in Section 2.4, we discuss the collisional effects of the 2-species cloud plasmas in both isother-
mal and nonisothermal cases. 
2.2 THE DYNAMICAL EQUATIONS OF THE FINITE-SIZED PARTICLE (CLOUD) PLASMA 
    As explained in Section 1.3, the charge density of a cloud whose center is at the origin 
is changed from e6(x) to eS(x), where e is the total charge and S is the shape factor. If p
p 
and Jp are the charge and current densities of a system of point charges, therefore, the den-
sities pc and J for a system of clouds, whose centers coincide with the point particles, are 
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 pc (x, t) \/ pp (x', t) \ 
= J dx'S(x—x') 
4 (x, tl /\ J (x', t) l 
These cloud densities are to be used in the Maxwell equations to find 
The Lorentz force on a cloud with center position x and velocity u, 
motion of it are 
F(x, v, t) = e rdx' S (x — x') • ( E (x', t)-/-v X B (x',t)) 
  dx =vJmdu 
dtdt— F. 
where m is the mass of the cloud. 
    The relations of (2.1) and (2.2a) are convolutions and, therefore, 
form when Fourier transformed:
 /  Pc  (k,  t) = S(k) ( 
Jc (k, t) 
F (k, u, t) = e S (—k) ( E (i 
where 
S(k) =f dx S(x) exp (-
These transform convention is such tl 
limit k oo, S(k) 1. When the size 
Ikl>R-1. 
    Using Eq. (2.3) and a little care 
by the replacement of the charge e b 
uniform Vlasov gas of clouds are unc 
must be everywhere multiplied by SZ I 
frequency or, density when adapting li 
show the expressions of the longitudir
 x) II(2.1) 
~ ', ) /l 
 e axwell uations  i d the fields E and B. 
nter s tion  d locity , and the equations of
 x') • ( E (x", ) + v   ', t) ) , (2.2a) 
   m 
  du = F .(2.2b) dt 
 l i take on a very simple 
pp (k, t) \ 
                                (2.3) 
Jp (k, t) l 
, t)+uX B (k, t) ) , 
ik•x). 
at in the point particle limit R—> 0 or short wavelength 
of the cloud is denoted by R, S(k) becomes small for 
we can now re-do most plasma theory with few changes 
eS(k). For example, the dispersion relations for a 
ianged except that the plasma frequency squared, wp , 
'). This result could be viewed as a k dependent plasma 
ear stability analyses, etc., to cloud plasmas. Here we 
d dielectric function for a cloud plasma, 
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-k) ( E (k    + v X 
'x) exp ( —ik • x) . 
i   h : 
  
i tle     c 
rge y .  ; 
s  h nged xcept h 
i  2 (k . i  l  
lapting lin  ili  l: 
l itudinal i l i  
                   CO z af0  du e(k, co) =1 + S2 (k)P f k • —-------- ,(2.4) 
k au w—k• u 
where we assume a single-species plasma for simplicity in this Section and the standard sym-
bol definition. Space-time dependence exp (ik • x—iwt) is assumed, and the usual remarks about 
analyticity apply. For a Maxwellian velocity distribution with the thermal velocity ut = [ (1/3 • 
v)2 11/2 ,  the dielectric function becomes 
au 
                1 
      SWpw 
      e (k,co) = 1 —2(—k
v)2 Z'(~kutJ,(2.5) 
r where Z is the plasma dispersion function of Fried and Conte [ 15] . 
    The dispersion relation for longitudinal waves is e = 0. When kvt/Swp = kXD/S <1, we 
can use the large argument asymptotic expansion for Z' and find an approximate solution for 
co which shows weak Landau damping of the oscillations 
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        Im CO '=' — (8)1/2 SCOp(k~)3  exp [—2(k')2 1.(2 .6b)       DD 
    With small clouds (R <XD) and weakdamping we have kR < kXD << 1 so that S ^ ' 1. 
Thus, the weakly damped oscillations are little affected with small clouds, as we would hope 
(See Fig. 2.1). 
    For large clouds (R >XD) and weak damping, Re w can be very different from the 
point-particle result when kR > 1 (Fig. 2.2). 
    When kXD/S > 1, the oscillations are strongly damped. Thus, in a cloud plasma the 
onset of damping as k increases occurs when kXD"' 1 or when kR is large enough. For some 
cloud shapes, such as cubes, S —> 0 for finite k. Where this happens the asymptotic solutions 
for strong damping show that Im w —> —co, Re w - 0, which can be seen in Fig. 2.2. Of 
course, when S is very small the electric interaction is disabled and the clouds free stream, 
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Langdon and Birdsall [ 1 ] ).
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2.3 A KINETIC EQUATION FOR A FINITE-SIZED PARTICLE PLASMA OF 2-SPECIES 
    The BGL kinetic equation of a uniform, stable, unmagnetized 2-species cloud plasma is 
given by the straightforward extension of that in the case of the single-species cloud plasma 
[1, 21. For simplicity, ion is assumed to be single-charged. The kinetic equation for a test 
cloud distribution function of species a in the M-dimensional system  (M= 2, 3) is 
2 2        afatrWPa WPR a f
du mR afa ofat R=e,i (2)M avRUd(mafR ava1- fa avRl), (2.7) 
               IS(k)14 kik/8(k • u)   Ut.. = rdk -------------------,(2.8) 
1 k41e(k, k•va)12 
where u is equal to va -uR, n is the density, subscripts a and R denote a species (i : ion and 
e : electron), the summation over repeated subscripts i, / is assumed, and ma and wpa are the 
mass and the plasma ngular frequency for species a, respectively. Note that ma and ea are 
the reduced mass and charge of a particle per unit length for the 2-dimensional case (M = 2). 
When S(k) = 1, Eqs. (2.7) and (2.8) are reduced to the results for the point particle plasma. 
For convenience, we assume the Maxwellian as the velocity distribution, when we calculate 
the dielectric functions, as follows; 





  Y(w) 
vtR is the 
1 _ 
   ~2 D
_ - E ----- Re(Z'(----------) 
R=e,i 2 X2 R^12-kvtR 
A2 
_ — E D  Im ( Z'( --------- J 
R=e,i 2 XDR NifkvtR 
thermal velocity, vrR = (KTR/m0)1/2 
E1= EWPR  





              (2.10) 
Debye length XD  is defined as 
               (2.11)
     In the following, we adopt the sharp-cutoff cloud [1, 2] as a shape factor, because it is 
 the simplest in k-space and convenient to express the BGL kinetic equation as analytically as 
 possible. The sharp-cutoff cloud is represented as follows; 
        S(k) = 1 for  jkl <R = kR, S(kJ=0 for IkI>R , (2.12) 
where R is the characteristic radius of the cloud. 
     When we calculate U,i, we transformthe coordinates of k-space from the cartesian coor-
dinates to the cylindrical coordinates (kg, ke, kZ) for the 3-dimensional case and obtain the 
results, analytically integrated over kp and kZ. Substituting them into Eq. (2.7) yields 
    ofirM-1W2W2 
      _«_E -----X3-M p«pRadux(M)                                   w
MDe n auatRXM(J   atR=e ,i (27r) 
SA u,ui m13 afaaf
f X (— -
3) (—.f4 —— fa —ay) , (2.13) u m
a 3%1au1/ 
X(3) (w) - 2 J"/2[1in{ (kRAD )2 +X(wcosi/i)}2 + {Y(wcosii)}2 'r 
o4{ X(wcos>G J }2 + { Y(wcos>G) 12 
X(wcos4') _1(kRXD )2+X(w cos 0)_1X(w cos>/i) 
           2IY(wcos>GJI ------------------- { tan IY(wcosti)l-tan-/ --------------} ]d>G, (2.14) 
kR XD2x2X
D  X(2) (w) = {fdx ----------------------1}, (2.15) o{x2 +X(w0}2 + f Y(w)}2~De 
w = ua cosOa ,(2.16) 
where cos Ba = u a • u/ ( I ua I• l u I )• Note that he term in the square bracket of Eq. (2.14) is 
reduced to the term in the curly bracket ofEq. (10. 43) in Reference 14in the case of point 
particles. 
    When we neglect the dynamical shielding effect or we set ua equal to zero, as Langdon 






                   X
  X(M) (0) = L(M)(kRXD)(D)3—M for w <uti , X
De 
          L(M)(kRXDe) for w ure ,





L(2)(x) = tan-1 x —  x(2.19) 
x2+1 
In the 3-dimensional case (M=3), the first term of L(3) (kR XD) diverges, if the cloud size R 
becomes infinitesimally small or kR becomes infmite. In this case corresponding to the point 
particle, however, we should consider the breakdown of the BGL kinetic equation due to the 
presence of close encounter. The effective value of kR can be estimated as the inverse of 
the average distance of the closest approach between two colliding particles and the first term 
of L(3) represents the major effects a long as nAD > 1. Then we get he standard point-
particle results for the 3-dimensional case: 
                                                            4rreaKT 
        L(3) (kR XD) _ In A, A = 471ND = 4rrnX3j if kR = ---------- , (2.20) 
                                                                        e2 
    For the electron plasma, in which the ion is background for charge neutralization, we can 
obtain the BGL kinetic equation by omitting the terms referring to the ion in summation over 
the subscript Q in the preceding equations, for example, by substituting XDe for XD.
2.4 NUMERICAL RESULTS AND PROPERTIES OF X(M)
    The numerical factor X(M) depends on w = vacos9 a and the cloud size R, and shows the 
measure of the magnitude of the collisional effect in the case of the cloud plasma. In other 
words, study of the properties of x(M) informs us of a rough estimation of the collisional 
effect for the cloud plasma. It is usually convenient to normalize the physical quantities in 
terms of the quantities associated with the electrons (for example Te, me, w
pe , and XDe )• 
These normalizations allow us to make a direct comparison of the collisional effects in the 2-
species plasma with those in the electron plasma obtained in References 1 and 2. Therefore, 
we choose the mass ratio mi/me and the temperature atio Ti/Te as parameters. We show the
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values of  x(M) vs w in Fig. 2.3 (3-dimensional, isothermal case), Fig. 2.4 (3-dimensional, non-
isothermal case), Fig. 2.5 (2-dimensional, isothermal case), and Fig. 2.6 (2-dimensional, noniso-
thermal case). These results are integrated numerically by the use of Simpson's formula. 
For the 3-dimensional cases, we choose a value of KRXDe = 100, which nearly corresponds to 
the point-particle plasma. We show the values concerning the electron plasma by the broken 
lines. Therefore, the broken lines shown in Figs. 2.3 and 2.5 have the same values as in Figs. 
2.4 and 2.6, respectively. 
2.4-1 The case of Ti = Te (3-dimension) 
    Figure 2.3 shows x(3) vs w in the isothermal plasma. When w is much larger than 
vt i, or the ion is considered to be the background for the charge neutralization, the value of 
x(3) is independent of the mass ratio mi/me and equal to the values in the electron plasma 
indicated by the broken line. 
    The value of x(3) is kept an almost constant value equal to L13)(kR XDe) in the region 
of vti << w S v te, and rapidly increases with w in the region of w > vte to attain to the same 
order as the value in the case of the point particle. Note that the collisional effects are suc-
cessfully reduced for the particle with a velocity smaller than vte as the cloud size R increases. 
These behaviors agree with those in the diffusion coefficients and friction coefficient which 
Okuda and Birdsall [2] obtained in the case of the electron plasma. Namely, x(3) is almost 
constant in vti << w S vfe , because it is determined by the static shielding effect of the electrons, 
and increases in w > vte, because the dynamical shielding effect or the emission of waves with 
a wavelength of X — 2rrva/w pe enhances the value of x(3). In the point particle plasma, this 
enhancement is negligible as compared with the contribution of the short wavelength fluctua-
tions to the collisional effects, while in the cloud plasma it cannot be neglected because the 
contribution of the short wavelength fluctuation is truncated for the wave numbers of k> 1 /R 
and much reduced. 
    In the region of w <vti, the ions can participate with the electrons in the shielding of 
the electric field of the short wavelength. In this region, therefore, the static shielding effect 
is larger, and the Debye length determining the magnitude of x(3) is smaller by a factor of 
XD/XDe=(1 +(XDe/XDi)2 r"2 than that in w>vti. The value of x(3) is kept a constant value 
equal to L631(kR XD) in w < um, independently of the mass ratio. As w becomes larger than 
vti, the static shielding effect of ion vanishes because of the larger mass of ion, and the value 
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of  x(3) increases to 
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W / Vte 
The numerical factors x(3) vs the velocity w, defined by Eq. (2.14) for 
the 3-dimensional, isothermal cases. The broken lines, and solid and chain 
lines correspond to the single species or electron clouds (mi/me = co), and 
to the 2-species cloud plasmas of mi/me = 25 and mi/me= 1836, respec-
tively. The broken lines tend to the solid and chain lines, as w becomes 
larger than ute. The top curves refer to the sufficiently small clouds com-
parable to the point particles and depend slightly on w. In this and the 
following three figures, arrows indicate the positions of w = vti, Cs in 
the case of mi/me = 25 and 1836. 
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2.4-2 The case  of Ti Te (3-dimension)
    Figure 2.4 shows x131 vs ii' in the case of Ti/Te = 0.1. In the region of w <vh , x(3) 
is equal to L(3)(KR AD) as well as in the isothermal case. In this region, the value of x(3) 
is smaller than in the case of Ti= Te, because AD are 0.7 AD, and 0.3 AD, in the case of 
 = T
e and Ti = 0.1 Te, respectively. In the region of w >v fe, x(3) is equal to that of the 

























----- mj/me= ao------ 
        .1836 
         25
1
Fig. 2.4 The numerical factor 
(Ti /Te = 0.1). These 
sharp peaks near the
x(31 for the 3-dimensional, nonisothermal 
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value of x (3) has a sharp peak near the value of w equal to the ion 
cause of the emission of the ion sound wave, of which wavelength is 
This is similar to the result that  x(3) is enhanced in w > Vte because 
plasma wave. In the case of the smaller mass ratio, this peak value 
positions of the peak in w increase slightly, as the cloud R is larger.
sound velocity CS be-
equal to 27rCsIwpi. 
of the emission of the 
decreases slightly. The
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Fig. 2.5 The numerical factors x(2) vs w defined by Eq. (2.15) for the 2-dimensional, 
isothermal cases. Dependences of x(2) on w are similar to the 3-dimensional 
cases (See Fig. 2.3). In the region of w ute, however, x(2) increases more 
steeply than x(3), and is not constant in the case of the point particle.
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     In the 2-dimensional  cases, Figs. 2.5 and .2.6 show the values of x(2) vs ttv in the case 
of Ti= Te and Ti= 0.1 Te, respectively. These characteristic features resemble the 3-dimension-
al cases. Namely, the values of x(2) in the regions of m < v11 and CS ( or uri) < <t < v1C are 
equal to XD/XDeL(2)(kRXD) and L!2)(kRXDe) respectively, and are enhanced in iv>ute be-
cause of the emission of the plasma wave. In the nonisothermal case, the enhancement caused by 
the emission of the ion sound wave is observed also. Because the function L(2)(x) depends on 
x more gently than L(3)(x), the dependence of x(2) on the cloud size R is weaker than that
Fig. 2.6
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of X(3). On the other hand, X(2) is not constant in w, even if the cloud size R becomes 
infinitesimally small. 
2.5 CONCLUSIONS 
    The properties of the cloud plasma, which is a physical model considered in the particle 
simulation, differ from those of the real plasma in the phenomena of the collisions and the 
fluctuations. Especially, the Landau equation which expresses the evolution of the system due 
to the collisional effects is no longer valid, if the cloud size becomes comparable with the 
Debye length. Accordingly, we study the collisional effects of the 2-species cloud plasma by 
transforming the BGL kinetic equation for a cloud plasma to a form like the Landau equation. 
Then we define a quantity x(M) as a measure of the collisional effect. It depends on the 
cloud velocity and the cloud size. When the cloud size is sufficiently small, x(M) is reduced 
to the Coulomb logarithm in the 3-dimensional case. Although we adopt the sharp-cutoff 
cloud as a representative one for simplicity, our analyses can be applied to the other clouds, 
for example, the Gaussian cloud. In the case, we can expect hat the general behaviors of 
X(M) are not altered. 
    The velocity dependence of x(M) of the 2-species cloud plasma is different from that 
of the electron cloud plasma in a test cloud with the velocity near to or smaller than the 
ion thermal velocity or the ion sound wave velocity. Especially, this phenomenon is remarkable 
in the nonisothermal plasmas. Even in the point particle plasma, it is known that the Landau 
equation is not accurate in the highly nonisothermal case (Te Z 1000 Ti) [16]. In the cloud 
plasma, however, the value of x(m) is strongly influenced by the excitation of the ion sound 
wave and has the peak near the ion sound wave velocity, although the temperature atio is 
considerably ow (Te 10 Ti). Therefore, we should pay attention to this effect, when we 
simulate the 2-species plasma with the particle model. 
    In the simulations in which the collisionaleffect is one of the mechanisms dominating 
the phenomenon, therefore, it is not appropriate to use the collisional effects inherent in the 
cloud plasma. From the computational point of view, it is better to use a collision model 
such as the Monte-Calro method in which the effects of the binary collision are added to the 
sufficiently collisionless cloud plasma. One of the complete models, which can express the 
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CHAPTER 3
         GRID EFFECTS ON THE PLASMA SIMULATION 
               BY THE FINITE-SIZED PARTICLE
3.1 INTRODUCTION 
    About the so-called usual models, in which the total momentum is conserved, it is well 
known that the total energy is not conserved ue to the nonuniformity of space caused by 
spatial grids. From a large number of runs, Hockney has derived empirical laws of the error 
of total energy  [ 1, 14] . Assuming a linear increase in time, he defined the heating time TH, 
during which the total energy increases by 25%. The conception of the heating time is useful 
in the case of sufficiently large error (an example is presented in Reference [1, Fig. 4] ), or 
has a meaning for long periods of time. In the usual simulations, however, the heating time 
cannot be measured, because the energy increment is much smaller than the energy fluctuation, 
which is the same kind of numerical error as the energy increment. Accordingly, the measure-
ment of the fluctuation in total energy is useful for monitoring simulations. 
    In this Chapter, we evaluate the fluctuation of total energyon simple assumptions and 
make a comparison between these estimations and the numerical results in the usual models. 
Here we explain the differences between the energy increment and the energy fluctuation along 
the outline of Hockney's consideration [1, P. 24] , because we consider that these two quanti-
ties are dominated by the same stochastic process. We define Kg as the difference between 
the initial total energy H0, and kg as the energy increment, which is obtained by averaging 
the fluctuation of Kg during a sufficiently long period of time. Then the energy increment 
in time t, which is due to the presence of the unphysical grid force SF, is 
KgNmN°          Ay' =---- 
  
=------p{
JtSF dt}2 = ----<SF2>trc, ,(3.1)   2 2m 02m 
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 where  <  6F2 > is a random force fluctuation of square magnitude, Tc. is a correlation time, 
m is the particle mass, and Alp is the number of particles. The standard deviation of Kg, 
a { Kg } , is considered as follows: 
                                     t a{Kg} = a{Nm (v•Av)} = {Np2(fv•SFdt)2} 1/2 
                            0 
{ vfh Np( f SF dt)2 } 1/2 =vt1 <SF2 >1/2 (tTc.)112 ,(3.2) 
0 where uth is the thermal velocity of the particle. 
     In order to evaluate the fluctuation in total energy both theoretically nd experimentally, 
the following way is more convenient. Using the total energy 
        H=H0+Kg 
we express the above consideration in adifferential form: 
dH/dt=A(t)•H, 
where A(t) is the fluctuated function of t. Its mean value is zero, and so the standard devi-
ation a {A(t)}  and the correlation time Tc of A(t) are characteristic quantities. Namely, the 
evaluation f a f Kg } in t is reduced to computation of a {A(t) } and TC. 
    Lewis et al. also investigated the fluctuation in total energy concerning a periodic, one-
dimensional electron plasma [6, II]. Using a definition of error of total energy: 
O H = (Hmax — Hm i n) / (Hmax + Hm in) 
they experimentally obtained a relation concerning it: 
OH « I / (nSXD) , 
where ns is the electron density and XD is the Debye length. 
    Our interests are focused on the problem of how much the spatial interpolation of each 
model influences the fluctuation of total energy. For convenience, we utilize the Fourier 
transform in order to solve the Poisson equation, and adopt the sharp-cutoff cloud [4] as the 
gridless hape factor throughout his work. 
    In Section 3.2, we derive a {A(t)}, applying the one-dimensional periodic system of
plasma s a test problem. In Section 3.3, we measure a{A(t)} in actual simulations and com-
pare it with the above estimation. As to the correlation time re, we discuss it qualitatively. 
Experimentally, we calculate the autocorrelation function and measure the correlation time. 
The results verify the above discussion. 
                                          — 30 —
3.2 THE FLUCTUATION IN TOTAL ENERGY
 3.2-1 The basic equations of the gridless finite-sized particle plasma 
    We consider a periodic one-dimensional system which is composed of two species of N 
ions and N electrons. Each species has the equal magnitude of the charge and the system is 
neutral. The mass and charge densities per unit area of the ith particle are m1 and e1, re-
spectively. Following References [4, 5] , we adopt S(x) as the shape factor of the clouds 
(finite-sized particles). Then the kinetic equations of the particles are 
dxi / dt = vi ,mi dv1 / d t = FZ , (3.4) 
                     'L 
    FZ = ei J S(x — xiJ E(x) dx ,(3.5) 
0 where L is a period. The electrostatic field is given by 
2N 
E=—dO/dx,d20/dx2 = —1/eo E e1 S(x —xi)(3.6) 
i= 1 
The total energy 11, which is an invariant of the system, is the sum of the kinetic energy K 
and the field energy W, 
      2N 1 1f
o                                  H=K+W = E{—m• v•2 +-e•0(x) S(x — xi) dx }(3.7)            =12tr2t 
The shape factor S(x) can be expanded to the Fourier series from the periodic condition and 
is an even function of x due to the symmetry of space, 
Me 
     S(x) = —1 S,,, cos 2irmx / L ,(3.8)                 L 
m = 0 
where the coefficient Sm should be satisfied with the normalizing condition and Mc corre-
sponds to the maximum mode number in the system.
3.2-2 Interpolation of the shape factor 
    When we solve the above equation using the digital computer, we commonly introduce 
the spatial grids in order to save the computer time. We obtain the field quantities at the 
grid points and with them interpolate the quantities at other points. The shape factor S(x—xi) 
for the particle position xi is approximated to a function Sg(x, xi), which is a linear combi-
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 nation of  S(x—xi0  t1), where x10+1 are n nearest grid points of x1(1=0, ... , n/2 for n=euen or 
(n-1)12 for n=odd). The total energy H cannot, however, be conserved in the usual models, 
 because Sg loses the property of the spatial uniformity owing to this approximation.This is 
 the essential cause of the numerical error, if the particles per one Debye length are few. 
 Accordingly, the choice of Sg has been an important problem. Here we analyze the proper-
 ties of the approximated shape factor Sg of CIC-PIC (n=2) [2, 3] , method 2/2 (n=3) [6] , 
 and modified SUDS (n=3) [7] in order to estimate the errors of the conserved quantities. 
     The system is assumed to have 2M grids. Then the grid distance A and the normalized 
 grid distance DO are 
A = L/2M,00 = rr/M.(3 .9) 
 Generally M is equal to or greater than Mc. The case of M>MC is equivalent to the higher-
 mode-cutoff method [8] . 
     Next we define x10 as xl x10+6,, where Si is measured from the grid points, 
xi0 = [x1 / 0 ] X A for n = even,(3.10a) 
x10 = [ x1 / A + 0.5] X A for n =odd,(3.10b) 
where the square brackets denote the Gauss symbol. Then the approximated shape factor 
Sin) is written in the forms: 
  Interpolation with the values at two grid points 
  Sg2)(xx.) = (1 —S1/A)•S(x—xi0)+(5/A) S(x—x10+1) ,(3.11) 
  Interpolation with the values at three grid points 
  Sg3) (x,x1)=w_1 S (x - xi0 - 1) + w0S (x - xi0) + w+1S (x - x10 +1), (3.12) 
where w1 is a weight of the interpolation, which is the polynomial of Si. The slight modifi-
cation of the above equation is necessary at the end points of the system, by considering 
the periodic condition. 
    As a method of determining w1, we attempt o set Sg well approximated to S in the 
lower modes, which dominate the collective motions of the plasma. In other words, we deter-
mine w, so that the difference S—S(g3) is O(A3) except for Si=± /2. In this case, however, the 
weight function of this method has discontinuities similar to the dipole approximation [7] . 
As is pointed out [7, 12] , these discontinuities nhance the error of total energy. In actual 
simulations we verified that the error in this method is larger than in CIC-PIC, except for 
Me < 1/4 M (strong higher-mode cutoff). Accordingly, we obtain w1 from the condition that 
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the differences  S-43)is O(O2) as in CIC-PIC and that the weight function s continuous 
(Appendix 3.A) as follows. 
{w_1, w0, w+1} = {-(1 -27) (6i/6)2 - (6i/6)/2 + (1 -7)/2, 
(2 — 47) (5i/ A)2 + 7, —(1 —27) (6i A)2 + (8/)/2 + (1 —'y)/2} , (3.13) 
where y is an arbitrary constant, the magnitude of which considerably varies the properties of 
the model. The following two values have the distinguishing features: 
y = 0.50: Quadric terms vanish to be reduced to a linear interpolation. It is equivalent 
to modified SUDS. 
y = 0.75: The weight function is continuous to the first derivative. It is equivalent to 
method 2/2. 
    These shape factors Sg are satisfied with the conditions required for the shape factor, 
except for the uniformity of space. 
3.2-3 Interparticle forces and momentum conservations 
    Lewis et al. derive the interparticle force for each of their models and prove the mo-
mentum conservation for the CIC-PIC (method 1/1) [6] . Here we represent the interparticle 
force in the case of systems where all variable quantities are expanded to the Fourier series 
or an eigenfunction of the system. 
    The force F(") acting on the jth particle can be expressed in the form 
      2Ne•2NMc S2" 
 F~") =EF("i= -----iEeiE—{fs"m(Si,Si) sin mkO0 
      i=14ireo i=1 m=1 m 
+ fcnin (6i, (Si) cos mkO0 } ,(3.14) 
where 
k = (x10 —x0)/A ,(3.15) 
fs(n Symmetrical polynomials of Si and Si, 
fc("m Alternating polynomials of Si and Sj .
As in the results of Lewis et al., the self-force F[ "/ vanishes and the total momentum is con-
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served xactly because F, it = F1~'~/ 
     The concrete xpressions off Jnm and f" fc(.")01are obt ined by replacing S with Sg in Eqs. 
(3.5) and (3.6) as follows: 
fj217, ={ I –(61+6j)/A+26t6/A2} (1 – cos m/0)+ cos m00 ,(3.16a) 
f2m = { (61 - 6d / A ) sin m00 (3.16b) 
f (3 = (1 – 27)2 (6 – 8 cos m..0 + 2 cos 2m00) 612 612 / A4 
      + (1 – 27) { (3y – 1) – 2(27 – 1) cos m00 + (y – 1) cos 2m6,o } (612 +5/2 ) / 
      + 0.5 (372 – 27 + 1) + 27(1 – y) cos m00 + 0.5(1 – 7)2 cos 2m00 
    + 0.5 (1 – cos 2mAo) Si 61 / A2 ,(3.16c) 
  ft3,n = (6j – 61) / A X { (47– 2) (sin m00 – 0.5 sin 2m00) 6161 / 6,2 
+ y sin m00 – 0.5 (7 – 1) sin 2m69}(3.16d) 
3.2-4 An evaluation of the fluctuation in total energy 
    For the usual models in which the total momentum is exactly conserved, the error of 
total energy is inevitable, even if the time integral is calculated exactly. Here we consider the 
properties of the error of total energy and estimate the magnitude of it. An origin of the 
error is that the approximated shape factor Sg loses the uniformity of space or does not de-
pend only on x–x,. In other words, it is considered that the spatial grids exert the unphysi-
cal forces on the particle in the system [8] . We assume this unphysical grid force 6F1'") as 
the difference between theforce Fr acting on the shape factor S", which has the uniformity 
of space, and the force F(n) acting on the approximated shapefactor S(;) : 
               e12N McS2n 
 5Fin) =F-(11)  –Fi= -----Ee1 E — [ 
47reo 1=1 m=1 m 
         {f(nm(6; ,6.) – Kmn)cos2rrm (5. – 5.) } sin mk00 
L 
       +{f/n)(6k,6-) – K(inn) si  `1m (6/ – 5i)) cos mk00].(3.17) 
where F1* is not equal to the force Fi acting on the shape factor S generally, because Sg 
approximates S well in the lower modes but not in the higher modes at all. Accordingly, 
K,f.,,n) are correction factors caused by the interpolation, which converge to unity as m decreases. 
The unphysical energy Kg which flows in or out the system is given by 
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 2N 
dKgn) / dt =  E  v.  SFinj ,(3.18) 
=1 
where we assume that time is continuous. The effects of the finite time step are discussed 
in Section 3.3. Although Fin)is determined by thekinetic equation which obeys the law of 
causality, SFI(n) can be considered as a random noise which is almost independent of the 
history of the system. So the unphysical kinetic energy Kg is evaluated statistically on some 
assumptions. 
    In the case of the sufficiently small error, the mean value of dKg/dt is equal to zero 
and so the standard deviation, a dKg/dt }, and the correlation time, re, are the quantities 
required for the evaluation f Kg, where re is a characteristic time during which dKg/dt va-
ries. Then Kg is obtained statistically at time t. If the error is sufficiently small and t is 
not long, the random noise theory [13] shows that he mean value of Kg equals zero and the 
standard deviation a {Kg } is 
a{Kg}- a{dKg/dt} (tr,)1/2.(3.19) 
    Next we evaluate a {dKg/dt }on the following assumptions. 
  (a) The particles are distributed at random. 
  (b) The correlation between the unphysical force SFjin) and the particle velocity ujdoes 
       not exist. 
  (c) The correlations between Si, Sj, and k { _ (x10 — xi0) / A } do not exist. 
    These assumptions do not involve the effects of the properties of the plasma such as 
the Debye shielding, the particle-bunching by the potential fluctuations, and so on. Although 
these effects influence th evaluation of a { dig") / dt } , these assumptions are almost correct 
in the limit of the small fluctuation energy. On the above assumptions, probabilities p(61) 
and q(k) are calculated as follows (Appendix 3.B): 
POI) = 1 / , q(k) = (M — I kI) / M2(3.20) 
Next we define the fluctuating kinetic energy Kgni which issampled at time t1. Then the 
square of the standard deviation a {d14") / dt } is 
is 
o2 { dK(n) / dt } = 1 E (dK(ni/dt)2 
    gI
s1=1g' 
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               =I E { E vj2 (6Fj(n))2 + E  vi v1 SFi(n)SFj~n) } 1 , (3.21)  i
s l=1 j=1i # j 
 where 1sis the number of the samples, which are assumed sufficiently arge. In the following 
is 
 we eliminate the subscript 1and the notation (1/') E in order to avoid complicated expres-
                                                   1=1 
 sions. Assumption (b) suggests that the second term of Eq. (3.21) vanishes. Accordingly we 
 get an approximation 
    2N2N 
   02 { dKgnj/dt } = Euj2(SFj(n))2 =<uj2>E(SFj1 n )2 , (3.22) 
j=1j=1 
 where the angle brackets show the average for the particles. Namely , we conclude that 
a2 fdKgnl / dt } is a product of the random force fluctuation of square magnitude, 
 2N 
  E (5F.(n))2 , and the average of the square ofvelocity < v; >, as discussed in Section 3.1. 
1-1 2N 
 The detailed derivation of E (SF/ )2 is shown in Appendix 3.C. 
j=1 
     Using the subscriptsi and e to denote quantities associated with the ion and electron, 
 we obtain 
    dKgni _121  1  ( <vi2 >+<ve2...)1/2MC   at------
Kdt}                  CA)NIL i<v
i2 >+ a<ue2 >71011 (M) , (3.23) 
 where 
  22 
        co 2 =eN = (1 / m 1 + 1 / me)e2(3 .24)       e
opLe0L, 
                  Mc7rS
x / o    71(2) (Mc/M)=[fdx (4x2){Kx/o+9+9cos x +9cos2 x 
Kxiil 
                  x  
a-------- (1 -cos x)2 } ] 1/2 ,(3.25) 
where Sx/ o and Kx/ A are the smooth functions ofx, which are equal to Sm and K1,nj, when 
x/ A = m, respectively. The proportional coefficient (3) is too complex to be presented here, 
although it can be calculated analytically. Therefore, we show the numerical results later. In 
order to clarify the scaling law about he fluctuation in total energy, we neglect the terms for 
the ion: 
dK1') g  j 1 I
nM~      v {
K d(wt)}fSXDr7(1(-----M)(3.26) 
From the experimental results, Lewis et al. indicated that the fluctuation is approximately 








[(2M)1/2 • ns . XD]-1 
(n) , which depends on
for all usual models. 
each model.
The coefficient n(n)
Ni 3.2-5 Determination of the unphysical grid force or Kmn) 
   The gridded systems with the shape factor are are similar to the gridless ystems with 
the shape factor S* about the physical properties, whether they have the uniformity of space 
or not. Therefore, we study the fluctuation spectrum of the electric field. In the gridless 
system, the fluctuation spectrum of the thermal equilibrium state, <eoEm2 > [4, 5] is 
me < ue2 >(Sm / 2)2 
<eoEm2 > =(3.27)                (3.27) 
                         (Sml2)2+(kmXD)2
where km = 2irm / L and XD =1 /2 • eo me < ue > / ti e 
system, the problem is more difficult [10] . When 
or the particles are distributed at random in space, 
evaluation of a { dKgn) / dt } as follows. 
                                2 
     <eoEm2>=2t(                   n)2 try~2                                (Sm2, Lkm
2=1/2•eomi<v >/n se2. 
the Debye shielding effect 
however, we calculate it as
 In the gridded 




m2~ = 2/3 + 113 cosm00 (3.29a)
tm3) =(2 — 47)2 (1 — cos m00)2 / 12 + (2 — 47) (1 — cos mA0) X










Eq. (3.27)can be set equal
which is calculated
to Eq. (3.28).
from Eqs. (3.25) and
(3.29b)
As a result, we
(3.30).
(3.30)
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                               Fig. 3.1 n(n) vs MCIM. 
3.3 NUMERICAL RESULTS 
    We carried out numerical simulations of the system explained in Section 3.2 in order to 
verify the scaling law. Namely we measure the standard deviation a {dH / Hdt } and the corre-
lation time re., and compare the estimated value a{ dKg / Kdt) with the measured value 
a { dH/ Hdt } . These two values are expected to be approximately equal because the poten-
tial energy W is sufficiently smaller than the kinetic energy K. The algorithm for advancing 
particles is the standard time-centered leapfrog scheme and Eq. (3.6) is integrated by using the 
Fast Fourier Transform algorithm [9] . The total energy H is calculated by the use of the 
equation which ismodified by replacing S by SRn) in Eq. (3.7). As the initial state of plasma, 
the electron-ion pairs are put uniformly in space and the particle velocities are selected inde-
pendently from Maxwellian distributions. In spite of the special distribution of space at the 
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initial state, it is confirmed that  a  { dH / Hdt) measured per 40 steps i  kept constant within 
a factor of 3 throughout each run. In order to avoid the spoilage of the estimation Eq. (3.23) 
caused by the round-off errors, all data re treated with the double precision (1word = 72 
bits). Note that he errors of total energy owing to the spatial interpolations are much greater 
even i  the usual simulations calculated with the single precision than those owing to the 
round-off errors. 
3.3-1 Comparison of the numerical results with the obtained scaling law 
    We change the differential equation, Eq. (3.3), into the difference equation 
(Hn + 1 — Hn) / At = HnA„ ,(3.31) 
where Hn is the total energy at the n th step (t =n • At). Accordingly, wecompute the 
statistical v ues about Nd data of the following hn ,
hn = An At = Hn + 1 / Hn — 1 (n = 1, 2, 3, ... , Nd)(3.32) 
Then the standard deviation a is calculated as 
   NdNd 
 02 = (1 /Nd) E { hi — (1 /Nd) E hi)2(3.33) 
     i=11=1 
Using a, we calculate the empirical value 71emp as follows, 
         Via. N (m1 /µ)< vi2 >+(me/µ) < Ue2 > 
        —  
                                                        (3.34) emp
cop2At L (<vi2 >+<Ve2 >)1/2 
In the case of finite At, the autocorrelation function, R(k • At), is defined as 
                     Nd - k 
R(k At) =--------1E hi hi + k (k = 0, 1, 2, 3, ...) , (3.35) 
           Nd-k i=1 
and the correlation time rc. is calculated by assuming the Markoffian process [13] . 
    As the simulation parameters, the following values are chosen: 
S1 = I, Sm = 2 (m > 1); 2M = 32 ^  512; N = 160, 320, and 640; XD (L / 27r)-1 = 0.05, and 
0.2; < Ui2 > / < 0e2 > = 0.01; mi / me = 25; cop • At = 0.2, 0.1, 0. 05, and 0.04; and Nd ^ 500. 
    Figure 2 shows that riem p keeps constant within a factor of 2, when a varies between 
10-2 and 10-4. Therefore, it is experimentally confirmed that the scaling law, Eq. (3.23), 
holds good about the parameters 2M, N, At, and < Ue2 >. 
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              Fig. 3.2 nemp vs v for various parameters in CIC-PIC (M = M). 
                      The round brackets represent runs with the parameters:
At • uth > A, in which fem p is greatly enhanced. 
next condition that the fine variation of space is calculated smoothly in time should be re-
quired: 
< ue2 >1/2 . At < 0.(3.36) 
Actually, if the above condition is not satisfied, 'em p is enhanced, as shown in Fig. 3.2. How-
ever, by setting At shorter or A longer and satisfying Eq. (3.32), rlemp can be reduced to the 
usual values. 
    Table 3.1 shows nem p for each model in the case of MM. / M = 1 and 112. The coeffi-
cient rlemp is reduced by 50% for CIC-PIC and method 2/2 but is reduced only 10% for mod-
ified SUDS, when the higher modes are cut off: 111,1M = 112.
TABLE 3.1 Comparisons between the Theoretical and Empirical Values of n
111,1M M = 1 Me / M = 112
model nem p ~empl~ nem p 71empl1l
CIC-PIC 0.50 2.4 0.29 2.9
modified SUDS 0.26 1.3 0.23 1.4
method 2/2 0.14 1.6 0.06 1.6
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3.3-2 A consideration about the correlation time and its measurements 
   As mentioned above, we replace the differential equations, Eq. (3.4), by difference qua-
tions inactual simulations. Thi  means that the unphysical grid force  SFJnl is kept constatnt 
during a time step At and the right-hand side of Eq. (3.18) is a step function of t. According-
ly, the correlation time re is larger than At. If At is sufficiently large and the particle posi-
tions in one grid interval are randomized uring one time step, re is nearly equal to At. On 
the contrary, if At is sufficiently small and time is considered almost continuous, re is expected 
to be proportional to A/ with and is a characteristic time during which the particle distribution 
in one grid interval changes continuously. 
Tc/At 
       10.0 —
1.0
0.1 I,,,,.. -    0
.11.010.0 
             Fig.3.3 Tc / At vs A / (vth At) in CIC-PIC. The simulation 
                       parameters of these runs have the sameparameters
                       as those in Fig. 3.2. 
    These features for the correlation timeare presented in Fig. 3.3. It shows the dependence 
of Tel & on A / (At . with), which indicates how many time steps a thermal electron takes to 
pass one grid interval. If A/(At • with) is sufficiently small, Tc is equal to At and is inde-
pendent of the other parameters. When L /(At • vth) is larger than 3, it increases linearly in 
/(At vth). Namely, Te becomes independent of At and nearly equal to 114-  A/uth. From 
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the above results and Eq. (3.32), the optimum time step should be satisfied with the condition 
 0.3 A/ vrh < At < A/ with 
These results are consistent with Hockney's in [1, Eq. (12)] in the case of the Debye length 
larger than half of the grid distance, although is evaluation is concerned with the heating 
time. 
3.4 DISCUSSIONS AND CONCLUSIONS 
    In Section 3.2, we introduced assumptions (a), (b), and (c) in order to evaluate he 
energy fluctuation statistically. In these assumptions the dynamical shielding effects of plasma 
are neglected. If the Debye length is sufficiently arge, it is clear that these ffects can be 
neglected. Judging from the properties of the fluctuation spectrum [see Eqs. (3.27) and (3.28)] , 
we can expect that our scaling law will give the correct results, if Eq. (3.36) and the following 
condition are satisfied: 
2rrMe > L XD1(3.37) 
Actually, we observed that the accuracy of the scaling law is rather poor when Mc is reduced 
to a parameter of 2rrMe = 0.5 • LTD-1 
    Concerning method 2/2 andmodified SUDS, 'emp agrees with n(3) within a factor of 
1.6. Especially, it is well explained that nem p for 114c/M=1/2 becomes smaller by only 10% 
than that for Mc /M 1. However, femp in CIC-PIC is larger by a factor of 2.4 or 2.9 than 
r1(2). We could not find the cause within the accuracy of this work. In order to improve 
the accuracy of the scaling law and the coefficient rl, we should consider the dynamical effects 
of plasma nd the error associated with the spatial interpolation f the scalar potential. If we 
adopt he empirical value for rl, however, we believe that our scaling law holds within a factor 
of 2. 
    We discuss ome applications of our work for other problems. It is well known that 
Eqs. (3.6) are solved by transforming them into difference equations. In this case our evalu-
ation can be applied after slight modifications. 
    The scaling law about the heating time re is calculated in the case of 27rMe >L X/5/, 
because the random force fluctuation of square magnitude, < 8F2 >, is obtained. From the 
definition of the heating time [ 1, 14] and Eq. (3. C-4), we obtain        
1----------- XD(3.38)               TH a— •nsXD                r]ZTcwp• 
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The above quation is consistent with the result which is reduced in the case of the one-
dimensional system from the empirical result of Hockney et aL [1,  14] obtained in the case 
of the two-dimensional system. 
    Extensions to the two- or three-dimensional problem are possible for the usual models. 
Our considerations concerning the interpolation f the shape factor are generally applicable to
the system with the more complex boundary conditions and curved spatial grids of the two-
and three-dimensions. 
Appendix 3.A: The determination of weights (n=3) 
    When Mc << M, the functions S(x-xi0 _1), S(x-xi0), and S(x-x10+1) can be approxi-
mated by the Taylor expansion i  the neighbourhood of x-xi . From Eq. (3.12), we obtain 
  S(g3) (x, x() = (14,_1 + w0 +w+1) • S(x - x1) 
    - {(A+6)w_1 + 8jw0 + (-A+ Si) w+1 } • S'(x - xd + O(A2) ,(3.A-1) 
where S" (x) is dS (x) / dx. Therefore, we get 
w_1 +w0 +w+1 = 0, 
(A + w-1 + 6iw0 + (-0 + St) w+1 = 0(3.A-2) 
In addition to the above conditions, we adopt the following condition that the weight function 
is continuous at Si = ± A/2, 
w_1 (Si = -A/2)  = w0 (Si = +A/2) , 
w+1 (Si = +A / 2) = w0 (8 = —6,12)  .(3.A-3) 
Assuming wl as a quadric polynomial of Si and solving Eqs. (3.A-2) and (3.A-3), we obtain 
Eq. (3.13), which involves the arbitrary constant y. 
    When M, is nearly equal to M, we extend the above definition and use these weights. 
So one should take notice that S(;) never becomes the approximation of S in higher modes. 
Appendix 3.B: The probability of the grid differences of pair-particles, q(k) 
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     The section of length L is divided to 2M cells. Assume that these cells are numbered 
 from 1 to 2M and that the particles are distributed uniformly in each cell. In order to  sim-
plify the consideration, we assume that the number of particles in a cell is infinite. When a 
pair of particles are taken at random, one particle is extracted from the i-th cell, and the 
 other from j-th cell. Then we determine k as k=j– i for a set of the pair particles (i,j). Sets 
(i,j), in which k equals k1 (> 0), are restricted to the following M– k1 cases: 
(M,M–k1), (M – 1, M – k1 – 1), (M-2,M–k1-2)..... (k1+1,1). 
Considering that the probability q(k) is an even function of k, we obtain 
    q(k) = (M– I kI)/M2 .(3.B-1) 
2N Appendix 3.C:The derivation of E (6F/n))2 
j=1 
    We rewrite Eq. (3.17) for simplicity in the form 
       e•2N Mc SF/n) =4rreiE/e•mE1(g(nmsin mkL0+g(nmcos mk00) , (3.0-1) 
                0 
 where 
            s2               m     (51 ,51) =—{f(nn (Si ,Sj) –Kmnjcos -----L (81—S,J} 
       m 
  gcnm(Si,SjJ–s'272{.f~nm(SI,SjJ— Kmn) sin2L  (Si –Si) J 
           m Like the derivation of Eq. (3.22), averaging over the samples lets the cross terms cancel and 
     2N 
yields E (SFj(n))2 in the form 
j=1 
 2N 2N e.2NMc 
E (6F-(n))2=E(------)2E ei2E (gin) sin mk00 
j=11=1 47reo i=1 m=1 
+ gcn;,, cos mk6,0)2 .(3.0-2) 
Considering assumption (c), we introduce the probabilities P(6
1) and q(k) [Eq. (3.20)] , and 
replace the summation of i, j, and k by integrations: 
 2N
ESF~nj2__2Ne2 )2Mc 
I= 1(1J(4rreJm10,2m+8mJ /2,(3.0-3) 
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where the notation  g  2 denotes the integration 
      b b 
            g2P(5.)P(8.) d6~d6)     afa 
a=0 ,b = A for n= even ; 
a=—A/2 , b=A/2 for n= odd . 
Replacing the summation of m by an integration yeilds the numerical 
and the random force fluctuation of square magnitude is obtained as 
  2N 


















n(n) of Eq. (3.23), 
(3.0-4)
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CHAPTER 4
COMPUTER SIMULATION OF CONTAINMENT OF ELECTRON CLOUDS 
            IN A TOROIDAL MAGNETIC FIELD
1. INTRODUCTION 
    Many works have been performed experimentally [1-4] and theoretically [5-9] for the 
problem of how long unneutralized clouds of electrons can be quiescently confined by the 
toroidal magnetic field. From a practical point of view, it is unfavourable for devising a new 
application that hese apparatuses should be low-density machines (q = 0)132 we << 1 J due to 
the equilibrium and stability conditions [2, 5, 7] . In the toroidal systems, Daugherty and 
Levy [5] theoretically derived the necessary conditions, with which the density profile in the 
equilibrium should be satisfied in the case of small q(^ 0.001), and obtained the guiding cen-
ter orbits of electrons. A theoretical evidence [7] indicates that the magnetron instability 
would be significant when q is greater than 0.05. Taking these physical nd technical condi-
tions into consideration, Ja es et al. [2] inferred that q would be restricted from 0.001 to 
0.05. 
    The experiments are restricted bythe techniques concerning various diagnostics and 
plasma productions, although many experimental a tempts [3, 4] are made. For example, the 
direct measurement of electrostatic potentials byvoltage probes [3] has become impossible in 
the electron densities over 4 X 109 cm-3 . It has been also an important experimental problem 
to produce a quiescent plasma with the maximum of q, which is limited ue to the presence 
of the equilibrium and stability conditions. By means of the inductive charging scheme, with 
which the electron clouds in the quiescent equilibrium can be produced, Daugherty et al. [3] 
achieved the value of q S 0.02 in the uncompressed density. Although t ey have predicted a 
possibility of improvement of raising q,however, they could not exceed this value from the 
limitation f ability of the electron i jection system rather than from the equilibrium and 
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stability conditions. Mohri et  al. [4] produced a quiescent plasma with the relativistic-electron-
beam source (Phoebus—I) by applying an appropriate vertical magnetic field. In this scheme, 
also, when they tried to raise the beam current or the electron density by increasing the verti-
cal field, a fluctuation appeared in spite of sufficiently small q. Though these extensive works 
have been done, a problem of how large the ratio q can be in the toroidal systems till remains. 
    In view of the lack of the more complete xperimental study of the confinement, i  
appears to be worthwhile to apply the methods of the computer simulation. As the simulation 
model, CIC [10] is adopted in this work. The principal aims of the present work have been 
to study the following problems: 
(1) an evidence of the equilibrium theory developed by Daugherty and Levy [5] : The 
electrostatic potentials measured in the simulation runs are compared with the theoretical values. 
    (2) How large the ratio q can be for the quiescent equilibrium. 
    (3) The measurements of the potential fluctuations,the kinetic energy of the electrons, 
and the particle decay time. 
    (4) a study of effects due to the differences of initial conditions of plasmas. 
    A model and numerical techniques are presented in Section 4.2, and theequilibrium theory 
developed by Daugherty and Levy [5] is applied to this model in Section 4.3. In Section 
4.4, we present he results of numerical runs with characteristic parameters and compare them 
with the results obtained in Section 4.3. 
4.2 THE MODEL AND NUMERICAL TECHNIQUES 
    The model in this paper is intended to be representative of some of the apparatuses [3, 
4] which have been actually constructed and studied experimentally. It consists of a perfectly 
conducting toroidal vessel, of minor radius a and major radius R, having a toroidal magnetic 
field; and containing a nonneutral cloud of electrons and ions. We assume that the effect of 
current in the plasma on the applied magnetic field is negligible (quasistatic approximation), and 
that all quantities are azimuthally symmetric. 
     In order to compute them numerically, we introduce two coordinate systems, which are 
 taken to be curved coordinate systems centered about the minor axis. These curvilinear coordi-
nates r = (r, 0, z) and r = (x, y, z) are well explained in References [11, 12] and [13], re-







                                       ectron 
•,%~ Orbit 
       Minor Axis ~  Container 
Wall 
              Fig. 4.1 Schematic representation f the cross section of the 
                      apparatus considered in this text. 
spectively. When the major radius R is set infinite, these coordinates are reduced to the usual 
cylindrical and cartesian coordinates. We properly use these two coordinate systems from a 
viewpoint of convenience associated with the numerical computations. Namely, we use (x, y, z) 
for the motion of the particle and (r, 0, z) for the equation on the electrostatic field, respec-
tively. 
    The toroidal magnetic field with the magnitude at the major radius of the torus, B0, is 
given by 
   B = B0 / (1 + x/R) • z(4.1) 
As the motion of a charged particle in this system lets the angular momentum be conserved 
because of the azimuthal symmetry, the equations of motion of the particle with mass ma and 
charge a are given by the following equations: 
2 
 mad2a= mauz+ eaBOdY/dt + eahx ,(4.2a) 
    dt2R+x I +x/R 
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  d2y  _dx/dt 
 ma d
t2—— eaB01 + x/R+eaEy(4.2b) 
PZ = maR (1 + x/R) • uZ = const. ,(4 .2c) 
where the subscript a denotes a species (e: electron or is ion) and we assume that ei is equal 
to —ee. The 1st term of the righthand side in Eq. (4.2a) is a centrifugal force associated with 
toroidicity. Numerically, Eq. (4.2) is solved by the time-centered, reversible l apfrog scheme 
[14] .
   The electrostatic potential 0 is obtained in a self-consistent manner from the evolving 
charge distribution through Poisson's equation, 
04) = —//e0 • p,E = —00 ,(4.3a) 
e, i Na 
       p(r, 0) =EEPaeaS (r,raj,0,0aj) 
a'(4.3b)  j=1 
   = 0 at r = a,(4.3c) 
where Na is the number of particles in the container, Pa is the density, and S(r, rj, 0, 0i) is the 
shape factor which gives the charge distribution of a finite-sized particle [15, 16] centered at 
(r1,0k).As a shape factor, we choose the following: 
                                       i~   1-------------------------------n
  12                       ~yl• S(r, r•, 0, 0i)= )}               a(1+er/a•cos 0)rr 1=0 n=1{J1+1(X1n2
J1(X in r / a) • Ji (X in rj la) • cos 1(0 —0i) ,(4.4) 
where = a/R, J1(x) are Bessel's functions of the lth order, X1n are successive positive roots of 
the equation J1(tin) = 0 (A11 <Al2 < •••) and 70 = 1, 71 = 72 = ..... = 2. When both 1 and 
ne become infinite, S is reduced to a 6-function. A few modifications of the method of 
Smith and Bishop [12] give a procedure to solve the above quations numerically, which is 
explained by two steps: 
   (1) A 1 by n grid, at which the charge density p is sampled, is determined to establish 
a uniform grid in the (r2, 0) plane so that the cells are of equal weight. Concerning the spa-
tial interpolation f the shape factor S or the numerical computation f the charge distribution 
at the grid points, we apply the method [17] , which is equivalent to CIC-PIC for a one-dimen-
sional system with the periodic boundary condition, to the present case: the two-dimensional 
system with the curved spatial grids. 
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    (2) The thin tube limit permits the potential to be solved in powers of e [12, 13, 19] 
and to give the analytical solution of Poisson's equation, which is calculated exactly to the 
1st order of e. In order to improve the accuracy of the conservation of total energy, we 
adopt the strong higher-mode-cutoff method [17] or a parameter of 1 >>  1, and n >>  nc. 
    The vessel wall at r = a acts as an absorber: particles reaching r = a are removedfrom 
the calculation. Some cares must be required in preparing the initial state to avoid the violent 
variation at the initial stages of run. Namely, the electron velocity is set toward the 0-direction 
in the cross-sectional plane as the initial one. When we determined the phase of the Larmor 
gyration at random by way of trial, we observed that the number of the electrons became 
about half in several time steps. The magnitude of electron velocity is arranged to be Maxwe-
llian and isothermal. The ion velocities are arranged to be at random in the phases of the 
Iarmor gyrations, Maxwellian, and isothermal. The initial density of the electron ne is set uni-
form in the 1st order of e as follows; 
ne = ne0 (1 — eKr/a • cos 0) for r < 
ne = 0for a < r < a,(4 .5) 
where ne0 is the average density, and K and are parameters of the simulation runs. The 
initial density of the ions is set uniform in the minor cross-sectional plane. 
4.3 THEORETICAL ANAYSIS IN THE CASE OF SMALL q 
4.3-1 Equilibrium of the basic case, q = 0 
    For the basic case in which q is sufficiently small and ion is absent, Daugherty and Levy 
[5] derived the necessary conditions of the toroidal equilibrium from the steady-state conti-
nuity equation and the guiding center orbit of the electron due to the E X B drift. They 
are expressed in the following form: 
ne / { B0 / (1 + er/a • cos 0) } 2 = f(lk) , 0g5 = —nee / eo , (4.6) 
where ne is the electron density and f is an arbitrary function. When the function f is in-
dependent of g5, the spatial variation ofthe charge density ne is of the order of e. Therefore, 
the assumption that f is constant is permitted for the case investigated in this Chapter. Name-
ly, the system isin the equilibrium to accuracy of order of e, when K is set equal to 2 in 
Eq. (4.5). In addition to Eq. (4.6), we require the boundary condition for 0, Eq. (4.3c), in 
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order to obtain the explicit solution of 0. The thin tube limit permits these equations to be 
solved in powers of the ratio  e. Solving the potential with an accuracy of the order of e, 
we obtain 
j ne0e a2    = — 
4 eo-------- { (r/a)2— 11 { 1 — 1.25 • e r / a•cos 0} .(4.7) 
4.3-2 The mean kinetic energy and the Larmor radius of electron 
    In the system studied in this simualtion, the mean kinetic energy of the electrons in the 
equilibrium is composed of the initial thermal energy and the kinetic energy supplied bythe 
electrostatic potential. The toroidal effects on the average kinetic energy are of the order of 
e2, because the quantities of the order of e cancel out due to the E X B rotation i the 
cross-sectional plane. In order to evaluate the average kinetic energy and the Larmor radius of 
the electrons simply, we introduce the following assumptions: 
   (1) The toroidal effects are neglected.
   (2) The electron density neis uniform and the effect due to the presence of ion is 
negligible. 
    (3) The initial velocities of the electrons are directed azimuthally in the cross-sectional 
plane in accordance with the initial conditions of the simulations a d are the equal magnitudes 
due to a simplification of calculations. 
   (4) The electron Larmor radius i  sufficiently small. 
    After some calculations, we obtain the mean perpendicular kinetic energy, mevel / 2, and 
the typical Larmor radius, rLe, which are averaged concerning 0 and dependent on the magni-
tude of the electrostatic field or the average distance from the minor axis, r0 (as indicated in 
Fig. 4.1), in the following: 
meuili 2 = 2mecw2a2 • { q (r0 /at— q0.0 /a +2 J2 },(4.8) 
  rLe = —1 ,(4.9) 
2 
   = vet/aw~,(4.10) 
where Uet is the thermal velocity of the electrons, { 1/3•veini }1/2Averaging mevel/ 2 over 
the volume of the vessel yields 
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 2 me<vel> = mevet (2 + 4g2y--2— 273q')/2(4.11) 
By getting the electric field E from Eq. (4.7), we obtain the E X B drift velocity vE• in the 
case of r0 ^  a 
 v=2qwr[r0 —2   Eea cos0•{ 1.25 (3r(311)/ a2 — 1) — 2r20 / a2 } ] . (4.12)
4.3-3 Guiding center orbit of the electron 
    In the case of the finite q, Daugherty and Levy [5] derive the guiding center orbit from 
the conditions of the conservations of total energy, angular momentum, and adiabatic magnetic 
moment. We express the guiding center orbit in terms of the displacement Arg from the circle 
of radius r0, which is concentric with the vessel wall in the cross-sectional plane, as shown in 
Fig. 4.1. From Eq. (3.2) of Reference [5] and Eqs. (4.7), (4.9), and (4.12), we derive the 
following: 
Org er0 cos 0 [0.625 { (r0/ a)2 — 1 } — Q { 2 }2 + 4q2 (r0/a)2 
     — \FTq r0 / a } — 2 2 - 411.75(r0 / a)2 — 1.25} ] . (4.13) 
Notice that the concentric ircle intersects the guiding center orbit or Org vanishes at 0 = 7r/2 
and 3Tr/2. The 1 st term in the square bracket in Eq. (4.13) is due to that the contour of 
the electrostatic potential is deviated from the concentric ircle, and becomes maller as r0 
approaches the minor radius of the container wall a. Therefore, the other terms and the Lar-
mor radius rLe cannot be neglected near the container wall, and the electron orbits intersect 
the container wall partially in the neighbourhood of 0 = rr. This fact suggests that the elec-
trons which are lost to the container wall are more in the inner portion of the toroidal vessel 
than in the outer portion when the system is in the equilibrium.
4.4 SIMULATION RESULTS
    Runs 1-8 were performed with parameters, which are shown in Table 4.1. The ratio q, 
which is one of the important parameters, is changed for runs 1-4 with a ratio of e = 0.3, 
and for runs 5 and 6 with e = 0.15, respectively. In order to investigate properties of the 
equilibrium, the density profiles in runs 1-6 are set deviating from those of the equilibrium
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or  K is equal to unity. Namely, we are interested in a question of whether these systems 
can arrive at the equilibrium or not, or what type of the equilibrium these systems arrive at, 
even if they are not in the equilibrium at the initial time. On the other hand, the initial 
conditions of runs 7 and 8 are closer to the equilibrium than the others or  K is equal to 2.
TABLE 4.1 Some parameters for the simulations
a. Parameters concerning the model of simulations
1=n=64, le=5, tic =9, wcAt = 0.25 for run 1 and 
weAt = 1.00 for runs 2-8
b. Parameters concerinng the apparatuses
a = 3 cm, R = 10 cm or 20 cm, B0 = 1500 Gauss
c. Parameters concerning the initializations of runs
Ne0= 10000, Ni0 = 2000, Pi / Pe = 0.1, ni0 / ne0 = 0.02,i= 0.98, 











K=1, e=0.30 run 1 run 2 run 3 run 4
K=1, e=0.15 run 5 run 6
K=2, e=0.30 run 7 run 8
4.4-1 The properties of the equilibrium with the stable oscillations 
   In run 1 with q = 0.45, the density profile of the electrons is greatly changed uring a 
short ime. Namely, the electrons near the container wall are scraped off in order and disappear 
to the wall during a time of  we  t 10, in which the electron density distribution is deformed 
from that of the initial state and a vacuum region appears along the container wall. Equations 
(4.9) and (4.13) indicate that the Larmor radius of the electron rLe near the wall becomes 
about 0.2a in q = 0.45 and that the displacement of the guiding center L1rg is of the order of 
rLe. Therefore, the appearance of the vacuum region is explained by the fact that the guiding
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center of the electron 
can be concluded that 
    In run 2 with q 
throughout the whole 
       10000
        9000
cannot exist in the region of  a  — rL e — Arg <r <a. In 
the initial state of run 1 is not in the equilibrium. 
= 0.08, the density profile remains to be almost in the 
time of run. As shown in Fig. 4.2, however, the decay 
Ne
1st Stage Stage -------------
other words, it 
initial state 
curve of the
    05001000 
              Fig.4.2 Number of electrons in the container, Ne, vs time. 
                     The straight line, which is drawn in the 2nd stage, 
                      is used in order to measure the particle decaytime
                     rd approximately. (run 2) 
electrons is divided into two stages of the process due to the effect of the finite Larmor radius, 
although its effect is much smaller than in run 1. The inclination of the decay curve is larger 
in the 1st stage than in the 2nd stage. The electrons near the wall, which cannot exist in the 
equilibrium state, are scraped off at the boundary in the 1st stage. 
    At the initial state of runs .with a parameter of K = 1, superfluous electrons exist more 
in the outer portion of the toroidal tube than in the inner portion, if the system is in the 
equilibrium expressed by Eq. (4.6). Accordingly, it is natural that the electrons, which are 
lost at the wall in the 1st stage, are more in the outer portion of the toroidal vessel (near 
0 = 0) than in the inner portion (near 0 = 7r), as shown in Fig. 4.3 (a). When the system lies 
in the equilibrium or the 2nd stage, Fig. 4.3 (b) shows that the electrons are lost near 0 = rr, 
as can be predicted from Eq. (4.13). Namely, in the 1st stage, the system arrives at the equi-



























0 R/2 It 3n/2 2Jt
           Fig. 4.3 This figure presents how many electrons are lost at the 
                  position of the container wall, which is indicated by
                  one of the coordinates  0. (run 2) 
librium, in which the density decreases rapidly in the region of width of about rL
e near the 
wall, when q or rLe / a is finite. 
    In run 4 with sufficiently small q, however, the decay curve seems to change little its 
properties throughout run and the electrons reach the wall near 0 = it from the beginning of run 
in spite of K = 1. In other words, it loses the 1st stage and behaves likely as the 2nd stage 
of run 2 or the stage of the equilibrium throughout the whole time of run.
4.4-2 
   As
An 
a
equilibrium with a 
method, with which
stable oscillation 
we confirm that the 2nd stage of run 2 is truely in the equi-
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librium state, we measure the electrostatic potential in the finite q and compare it with that 
calculated from the theoretical value in q = 0, Eq. (4.7). At least, this method is more in-
formative than that of Daugherty et  al [3] , who observed the image charge by the use of 
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Fig. 4.4 Plots of the 1 = 1 dioctron mode. The electrostatic potential 
indicated by a symbol  e is observed at r  = 0 and those by 
a, b, c, and d are observed at 0 = 0, 7r/2, 7r, and 3/2 • 7r on 
the circle of r = 0.6a. These smooth traces were obtained 
with a temporal average which eliminated the noises of high-
frequency of the order of we. The solid lines are values 
calculated from Eq. (4.7). (run 2)
at 0 = 0, 1/2 • IT, rr, and 3/2 • IT on the circles of r = const. in the cross-sectional plane. They 
indicate that the 1 = I dioctron wave [6] is superposed on the theoretical value of the equi-
librium. Its angular frequency w0 coincides with a value calculated from the average density 
and magnitude of the magnetic field within several percents. In other words, it is an evidence 
that the system is in the equilibrium with the stable oscillations. In a numerical study of 
Tokomak [18] , also, it is reported that the motion has the general behavior of undamped 
almost-periodic oscillations about the equilibrium position if the initial state is close to the
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 Wct = 0  LJct = 979
 x
 Wct = 1029 Wct = 1061
Fig. 4.5 Equipotential contours at the characteristic times of 
the 1 = 1 dioctron mode, which are indicated by 
arrows in Fig. 4.4. The contour intervals are 104 V. 
Cross points indicate the minimums of the electro-
static potentials. (run 2)
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equilibrium. As shown in  Fig.  4.5, the contours 
istic phases of the oscillation seem to be circles, 
minor axis but are deviated to the major axis. 
the equilibrium positions due to the presence of 
potential profiles observed at 0 = 0 and 0 = rr
of the electrostatic potentials at the character. 
of which centers do not coincide with the 
The centers of these circles are rotated about 
the 1 = 1 dioctron mode. We present the 
in Fig. 4.6, selecting some of them at the
to the Major Axis
 0 
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Fig. 4.6 Potential profiles 
are measured at 
The solid line is
observed at 0 = 0 and 0 
times indicated by arrows 
the value calculated from
= IT. They 
in Fig. 4.4. 
Eq. (4.7).
characteristic phases of the dioctron wave. They also suggest that the potentials are oscillated 
about the theoretical values of the equilibrium in q = 0 in spite of the run with the consid-
erably large q. 
    Simpleestimations such as the average perpendicular kinetic energy, the Larmor radius, 
and the guiding center orbit (Eqs. (4.8)—(4.13)) are satisfactory within the accuracy of this 
work. As an example, the observed values of the average kinetic energy of the electrons are 








Fig. 4.7 The average of the square 
dicular velocities,  <V2,1   > 
the value calculated from 
equal to 0.0075, which is 
The cross points show the 
2, 3, and 4.
of the electron perpen-
vs q. The solid line is 
Eq. (4.11), by setting 
shown in Table 4.1. 
values measured in runs
4.4-3 The quiescent equilibrium and behaviors of ion 
   Runs 7 and 8 with K = 2 are set closer to the equilibrium 
ingly, their amplitudes of 1 = 1 dioctron mode are smaller by a 





about 10 than in 
observed during
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time of about 10  to (= 27r / w0). Accordingly, the maximum q of the quiescent equilibrium 
in the uniform density is concluded to be about 0.1, judging from run 7. This value is 
larger by a factor of 4 than in the experimental evidence [3]. 
    Here we discuss the results associated with ion simply. The ion density would be too 
small for ions to affect the phenomena of the whole system. The kinetic energy and the ion 
density at the minor axis oscillate with the double of the frequency S2 (See Eq. (10) of Refer-
ence [81) in accordance with the theory, because the ion thermal energy is negligible and the 
electrostatic potential profile is almost parabolic. Although the ratio of the total number of 
ions to that of electrons is only 0.02, the maximum ion density at the axis becomes about 
half of the electron density and then the mean ion kinetic energy reaches the maximum values 
of about 30 Key in run 7. 
4.4-4 Equilibrium diffusion of the electrons 
    In runs 2-8, the stable I = 1 dioctron modes are observed and the slow decreases of the 
electrons to the wall are measured. A principal origin of the electron decay is inferred to be 
concerned with the stable oscillations. Table 4.2 indicates that the decay time Td becomes 
shorter as the amplitude of the oscillations which can be controlled by the magnitude of is are 
larger. In run 4, time-derivatives of the decay curves of the electrons and the electron kinetic 
temperature have components of the oscillations with a period of to, as shown in Fig. 4.8. 
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Fig. 4.8 Number of electrons in the container, Ne, vs time and the average 
       perpendicular kinetic energy of electron vs time. (run 4) 
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Namely, the E X B drift velocity becomes larger (See Eq. (4.12)) and the electrons are lost to 
the wall, when the clustered electrons ustaining the oscillation rotate to reach the inner portion 
of the toroidal tube. This fact suggests that the electrons are lost in a phase of the 1 =  1 di-
octron mode. Note that the oscillations of the kinetic temperatures are masked by a noise of 
high frequency of about  we and the decay curves are smoother as shown in Fig. 4.2, when q 
is set larger. 
   When the stable oscillations determine the electron loss or the electrons are lost in a 
phase of the oscillation, the decay time rd is proportional to to. Its proportional coefficient 
kd, which is presented in Table 4.2, is inferred to depend on the amplitudes of the oscillations, 
         TABLE 4.2 Measured values in the equilibrium, where Orp/00 is 
                      measured at r = 0.6a and 0 = rr
run No. q K E A0/00 we t0 wcTd
kd 
Tdlt0
run 1 0.45 1.0 0.30
run 2 a 08 1.0 a 30 6.7% 160 21000 130
run 3 a 04 1.0 a 30 8.2% 320 72000 230
run 4 a 014 1.0 a 30 8.5% 960 176000 370
run 5 0.08 1.0 0.15 4.2% 160 35000 270
run 6 a 04 1.0 a 15 4.7% 320 81000 250
run 7 0.08 2.0 0.30 a8% 160 86000 540
run 8 a 04 2.0 0.30 1.1% 320 222000 700
the kinetic temperature, the aspect ratio, the magnitude of the magnetic field, the minor radius 
of the container, and so on. However, their dependences are too complex and the number of 
the simulation runs is too insufficient to discuss it. From a practical point of view, it is the 
most important to generate no oscillations when the plasma is produced in actual experiments. 
By its success, the long confinement can be expected. 
4.5 DISCUSSIONS AND CONCLUSIONS 
   In these devices, which contain the electron clouds by the toroidal magnetic fields, the 
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upper limit of q is restricted by the equilibrium and stability conditions. In the computer 
simulations using the finite-sized particle model, however, we show an example of the quiescent 
equilibrium in the ratio q larger by a factor of 4 than in the experimental results  [3]  . Fur-
thermore, we indicate the features of these systems obtained in this simulation: 
    (1) The 1 = 1 dioctron modes which are controlled by the initial condition in the simu-
lation or are probably generated in plasma productions in actual experiments spoil the confine-
ment time. If we can make this mode damp in a shorter time than in the required confine-
ment time, we have little obstructions. In the inductive charging scheme, Daugherty et al. [3] 
obtained a quiescent equilibrium by the use of the stabilizing effect that a rising magnetic field 
has on a dioctron wave. 
    (2) A possibility of generation of the magnetron i stability is suggested by Daugherty 
et al [3] , when q exceeds 0.05. In run with q = 0.08, however, the system is quiescent 
and stable. 
    (3) Electrons are lost to the wall at the inner portion of the toroidal vessel, as can be 
predicted from the guiding center orbit of the electron. 
    In a conclusion, we can expect a long confinement due to only classical losses in the 
considerable large q ( S 0.1 ). In this simulation, however, the ion-electron two stream instability 
[7] is avoided since a ratio ni/ne is about 0.02; theoretical and experimental evidences indicate 
that the value of nilne greater than approximately 0.1 is required for this instability to be sig-
nificant [3, 7] . Because the ideal conditions assumed in this simulation are difficult to realize 
in actual experiments, the influences of this instability on the confinement time will not be 
negligible. With the same code used here, we intend to investigate this instability in a future 
paper. 
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      IN
SIMULATION OF 
AN OPEN-ENDED
R. F. CONFINEMENT OF PLASMAS 
TOROIDAL QUADRUPOLE
5A INTRODUCTION 
    Besides thevarious closed systems, an open-ended system such as a mirror or a cusp is 
still very interesting as a controlled thermonuclear fusion reactor, if it is realized to suppress 
the so-called "end loss" or to recover the lost energy. On this line, Miyake et al.  [1]  have 
attempted to reduce the end loss by applying the r. f. electric field to a cusped plasma. Until 
the present day, they have obtained some encouraging results as for the reduction of the plasma 
loss from the line end, although the problems are still unsolved about the loss from the spindle 
ends. 
    On the other hand, R. W. Moir [2] has proposed 'Open Ended Toroidal Quadrupole' as an 
open-ended system of a large mirror ratio, which has the possibility of suppressing both end 
losses and microinstabilities by applying a d. c. electric field. 
    In this Chapter, some properties of plasma contained in this field and the possibility of 
improvement as for the containment with the use of the r. f. electric field are discussed. 
    A technical method used in this Chapter is a numerical simulation whichis based on the 
'Collisionless PIC Method' developed by Morse and Nielson [4] 
, and Smith and Bishop [5] . 
As explained in Section 1.4, the collisionless PIC method (PIC model) is computationally equiva-
lent to the CIC model, although their origins are different. For convenience, we explain the 
method used in this Chapter on the conception of the collisionless PIC method. These are 
explained in the next section (Section 5. 2). Furthermore, we assume the following in this 
simulation : 
(1) The physical quantities are azimuthally symmetric (so-called the "two-and-a-half 
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dimensional simulation"). 
   (2) The effects of 
(quasistatic approximation) 
   (3) Motion of the 
by the drift equation.
current 
ion is




magnetic field are negligible
equation and that of the electron
   The models which are actually used 




 following  :
into two levels : model A and model
(A-1) Collisions, which 
are introduced effectively for 
   (A-2) The r. f. electric
 can be sufficiently 
ions on the basis of 
fields are introduced
reduced in the collisionless PIC 
a large angle scattering. 
in a simplified way.
method,
   We improve the model 
model B. Namely, instead 











one and obtain the 
the following concern-
   (B-1) The 
devise a collision 
Coulomb collision 
   (B-2) The
collisional effects are introduced for both ions 
model, which represents the properties of the 
by the use of a modification of the Langevin 
r. f. electric field is applied by the use of the
and electrons. Namely, we 
small angle scattering of the 
equation [101 .
            condenser electrodes.
   Sections 5.2 ^ 5.4 refer to the simulations using the model A; In Section 5.2, some ex-
planations of the model are presented; In Section 5.3, the simulations indicate that both the 
particle decay time and the energy containment time are improved to a certain degree and the 
ion temperature rises drastically when the r. f. electric field is applied, and the improvement of 
the containment effect due to the application of the r. f. electric field can be typically under-
stood by tracing the motion of some test particles; In Section 5.4, some discussions concern-
ing runs done by the model A are presented and some problems relating to this model are 
pointed out. 
   Sections 5.5 -- 5.7 refer to the simulation using the model B; In Section 5.6, the model 
B is explained simply and it is discussed to require the feedback control of the magnitude of 
the r. f. electric field; In Section 5.6, results concerning runs done by the model B are discussed;
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In Section 5.7, the summary is presented. 
5.2 MODEL A 
5.2-1 Configuration of the magnetic field 
    The magnetic field considered hereis composed of a toroidal magnetic field and a toroidal 
line-cusped magnetic field, and has the properties of an axisymmetric open system. Accordingly, 
the features of this magnetic onfigurations are the  followings  : 
    (1) The system for the plasma containment is axisymmetric. Therefore, a charged particle 
moves in this system conserving the angular momentum. 
    (2) On a cross-sectional plane of the toroidal vessel, magnetic isobars are approximately 
circular and the line of forces are cusped shapes. Therefore, the system has the property of 
Min. B. 
    The toroidal coordinates (x, y, z) are introduced in order to represent the system charac-
teristically. They are related to the cylindrical coordinates (p, (p, z) by the equations: 
p =R+x, y=~, z=R ,(5.1) 
where R is the major radius of the toroidal container as shown in Fig. 5.1. Let the cross 
section of the container be a square with side 2a. The whole physical quantities can be ex-
panded into powers of e = a/R and are calculated to the accuracy of the first order of e. 






BB is the 
toroidal
B~ yla, 
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characteristic ntensity of 
field to that of the cusp
(5.2)












Fig. 5.1 Toroidal coordinates (a) 
of the device for plasma 
toroidal quadrupole) (b).
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             Fig. 5.2 A projection of lines of force and magnetic 
                     isobars of an open ended toroidal quadrupole
                        on the cross-sectional plane. 
5.2-2 The r. f. electric field in the model A 
    In the model A, the r. f. electric field is applied only in the domain D, which 
width  2A and is defined by the following equations: 
D = { (x, y) } , 
where x and y satisfy the equations: 
       (ro
aQ)2(Qe y2 )2 -h (y)2C(1'0+A)2. 
In these domains, the r. f. electric field Eext is assumed to be perpendicular to B on 
sectional plane of the torus; 
             Eosin,t[{x-0.5e(a-)2}x—yy                                      w] , (x,y) ED; 
aaa 
Eext 







where E0 is the magnitude of the r. f. electric field and the angular frequency  wr is set equal 
to the ion cyclotron angular frequency at the magnetic isobar: 
(x—ey2a)2 +y2 =r6,2 
5.2-3 Motion of the charged particles 
   The motion of charged particles is assumed to be described by the Lorentz equation in 
which the self-consistent electric field of the plasma is taken into account. The charged par-
ticles are forced to interact with only the axisymmetric field on the assumption that the 
simulated plasma is fairly stabilized. Furthermore, the electric field of short wave length is 
neglected (Collisionless PIC method), because the physical phenomena at a quasi-equilibrium 
state are aimed to be studied in this simulation. Therefore, in order to simulate the decay 
processes of the confined plasmas, we need add the collisional effects to the motions of the 
charged particles by the use of the methods explained in Section 5.2-5, because the collisional 
effects essentially influence the decays of plasmas in the stabilized plasmas. 
   The approximation of the adiabatic invariance cannot be permitted concerning the ion 
motion, because the value of rL/a (rL is the Larmor radius) is not negligibly small and the 
value of wr/wc (wc=eB/M) is of the order of unity. Accordingly we must adopt the Lorentz 
equation as an equation of the ion motion and can utilize the conservation law of the angular 
momentum in the axisymmetric system. On the otherhand, the invariance of the magnetic 
moment p can be assumed for the electrons, since the Larmor radius of the electron is suffi-
ciently small compared with the characteristic length of the spatial variation. Therefore, the 
equation of motion for the electrons is assumed to be approximated by the drift equation. 
Afterall, we have equations of motion for ions:
              2 
       M drr =e(E+v X B) , 
         dt2 
and 
       Ps, = M p2dt+ e p As,=Const, 
where 
     A=2c[{1-3(c)}(—(al2], 




        dr _  UB+EXB—m(µB+uz)•BXVB, 
      dt II  B B2 eB3 mII 
dv
_1 —B•"II(EXB)•vB v+ 
dtmB(µB eE)+B3 
and 
2 m VI 
µ = 2BConst. 
The Runge-Kutta method is utilized for the equations concerning the ion 
corrector method (the point-slope method) [6] for the equations concerning 
integration schemes. 
5.2-4 The selfconsistent electric field 
      The collisionless PIC method, which can reduce the superfluous 
use of the reduced number of particles each with a larger charge and 
plasmas, is introduced in this simulation in order to compute the internal 
method is summarized in a case of the thin toroidal container with square 
as follows. 
      Firstly, the distributed space changes are sampled on the grid 
container into 2M X 2M grids. Then the method of the 'Area Weighting 
to smooth out the space charge. The effect caused by the toroidicity 
points. Then the charge density p(x, y) is approximated by the Fourier 
                 2M-1 
     p(x, y)=pmn • sin ma(x+a)- sin a(y+a), 
m,n=1 
where the coefficients are determined by the least square approximatioi 
      Equation (5.8) indicates that the electric field with the wavelength 
automatically. Axisymmetric Poisson's equation is represented in terms of 
nates: 
              K aq5__ 1 ~fo)~+ 
1+Kx axep(x,Y), 
                                 0 where K is the inverse of R and the operator 2°) denotes a2/ax2 + az 
tial 0 can be expanded into power series of K, and can be calculated 
order of K: 
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         (5.7) 
 and Euler's predictor-
    he electron, as the 
fluctuations due to the 
mass than the laboratory 
    electric field. The 
uare cross-sections simply, 
points which divide the 
     is utilized in order 
is orrected on the grid 
er series: 
         (5.8) 
n. 
ngth X S a/M is neglected 
s the toroidal coordi-
         (5.9)
. The scalar poten-
   ately to thefirst
 0=00+K0/, 
       0(0)'P0=—Pico 
and 
0(0) O1 = — ac0 /ax . 
      The boundary condition for the 
tamer wall (x = f a or y =_+ a), if the container 
can be determined by the use of the Green 
5.2-5 A Collision model used in the model 
In the stable plasmas confined in the 
essentially b the collisional effects on ions, beca 
along the lines of force, as confirmed actually 
we do not suffer the fatal damage to the 
the effects of the suppression of the end losses 
even if we neglect he collisional effects on the e 
   Taking into account hat the velocity 
after acollision time 7,, we adopt the simple 
the concrete, the procedure of realizing this 
follows; 
(1) Ions of ON=(kOt/Tc)N1 (N1 is the 
selected at random at each time kOt. 
   (2) The thermal velocityof ion is 
numbers of 3ON whose r. m. s. correspond; to tl 
   (3) The velocities of ions selected at rand 
5.3 SIMULATION RESULTS OBTAINED 
   Physical quantities of the plasmas imulated 
the Tables 5.1 and 5.2. The initial plasma 
Electron: 1500) and the cross-sectional plane _ 
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random; to the estimate 
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ts are represented 
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t ntial ;quires that it vanishes at the con-
       to be metallic. Then, 00 and0i
tion of (0) 
 ms, the particle losses are caused 
i  the [fusion of the particles is ambipolar 
r linary simulation results. Therefore, 
ties of the simulations with which we study 
vith the applied r. f. electric field, 
ation is ;laxed to the Maxwellian distribution 
l of the large angle scattering. In 
n  explained by the three steps as 
er of ions in the container) are 
d and he normally distributed random 
estimated thermal velocity are generated. 
are placed by the generated ones. 
IE USE OF THE MODEL A 
 e e of the model A are listed up on 
resented by 3000 particles (Ion: 1500 and 
le 1 container is divided into 16 X 16
TABLE 5.1 Device for plasma confinement.
 Bmax= 7500 Gauss, 
  R = 250 cm, 
E0= 40 V/cm, 
r0 = 17.7 cm, and
Bmin = 2500 Gauss, 
  a = 25 cm,
cor= 4.15 X 107 Rad 
0 = 5.3 cm.
Hz,
TABLE 5.2
(a) Properties of simulated plasma: 
      M = 1.67 X 10_24 g (The hydrogen mass), 
M/m = 25, 
Tie= 8psec, and 
   line density of particles = 1.7 X 107 /cm. 
(b) Initial conditions: 
   Energy distributions: 300 eV Maxwellian for both 
   Spatial distributions: Uniform torus-shaped plasma 
       radius 4.5 cm composed of ions and electrons 
       center of the toroidal container.
ions and electrons. 
of the minor 
are laid at the
grids (M=8) as is mentioned in Section 5.2. In order to compare the effects of the r. f. 
electric field, simulations are carried out in two cases; The first case is that only the magnetic 
fields are excited and the second is that in addition to them the r. f. electric field is applied 
since 3 p sec. The phenomena for the initial 3 p sec are understood to exhibit the relaxation 
into the quasi-equilibrium state, in which the collisions only determine the plasma loss. 
5.3-1 Particle decay time and energy containment time 
    The particle decay time rn in the usual open ended system is determined by the end 
loss. If the loss mechanism has property of the ambipolar diffusion and mainly owes to the 
collisions of the large angle scattering acting only ions (this is assumed in Section 5.2), the 
particle decay time rn can be approximated after simple calculations by 
rn = Rm (1 + \/1 — 1/Rm)Tic ,(5.11) 
where Rm is the mirror ratio and Tic is the effective collision time of ions defined in Section 
5.2. Equation (5.11) gives r,7 43 p sec corresponding to Tic = 8 p sec which is selected as 
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a simulation parameter. This is consistent with  Tn  ^ 53 p sec measured from the simulation 
result. When the r. f. electric field of 40 V/cm is applied, Tn takes the value of 62 p sec 
which is 1.2 times larger than that in no r. f. electric field. The charge separation (Ni— Ne) / 
Ni does not exceed 2 % through the quasi-equilibrium states, although the mass ratio M/m is 
chosen to be 25 and the electron thermal velocity is 5 times larger than ion one. In other 
words, the computer simulation evidences that the particle loss is due to the ambipolar dif-
fusion. 
   The energy containment time TE is considered to be the most important especially for the 
system considered in this text, into which the external energy flows. Namely, for ions which 
resonate with the r. f. electric field, the ion energy containment time TE is defined as follows; 
dQiQi(5 .12) 




















Particle decay curves. 
turned on and broken 
For initial 3  u sec, the
Ion 
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Time (µsec)
Solid lines indicate the case that the r. f. electric field is 
lines correspond to the case of no r. f. electric field. 
plasma is at a relaxation stage to an equilibrium state.
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where  Qi = Ni K 
Qiw of the ion 
         TE
        cO0
      'E O 
      Du7; 




Ti , and S is the input energy 
to the wall, Eq. (5.12) can be 
Qil(OQiw/At),
of the system. By observing the loss energy 
approximated as follows; 
                         (5.13)
Energy
Energy
         0.0 1.0  20 3.0 4.0 5.0 6.0 7.0 8.0 9.0 1 GO 11.0 12.0 
                                               Time (µsec)
       Fig. 5.4 Time variations of the contained ion energy Q; and the wall oss 
                energy Q. 
where AQ;yy is the decrement of Q; yv observed uring the short time At through which S is 
assumed to be constant. The time variations of Q; and Q; w are shown in Fig. 5.4. When the 
r. f. electric field is turned on, Q;yy is not so much increased compared with the case of r. f. 
off, nevertheless Q; is increased. Accordingly, TE is gradually increased to be 59 p sec by apply-
ing the r. f. electric field; for reference, TE is 49 p sec in the case of no r. f. electric field. 
5.3-2 Ion and electron temperatures 
    The time evolutionsof the ion and the electron temperatures are shown in Figs. 5.5 and 
5.6. First, in the case of no r. f. electric field, the temperatures parallel to the lines of force 
are almost constant: To 53 eV and Tell -= 27 eV, otherwise the perpendicular temperatures are 
slowly increased to be T;l /T111 ^~5 and Tel /Tell  ^  10 at time 12 p sec. Next, when the r. f. 
electric field is turned on, T;l is increased rastically and so the total temperature T; increases 













Fig. 5.5 Ion temperatures vs time. Fig. 5.6 Electron temperatures vs time.
5.3-3 Velocity distributions
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Fig. 5.7 Velocity distributions f~(v~~) and 
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4(1T2) at thetime 12 it sec.







appears to be stationary



























Particle distributions in (e, p) space at the time 9 µ sec (a) : Without 
electric field - - - Particles are found in a loss cone (e > µBres) as a 
collision (b) : With the r. f. electrif field - - - High energy particles are 
along the resonance line (e = PBres).
The velocity
(5.14)




are shown in Fig. 5.7. In Fig. 5.8, the ion distribution in (e  =  M  (ul2 +v112  ) /2, p = Mulz /2B ) 
space at the time 9 p sec is illustrated by a sign +, showing that considerable number of ions 
exist even in the loss cone region in the quasi-equilibrium state. Moreover, the distribution 
function fl(vlzJ does not show the negative gradient peculiar to the mirror systems. These 
are understood to be caused by the collision of the large angle scattering introduced effectively. 
5.3-4 Density profiles and equipotentials 
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Fig. 5.9 
  Spatial  distributions 
  for ions and electrons 
  at the time 3 u sec 
  (a) and the time 12 
µ sec (b).





space distribution of the particles at time 3 p sec shows that the plasma diffuses 
lines of force and forms an equilibrium state. The numbers of ions and electrons 
equal at each grid even near the wall. At the time 12 p sec, ions are diffused 
lines of force as is explained by the effects of the collisions, and the cloud of ion 
































contours at the times (a) 3  µ sec and 12 p sec (b). 
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plasma, equipotential surfaces enclose the minor axis of the toroidal container 
12  µ sec the deep valley of the potential grows due to the cross field diffusion 
remain more than electrons in the container. It must be emphasized here that 
effects, which are important in usual toroidal closed systems, appear scarcely in 
tial surfaces or density porfiles. 
T C 
N 
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 y, 'x 
                    (b) t = I2µsec 
Fig. 5.11 Density profiles at the times 3 µ sec (a) and 12 p sec
and at the time 
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5.3-5 Test particles 
    In orderto understand properties of the plasma related to heating 
of confinement especially by means of the r. f. electric field, it is useful 
of some test particles, selected from the simulated plasma. 
    Usually a particle falls into the loss cone by the collisions and is 
in the cases of the no r. f. electric fields or usual magnetic mirrors. In 
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   These typical behaviors can be seen in the motions of the particles A and B. Particle 
A exists in the trapped region in (e,  µ) space and experiences the r. f. electric field on the 
way to and from its turning points in the mirror. Since the r. f. electric field is initially out 
of phase to the Larmor motion, the particle loses its energy and magnetic moment rapidly. 
Then the particle recovers its energy and magnetic moment before it escapes from the region,
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where the r. f. electric field is applied. Even in the region of no r. f. electric field, it is ob-
served that the magnetic moment is not necessarily conserved, because of the circumstance that 
the Larmor radius is not so small compared with the characteristic length of the magnetic field. 
    Test particle B falls into the loss cone by a collision as soon as it enters a region of the 
r. f. electric field. Then it increases its energy and magnetic moment so that, before it reaches 
the wall, it re-enters into the trapped region on the (e,  µ) space. This particle demonstrates 
the typical feature of improvement of the confinement associated with the application of the 
r. f. electric field. Namely, the physical mechanism of the improvement of the confinement is
explained in the following: the increments of the energy Ze and the magnetic moment Dµ due 
to the r. f. electric field are given by 
De = Dµ • Bres ,(5.15) 
where Bres is defined by B = Mwr/e, which has been predicted by an analysis [7] . If the 
value Bres is set smaller than BmRX, the applied r. f. electric field forces the particle to go 
back to the trapped region. 
5.4 DISCUSSIONS OF THE RESULTS OBTAINED BY THE USE OF THE MODEL A 
    In this section, we summarize the results of the runs simulated by the use of the model 
A and point out the some problems relating to this model. 
    The computer simulations related to the collisional diffusion of plasma in the 'Open Ended 
Toroidal Quadrupole' and the improvements of the plasma confinement by the r. f. electric field 
have been demonstrated, and its mechanism is clarified in Section 5.3. The diffusion of plasma 
can be understood as the ambipolar diffusion in a simple mirror device. Therefore, the decay 
time of the plasma is determined by the collisions acting on ions. The collision, which is in-
troduced as a simple model in the model A, corresponds to the large angle scattering. This 
model can hold the essence of the collision for the ambipolar diffusions, especially in the case 
of no r. f. electric field. Accordingly, the results of the simulation show that the decay time 
of the plasma is consistent with the value calculated simply. 
    Next the effect of the r. f. electric field has been discussed with respect to the particle 
decay time and the energy containment time. They are impoved to a certain degree and the 
ion temperature is observed to rise drastically. The mechanism by which the r. f. electric 
field heats and confines the plasma efficiently is clarified by the traces of the phase space 
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orbits of the test particles. 
   The model A is very simple and convenient to see the effects of the collisions and the 
r. f. electric fields separately by the observations of the phase space orbits of the test particles. 
It can simulate the  =bipolar diffusion in the mirror devices, also. Because the improvement 
of the energy containment time obtained by the use of the r. f. electric field is not so clear 
(the improvement of about 10 %), however, it is required to give evidence of improvement in 
the more elaborate model again. 
5.5 IMPROVEMENTS OF THE MODEL 
   In this section, we simply explain the improvements of the model which are made in 
the model B. 
5.5-1 A collision model on the basis of the Langevin equation 
    Concerning the collisions in the usual laboratory plasmas, the contributions of remote 
interactions are sufficiently large as compared with that due to near interactions, because of the 
long-range nature of the Coulomb force, which falls off approximately asr-2  (r : the separation 
of a pair of particles) [8, 9] . The nature of the small-angle scattering of the Coulomb col-
lision can be approximated by the Langevin equation [101. In order to conserve the total 
momentum and energy, we modify the Langevin equation and obtain an equation of motion. 
We call it the modified Langevin equation. Namely, the ith particle of species a is interacted 
with the particles of species j as follows; 
dui(5 .16) 
dt = — Eaaf(vi — uj) + EA jai , 
where v denotes the ensemble mean of v, oaf is the friction coefficient, and ilia/ is the tem-
porally-fluctuated random force whose ensemble mean vanishes. 
    The friction coefficient Oa/ and the random force Aiai are determined from the various 
plasma parameters such as the densities, temperatures, collision time, and so on, and the con-
servation laws of the total momentum and energy, as explained in Reference 11. Then, the 
distribution function fa of species a which is governed by the modified Langevin equation 
satisfies the following Fokker-Planck equation, 
    afa
_aa2(5.17) 






            00 
= 1J+ A  (t0 A(t+-r) dr
2
(5.18)
Namely, the modified Langevin equation (5.16) well represents he nature of the small-angle 
scattering of the Coulomb collision. Computationally, Eq. (5.16) is integrated by a difference 
equation [11]  .
5.5-2 A model of the r. f. electrode 
    The configurations of the r. f. electric field of the model A are rather artificial, although 
it is simple computationally. In the model B, we simulate the condenser electrodes, which 
are used actually in the laboratory experiments [1]. Namely, it is assumed that the charge 
± Q sin w,.t is supplied compulsorily at the positions which correspond to those of pairs of 
the r. f. electrodes, where w,. is the ion cyclotron resonance frequency and Q is the charge 
required to produce the necessary r. f. electric field. Namely, it is equivalent to that the con-
denser electrodes are drived by the external circuits.
5.5-3 Feedback control of the r. f. electric field 
    The r. f. electric field is favourable to heat up the plasma and to suppress the end losses. 
If the r. f. electric field is set too strong, however, ions are ready to be separated into two 
groups; one consists of a few high energy ions and the other of the majority of ions with low 
energy [12] . When the Larmor radii of the high energy ions become too large for their adia-
batic moments to be conserved, they escape the container easily. In addition, the energy 
associated with the relatively small number of high energy ions is comparable to that with 
the lower energy ions. This causes the spoilage of the energy containment time. On the con-
trary, the effect of the r. f. plugging cannot be expected if the r. f. electric field is too weak 
compared with the ion energy. Therefore, the optimum magnitude of the electric field for 
the r. f. plugging should depend on the ion energy. This fact suggests that we can reduce 
the total energy loss of the plasma, if we set the r. f. electric field stronger as the ion tem-
perature rises (Feedback control of the r. f. electirc field). 
    Takizuka, Abe, Momota, and Namba [12] studythis feedback control of the magnitude 
of the r. f. electric field empirically and theoretically, and propose the following:
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  E0 = C• <Wi>,(5 .19) 
where E0 is the magnitude of the r. f. electric field at the point of the ion cyclotron resonance 
point, C is a feedback coefficient, and <  Wi  > is the mean ion kinetic energy. 
5.6 SIMULATION RESULTS OBTAINED BY THE USE OF THE MODEL B 
   The parameters employed in the simulations using the model B are chosen on the basis 
of the results of Reference [12] , and are listed in Table 5.3. The mirror ratio is taken to be 
3 so that the adiabatic moment of ion is well conserved. The feedback is performed by choos-
ing the feedback coefficient of Eq. (5.19) as C= 1.5 X 105 (V/m)2/eV, and the choice of quan-
tities for the computations i shown in Table 5.4. 

















1.5 X 105 (V/m)2 /eV 
6.8 X 10 7 rad/sec 
1.67X 10-27 Kg 
300 eV (Maxwellian) 
300 eV (maxwellian) 
1.6 X 1014 m-3 
12 p sec
TABLE 5.4
line density of super particles = 1.7 X 109 m-1 
mass ratio of an ion to an electron = 25 
initial number of super ions and electrons = 1500, respectively
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    In order to avoid effects which may be due to the initialization of the charged particle 
system as is done in the simulations using the model A, the r. f. electric field is not applied 
for the first 3 p sec, and is then applied until the time t  = 18 p sec (Experiment 1). For com-
parison of the results, other computer experiments have been carried out for two cases: in Ex-
periment 2, the r. f. electric field is absent hroughout he experiment, and in Experiment 3, 
the r. f. electric field is turned off at time t = 12 p sec. 
    The improvement in the particle containmenttime is seen in Fig. 5.14. Between the time 
t = 3 p sec and t = 12 p sec, the particle containment time in Experiment 2 is Tn2 = 35 p sec, while 
in Experiment 1 the r. f. electric field increases 7-n1 to 39 p sec. Similarly, between the time 
t = 12 p sec and t = 18 p sec, Tn1 = 35 p sec should be compared with the containment time in 
Experiment 3, i. e., Tn3 31 p sec. Provided that the mirror ratio Rm is replaced by the effeic-
tive one [13]  : 
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where represents he mean plasma potential, the values of  Ti ? and 7-ii3 obtained in the 
computer simulations coincide with the value obtained in Reference [121: 
Tn TicIn Rm + 2Rm<Tit>,(5.21) 
where <Tit > is the mean transit time of ions. The spatial distributions of the plasma poten-
tial in Experiments 2 and 1 at the time t= 9 p sec are illustrated in Figs. 5.15 (a) and (b), 
respectively. 
    The evolution of the contained energy of the plasma and that of the lost energy are demon-
strated in Fig. 5.16, where the contained energy consists of the kinetic energy and the potential 
energy of both ions and electrons. 
    As well as the particle confinement, a careful application of the r. f. electric field causes 
about a certain improvement in the energy confinement. In fact, the energy containment time 
TE1 is 47 p sec for the first 9 p sec or 41 p sec for the last 6 p sec, in Experiment 1. These 
values must be compared with TE2 = 43 p sec (Experiment 2) or TE3 = 37 p sec (Experiment 3), 
respectively. Therefore, in the case, the r. f. electric field improves the energy confinement by 
about 10 %. 
    The r. f. electric field may rise the ion energy. As is shown in Fig. 5.17 (a), the mean
c 
< Q) i 
O, 
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              Time cm sec) 
Fig. 5.16 Evolution of the contained plasma energy and the lost 
         plasma energy in Experiments 1, 2, and 3. 
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ion energy increases by a factor 3 for a time interval 
ed to be  TH  I = 8.3 X 104 /sec in the Experiment l . 
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the mean
5.7 CONCLUSIONS AND DISCUSSIONS CONCERNING THE RESULTS OBTAINED BY 
   THE USE OF THE MODEL B 
    Computer experiments usingthe model B have been carried out with optimized parameters 
in the toroidal quadrupole. The plasma has been readily heated and an improvement in the 
energy containment time of  10  % is obtained. 
    In these computer experimentsassuming the axis-symmetry, some instabilities have been 
inhibited, and the effective collision time has been restricted by computer time to a value only 
a few times greater than the mean transit time of ions. This situation has probably caused 
favourable results in the improvement in the energy confinement by the applied r. f. electric 
field. For instance, the absence of instabilities which may be associated with the r. f. electric 
field prevents anomalous losses, and a number of collisions may restrain ions from being separat-
ed into two groups by the r. f. electric field. 
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CHAPTER 6
CONCLUSION
    In this thesis, we have studied the physical and computational properties of the finite-
sized particle model in the plasma simulations both theoretically and experimentally, and on 
the basis of the acquired knowledge we have applied the finite-sized particle simulation to a 
couple of investigations concerning the devices for the plasma containment. We present a
summarization f each chapter in the following. 
    In Chapter 2, we have analyzedthe differences, of the collisional effects of the finite-sized 
particles (clouds) between the single-species plasma nd two-species plasma by invoking the Balescu-
Gurnsey-Lenard kinetic equation and modifying it to a form like the Landau equation. In order to 
velocity-dependent collisional effects on a test cloud, we have expressed them in terms of a quantity 
which is reduced to the Coulomb logarithm in the case of the usual point-particle plasma, and com-
pared them with those of the electron cloud plasma. The calculation for the cloud with the radius 
equal to or larger than the Debye length has shown the following properties different from those 
of the electron cloud plasma:  (1) the shielding effect of ion on the fluctuating electric field 
reduces the collisional effect for the test cloud with the velocity smaller than the ion thermal 
velocity and (2) the emission of the ion sound wave remarkably increases the collisional effect 
for the test cloud with the ion sound wave velocity in the moderately nonisothermal p asma. 
    In Chapter 3, we have examined the effects of spatial grids, of which use is inevitable 
from the computational point of view in the simulation using the present electronic digital 
computers, and estimated the error of the conserved quantities uch as the total energy and 
the total momentum both theoretically and experimentally. We have analyzed the properties 
of the temporal fluctuation of total energy, Kg, in the usual models which calculate the total 
momentum conserved. The results have given an evidence that the fluctuation of total energy 
is characterized by two quantities: the standard deviation f K
gin t,a{Kg}, and the correla- 
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tion time of  dKg/K • dt , r , about periodic one-dimensional systems, where K is the kinetic 
energy in the system. As for the former a {Kg}, We have evalutated it by invoking the 
stochastic theory and obtained a scaling law: 
a{Kg}/K " V2/7r •rl • { 2MnsxD}-1 Nitr~wp 
where 2M is the number of the grids per one period, ns is the electron density, XD is the 
Debye length, and CJ p is the plasma angular frequency. The coefficient ri depends on the 
magnitude of the unphysical grid force of each model. Our simulations using the usual models 
(CIC-PIC, modified SUDS, and method 2/2) supported this scaling law. As for the latter or 
the correlation time rc, we have studied it empirically. It has been found that re ^ ' At if At 
is sufficiently arge, and rc^ 1/4 A/vth if A/(At • uth) > 3, where At is the time step, A is 
the grid distance, and uth is the thermal velocity of the electron. 
   In Chapter 4, we performed the simulation of the HIPAC as an application of the par-
ticle simulation. Namely, the quiescent confinement of non-neutral electron clouds in a toroidal 
magnetic f eld was confirmed by the computer simulation using the finite-sized particle model. 
In the uniform density, we obtained 0.08 as the maximum of the ratio q (wp /4) This 
value is larger by a factor of 4 than that achieved in the experiments and reasonable, judging 
from the theoretical and experimental evidences. The stable dioctron modes, of which am-
plitudes could be controlled by the initial conditions, were observed to spoil the confinement 
time. Various physical quantities such as electrostatic potentials, decay times, and kinetic tem-
peratures, which were not measured in the experiments, have been calculated and compared with 
the equilibrium theory. 
    In Chapter5, Collisional diffusions of plasma contained in an open-ended toroidal quad-
rupole magnetic field and improvement of an energy confinement with the aid of applying the 
r. f. electric field were simulated by the use of the PIC model equivalent o the CIC model. 
The plasma decreased at the rate which was estimated from the magnitude of the collisions 
acting on the ion. The improvement of an energy confinement time by applying the r. f. 
electric fields has been suggested especially by the observation of the phase-space orbits of 
some test particles which are difficult to observe in experiments. A typical result of the run 
with optimized parameters has indicated that the plasma can be heated easily and an improve-
ment in the energy confinement time of about 10% can be achieved. 
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    Next, we mention the problems left in this thesis and the future developments of author's 
investigations in the following: 
    As pointed out in Chapter 2, it is a problem that the velocity dependences of the finite-
sized particles are different from those of the point particles. In the simulations in which the 
collisional effects influence the phenomena, we need use a collision model such as the Monte-
Carlo method from the computational point of view rather than rely upon the collisional effects 
inherent in the finite-sized particle model. As one of these models, the collisional model which 
was governed by the Langevin equation was used in Chapter 5. This model can express the 
collisional effects peculiar to the Coulomb collision or the small angle scattering, and not only 
so-called "like-particle collision" but the interspecies collision. Although this model was satis-
factory concerning the problems of Chapter 5, however, this model had a defect that the pitch 
angle scattering was independent of the velocity of the particle. Therefore, the author and his 
coworker have attempted to improve the collision model and almost achieved a complete model, 
which can express the whole properties of the Coulomb collision. 
    In the analyses concerning the accuracy of the conservation of total energy which are 
presented in Chapter 3, we have  treated the simplest case or the periodic, one-dimensional 
electrostatic case as a test problem. In the 2- or 3-dimensional case, however, the straight-
forward extensions of the one dimensional case are applicable. Our basic considerations and 
mathematical techniques which we have applied to the simplest case would be applicable even 
to the more complex case or the electromagnetic ase, in which the full Maxwell equation is 
solved. 
    We assumed the axis-symmetry and restricted the variation of the electrostatic field to 
two-dimensional one in the circular and rectangular cross-sectional toroidal vessels used in 
Chapters 4 and 5, respectively. The reason was that the CPU time and memory size of the 
computers which could be used in these works had been severely limited. From the com-
putational point of view, the extensions to the 3-dimensional cases are straightforward. When 
we can use a large-scale computer which can afford to supply a sufficient memory and CPU 
time, we will apply the 3-dimensional programs to the various physical problems, for example, 
anomalous heating by the waves, anomalous diffusions by the spontaneously fluctuations in 
the closed confinement systems of plasmas, and so on.
— 94 —
[kfg
                  ACKNOWLEDGEMENT 
   The author wishes to express his appreciation to Professor Ryohei Itatani of Kyoto Univ-
ersity for his advice and encouragement during the course of this research, and for his con-
structive criticism during the preparation of this manuscript. 
   Detailed discussions with Dr. Hiromu Momota of Kyoto University and his valuable 
suggestions in the study summarized in Chapter 5 are gratefully acknowledged. 
   It is a pleasure to thank Mr. Tomonori Takizuka of Japan Atomic Energy Research 
Institute, Mr. Chusei Namba of Institute of Plasma Physics in Nagoya University, Mr. Hiroshi 
Naitou of Institute of Plasma Physics in Nagoya University, Mr. Junichi Miyamoto of Toshiba 
Co., Ltd., Mr. Kazuhiro Kawai of Mitsubishi Co., Ltd., and Mr. Teruhiko Yamada of Nippon 
Electric Co., Ltd. for their cooperations in the work. 
   The author also wishes to thank his colleagues, especially to Mr. Osamu Fukumasa, Mr. 
Yasuyoshi Yasaka, Mr. Makoto Kubo, Mr.  Yukihiro Tomita, Mr. Tetsuya Akitsu, and Mr. Atsushi 
Fukuyama for their discussions on the computer simulation, plasma physics, and the controlled 
thermonuclear fusion research. 
   Use has been made of the electronic computers FACOM 230-75 at Kyoto University and 
HITAC 8500 at Institute of Plasma Physics in Nagoya University.
— 95 —
           PUBLICATIONS CONCERNING THIS THESIS , 
CHAPTER 2 
    "The Properties of Collision in the Plasma Composed of the Finite-Sized Particles of 
    2-Species", H. Abe, H. Naitou, and R. Itatani; to be published in J. Phys. Soc. Japan. 
CHAPTER 3 
    "Grid Effects on the Plasma Simulation by the Finite-Sized Particle", H. Abe, J. Miyamoto, 
    and R. Itatani; J. Computational Phys. 19 (1975) 134-149. 
CHAPTER 4 
    "Computer Simulation of Containment of Electron Clouds in a Toroidal Magnetic Field"
, 
    H. Abe; to be published in Plasma Phys. 
CHAPTER 5 
    "Computer Simulation of  RF-Confinement of Plasmas in an Open-Ended Toroidal Quad-
    rupole", H. Abe, K. Kawai, T. Yamada, and R. Itatani; J. Phys. Soc. Japan 33 (1972) 
    216-224. 
    "Ion Cyclotron Heating and Energy Confinement of Plasma in a Toroidal Quadrupole", 
    T. Takizuka, H. Abe, H. Momota, and C. Namba; Plasma Phys. 17 (1975) 887-904.
— 96 —


