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Abstract
Heatwaves are an important type of extreme climate event and directly result in more
than 130 deaths and thousands of morbidities per year across the United States. Heat waves
increase demands on water and energy, particularly in urban areas, because people use more
water for drinking, showering, watering, recreational purposes, and evaporative cooling units.
Global temperature is increasing due to natural cycles and greenhouse gases (GHGs) emitted by
humans at an alarming rate and this increase is exacerbated in urban areas due to the Urban
Heat Island (UHI) effect. Accordingly, more frequent and severe heat waves in the future years
are inevitable with more challenging events in urban areas.
Despite the long-standing and excessive harmful impacts of heatwaves on humankind,
environment, water resources, and energy, there is no single quantitative definition for
heatwaves. Heat waves have been described by several attributes and combinations that
constitute various event typologies. This inconsistency in heatwave definition and
measurement components across different organizations and various climates, brings many
challenges for study of this extreme event.
I develop eight definitions to differentiate heatwaves and test for temporal trends in key
properties of heatwaves. I define heat wave profile to show how heatwave components are
changing based on different definitions concurrently over the period 1950-2016. In this study, I
focus on 10 cities across the USA with different climates; Baltimore, MD, Bismarck, ND,
Colorado Springs, CO, Dallas, TX, Des Moines, IA, Miami, FL, New York City, NY, Phoenix, AZ,
Portland, OR, and Syracuse, NY. I find that the greatest change in heatwave season length,

frequency, and timing occurred in Miami, FL while Bismarck, ND showed the highest daytime
intensity during the last 7 decades. These extremes pose many hazards to humans,
environment, and infrastructure.
Heat wave risk is determined based on natural hazard, population vulnerability, and
exposure; whereas urban managers typically assume a spatially uniform heat wave hazard. To
challenge this simplification, I present a novel analytic approach to determine the spatial
distributions of several heat wave properties and associated hazards. Then I apply a Multicriteria Decision-making tool (TOPSIS) to evaluate the total hazard posed by heat wave
components and show how this perspective highlights: a) the heat wave components across the
urban areas are distributed unevenly and b) the Multi-criteria Decision-making based hazard
mapping approach reveals regions with compound heat wave hazards not detected by single
heat wave components. Demonstration of this method in Maricopa County, Arizona USA
revealed that the first heat wave occurs 40 days earlier in the eastern part of the county. In
addition, the northeast part of this region experiences 12 days further extreme hot days and a
30 day longer heat wave season than other regions of the area. This approach is intended to
support local government planning for heat wave adaption and mitigation strategies based on
the most accurate local hazard components and characteristics.
Policy makers and managers can benefit from better understanding and quantitative
prediction of future extreme events. Studies in the United States of America indicated decadal
scale variations in heat wave occurrence. In this regard, Regional Climate Models (RCMs) are
responsive to local meteorology and surface properties within each region. Where RCMs are
absent, General Circulation Models (GCMs) are the only reliable resources for future weather

predictions. However, the relatively coarse resolution of GCM outputs challenges application
for regional planning. Importantly, the wide breadth of these GCM outputs poses significant
challenges to determine viable actions for heat preparedness. I examine 32 models from phase
5 of the Coupled Model Intercomparison Project (CMIP5) to determine opportunities to use
contemporary GCMs to represent various heat wave components across the CONUS for the
period 1950-2005. The focus of this project is to understand heat wave hazard with a multicriteria decision-making tool and then rank the capability of various GCMs to simulate historical
outcomes of multiple simultaneous heat wave components. I find that ec-earth, mpi-esm-lr,
canesm2, cmcc-cm, and gfdl-esm2m models show significantly better results and fgoals-g2,
gfdl-esm2g, hadgem2-cc, access1-0, and inmcm4 GCMs performed the poorest. Generally, the
results show that heat wave components may increase in frequency, start earlier, or last longer
over the next 8 decades even under RCP4.5 path and based on optimistic GCMs. The frequency
and duration of future heat waves could increase to the point that the events are contiguous,
resulting in a “heat wave season”.
Based on the GCM analysis, I explore the nexus of quantitative description and social
construction of heatwaves through the lens of the various regional metrics to describe
heatwaves. This assessment is targeted to guide the development of various strategies to help
communities understand and prepare for heat resilience, based on local heatwave
components. The findings of this study are also intended to improve local climate impact
studies by providing more robust, quantitative, and reliable local heat wave predictions from
contemporary models.
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Chapter 1 Introduction
1.1 Motivation
Heatwaves are the most notable cause of weather-related human hospitalization and
mortality and are generally known as an extended period of abnormal hot days or nights
(Altman et al., 2012; Brooke Anderson & Bell, 2011; Robinson, 2001; Thacker et al., 2008). From
1986 to 2017, heat waves were responsible for more than 4,000 deaths in the United States of
America (“National Weather Service,” 2017); including 1995 Chicago and 1999 Midwest heat
waves that caused more than 1,600 deaths (Kaiser et al., 2007; Palecki et al., 2001). Elsewhere,
the death toll from the 2003 European heat wave was 14,800 people in France, more than
3,000 people in Italy, and more than 2,900 people in Portugal (Conti et al., 2005; Toulemon &
Barbieri, 2008).
Dense urbanization often changes the local natural energy balance and exacerbates
frequency and intensity of heatwaves due to Urban heat Island (UHI) effect (Ramamurthy &
Bou-Zeid, 2014). Continued urbanization throughout the United States and increased global
warming due to natural cycles and human activities, will increase heatwave frequency, duration
and intensity across climates and locally across urban and rural transitions (Habeeb et al., 2015;
Rosenzweig & Solecki, 2014; Stone et al., 2010). Furthermore, heatwaves are associated with
decreased forest biomass and ecological biodiversity (Morri et al., 2017; Toomey et al., 2011).
Importantly, heatwaves stress power grids and water distribution systems due to the extra
consumption of power for cooling and drinking water (Ramamurthy, Li, & Bou-Zeid, 2015;
Smoyer-Tomic, Kuhn, & Hudson, 2003). Colombo et al. (1999) found that a 3 °C rise in the
1

average temperature increased electricity usage by 7% in Canada. In Greece, Cartali et al.
(2001) showed that a 1 °C temperature rise increased energy usage for cooling by 28%. In Israel,
a 4 °C rise in average temperature is projected to leverage peak electricity demand by 10%
(Amato et al., 2005).
According to climate models the number of hot days will continue to increase across the
United States and future more frequent and intense heatwaves are inevitable
(Intergovernmental Panel on Climate Change [IPCC], 2014; Kunkel et al., 2013; Melillo, Terese
(T.C.), & Yohe, 2014). These models predict that most of the United States will experience more
frequent extremely hot days, with the historical 20-year high temperature return period
decreasing to 2 or 3 years (Diffenbaugh & Ashfaq, 2010; Kharin et al., 2013).
Despite the long-standing and excessive harmful impacts of heatwaves on humankind,
there is no single global definition for heatwaves (Kuchcik, 2006; Peterson et al., 2013;
Robinson, 2001). National Weather Service (NWS) defined a heatwave in the United States as
“a period of at least 48 hours during which neither the overnight low nor the daytime high
apparent temperature falls below the NWS heat stress thresholds” and the U.S. Environmental
Protection Agency defines a heatwave as a period of four days with an average temperature
greater than a location-specific threshold that is expected to happen every 10 years
(Environmental Protection Agency [EPA], 2016). Another popular definition for a heatwave in
the United States is a period of at least two consecutive days with the regional daily average
temperature higher than the 95th percentile (Brooke Anderson & Bell, 2011). This inconsistency
in heat wave definition and measurement metrics challenges mutual understanding of this
extreme event for adoption and mitigation strategies, particularly in regional scales (McPhillips
2

et al., 2018). Accordingly, need for comprehensive heat wave definition and tool to understand
the components, trends, and future heatwave hazard is necessary. The integration of hazard,
vulnerability, and exposure is a useful metric to represent heat wave risk. Although many
components for vulnerability and heat exposure analyses are well documented, recognition of
hazard elements is inconsistent across heat wave risk assessment studies.
Heat waves have different combinations of components including, at least, frequency,
intensity, duration, and timing (Robinson, 2001). Each of these components can pose a different
type of heat wave hazard in urban areas. Harlan et al. (2014) found that maximum temperature
during a heat wave is the most important component related to the mortality rate increase in
Arizona desert cities (USA). While alternatively other studies point to the importance of
nighttime minimum temperature in urban areas (Laaidi et al., 2011; C. L. Smith et al., 2011).
Earlier heat waves are more dangerous to human health than those within the expected hot
season and significantly raise the mortality rate (Brooke Anderson & Bell, 2011; D’Ippoliti et al.,
2010; Smoyer-Tomic et al., 2003).
Accordingly, it is important to understand the main temporal and spatial distribution of
heatwave hazard components in the urban areas in order to estimate heat wave risk.
Considering the variation of heat wave components’ distribution in the cities, the current
assumption of uniform hazard distribution is an oversimplification. This critical analysis reveals
the current and future heat wave risk, particularly for urban areas where local action plans are
in demand. The available data show alarming temperature increases across the Contiguous
United States. For example, Kunkel et al., (2013a, 2013b) reported average temperature
increases across the Contiguous United States (CONUS) from 1895-2011 were 0.11, 0.07, 0.05,
3

and 0.05 °C per decade for winter, spring, summer, and fall, respectively. General Circulation
Models (GCMs) project various temperature increase based on different RCPs for the CONUS.
These projections indicate more frequent hot days, with significant spatial variability (Kharin et
al., 2013; Melillo et al., 2014). Cox et al., (2015) observed that even significant reduction in the
GHG emissions will not stop this warming pattern, indicating the importance of timely
preparation for warmer future weather. The current predictive uncertainty calls to question the
availability of accurate quantitative evaluation of future temperature indices and their spatial
change across the CONUS. Determination of useful climate change information is a prerequisite
for analyses that project the range of future climatological extremes at an acceptable scale.
Pierce, Cayan, & Thrasher (2014) proposed that a spatial scale on the order of 10 km is required
to assess numerous impacts of climate change on society. However, the question of the
reliability of future weather predictions remains due to uncertainties in climate models and
limits availability of robust, actionable, and reliable projections of the future climate (Hazeleger
et al., 2015; L. A. Smith, 2002).
Different methods have been developed to decrease these uncertainties, particularly on
a regional scale. Regional Climate Models (RCMs) reduce prediction biases by developing higher
spatial resolution analyses and better represent the local physical processes (Kunkel et al.,
2010). However, national and global scale studies lack the detailed resolution for spatial
comparison. One approach to overcome this problem is to calculate an arithmetic multimodal
mean, assuming the same weight for each model (Cowan et al., 2014; Kunkel et al., 2010;
Sillmann et al., 2013; Sun et al., 2014; Teng et al., 2016). This method is controversial and
different studies show that projections from GCMs should focus on the most reliable GCMs
4

(Annan & Hargreaves, 2011; Knutti et al., 2013), while acknowledging the pitfalls of model
averaging (Knutti et al., 2010). To avoid these challenges, several methods have been
introduced which consider the performance of each individual GCM, and further investigation
to identify optimal GCM to support local heatwave preparedness for projected extreme events
is critical.
1.2 Dissertation Overview
In summary, heatwaves are complex natural hazards and understanding their
components and patterns is crucial for appropriate adaption and mitigation planning. In cities,
this complexity is integrated with urban setting that changes the spatial and temporal
distribution of heatwaves. While researchers are working to solve these challenges,
uncertainties in future projections further exacerbates heat preparedness planning. The
objective of this dissertation is to clarify most needed measures to understand, predict, and
classify heatwave hazard in urban areas. Accordingly, this research first examines the historical
change of important properties of heat waves. I evaluate the number of hot days, frequency,
intensity, duration, timing, total length, the first day of heat waves, and longest heat wave
event in each year for the period of 1950 to 2016 (Chapter 2). This analysis is shown for 10 sites
in different climatological situations across the United States including Baltimore, MD,
Bismarck, ND, Colorado Springs, CO, Dallas, TX, Des Moines, IA, Miami, FL, New York City, NY,
Phoenix, AZ, Portland, OR, and Syracuse, NY. I develop two novel analyses: first, the eight heat
waves characteristics are examined simultaneously over a period of 67 years, then, two main
definitions of heat waves (subdivided by statistical thresholds resulting in eight definitions)
generally represent the range of widely used definitions. Chapter 2 is entitled” Localized
5

changes in heatwave properties across the United States” and is published in the journal Earth’s
Future.
Chapter 3 details an analysis that integrates multiple heatwave components to develop
a comprehensive and specific assessment approach. This new framework for heat wave hazard
mapping is based on all components of the event and a Multi Criteria Decision Making (MCDM)
approach. I used the Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS)
model to demonstrate how MCDM methods can both improve knowledge of hazard
distribution and reveal unseen hazards in urban neighborhoods. This Chapter is entitled”
Mapping Heatwave Hazard in Urban Areas: A Novel Multi Criteria Decision Making Approach”
and is submitted to journal Earth’s Future.
In order to narrow the results of the broad analysis, I introduce a novel method to sort
GCMs based on detection sensitivity for a series of heat wave properties in Chapter 4. I analyze
8 time and intensity related heat wave properties from 1950 to 2005 in the same 10 locations.
Then, I obtain 32 downscaled GCMs for each observation station and analyze these for the
same 8 heat wave properties. In every location, I compare the observation and model results
for each property using Nash-Sutcliff Efficiency (NSE) coefficient (Nash & Sutcliffe, 1970) and
used a Multi-criteria Decision-making tool to rank the models by location. Then I analyze future
heat wave properties based on 32 GCMs and 2 RCP scenarios (4.5 and 8.5) to show spatial
differences in projected climate, with a focus on future heat waves. This Chapter is entitled”
Projection of Future Heat Waves in the United States” and is submitted to journal Atmosphere.
Finally, in Chapter 5, I summarize the findings from this research by focusing on key points and
also, I provide some suggestion for the future studies.
6

1.3 References
Altman, P., Lashof, D., Knowlton, K., Chen, E., Johnson, L., & Kalkstein, L. (2012). Killer Summer
Heat : Projected Death Toll from Rising Temperatures in America Due to Climate Change.
Natural Resources Defense Council. New York, NY, USA. https://doi.org/IB 12-05 C
Amato, A. D., Ruth, M., Kirshen, P., & Horwitz, J. (2005). Regional energy demand responses to
climate change: Methodology and application to the commonwealth of massachusetts.
Climatic Change, 71(1–2), 175–201. https://doi.org/10.1007/s10584-005-5931-2
Annan, J. D., & Hargreaves, J. C. (2011). Understanding the CMIP3 multimodel ensemble.
Journal of Climate, 24(16), 4529–4538. https://doi.org/10.1175/2011JCLI3873.1
Brooke Anderson, G., & Bell, M. L. (2011). Heat waves in the United States: Mortality risk during
heat waves and effect modification by heat wave characteristics in 43 U.S. communities.
Environmental Health Perspectives, 119(2), 210–218.
https://doi.org/10.1289/ehp.1002313
Cartalis, C., Synodinou, A., Proedrou, M., Tsangrassoulis, A., & Santamouris, M. (2001).
Modifications in energy demand in urban areas as a result of climate changes: An
assessment for the southeast Mediterranean region. Energy Conversion and Management,
42(14), 1647–1656. https://doi.org/10.1016/S0196-8904(00)00156-4
Colombo, A. F., Etkin, D., & Karney, B. W. (1999). Climate variability and the frequency of
extreme temperature events for nine sites across Canada: Implications for power usage.
Journal of Climate, 12(8 PART 2), 2490–2502.
Conti, S., Meli, P., Minelli, G., Solimini, R., Toccaceli, V., Vichi, M., … Perini, L. (2005).
Epidemiologic study of mortality during the Summer 2003 heat wave in Italy.
Environmental Research, 98(3), 390–399. https://doi.org/10.1016/j.envres.2004.10.009
Cowan, T., Purich, A., Perkins, S., Pezza, A., Boschat, G., & Sadler, K. (2014). More frequent,
longer, and hotter heat waves for Australia in the Twenty-First Century. Journal of Climate,
27(15), 5851–5871. https://doi.org/10.1175/JCLI-D-14-00092.1
Cox, R. A., Drews, M., Rode, C., & Nielsen, S. B. (2015). Simple future weather files for
estimating heating and cooling demand. Building and Environment, 83, 104–114.
https://doi.org/10.1016/j.buildenv.2014.04.006
D’Ippoliti, D., Michelozzi, P., Marino, C., De’Donato, F., Menne, B., Katsouyanni, K., … Perucci, C.
A. (2010). The impact of heat waves on mortality in 9 European cities: Results from the
EuroHEAT project. Environmental Health: A Global Access Science Source, 9(1), 1–9.
https://doi.org/10.1186/1476-069X-9-37
Diffenbaugh, N. S., & Ashfaq, M. (2010). Intensification of hot extremes in the United States.
Geophysical Research Letters, 37(15), 1–5. https://doi.org/10.1029/2010GL043888
Environmental Protection Agency. (2016). Climate Change Indicators in the United States: High
and Low Temperatures. Retrieved from https://www.epa.gov/sites/production/files/201608/documents/print_high-low-temps-2016.pdf
7

Habeeb, D., Vargo, J., & Stone, B. (2015). Rising heat wave trends in large US cities. Natural
Hazards, 76(3), 1651–1665. https://doi.org/10.1007/s11069-014-1563-z
Harlan, S. L., Chowell, G., Yang, S., Petitti, D. B., Butler, E. J. M., Ruddell, B. L., & Ruddell, D. M.
(2014). Heat-related deaths in hot cities: Estimates of human tolerance to high
temperature thresholds. International Journal of Environmental Research and Public
Health, 11(3), 3304–3326. https://doi.org/10.3390/ijerph110303304
Hazeleger, W., Van Den Hurk, B. J. J. M., Min, E., Van Oldenborgh, G. J., Petersen, A. C.,
Stainforth, D. A., … Smith, L. A. (2015). Tales of future weather. Nature Climate Change,
5(2), 107–113. https://doi.org/10.1038/nclimate2450
Intergovernmental Panel on Climate Change. (2014). Climate Change 2014 Synthesis Report
Summary for Policymakers. (T. F. Stocker, D. Qin, G. –. Plattner, M. Tigno, S. K. Allen, J.
Boschung, et al., Eds.). Cambridge, United Kingdom and New York, NY, USA: Cambridge
University Press. https://doi.org/10.1017/CBO9781107415324
Kaiser, R., Le Tertre, A., Schwartz, J., Gotway, C. A., Daley, W. R., & Rubin, C. H. (2007). The
effect of the 1995 heat wave in Chicago on all-cause and cause-specific mortality.
American Journal of Public Health, 97 Suppl 1, 158–162.
https://doi.org/10.2105/AJPH.2006.100081
Kharin, V. V., Zwiers, F. W., Zhang, X., & Wehner, M. (2013). Changes in temperature and
precipitation extremes in the CMIP5 ensemble. Climatic Change, 119(2), 345–357.
https://doi.org/10.1007/s10584-013-0705-8
Knutti, R., Furrer, R., Tebaldi, C., Cermak, J., & Meehl, G. A. (2010). Challenges in combining
projections from multiple climate models. Journal of Climate, 23(10), 2739–2758.
https://doi.org/10.1175/2009JCLI3361.1
Knutti, R., Masson, D., & Gettelman, A. (2013). Climate model genealogy: Generation CMIP5
and how we got there. Geophysical Research Letters, 40(6), 1194–1199.
https://doi.org/10.1002/grl.50256
Kuchcik, M. (2006). Defining heat waves–different approaches. Geographica Polonica, 79(2),
48–64.
Kunkel, K. E., Liang, X. Z., & Zhu, J. (2010). Regional climate model projections and uncertainties
of U.S. summer heat waves. Journal of Climate, 23(16), 4447–4458.
https://doi.org/10.1175/2010JCLI3349.1
Kunkel, K. E., Stevens, L. E., Stevens, S. E., Sun, L., Janssen, E., Wuebbles, D., … Dobson, J. G.
(2013a). Regional climate trends and scenarios for the U.S. national climate assessment.
Part 1. Climate of the northeast U.S. Washington, D.C.
Kunkel, K. E., Stevens, L. E., Stevens, S. E., Sun, L., Janssen, E., Wuebbles, D., & Dobson, J. G.
(2013b). Regional Climate Trends and Scenarios for the U.S. National Climate Assessment
Part 9. Climate of the Contiguous United States. NOAA Technical Report, NESDIS.
Washingtoc, D.C.
Laaidi, K., Zeghnoun, A., Dousset, B., Bretin, P., Laaěidi, K., Zeghnoun, A., … Beaudeau, P. (2011).
8

The Impact of Heat Islands on Mortality in Paris during the August 2003 Heat Wave.
Environmental Health Perspectives, 120(2), 254–259.
McPhillips, L. E., Chang, H., Chester, M. V, Depietri, Y., Friedman, E., Grimm, N. B., … Shafiei
Shiva, J. (2018). Defining Extreme Events : A Cross-Disciplinary Review, Earth’s Future, 1–
15. https://doi.org/10.1002/eft2.304
Melillo, J. M., Terese (T.C.), R., & Yohe, G. W. (Eds.). (2014). Climate Change Impacts in the
United States: The Third National Climate Assessment. https://doi.org/10.7930/j0z31WJ2
Morri, C., Bianchi, C. N., Di Camillo, C. G., Ducarme, F., Allison, W. R., & Bavestrello, G. (2017).
Global climate change and regional biotic responses: two hydrozoan tales. Marine Biology
Research, 13(5), 573–586. https://doi.org/10.1080/17451000.2017.1283419
Nash, J. E., & Sutcliffe, J. V. (1970). River flow forecasting through conceptual models part I — A
discussion of principles. Journal of Hydrology, 10(3), 282–290.
https://doi.org/10.1016/0022-1694(70)90255-6
National Weather Service. (2017). Retrieved January 5, 2018, from
http://www.nws.noaa.gov/om/hazstats.shtml
Palecki, M. A., Changnon, S. A., & Kunkel, K. E. (2001). The nature and impacts of the July 1999
heat wave in the midwestern United States: Learning from the lessons of 1995. Bulletin of
the American Meteorological Society, 82(7), 1353–1367.
Peterson, T. C., Heim, R. R., Hirsch, R., Kaiser, D. P., Brooks, H., Diffenbaugh, N. S., … Wuebbles,
D. (2013). Monitoring and understanding changes in heat waves, cold waves, floods, and
droughts in the United States: State of knowledge. Bulletin of the American Meteorological
Society, 94(6), 821–834. https://doi.org/10.1175/BAMS-D-12-00066.1
Pierce, D. W., Cayan, D. R., & Thrasher, B. L. (2014). Statistical Downscaling Using Localized
Constructed Analogs (LOCA). Journal of Hydrometeorology, 15(6), 2558–2585.
https://doi.org/10.1175/JHM-D-14-0082.1
Ramamurthy, P, Li, D., & Bou-Zeid, E. (2015). High-resolution simulation of heatwave events in
New York City. Theoretical and Applied Climatology, 1–14.
https://doi.org/10.1007/s00704-015-1703-8
Ramamurthy, Prathap, & Bou-Zeid, E. (2014). Contribution of impervious surfaces to urban
evaporation. Water Resources Research, 50, 2889–2902.
https://doi.org/10.1002/2013WR013909.Received
Robinson, P. J. (2001). On the definition of a heat wave. Journal of Applied Meteorology, 40(4),
762–775. https://doi.org/10.1175/1520-0450(2001)
Rosenzweig, C., & Solecki, W. (2014). Hurricane Sandy and adaptation pathways in New York:
Lessons from a first-responder city. Global Environmental Change, 28, 395–408.
https://doi.org/10.1016/j.gloenvcha.2014.05.003
Sillmann, J., Kharin, V. V., Zwiers, F. W., Zhang, X., & Bronaugh, D. (2013). Climate extremes
indices in the CMIP5 multimodel ensemble: Part 2. Future climate projections. Journal of
9

Geophysical Research: Atmospheres, 118(6), 2473–2493.
https://doi.org/10.1002/jgrd.50188
Smith, C. L., Webb, A., Levermore, G. J., Lindley, S. J., & Beswick, K. (2011). Fine-scale spatial
temperature patterns across a UK conurbation. Climate Change, 109(3–4), 269–286.
https://doi.org/10.1007/s10584-011-0021-0
Smith, L. A. (2002). What might we learn from climate forecasts? Proceedings of the National
Academy of Sciences, 99 (Supplement 1), 2487–2492.
https://doi.org/10.1073/pnas.012580599
Smoyer-Tomic, K. E., Kuhn, R., & Hudson, A. (2003). Heat Wave Hazards: An Overview of Heat
Wave Impacts in Canada. Natural Hazards, 28(2001), 465–486.
https://doi.org/10.1023/A:1022946528157
Stone, B., Hess, J. J., & Frumkin, H. (2010). Urban Form and Extreme Heat Events: Are Sprawling
Cities More Vulnerable to Climate Change Than Compact Cities? Environmental health
Perspectives, 118(10), 1425–1428. https://doi.org/10.1289/ehp.0901879
Stone, B., & Rodgers, M. O. (2001). Urban Form and Thermal Efficiency: How the Design of
Cities Influences the Urban Heat Island Effect. Journal of the American Planning
Association, 67(2), 186–198. https://doi.org/10.1080/01944360108976228
Sun, Y., Zhang, X., Zwiers, F. W., Song, L., Wan, H., Hu, T., … Ren, G. (2014). Rapid increase in the
risk of extreme summer heat in Eastern China. Nature Climate Change, 4(12), 1082–1085.
https://doi.org/10.1038/nclimate2410
Teng, H., Branstator, G., Meehl, G. A., & Washington, W. M. (2016). Projected intensification of
subseasonal temperature variability and heat waves in the Great Plains. Geophysical
Research Letters, 43, 1–9. https://doi.org/10.1002/2015GL067574.Received
Thacker, M. T. F., Lee, R., Sabogal, R. I., & Henderson, A. (2008). Overview of deaths associated
with natural events , United States , 1979 – 2004. Disasters, 303–316.
https://doi.org/10.1111/j.1467-7717.2008.01041.x
Toomey, M., Roberts, D. A., Still, C., Goulden, M. L., & McFadden, J. P. (2011). Remotely sensed
heat anomalies linked with Amazonian forest biomass declines. Geophysical Research
Letters, 38(19), 1–5. https://doi.org/10.1029/2011GL049041
Toulemon, L., & Barbieri, M. (2008). The mortality impact of the August 2003 heat wave in
France: investigating the “harvesting” effect and other long-term consequences.
Population Studies, 62(1), 39–53. https://doi.org/10.1080/00324720701804249

10

Chapter 2 Localized changes in heatwave properties across the United States1
2.1

Introduction
Heatwaves are the most notable cause of weather-related human hospitalization and

mortality in the United States and the world and are generally considered as a period of
extremely hot weather (Altman et al., 2012; Brooke Anderson & Bell, 2011; Robinson, 2001;
Thacker et al., 2008). The impact of heatwaves is often greater in cities, where dense
urbanization often replaces vegetated and natural soil surfaces with hardscape, thereby
decreasing natural cooling by evapotranspiration (Ramamurthy & Bou-Zeid, 2014; Stone Jr. &
Rodgers, 2001). Furthermore, the heat capacity of most urban structures alters the surface
energy balance ( Ramamurthy & Bou-Zeid, 2014), and thereby elevates nighttime temperatures
(Stone Jr. & Rodgers, 2001). Such additional endogenous heat sources contribute to a
phenomenon known as the Urban Heat Island, which further exacerbates local heating and
magnifies the frequency and intensity of heatwaves in cities (Li & Bou-Zeid, 2013; Oke, 1982).
Continued urbanization throughout the United States and increased global warming will likely
increase heatwave frequency, duration and intensity across climates and locally across urban
and rural transitions (Habeeb et al., 2015; Rosenzweig & Solecki, 2014; Stone et al., 2010).
Prolonged extreme heatwaves in urban areas are closely related to air pollution such as
PM2.5 concentrations, and especially ground level ozone formation (Camalier et al., 2007; H.
Zhang et al., 2017). These two pollutants have been regulated to limit impairment to human
respiratory systems, health, and the environment (Sun et al., 2017; H. Zhang et al., 2017). The

1

This Chapter is published in the journal Earth’s Future and will be cited in the rest of the dissertation as “Shafiei
Shiva, Chandler, and Kunkel, 2019”
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compound effect of high ozone concentration during heatwaves is greater than sum of the
individual impacts (Schnell & Prather, 2017).
Other impacts of heatwaves include serious agricultural and ecological impairments
(Peterson et al., 2013). Many plants are sensitive to extended elevated temperatures
(Schlenker & Roberts, 2009) and when accompanied by meteorological droughts, heatwaves
can significantly decrease crop yield (van der Velde et al., 2012). Furthermore, heatwaves are
associated with decreased forest biomass and ecological biodiversity (Morri et al., 2017;
Toomey et al., 2011). Importantly, heatwaves stress power grids and water distribution systems
due to the extra consumption of power for cooling and drinking water (Hansen, McDonald,
Nabors, & Shafiei Shiva, 2017; Ramamurthy, Li, & Bou-Zeid, 2015; Smoyer-Tomic, Kuhn, &
Hudson, 2003).
Many climate models project that the number of hot days will continue to increase
across most parts of the United States as a result of global warming, particularly by the end of
this century (Intergovernmental Panel on Climate Change [IPCC], 2014; Kunkel et al., 2013;
Melillo, Terese (T.C.), & Yohe, 2014). Although there are uncertainties among climate change
models (Clark et al., 2016), the Coupled Model Intercomparison Project Phase 5 projections
indicate the current rare high summer average temperatures will become more frequent during
this century (Duffy & Tebaldi, 2012; Kharin et al., 2013). This increase in the higher average
summer temperature is projected to be attended by meteorological droughts and will bring
concurrent extreme events for the United States, especially for the Western and Central United
States (AghaKouchak et al., 2014; Melillo et al., 2014). These models predict that most of the
United States will experience more frequent extremely hot days, with the historical 20-year
12

high temperature return period decreasing to 2 or 3 years (Diffenbaugh & Ashfaq, 2010; Kharin
et al., 2013). Global models indicate that even if all emissions from human activities cease
immediately, a minimum increase of 0.27 °C is inevitable (Hawkins & Sutton, 2011; Matthews &
Zickfeld, 2012). Accordingly, heatwave intensity and duration are likely to increase in many
places; followed by an increase in the ground level ozone concentration (Karl & Trenberth,
2003; Meehl & Tebaldi, 2004; J. Zhang et al., 2018). In the United States, it is projected that
extreme heat days will increase throughout the United States and extended summer seasons
will exacerbate heatwave frequency, intensity, and duration (Diffenbaugh & Ashfaq, 2010;
Kharin et al., 2013).
Despite the long-standing and excessive harmful impacts of heatwaves on humankind,
there is no single quantitative definition for heatwaves (Kuchcik, 2006; Peterson et al., 2013;
Robinson, 2001). To our knowledge, the first recorded quantitative heatwave definition was for
the 1896 New York City event, which was defined as seven or more consecutive days with an
average daily temperature greater than 29 °C (Ellis & Nelson, 1978; Kuchcik, 2006). More
recently, National Weather Service (NWS) defined a heatwave in the United States as “a period
of at least 48 Hours during which neither the overnight low nor the daytime high apparent
temperature, falls below the NWS heat stress thresholds”. The overnight threshold is defined as
the greater value of 80 °F (26.7 °C) and 99th quantile of historical minimum apparent
temperature and the daytime threshold is defined as the greater value of 105 °F (40.6 °C) and
99th quantile of historical maximum apparent temperature (Robinson, 2001). The U.S.
Environmental Protection Agency defines a heatwave as a period of four days with an average
temperature greater than a location-specific threshold that is expected to happen every 10
13

years (Environmental Protection Agency [EPA], 2016). Another popular definition for a
heatwave in the United States is a period of at least two consecutive days with the regional
daily average temperature higher than the 95th percentile (Brooke Anderson & Bell, 2011).
Some scholars use the 90th percentile of the historical data distribution for the daily maximum
and minimum temperature as the thresholds and identify a heatwave event as at least two
consecutive days with both maximum and minimum temperatures above those thresholds
(Keellings & Waylen, 2014). Another set of definitions rely on apparent temperature rather
than ambient temperature as a metric that incorporates both air temperature and relative
humidity. This approach recognizes the importance of limited evaporative cooling on the
physical experience of a human body during heatwaves (Brooke Anderson & Bell, 2011;
Robinson, 2001). Meanwhile, Environment Canada defines a heatwave as a period of at least
three consecutive days, with a maximum temperature higher than 32 °C (Smoyer-Tomic et al.,
2003). A list of heatwave definitions in different countries and regions is presented in Table 2.1.
This inconsistency in recognizing a unique definition for heatwave also extends to
international organizations. World Meteorological Organization (WMO) in cooperation with
World Health Organization (WHO) defined the 95th percentile of the historical data distribution
for the daily maximum and minimum temperatures as the thresholds for a heatwave, and
identify a heatwave event as at least two consecutive days with both maximum and minimum
temperatures above these thresholds (WMO, 2015). However, WHO regional office for Europe
defined a heatwave as a period when maximum apparent temperature and minimum
temperature exceed the 90th percentile of the monthly distribution for at least two consecutive
days (World Health Organization [WHO], 2009). Finally, the Intergovernmental Panel on Climate
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Change describes a heatwave as a several consecutive days and nights with high temperatures
(Trenberth et al., 2007).
Similar to various heatwave definition, there are too many heat wave components and
metrics, where some of them are defined for a particular impact group (Perkins & Alexander,
2013). For example, Expert Team for Climate Change Detection Monitoring and Indices (ETCCDI)
recommended 16 indices for extreme temperature studies (Alexander et al., 2006). Most of
these indices are based on maximum or minimum daily temperature. In addition, there are
metrics that combine two or more of individual measures of heat waves. For example, Frich et
al. (2002) described Heat Wave Duration Index (HWDI), which is the number of five or more
consecutive days with maximum daily temperature more than 5 °C above the 1961-1990 daily
maximum temperature. Correspondingly, Heat Wave Magnitude Index daily (HWMId) considers
heat wave intensity for at least 3-day long heat wave events (Russo et al., 2015).
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Table 2.1 Definitions of heatwave for selected countries and regions
Country or Source
region
USA
NWS

Duration
(days)
2+

USA

EPA

4+

Canada

Environment Canada 3+

Mexico

National Center for
Disaster Prevention

3+

South
America

N/A

3+

Netherlands The Royal
Meteorological
Institute
UK
N/A

5+

France

N/A

2+

Belgium

Federal Agency for
Public Health

3+

Africa

N/A

3+

West Africa N/A

3+

China

3+

India

Pakistan

Iran

Australia

Meteorological
Administration
National Disaster
Management
Authority
Pakistan
Meteorological
Department
N/A

5+

3+

1+

3+

Global

Department of Health 3+
of South Australia
WMO and WHO
2+

Europe

WHO

2+

Definition criteria

Threshold

Reference

Maximum and
> max (105°F and 99th
(Robinson, 2001)
Minimum
percentile) and max (80°F
Temperatures
and 99th percentile)
Average Temperature >threshold expected to (Environmental
happen every 10 years Protection Agency,
2016)
Maximum
>32°C
(Smoyer-Tomic et al.,
Temperature
2003)
Average and
>25°C and >30°C
(Polioptro F & Bandala,
Maximum
2016)
Temperatures
Maximum and
> 90th percentiles of the (Ceccherini et al., 2016)
Minimum
historical data
Temperatures
Average and
>25°C and >32°C
(Huynen et al., 2001)
Maximum
Temperatures
Minimum
>3°C higher than
(Kuchcik, 2006)
Temperature
historical average
Maximum and
>36°C and 23°C
(Kuchcik, 2006)
Minimum
Temperatures
Maximum and
>29.6°C and >18.2°C
(Lauwaet et al., 2016)
Minimum
Temperatures
Maximum
> 90th percentiles of the (Ceccherini et al., 2017)
Temperature
historical data
Maximum and
> 90th percentiles of the (Batté et al., 2018).
Minimum
historical data
Temperatures
Maximum
>35°C
(Tan et al., 2010)
Temperature
Maximum
>3°C higher than
(Indian National
Temperature
historical average
Disaster Management
Authority, 2016)
Maximum
>45° (Plain regions) and > (Nasim et al., 2018)
Temperature
40° (Hilly regions)
Physiological
Equivalent
Temperature
Maximum
Temperature
Maximum and
Minimum
Temperatures
Maximum Apparent
Temperature
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> 95th percentiles of the (Roshan et al., 2018)
historical data
>35°

(Nitschke & Tucker,
2009)
> 95th percentiles of the (World Meteorological
historical data
Organization, 2015)
> 90th percentiles of the (World Health
historical data
Organization, 2009)

Despite this diversity in heat wave metrics, in most studies four main properties are
used to describe the impacts of heat waves: a) frequency, b) intensity, c) duration, and d)
timing (Brooke Anderson & Bell, 2011; Karl et al., 2009; Robinson, 2001). These properties vary
sufficiently to result in a wide range of heat wave histories and are further complicated by
differences in affected populations. This diversity leads to the importance of focused study of
local scale heat wave properties (Photiadou et al., 2014). For example, vernal heat waves can
come as a shock, and the impact on human health under severe conditions can double the
associated mortality rate (Brooke Anderson & Bell, 2011; Smoyer-Tomic et al., 2003). These
various properties may be experienced differently by various age, socioeconomic and health
status groups, who may display a range of responses to the same heat wave. Photiadou et al.
(2014) proposed that no two heat waves are exactly the same, and no two populations have
the same response to an extreme event.
In this study, I examine the historical change of important properties of heat waves,
including the number of hot days, frequency, intensity, duration, timing, total length, the first
day of heat waves, and longest heat wave event in each year. I selected 10 sites in different
climatological situations across the United States and obtained atmospheric data from airport
weather stations for the period of 1950 to 2016. I use two main groups of heat wave
definitions, those based on maximum and minimum daily ambient temperatures above the
certain thresholds and those based on average daily apparent temperature above a defined
threshold.
Although previous studies on different properties of heat waves are available (DellaMarta et al., 2007; Furrer et al., 2010; Habeeb et al., 2015; Kuglitsch et al., 2010; Morabito et
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al., 2017), this research develops two novel analyses: first, eight characteristics of heat waves
have been examined simultaneously for 67 years; and second, two main definitions of heat
waves (subdivided by statistical thresholds resulting in eight definitions) generally represent the
range of widely used definitions.
The findings of this research are intended to: first, indicate the significant importance of
definitions and metrics in the heat wave studies; and second, help policymakers, managers, and
first responders understand the changing characteristics of heat waves to best prepare
communities for locally extreme heat conditions. This approach particularly supports the
United Nations Sendai Framework for Disaster Risk Management, that recognizes
understanding hazard characteristics from global to regional levels as the first priority in
prevention and mitigation of and response to the disasters (United Nations, 2015).
2.2

Data and Methods

2.2.1 Data Sources
This study focuses on 10 cities in the CONUS with different climates. I obtained historical
daily and hourly weather data (minimum, maximum, and average temperatures and average
daily humidity) from the National Centers for Environmental Information (NCEI) for 1950-2016.
The data are extracted from the airport weather station in each city, because they are reliable
and continuous weather data sources, and are known to provide a realistic representation of
temperature in most cities within the contiguous United States (Davis et al., 2003; Habeeb et
al., 2015; Metzger et al., 2010). These cities are Baltimore, MD, Bismarck, ND, Colorado Springs,
CO, Dallas, TX, Des Moines, IA, Miami, FL, New York City, NY, Phoenix, AZ, Portland, OR, and
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Syracuse, NY (Figure 2.1). Analysis of daily data includes occasional infilling of missing daily data
with proxy data derived from the hourly climatological data.

Figure 2.1 Location of the cities selected for this study

2.2.2 Heat Wave Definitions
At present, there is no globally accepted definition for the conditions that constitute a
heat wave. In fact, debates abound on the parameters that should be included in measuring
heat waves (McPhillips et al., 2018; Robinson, 2001). To address this challenge, I used two main
groups of definitions to span the basic range of approaches. The first definition is based on both
daily minimum and maximum temperatures: A heat wave event has at least two consecutive
days with minimum and maximum daily temperatures greater than 85th, 90th, 95th, and 99th
percentiles of the historical minimum and maximum daily temperatures, respectively. I referred
these sub-classes as HW1A, HW1B, HW1C, and HW1D (or mild, moderate, severe, and extreme
19

events). This definition helps to identify the events that are mainly dangerous for elderly and
disadvantaged people who need nighttime relief from daytime high temperature; this definition
is similar to many previous studies (Keellings & Waylen, 2014; Robinson, 2001; T. T. Smith et al.,
2013). Furthermore, it helps to capture events that include the effect of high nighttime
temperatures, which have greater physiological impacts on vulnerable urban populations, and
the simultaneous maximum daily temperatures that are dangerous for humans (Habeeb et al.,
2015; Photiadou et al., 2014).
The second definition includes the apparent temperature to represent the effect of
humidity in each location. In this definition, I highlight the importance of the physical
experience of the human body during heat waves (Brooke Anderson & Bell, 2011; Robinson,
2001). I also used different values of local historical frequency percentiles as thresholds, to
recognize regional acclimatization of the population to the heat waves (Habeeb et al., 2015).
The second type of heat wave is defined as follows: At least four consecutive days with average
daily apparent temperature more than 85th, 90th, 95th, and 99th percentiles of the historical
average daily apparent temperature. I denote the second class of heat wave definition as
HW2A, HW2B, HW2C, and HW2D (or mild, moderate, severe, and extreme events), similar to
those used previously (Brooke Anderson & Bell, 2011; Habeeb et al., 2015; T. T. Smith et al.,
2013). Different upper tail percentiles ranging from 85th to 99th of year-round data separate
various heat wave strengths (Xu et al., 2016, 2017). This method might decrease the heat wave
thresholds in areas with shorter warm season but highlights the possible sensitivity of the area
to hot weather by capturing more events as a heat wave, similar to previous studies (Gasparrini
& Armstrong, 2011; Habeeb et al., 2015; Ma et al., 2015).
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2.2.3 Methods
For each station, I obtained weather data from the National Centers for Environmental
Information (NCEI) from 1950-2016. The required data were daily minimum, maximum, and
average temperatures and average humidity. When daily data summaries were not available, I
calculated daily values from hourly data. I then calculated the apparent temperature for each
station based on average daily temperature and average daily humidity.
The heat index is a function of at least temperature, humidity, wind speed, and net
radiation (Brooke Anderson et al., 2013; Steadman, 1979). However, limitations in data
availability in many locations reduced our analysis to temperature and humidity data for
uniform calculation of a heat index across cities (Brooke Anderson et al., 2013). Accordingly, I
applied the method that is most commonly used by NWS and described by Robinson (2001).
The non-linear characteristic of this method implies that the use of daily averages to compute
apparent temperature will not necessarily produce the same value as averaging apparent
temperature from instantaneous (e.g. hourly) observations of temperature and humidity.
However, this has inconsequential impacts on the results because I am using percentile
thresholds to define heat waves. I develop a set of indices by basing the calculation on the 85 th,
90th, 95th, and 99th percentiles of the minimum, maximum, and apparent temperature daily
records for each station. This method acknowledges that human perception and tolerance of
heat in different climates lead to different responses to the heat waves according to personal
history (Habeeb et al., 2015; Kalkstein et al., 2011; Keellings & Waylen, 2014; Robinson, 2001).
The associated dataset supported the calculation of minimum, average, maximum daily

21

temperatures, average daily apparent temperature, and analysis of the heat wave’s properties
in each year for every station over 67 years.

2.2.4 Heat Waves Metrics
In this study, I measured heat wave properties for seven cases by the definition of HW1
and six cases by the definition of HW2. I also measured the number of hot days, which is
common to both definitions of extreme heat event, regardless of whether the days are
consecutive within the year. I analyzed these properties over 67 years at 10 locations and
aggregated the daily results to the annual level from daily temperature and humidity data.
Accordingly, I define heat wave properties as follows:
•

Number of hot days (Days): A hot day has either both maximum and minimum

temperatures higher than thresholds (for the HW1 definition) or average daily
apparent temperature higher than the threshold (for the HW2 definition).
•

Frequency of heat wave (Waves): Number of independent heat waves in each

calendar year.
•

Total length of heat waves (Total): The cumulative length of all heat waves in

each calendar year.
•

Longest heat wave event (Longest): The longest heat wave event in each

calendar year.
For example, if there are three consecutive hot days in a month, two consecutive hot days in
two months later, and a single hot day in four months later, based on HW1 the Days is 6 (i.e.,
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3+2+1=6), the Waves is 2 (i.e., only first two events are heat waves), the Total is 5 (i.e., only
length of heatwaves, 3+2=5), and the Longest is 3 (i.e., length of first event).
•

Nighttime heat wave intensity (Night): The cumulative value of nighttime

temperature above the HW1 minimum temperature threshold during a heat wave.
Equation 1 summarizes the definitions of nighttime heat wave intensity for HW1
definition of heat wave.
Night 𝐻𝑊1 = ∑𝑖=𝑛
𝑖=1 (𝑇𝑚𝑖𝑛,𝑑𝑎𝑦 𝑖 − 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑚𝑖𝑛 )

(1

Where 𝑇𝑚𝑖𝑛,𝑑𝑎𝑦 𝑖 is the minimum temperature of 𝐷𝑎𝑦𝑖 within a heat wave based on the
HW1 definition.
𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑚𝑖𝑛 is the threshold for minimum temperature of a heat wave based on the
HW1 definition.
The variable n is total length of days during heat waves based on the HW1 definition.
For example, for a HW1 heat wave of two consecutive days, if the minimum and maximum daily
temperatures are 25 °C, 28 °C, 35 °C, and 38 °C and at that station the thresholds for a heat
wave are 24 °C and 34 °C, respectively, the nighttime heat wave intensity is 5 °C for this event.
•

Total heat wave intensity (Intensity): The sum of the cumulative value of

nighttime temperature above the HW1 minimum temperature threshold and the
cumulative value of daytime temperature above the HW1 maximum temperature
threshold during a heat wave. For HW2, total heat wave intensity is the cumulative
value of daily average apparent temperature above the defined threshold. Equations 2
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and 3 summarize the definitions of total heat wave intensity for HW1 and HW2,
respectively:
Intensity𝐻𝑊1 = ∑𝑖=𝑛
𝑖=1 [(𝑇𝑚𝑎𝑥,𝑑𝑎𝑦 𝑖 − 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑚𝑎𝑥 ) + (𝑇𝑚𝑖𝑛,𝑑𝑎𝑦 𝑖 − 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑚𝑖𝑛 )]
𝑗=𝑚

Intensity𝐻𝑊2 = ∑𝑗=1 (𝑇𝑎𝑝𝑡,𝑎𝑣𝑒,𝑑𝑎𝑦 𝑗 − 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑎𝑝𝑡,𝑎𝑣𝑒 )

(2
(3

Where 𝑇𝑚𝑎𝑥,𝑑𝑎𝑦 𝑖 is the maximum temperature of 𝐷𝑎𝑦𝑖 during a heat wave based on
the HW1 definition,
𝑇𝑚𝑖𝑛,𝑑𝑎𝑦 𝑖 is the minimum temperature of 𝐷𝑎𝑦𝑖 within a heat wave based on the HW1
definition,
𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑚𝑎𝑥 is the threshold for maximum temperature of a heat wave based on the
HW1 definition,
𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑚𝑖𝑛 is the threshold for minimum temperature of a heat wave based on the
HW1 definition,
𝑇𝑎𝑝𝑡,𝑎𝑣𝑒,𝑑𝑎𝑦 𝑗 is the average apparent temperature of 𝐷𝑎𝑦𝑗 as a part of a heat wave
based on the HW2 definition,
𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑎𝑝𝑡,𝑎𝑣𝑒 is the threshold for average apparent temperature of a heat wave
based on the HW2 definition,
The variables n and m are total length of days during heat waves based on the HW1 and
HW2 definitions. In addition, I use Intensity per day (Intensity Day) to present average intensity
of heat wave during the event as the following:
IntensityDay =

Intensity

(4

Total
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For example, in a two consecutive days heat wave, if the minimum and maximum daily
temperatures are 25 °C, 28 °C, 35 °C, and 38 °C, respectively, and the site thresholds for a heat
wave are 24 °C and 34 °C, respectively, the total heat wave intensity is 10 °C and intensity per
day is 5 °C. This approach is similar to a method used previously (Habeeb et al., 2015; Morabito
et al., 2017).
•

First heat wave event (First): The number of first day of the first heat wave in a

calendar year.
•

Heat wave season duration (Duration): The period between the first day of the

first heat wave and the last day of the last heat wave in each calendar year.
I defined these properties based on four main heat wave components to clarify and
cover a few possible interpretations for each component. For example, heat wave intensity is
defined both as cumulative value of nighttime temperature above the minimum temperature
threshold during a heat wave and cumulative value of daytime maximum temperature above
the maximum temperature threshold during a heat wave (Harlan et al., 2006; Laaidi et al.,
2011). Accordingly, I defined Night and Intensity to integrate both metrics. Similarly, Total,
Longest, First, and Duration define four possible comprehensions of “timing” and “duration” as
other main components of heat waves.
I argue that studying changes in the heat wave properties using non-arbitrary definitions
for multiple properties is crucial to understand heat wave impacts and can reduce uncertainties
resulting from various definitions of the heat waves (Kent et al., 2014; Xu et al., 2016, 2017).
Two R codes were used to calculate heat wave properties based on both HW1 and HW2
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definitions (Shafiei Shiva, 2018a, 2018b). I applied the non-parametric Mann–Kendall test
(Kendall, 1948; Mann, 1945) with p-values smaller than the 0.05 significance level to detect any
trends similar to those used previously (Della-Marta et al., 2007; Donat et al., 2013; Habeeb et
al., 2015; Kuglitsch et al., 2010; T. T. Smith et al., 2013; Vogel et al., 1997). I considered the
result of Mann-Kendall trend analysis for each heat wave property from 1950 to 2016 as either
“no significant trend or no trend”, “statistically significant increasing trend or positive trend”, or
“statistically significant decreasing trend or negative trend”.
2.2.5 Simultaneous trends visual presentation (heat wave trend profile)
I present the temporal trend analysis results by sunburst type charts (also known as a
multi-level pie chart, multi-layer donut chart, and multi-layer ring chart) in section 2.3.1. These
charts simultaneously highlight the changes in the defined properties for each strength of heat
waves. Henceforth, I point to these charts as the “heat wave trend profile” or “heat wave
profile” in each location. Accordingly, the four concentric rings, represent mild, moderate,
severe, and extreme heat waves (Figure 2.2). I identify the properties of each strength of heat
wave by a section on the related ring; labeled according to the defined metrics in section 2.2.4.
In these charts, trends in temporal properties over the period of analysis (1950-2016) are
indicated as red (positive), gray (no trend), and blue (negative) according to Mann-Kendall
trend test.
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Figure 2.2 Legend and explanation of visualization approach for multiple heat wave properties,
intensities and trends (heat wave profile). Each of the eight segments (seven segments in HW2)
corresponds to a heat wave property. Within the segments, the smallest to largest rings
represent increasing intensities, from mild to extreme, with the color in each ring indicating the
temporal trend for each heat wave property. This figure applies to both HW1 and HW2
definitions and properties.

2.3

Results
The presented heat wave trend analyses depend strongly on the selected definitions

and metrics. These trends vary locally, and no two locations showed a similar heat wave trend
profile over the study period. I found that although heat wave properties commonly change
simultaneously across analyses, the changes are not necessarily similar in magnitude, direction,
or metric. To provide clarity in the outcomes of analysis, I present the study results in two
sections. Section 2.3.1 shows results of trend analysis for heat wave properties based on the
HW1 and HW2 definitions. This approach highlights the importance of the chosen definition on
the outcome of the heat wave trend analysis. Section 2.3.2 shows the decadal averages of four
important heat wave properties including first heat wave event (First), heat wave season
duration (Duration), frequency of heat wave (Waves), and total heat wave intensity (Intensity,
in terms of Intensity Day) for the 10 communities.
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2.3.1 HW1 and HW2 temporal trends
The HW1 and HW2 groups include four different heat wave strengths (mild, moderate,
severe, and extreme). I further define eight HW1 and seven HW2 properties of heat waves,
including number of hot days (Days), frequency of heat waves (Waves), cumulative length of
heat waves (Total), longest heat wave event (Longest), total heat wave intensity (Intensity), first
heat wave event (First), heat wave season duration (Duration) and nighttime heat wave
intensity (Night, only for HW1). In this section, I present the results of trend analysis for these
heat wave properties over the period 1950-2016. Figures 2.3 to 2.7 illustrate simultaneous
trends for heat wave properties of each of four strengths of HW1 and HW2 heat waves in the
10 study cities. I present the results in five groups of cities with similar increases in heat wave
properties for both HW1 and HW2 definitions. Accordingly, a positive significant trend (based
on Mann-Kendall test and p<0.05) represents increasing harmful impact of heat waves, except
for the first heat wave event (First). Alternatively, a negative trend on the first heat wave event
indicates an earlier incidence of heat waves, which is more harmful than a later onset.
Phoenix and Portland show increasing trends for most heat wave properties for the
HW1 definitions. In both cities, the trend in first heat wave event (First) for mild heat waves
show decreasing trends; indicating earlier onset of the first heat wave event of the year.
Conversely, severe and extreme heat waves show an increasing temporal trend, which indicates
a delay in the onset of the hot season. Although incorporating the impact of humidity by
changing the definition set from HW1 to HW2 does not change the Phoenix heat wave profile
notably, humidity matters for Portland, especially for First, which changes to “no trend”.
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Figure 2.3 Mann-Kendall trend test results for eight HW1 heat wave properties and seven HW2
heat wave properties for Phoenix and Portland. Trends over the period of analysis (1950-2016)
are indicated as red (positive), gray (no trend), and blue (negative).

Dallas and Miami are the two most southern sites in this study. Dallas shows increasing
trends in strength of heat waves and hot days for both HW1 and HW2 definitions for all heat
wave properties. Only extreme heat waves tend to start later, but same onset of other heat
waves accompanied with extended heat wave duration shows longer hot seasons for Dallas
(Figure 2.4). Although Miami is also hot, the heat wave profile for extreme events differs
substantially between the HW1 and HW2 definitions. The trend direction of heat wave
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frequency (Waves), total length of heat waves (Total), longest heat wave event (Longest), first
heat wave event (First), and heat wave season duration (Duration) change from no trend (HW1)
to positive trend (HW2) for extreme events. This difference highlights the importance of
considering humidity in heat wave definitions for temperate and humid continental climates. It
is notable that the extended heat wave season in Miami shows a large increase in mild to
extreme heat waves (Figure 2.4).

Figure 2.4 Mann-Kendall trend test results for eight HW1 heat wave properties and seven HW2
heat wave properties for Dallas and Miami. Trends over the period of analysis (1950-2016) are
indicated as red (positive), gray (no trend), and blue (negative).
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The impact of humidity exacerbates heat waves in New York City and has no significant
influence in the Mid-Atlantic coast (Baltimore). Figure 2.5 shows how quantification of heat
wave events using apparent temperature (HW2) instead of ambient temperature (HW1)
highlights differences in trend direction of event properties in New York City. In this regard, I
found that heat wave frequency (Waves), total length of heat waves (Total), longest heat wave
event (Longest), total heat wave intensity (Intensity), first heat wave event (First), and heat
wave season duration (Duration) change from no trend to positive trend between HW1 and
HW2. This difference in definitions is especially important for understanding changes in heat
wave frequency for these cities. In Baltimore the warm oceanic climate limits the difference in
properties between HW1 and HW2 heat waves, which results in similar trend directions there.
Indeed, I found no change in the heat wave frequency over the study period of 1950-2016
according to eight definitions of heat waves in Baltimore.
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Figure 2.5 Mann-Kendall trend test results for eight HW1 heat wave properties and seven HW2
heat wave properties for New York City and Baltimore. Trends over the period of analysis
(1950-2016) are indicated as red (positive), gray (no trend), and blue (negative).

The remaining sites share a northern continental climate. Colorado Springs, Syracuse,
Bismarck, and Des Moines have the most frequent increases in heat wave properties (Figures
2.6 and 2.7). The trend in number of hot days (Days) is positive for all sites, yet only Bismarck
and Des Moines show an increase in heat wave frequency (Waves). Surprisingly, the only
change in heat wave timing among these sites was later onset for severe heat waves (HW2C) in
Colorado Springs. Generally, the total length of heat waves increased based on at least one
definition for these cities. Accordingly, extended heat wave events during the same heat wave
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season (Duration) are detected for these sites. Nighttime heat wave intensity (Night) shows a
positive trend across these sites and total heat wave intensity (Intensity) has increasing trend in
Colorado Springs and Syracuse. I found that humidity in Colorado Springs and Syracuse
exacerbates heat wave occurrence and intensity more than in Bismarck and Des Moines.
Finally, incorporating the impact of humidity in heat wave analysis results in the greatest
increase in severe and extreme heat wave properties.

Figure 2.6 Mann-Kendall trend test results for eight HW1 heat wave properties and seven HW2
heat wave properties for Colorado Springs and Syracuse. Trends over the period of analysis
(1950-2016) are indicated as red (positive), gray (no trend), and blue (negative).
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Figure 2.7 Mann-Kendall trend test results for eight HW1 heat wave properties and seven HW2
heat wave properties for Bismarck and Des Moines. Trends over the period of analysis (19502016) are indicated as red (positive), gray (no trend), and blue (negative).
2.3.2 Decadal analysis of heat wave properties
Figures 2.8 to 11 show the average decadal values of four important heat wave
properties in 10 communities for mild and severe strength of heat waves and based on both
HW1 and HW2 definitions. These properties include first heat wave event (First), heat wave
season duration (Duration), frequency of heat waves (Waves), and total heat wave intensity
(Intensity) as Intensity Day. This approach supports quantitative visualization of heat waves
spatial differences and temporal changes across sites.
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The first heat wave can be the most harmful heat wave event of the year without an
appropriate heat mitigation plan. Thus, figure 2.8 presents the decadal average values of first
heat wave event for both mild and severe events as defined by HW1 and HW2 for the ten cities
from the 1950s to 2010s. This figure shows that mild and severe HW1 and HW2 heat waves
advanced by 35, 29, 48, and 37 days, respectively, in Miami. Similarly, First has changed by 24,
17, 8, and 19 days for Phoenix. In Portland, where heat waves are moderated by the Pacific
Ocean, I found that severe heat waves based on the HW2 definition have advanced by a month
(August 11 to July 10) over the study period. Despite these shifts in heat waves onset, I found
no trend in average decadal values of first heat wave event in Bismarck, Des Moines, and
Syracuse (Figure 2.8).
Similar analysis of the decadal average change in Duration in Phoenix, Portland, Dallas,
Miami, Bismarck, and Des Moines, highlights many positive trends from the 1950s to 2010s.
Importantly, Duration for HW1 in Miami has increased from 84 to 115 days for mild heat waves
and from 3 to 53 days for severe heat waves. Similarly, Duration for HW2 has increased by 71
days for mild heat waves and 46 days for severe heat waves. In Phoenix, Duration for HW1 mild
and severe heat waves has increased from 42 to 95 days and from 2 to 57 days, respectively,
over the same period. The HW2 mild and severe Durations have increased from 53 and 14 to 79
and 49 days, respectively, during the same time (Figure 2.9). I found no significant decadal
trend in heat wave season change for Baltimore, Bismarck, Colorado Springs, Des Moines, New
York City, and Syracuse.
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Figure 2.8 First heat wave event (First) based on HW1A, HW1C, HW2A, and HW2C
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Figure 2.9 Heat wave season duration (Duration) based on HW1A, HW1C, HW2A, and HW2C

37

Within the heat wave season, the frequency and intensity of heat waves are two
important components for adaption and mitigation planners. Figure 2.10 shows decadal
average values for Waves based on HW1, HW2 (mild events), HW1, and HW2 (severe events)
definitions. As shown in figure 2.10, the greatest increase in Waves is for Miami, based on HW1
(mild). There, the frequency increased from 3.6 to 12.9 events per year. In addition, I found
increases in Waves of 3.9, 6, and 2.5 events per year for Miami for HW1 (severe) and HW2 (mild
and severe) definitions of heat wave. As expected, following Miami, the greatest increase in
Waves based on HW1A and HW1B definitions are found for Phoenix and Portland; equal to 5.6,
5.3, 3.8, and 3.5 more events per year over the study period. However, I found no significant
trend for Waves in Baltimore, Colorado Springs, and Syracuse. Interestingly, in Syracuse,
maximum Waves based on HW1A, HW1C, HW2A, and HW2C definitions are 10.7, 3.4, 6.1, and
2.3, respectively, and is found for the 2010s.
Finally, I present Intensity, which many researchers identify as the main criteria for
determining harmful impacts of a heat wave on human health (Xu et al., 2017). Analysis of the
decadal average values for Intensity Day shows a positive trend for HW1A (mild heat wave) for
Phoenix and Portland (Figure 2.11). Surprisingly, the least Intensity Day was for Miami.
Conversely, Bismarck and Syracuse show the greatest Intensity Day during the 1950s to 2010s.
During this time, these locations have experienced average temperatures of 8.2 and
6.5 degrees Celsius above daily threshold(s) during heat wave events.

38

Figure 2.10 Frequency of heat waves (Waves) based on HW1A, HW1C, HW2A, and HW2C
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Figure 2.11 Intensity of heat waves (Intensity Day) based on HW1A, HW1C, HW2A, and HW2C

40

2.4

Discussion
Similar to many recent studies, I found that most harmful properties of heat waves

show an increase over time across the United States (Altman et al., 2012; Habeeb et al., 2015;
Keellings & Waylen, 2014; Mishra et al., 2015; T. T. Smith et al., 2013). However, the range of
these trends depends on the heat wave definitions and selected properties. In addition, this
study reinforces the importance of locality in the analysis of heat waves. In particular, I found
that two cities in one state (Syracuse and New York City) have completely different heat wave
trend profiles. Similar to recent studies, I found significant increasing trends (p<0.05) in
excessive heat event (EHE) days, frequency, intensity, and heat wave season duration for mild
to extreme heat wave ranges in five locations including Dallas, Miami, New York City, Phoenix,
and Portland (Kovats & Hajat, 2008; Sheridan, Kalkstein, & Kalkstein, 2009). These properties
are directly connected to human health, and water and energy consumption (Brooke Anderson
et al., 2013; Brooke Anderson & Bell, 2011).
I found that heat wave seasons started earlier for Baltimore, Miami, Phoenix, and
Portland, based on at least one of the presented heat wave definitions. This is similar to
findings of Habeeb et al., (2015) for Miami and Portland, however, the magnitude and direction
of change were inconsistent among the eight heat wave definitions in this study. Hence, I
emphasize the importance of understanding how various heat wave definitions can result in
different calculated trajectories of change. As an alternative to single metric definitions, I found
that simultaneous evaluation of heat wave properties provides the opportunity to understand
the compound impact of these properties. For example, in Syracuse, despite no change in heat
wave frequency, nighttime heat wave intensity has increased, and extreme heat waves are
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longer than in the past. Differently, in Phoenix, mild heat waves happen earlier, and extreme
events occur later than in the past.
An examination of possible causes of the observed heat wave spatial and temporal
trends is not the focus of this study. A number of meteorological conditions can contribute to
heat wave occurrence in the United States, including horizontal advection of hot air masses,
large scale sinking motion (subsidence) associated with pressure ridges in the middle and upper
troposphere, and forced subsidence of air masses over mountain barriers. Atmospheric
subsidence associated with pressure ridges causes clear skies and light winds that contribute to
the intensity of heat waves (Meehl & Tebaldi, 2004). Local land surface conditions and remote
teleconnections can affect the likelihood and intensity of heat waves. Recent studies provide
evidence that land-ocean-atmosphere interactions during recent global warming and human
activities are the drivers for recent decades heat waves formation and their spatial-temporal
variations (Fall et al., 2010; Lyon & Barnston, 2017; Mechoso et al., 2014). Wu et al. (2012)
found that heat waves during 1958-2010 in North America are connected with the sea surface
temperature anomalies and the change of phase in ENSO. Lee et al. (2016) found that deficits in
soil moisture is an important driver for increasing heat wave frequency during 1979-2010 in the
South-Central United States. Conversely, under non-deficit soil moisture conditions, local
evaporation increased near-surface atmospheric water vapor content and resulted in extremely
high apparent temperature during the 1995 heat wave in the northern Midwest (Kunkel et al.,
1996). Atmospheric blocking is known as a driver for drought and heat waves in the United
States with recent research showing its importance in the Southeastern US, including Miami, FL
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(Dong et al., 2018). These complex atmospheric interactions act differently for the regional heat
wave events, supporting the importance of local heat wave attribution studies.
Impact of urbanization on local climate in terms of temperature increase, particularly
during nights and consequently increasing the intensity of heat waves, is well documented
(Ghobadi et al., 2018; Li & Bou-Zeid, 2013; Oke, 1982). The populations of Phoenix and Dallas
have increased from about 107,000 to 1,600,000 and 434,000 to 1,200,000, respectively, during
1950 to 2010 (“US Census Bureau,” n.d.). I hypothesize that such tremendous population
growth has created significant change in urban climate and causes or intensifies heat waves.
Further investigation is required to distinguish the impact of different heat waves physical
drivers in any location and for various events. Despite the relatively small number of studies on
the impact of various coupled components of heat waves on human health (Brooke Anderson &
Bell, 2011; O’Neill et al., 2009), I found no other study that compared the compound impact of
heat wave properties. For example, there is no comparison between health-related impacts of
an earlier mild heat wave versus a later extreme heat wave. Investigating this challenge is
essential, especially since the magnitude and direction of coupled heat wave components may
change in opposite directions and confound analysis. Accordingly, it is important to investigate
the expanding resilience plans in the urban areas that could alleviate the increasing harmful
impacts of heat waves concurrently (O’Neill et al., 2009). Hence, similar to recent efforts, I
resonate the importance of the study of “heat wave definition impact” on extreme events
studies (Xu et al., 2016). This will become more significant in dealing with the public perception
of heat waves and consequently will alter the resilience of a community to the future harmful
heat waves (Chen et al., 2015; Kent et al., 2014; McPhillips et al., 2018).
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I support the utility of heat wave study over the CONUS as a national challenge rather
than a local problem. The results of this study showed that there are many harmful
components of heat waves that indicate increasing trends over the last seven decades across
the United States. In this regard, cities in moist mid-latitude climates with cold winters may lack
appropriate acclimatization to heat waves which may increase the vulnerability of the local
population (Rocklov et al., 2012). Similar studies in Scandinavia indicated the deadly impacts of
heat waves, which led to calls for a Heat wave Early Warning (HEW) system (Åström et al.,
2015; Rocklov et al., 2012).
2.5

Conclusions and Recommendations
Heat waves are inevitable extreme climate events and appropriate planning in terms of

adaption and mitigation is required to minimize the risks. In this regard, it is essential to
understand interactions among harmful components of heat waves. In this study, I explored
long-term trends (1950-2016) of heat wave using eight definitions for 10 U.S. cities with
different climate and geographic settings. In addition, I highlighted the significant role of
definitions and metrics on heat wave studies to show the temporal and spatial extension of
heat waves. I expect that use of this method elsewhere will generate unique heat wave profiles
for each location. This highlights the importance of focusing on local extreme climate events
rather than regional conclusions. In addition, I think that the suggested method in this study
helps communities to understand various aspects of heat waves by comparing different
locations and heat wave strengths side by side. Similar to other studies, I believe that global
warming and increasing urbanization will result in more harmful heat waves across the United
States (Habeeb et al., 2015; Li & Bou-Zeid, 2014; Zhao et al., 2017). Particularly, I think further
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urbanization will increase some heat wave components more than others, such as nighttime
heat wave intensity from urban heat island effect. Accordingly, I suggest further investigation
on the future changes of heat wave components in a local scale.
Regardless, few cities in the United States have a heat wave emergency response plan
(Bernard & McGeehin, 2004). Those cities usually suffer from lack of pre-planned actions
(Bernard & McGeehin, 2004). In this regard, Smoyer (1998) indicated that despite the
increasing number of air-conditioned homes and public awareness, some locations still remain
at risk to heat waves. Whereas centralized cooling centers (i.e. libraries, federal buildings) are
one potentially acceptable adaption strategy, poor access for seniors during heat waves can
limit the efficacy of this solution (Naughton et al., 2002). To compound this problem, the over
65 population in the United States has increased from 9.8 % to 13.1 % from 1970 to 2010, and
this senior population is expected to be more than 89 million (20 %) of the population by 2050
(Jacobsen et al., 2011). Accordingly, specific focus on this vulnerable group of people in urban
areas is imperative. Hence, it is suggested that risk management strategy planners in the urban
areas for heat waves should consider the local heat wave characteristics, available resource and
residents’ demographic before planning for future adaption and mitigation strategies (Bernard
& McGeehin, 2004; Habeeb et al., 2015; Kleerekoper et al., 2012).
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Chapter 3 Mapping Heatwave Hazard in Urban Areas: A Novel Multi Criteria
Decision Making Approach1
3.1

Introduction
Heat waves and extremely hot weather conditions impact human health and

infrastructure in urban areas (Ramamurthy et al., 2015). Heat remains the main impact driver,
including weather-related human mortality and morbidity, and results in serious derivative air
pollution by increasing ground-level ozone formation and wildfire incidence (Meehl et al., 2018;
Song et al., 2017). Over the period 1986 to 2017, heat waves were responsible for more than
4,000 deaths in the United States of America (“National Weather Service,” 2017); including
1995 Chicago and 1999 Midwest heat waves that caused more than 1,600 deaths (Kaiser et al.,
2007; Palecki et al., 2001). Elsewhere, the death toll from the 2003 European heat wave was
14,800 people in France, more than 3,000 people in Italy, and more than 2,900 people in
Portugal (Conti et al., 2005; Toulemon & Barbieri, 2008). Moreover, the 2010 Russian heat wave
was much worse than these events due to the unfortunate death of more than 55,000 people
(Dole et al., 2011; Shaposhnikov et al., 2014). Following a long history of catastrophic heat
waves in India, more than 2,400 people died in the heat wave of 2015 (Indian National Disaster
Management Authority, 2016). Generally, the demographic with the highest mortality rate in
urban areas are the urban elderly (over the age of 65), especially those with the pre-existing
conditions and low socioeconomic status (Keellings & Waylen, 2014; Kovats & Hajat, 2008a).

1
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Heat waves increase electricity usage for air conditioning and other cooling purposes in
many climates (Amin & Gellings, 2006; Hansen et al., 2019). Colombo et al. (1999) found that a
3 °C rise in the average temperature increased electricity usage by 7% in Canada. In Greece,
Cartali et al. (2001) showed that a 1 °C temperature rise increased energy usage for cooling by
28%. In Israel, a 4 °C rise in average temperature is expected to leverage peak electricity
demand by 10% (Amato et al., 2005). These studies support more recent findings of a general
linear relation between daily maximum temperature in the range of 28 °C to 40 °C and electrical
energy consumption (Liang et al., 2016).
The performance of thermal and nuclear power plants decreases during prolonged hot
weather, due to challenges in their cooling systems, particularly during low flow season or
droughts (Añel et al., 2017; Hansen et al., 2017; Klimenko et al., 2018). Despite increasing
extreme temperatures and heat waves, energy infrastructure has often not been upgraded
sufficiently to avoid numerous power failures at local to national scales (Amin & Gellings, 2006).
For example, the USA and Canada suffered power outages in summer 2003 that lasted for
several days and impacted more than 50 million people (Miller et al., 2008). During this period
one extreme heat event increased the mortality rate in New York City (NYC) by 25% (Anderson
& Bell, 2012).
A hazard refers to an event that has the potential for a significant negative impact on
humans, infrastructures, or the environment (McPhillips et al., 2018). Heat waves are complex
natural hazards which differ spatially by extremity, magnitude and frequency and present
negative impact on humans, infrastructure or environment (Keping Chen et al., 2003; McPhillips
et al., 2018). Urban morphology significantly affects the destructive effects of these events
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(Najafabadi et al., 2016). For example, the interaction between Urban Heat Island (UHI) and
heat waves results in exacerbated and extended heat wave events. A New York City study
demonstrated that during heat waves, mid-afternoon UHI enhanced temperature by 1.5-2.0 °C
(Ramamurthy et al., 2015). Similarly, UHI is a cause of elevated nighttime temperature (Stone
Jr. & Rodgers, 2001), which increases risk of morbidity and mortality for elderly people and
others who rely on overnight cooling for relief (Keellings & Waylen, 2014). Laaidi et al. (2011)
found that during the 2003 heat wave in France, exposure to high nighttime minimum
temperature was significantly correlated with the elderly mortality rate. Similar results from
studies of the 1995 Chicago heat wave showed the harmful impacts of high nighttime
temperature (Kaiser et al., 2007). Several types of urban green infrastructure including parks,
street trees, green roofs, and green walls can offset solar heating in various ways due to
differences in albedo, heat capacity and latent heat of vaporization. Estimates of green cooling
vary spatially and range from 7 °C (Spronken-Smith & Oke, 1998) to 10 °C (Hwang et al., 2015)
for parks and 1.5 °C near street trees, with green walls providing limited cooling near the wall
surface (Wong et al., 2010). Smith and Roebber (2011) modeled green roofs in Chicago, IL and
found that green roofs can decrease local temperatures by up to 3 °C.
Heat related mortality or morbidity risk is a function of exposure, vulnerability, and
hazard (O’Neill et al., 2010). Exposure is an important element in assessing heat wave risk; if
there is no human exposure to the heat wave, there is no perceived risk (Buscail et al., 2012).
Although humans can acclimatize to a local climate setting, there are limits to the tolerable
amount of heat exposure (Kovats & Hajat, 2008a). These limits are narrower for children,
elderly people, and during illness (Xiang et al., 2014; Ying Zhang et al., 2017). Other dimensions
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of vulnerability include socio-economic status, neighborhood population density, heritage, and
education (Jones et al., 2018; Lee et al., 2014). A study across seven U.S. cities found that
increased risk of mortality during a heat wave was associated with lower income and housing
value, higher percentage of elderly residents, Asian and Pacific Islander ethnicity, young
children, and residents with only primary education (Hondula et al., 2015).
Although many components of vulnerability and heat exposure analyses are well
documented, recognition of hazard elements is inconsistent across heat wave risk assessment
studies. Heat waves have various combinations of components including, at least, frequency,
intensity, duration, and timing (Robinson, 2001). Each of these components can pose a different
type of heat wave hazard in urban areas. Harlan et al. (2014) found that maximum temperature
during a heat wave is the most important component related to the mortality rate increase in
Arizona desert cities (USA). Similar results support the importance of maximum temperature in
increasing contemporary heat wave hazard (Golden et al., 2008; Kim et al., 2017; Tong et al.,
2010). Differently, other studies point to the importance of nighttime minimum temperature in
urban areas, particularly on the mortality increase of vulnerable populations (Laaidi et al., 2011;
C. L. Smith et al., 2011). Further, a 1-day lag in maximum temperature is better correlated with
increased mortality than maximum daily temperature (Yip et al., 2008). Heat wave onset time
and duration are important heat wave components. Seasonally, earlier heat waves are more
dangerous to human health than those within the expected hot season and significantly
increase the mortality rate (Brooke Anderson & Bell, 2011; D’Ippoliti et al., 2010; Smoyer-Tomic
et al., 2003).
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The complexity of the impacts of compound heat wave components on human health is
most commonly evaluated by two approaches; correlation between the individual heat wave
hazard components and the consequent impact (Kai Chen et al., 2015; Xu & Tong, 2017;
Yunquan Zhang et al., 2017) and multivariate regression models that correlate the main heat
wave components (i.e. intensity, duration, and timing) to the overall impact of the event
(Harlan et al., 2014; Smoyer, 1998; Yang et al., 2019). Although these methods highlight the
importance of understanding the impact of various heat wave hazard components, they do not
provide a synthetic assessment of multiple factors or the spatial distribution of the heat wave
properties. Studies of spatial distribution for a single element of heat hazard are common.
Buscail et al. (2012) defined a heat wave hazard map for the city of Rennes (France) based on a
single temperature measurement during a heat wave, acquired by Landsat Enhanced Thematic
Mapper (ETM+). In this regard, maximum temperature is a common heat wave hazard indicator
(Keramitsoglou et al., 2016; Morabito et al., 2015; Shi et al., 2016). A recent study in Zhejiang
province, China proposed accumulated daily maximum and minimum temperatures above 35
°C and 26 °C, respectively, as the heat hazard elements (Hu et al., 2017).
The increased negative impact of some complex heat waves has led to a new multiple
element heat wave hazard assessment. In South Korea, the annual frequency of heat waves
with daily peak temperature above 33 °C and nighttime minimum temperature above 25 °C
were used as metrics in hazard mapping (Kim et al., 2017). Savić et al. (2018) integrated
frequency and intensity of heat waves for heat wave hazard mapping in European cities.
Similarly, intensity, duration, and timing of heat waves have been declared as important
metrics for hazard mapping in urban areas (Keramitsoglou et al., 2013). However, many other
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heat wave components are neglected in these studies. I argue that heat wave hazard mapping
and classification in urban areas requires considering many attributed components. Here I
propose an analysis that integrates multiple components to develop an assessment approach
that is both comprehensive and specific. Accordingly, I introduce a new framework for heat
wave hazard mapping based on all components of the event and a Multi Criteria Decision
Making (MCDM) approach. I use the Technique for Order Preference by Similarity to an Ideal
Solution (TOPSIS) model to show how considering MCDM methods improves our knowledge of
hazard distribution and reveals unseen hazards in urban neighborhoods.
3.2

Method, Data, and Study Site

3.2.1 Heat Wave Definition and Components
I know of no universal heat wave definition, and many debates exist on the parameters
that should be included to define a heat wave (McPhillips et al., 2018; Robinson, 2001). In this
study, I define a heat wave as an event that has at least two consecutive days with minimum
and maximum daily temperatures greater than 90th percentiles of the historical minimum and
maximum daily temperatures (thresholds), respectively. This definition has been widely used
before in heat wave studies (Keellings & Waylen, 2014; Shafiei Shiva et al., 2019; T. T. Smith et
al., 2013).
In addition to the traditional heat wave components, including frequency, intensity,
duration, and timing (Robinson, 2001), the presented analysis determines eight heat wave
components based on the available climatological data. This approach provides clear definitions
for each of the main heat wave components (Shafiei Shiva et al., 2019).
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1. Number of hot days (Days): A hot day has both maximum and minimum
temperatures higher than defined thresholds.
2. Frequency of heat wave (Waves): Number of independent heat waves in each
calendar year.
3. Total number of days of heat waves (Total): The cumulative number of days of all
heat waves in each calendar year.
4. Longest heat wave event (Longest): The longest heat wave event occurrence in each
calendar year.
5. Daytime heat wave intensity (Intensity): The cumulative value of daytime
temperatures above the defined maximum temperature threshold during a heat
wave.
6. Nighttime heat wave intensity (Night): The cumulative value of nighttime
temperatures above the minimum temperature threshold during a heat wave.
For example, a heat wave of two consecutive days with the minimum and maximum
daily temperatures of 30 °C, 35 °C, 35 °C, and 42 °C at a pixel and the defined
thresholds of 28 °C and 33 °C, respectively, has the daytime heat wave intensity and
nighttime heat wave intensity of 11 °C and 9 °C, respectively.
7. First heat wave event (First): The day of year for the first day of heat wave in a
calendar year.
8. Heat wave season duration (Duration): The period between the first calendar day of
heat wave and the last day of the final heat wave in each year.
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3.2.2 Study Area
I select the city of Phoenix, Arizona, USA and the associated metropolitan area
(Maricopa County) and three nearby cities from Pinal County (Maricopa City, San Tan Valley,
and Apache Junction city) for this study (Figure 3.1). The population of the city of Phoenix and
Maricopa County based on 2010 census data were 1,445,632 and 3,817,117, respectively, and
following a significant population increase, US Census estimated their population in 2017 to
reach more than 1,626,000 and 4,307,000 (“US Census Bureau,” n.d.). In addition, based on
2010 census data the populations of the other three sites were 43,482, 81,321, and 40,538 in
2010, respectively (“US Census Bureau,” n.d.). Based on Koppen climate classification, the
majority of this area is located in hot desert climate category (BWh), where the temperature
can exceed 40 °C frequently (Kottek et al., 2006).

Figure 3.1 Phoenix metropolitan area and three nearby communities (blue regions) located in
the state of Arizona in the United States, with near 4 million population (2010)
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3.2.3 Data Source
I use a daily gridded air temperature product (minimum and maximum temperatures)
developed by Livneh et al. (2015) based on the interpolating climate station observations at a
1/16 (~ 6 km x 6 km) degree resolution. To cover the study area, I obtain the daily maximum
and minimum temperatures data from 1950 to 2009 for 810 pixels, 30 longitudinal (-112.9688
to -111.1562) and 27 latitudinal (32.53125 to 34.15625). I examine these data to investigate the
average decadal change of minimum and maximum temperatures and then I use a developed
code in R to calculate the heat wave properties, defined in section 3.2.1 for each of 810 pixels
(Shafiei Shiva, 2018).
3.2.4 Multi Criteria Decision Making
Multi-Criteria Decision-Making (MCDM) methods solve complex problems with multiple
competing criteria and no optimal solution to satisfy all the decision makers preferences or a
procedural goal (Opricovic & Tzeng, 2004). For example, most intense heat waves, first heat
wave of a season, and longest heat wave are unlikely to coincide in a single neighborhood.
Hence it is not typically possible to find a single region with simultaneous maximum highest
heat wave hazard across multiple heatwave components. Therefore, it is more practical to
assess each heatwave component individually and combine the weighted contributions from all
factors in an aggregate assessment (Mardani et al., 2015), with the importance of each
component determined by a numerical weight. Some popular multi-criteria decision-making
methods include Weighted Sum Model, Weighted Product Model, ELECTRE, TOPSIS, MAUT,
PROMETHEE, VIKOR, and AHP (Kumar et al., 2017). For this study, I use the TOPSIS method to
investigate spatial distribution of heat wave hazard across urban areas, based on the previously
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researched individual heat wave components. The TOPSIS method ranked the domain pixels as
an aggregate value representing all defined components of a heat wave, thereby obviating the
need for independent hazard components (Opricovic & Tzeng, 2004). The TOPSIS method
generally includes the following steps (Nyimbili et al., 2018; Opricovic & Tzeng, 2004; Rao,
2007):
•

Calculation of the decision matrix including alternatives 𝐴𝑖 (for i=1 to m, which is the
number of pixels) and Criteria 𝐶𝑗 (for j=1 to n, which is the number of heat wave hazard
components):
𝑪𝟏
𝐴1 𝑥11
𝐷= ⋮ [ ⋮
𝐴𝑚 𝑥𝑚1

•

𝑪𝒏

⋯ 𝑥1𝑛
⋱
⋮ ]
⋯ 𝑥𝑚𝑛

(1

Normalization of the elements in the decision matrix for each criterion:
𝑁𝑖𝑗 =

•

…

𝑥𝑖𝑗

(2

2
√∑𝑖=𝑚
𝑖=1 𝑥𝑖𝑗

Calculation of the weighted normalized decision matrix values:
𝑉𝑖𝑗 = 𝑊𝑗 N𝑖𝑗

(3

where 𝑊𝑗 is the weight of each criteria that highlights the importance of that criteria
(i.e. each of heat wave hazard components).
•

Finding the best and worst (or ideal and negative-ideal) solutions for each criterion:
𝐴+ = {𝑉1+ , . . . , 𝑉𝑛+ } = {(𝑚𝑎𝑥 (𝑉𝑖𝑗 )|𝑗 ∈ 𝐽), (𝑚𝑖𝑛 (𝑉𝑖𝑗 )|𝑗 ∈ 𝐽′ )}

(4

𝐴− = {𝑉1− , . . . , 𝑉𝑛− } = {(𝑚𝑖𝑛 (𝑉𝑖𝑗 )|𝑗 ∈ 𝐽), (𝑚𝑎𝑥 (𝑉𝑖𝑗 )|𝑗 ∈ 𝐽′ )}

(5
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where J is associated with benefit criteria and J’ is associated with negative criteria. For
example, later heat waves are usually associated with benefit (less harmful) to human health;
while higher heat wave intensity is a negative criterion.
•

Calculation of distance from best and worst ideal solutions for each alternative using
Euclidean distance method:

•

𝐷𝑖+ = √∑𝑛𝑗=1(𝑉𝑖𝑗 − 𝑉𝑗+ )

2

𝐷𝑖− = √∑𝑛𝑗=1(𝑉𝑖𝑗 − 𝑉𝑗− )

2

(6

(7

Computing the relative closeness to the ideal solution, (best or the worst case) based on
the decision goal:
𝐷−

𝑖
𝐶𝑖∗ = (𝐷−+𝐷
+)
𝑖

•

(8

𝑖

Ranking each alternative (𝐴𝑖 ) based on the calculated relative closeness to the ideal
solution (𝐶𝑖∗ ).
This method sorts neighborhoods (i.e., alternatives) based on the weighted heat wave

component (i.e., criteria). However, to the best of our knowledge, there is no quantitative
comparison across all heat wave components. The first heat waves in each calendar year and
most intense heat wave (either higher minimum nighttime temperature or maximum daytime
temperature) are the most impactful heat waves. Accordingly, considering greater weights for
these factors is inevitable. However, the question remains regarding the quantitative
distribution of weights between eight heat wave components, defined in section 3.2.1. One
approachable solution for this problem is to perform a sensitivity analysis for the weights of the
inputs to the TOPSIS model to highlight the sensitivity of this analysis to the weights.
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3.2.5 Sensitivity Analysis
Heat wave definition and assigned criteria weights determine the range of possible
results of heat wave hazard mapping and classification. To organize the results, I define six
different scenarios to show how hazard rank of each pixel changes by summation of weighted
criteria. The basic scenario (S1) assigned equal weight to each heat wave component or MCDM
criteria. Scenario 2 (S2) doubled the weight of Intensity and Night. In scenario (S3), I double the
weight of heat wave timing elements (i.e. First and Duration). In the fourth Scenario (S4), I
assign the weight of 2 to the number of hot days, frequency of heat waves, total length of heat
waves, and longest heat wave event. Scenario five (S5) is defined based on the heat wave
components known to have greater human and environmental impacts, including daytime heat
wave intensity, nighttime intensity, and first heat wave event (i.e. Intensity, Night, and First).
Scenario six (S6) is the more extreme representation of the previous scenario (S5), including
weight of 4 to the daytime heat wave intensity, nighttime intensity, and first heat wave event.
Table 3.1 summarizes the 6 defined scenarios that I use for sensitivity analysis.
Table 3.1 Defined relative criteria weights in each scenario for sensitivity analysis
Heat wave Component
S1 S2 S3 S4
Number of hot days (Days)
1
1
1
2
Frequency of heat wave (Waves)
1
1
1
2
Total length of heat waves (Total)
1
1
1
2
Longest heat wave event (Longest)
1
1
1
2
Daytime heat wave intensity (Intensity)
1
2
1
1
Nighttime heat wave intensity (Night)
1
2
1
1
First heat wave event (First)
1
1
2
1
Heat wave season duration (Duration)
1
1
2
1
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S5
1
1
1
1
2
2
2
1

S6
1
1
1
1
4
4
4
1

3.3

Results
First, I present the decadal average changes in minimum and maximum temperatures

for the study area from the 1950s to 2000s to show the combined impact of urbanization and
climate change on local temperature over six decades. Then, section 3.4.2 presents the spatial
heat wave components distribution across the study domain. Section 3.3.3 presents the results
of heat wave hazard ranking in 810 pixels by TOPSIS model to show how heat wave hazard is
distributed across the region. Eventually, section 3.3.4 demonstrates the sensitivity of this study
to weights assigned to the decision criteria.
3.3.1 Temporal change in decadal average minimum and maximum temperatures
I analyze the decadal Average Minimum Temperature (hereafter AMiT) and decadal
Average Maximum Temperature (hereafter AMaT) for the study domain from 1950 to 2009. As
shown in figure 3.2a, AMiT ranges from 0 °C to 18 °C in the 1950s, with higher temperature in
southern part of city of Phoenix (red circle on figure 3.2a) and southwest of the study domain
and lower temperature in northeast part of the domain. Higher AMiT in the 1950s in southern
Phoenix can be attributed to urban heat island effect (Chow et al., 2011). Over the 1960s and
1970s, AMiT increased in the urbanized areas to the north (red circles on figure 3.2b and 3.2c)
while it decreased in the southern domain of the delineated municipal areas. For the next three
decades, AMiT increased steadily, particularly in the urbanized areas. By the 2000s, the decadal
average nighttime temperatures for the city of Phoenix had increased by up to 6 °C. In the
2000s, the only regions to indicate a decrease in AMiT, were the areas shown by red circles on
figure 3.2f.
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Inspection of AMaT across the study domain shows that the change in average
maximum temperature is significantly less than the change in the average minimum
temperature. Figure 3.3a shows the AMaT across the study area in the 1950s, which ranges
between 18 °C to 34 °C. Most of the urbanized areas coincided with pixels with highest value of
AMaT (Figure 3.3a). At this time, north, northeast, and east of the study domain showed the
lowest AMaT. In the 1960s there is a general pattern of decrease in AMaT in urban areas,
except in parts of cities of Buckeye and Goodyear (red circle on figure 3.3b). This pattern
continues in the 1970s, and still the western side of the domain shows an increase in AMaT,
while AMaT is decreasing in other regions. In the 1980s, the regions on both sides of the
urbanized areas show increasing AMaT compared to 1950s. Then, in the 1990s and 2000s, all
urbanized areas have increased AMaT values comparing to 1950s. The only exception in this
pattern over five decades is the city of San Tan Valley, which indicated a constant decrease
pattern in AMaT until the1990s and then a slight increase in the 2000s (red circles on figure
3.3e and f). Interestingly, I found that maximum change in AMaT is 2.5 °C, which is less than 6
°C change in AMiT for the same study period in the area.
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Figure 3.2 Decadal Average Minimum Temperature (AMiT) in the 1950s and changes over the
next five decades (the circles indicate the regions with highest AMiT (a); and the regions with
the most temperature changes compared to 1950s as discussed in section 3.3.1).
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Figure 3.3 Decadal Average Maximum Temperature (AMaT) in the1950s and changes over the
next five decades (the circles indicate the regions with the most temperature changes relative
to 1950s as discussed in section 3.3.1).
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3.3.2 Heat wave components spatial distribution
I analyze the average values of heat wave components (Days, Waves, Total, Longest,
Intensity, Night, First, and Duration) for each of the 810 pixels from 1950 to 2009 to
understand their spatial properties. I find that the average annual number of Days is between
45 and 70 (Figure 3.4a) which is greater in the northern part of the cities of Peoria, Phoenix,
Cave Creek, Carefree, and Scottsdale. Days are not always consecutive and the number of heat
waves in each year is less than Days at 3 to 6 per year. The Waves are distributed nearly evenly
across the cities of the study site. However, the total heat wave duration was not equal across
the pixels. As shown in figure 3.4c, the total days of heat waves, Total, in the study domain is
between 12 and 24 days and the northern part of Peoria, Phoenix, Cave Creek, Carefree, and
Scottsdale cities have more Total than other locations. This pattern was expected following the
higher value of Days in those pixels. Other pixels within the cities have a similar total period of
heat waves. The longest heat wave events, Longest, range from 5 to 9.5 days within the study
domain. As shown in figure 3.4d, although there is a slight difference between city pixels,
following Days and Total, the longest heat wave events tend to happen in the northern edge of
study cities.
Heat wave intensity during the daytime, Intensity, is between 90 °C and 150 °C. Like
Days, Total, and Longest, the higher value of Intensity happens in the northern edge of Peoria,
Phoenix, Cave Creek, Carefree cities, and most part of Scottsdale city. Meanwhile, a few areas
within the city of Phoenix, show higher Intensity comparing to their neighborhoods.
The distribution of nighttime heat wave intensity, Night, is completely different from
other heat wave properties. Interestingly, the range of Night is like Intensity and equal to 60 °C
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and varies from near 80 °C to 140 °C. However, the spatial distribution of this component is
more disperse than others, showing the importance of considering nighttime effects on
temperature separately (Figure 3.4f). As shown in figure 3.4f, San Tan Valley has the lowest
value of Night between other cities. Meanwhile, Phoenix city has the relatively highest value of
Night.
The pattern of timing of the first heat wave, First, is closest to the pattern for nighttime
in the eastern area and occurs between Julian day 150 and 195 (May 30 th and July 14th).
Accordingly, residents of the area including southern part of Scottsdale, Fountain Hills, All of
Gilbert city, north and central parts of Mesa, northern parts of Chandler and Tempe and center
of Phoenix city experience the first heat wave in each year up to one month earlier than the
adjacent cities (Figure 3.4g).
Heat wave season is uneven due to local differences in Duration, which varies between
30 and 65 days and is typically longer in the northern part of Peoria, Phoenix, Carefree, Cave
Creek, and Scottsdale (Figure 3.4h). The wide variation of spatial patterns of heat wave
components across the study area reveals a pattern of spatially different local maxima with
occasional spatial congruence. For example, higher values of Days, First, and Duration occur in
three distinctive neighborhoods (Figure 3.4a, g, and h). This finding supports the use of
multicriteria decision making tool for heat wave hazard mapping and classification.
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Figure 3.4 Average annual heat wave components spatial distribution (circles indicate relatively
higher values of each component in urban areas as discussed in section 3.3.2).
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3.3.3 Heat wave hazard mapping using TOPSIS
I apply the TOPSIS multicriteria decision model to sort the domain pixels according to
the eight defined heat wave components, following the steps described in section 3.2.4. The
base hazard classification scenario (S1) weighted each heat wave component equally. The pixel
rank values indicate the level of heat wave hazard in decreasing rank order (1 to 810) within the
map. Figure 3.5 shows five main regions of greater heat wave hazard, of which only three are in
the urbanized area. The first region includes northern Peoria and Phoenix, Cave Creek,
Carefree, and most of Scottsdale (Figure 3.5, circle a). Similarly, the eastern part of Mesa and all
of Apache Junction have higher heat wave hazard (Figure 3.5, circle b). This greater hazard
follows the spatial distribution of Days, Total, Intensity, First, and Duration shown in section
3.3.2 (Figures 3.4a, c, e, g, and h). Surprisingly, I find localized heat wave hazard in southern
Phoenix city (Figure 3.5, circle c). This area did not show high individual heat wave components
but scored a greater hazard from multiple contributing hazard elements. Overall, heat wave
hazard is extensive north of Surprise and Buckeye cities, least in Goodyear and Southern
Buckeye (Figure 3.5, circle e), and San Tan Valley (Figure 3.5, circle f).
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Figure 3.5 Heat wave hazard mapping based on TOPSIS (lower rank indicating greater heat
wave hazard, circles a, b, and c and circles e and f are the urban regions with highest and lowest
heat wave hazard, respectively).

3.3.4 Sensitivity Analysis
I define six scenarios (Table 3.1) to compare the sensitivity of heat wave hazard
classification to the weights of various criteria in this multi-criteria decision-making process. For
simplification, I categorize the ranks in five levels of heat wave hazard, including extreme (1 to
162), severe (163 to 324), moderate (325 to 486), mild (487 to 648), and low (649 to 810). This
classification is not directly related to the actual hazard posed to human health. Rather, the
ranks serve to highlight the relative spatial distribution of heat wave hazard. Accordingly, S1 is
the base scenario and highlights the classification of heat wave hazard distribution based on
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equal weights for the criteria. I compare other scenarios to S1 to show the relative change in
heat wave hazard categories using of different criteria weights. For S2, the combined daytime
and nighttime heat wave intensity increase the hazard level in city of Phoenix from severe to
extreme hazard and within Surprise city from moderate to severe hazard (Figure 3.6b). In
scenario S3, I found that heat wave hazard decreases in the western part of the study domain,
mainly in the city of Buckeye (Figure 3.6c) and there is no significant change in other locations.
The importance of weighing of hot days, heat wave frequency, total duration of heat
waves, and longest heat wave events for each year are shown by comparison of scenario S1 to
S4, S5 and S6. S4 decreases heat wave hazard for the eastern regions while increasing heat
wave hazard from mild to moderate for the cities of Surprise and Buckeye city (circles shown on
Figure 3.6d). S5 represents both daytime and nighttime heat wave intensities and heat wave
onset time, which have the greatest weight of the eight heat wave components (Table 3.1).
Previous qualitative studies have prioritized these criteria due to the direct effects on human
health (Brooke Anderson & Bell, 2011; Lemonsu et al., 2014; Morabito et al., 2015). Based on
S5, heat wave hazard decreases from moderate to mild for the western part of Buckeye city,
increases from moderate to severe in southern Surprise city, increases from severe to extreme
for northern Phoenix city, and increases from moderate to severe for the southern part of
Phoenix city. Following other scenarios, I find no significant change in heat wave hazard
classification for cities outside of Maricopa County. Similarly, the heavy weighting factor (4) of
S6 for heat wave intensity during days and nights and heat wave onset further emphasizes heat
wave hazard in urban areas by increasing heat wave hazard level. In this scenario, I observed a
change from moderate to mild hazard for the western part of Buckeye city, from moderate to
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severe and extreme in southern Surprise city, from severe to extreme for the northern part of
Phoenix city, and from moderate to severe and extreme for the southern part of Phoenix city.
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Figure 3.6 Sensitivity analysis based on different scenarios (circles show important changes
in heat wave hazard class compared to S1 as discussed in section 3.3)
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3.4

Discussion
I find that the average temperature in the greater Phoenix area has increased over the

last six decades, extending the results from prior studies (Alexander et al., 2006; Chow et al.,
2011; Donat et al., 2013), with marked increase in minimum nighttime temperature. I attribute
this change to global warming and urbanization and knock on effects from UHI to the greater
nighttime temperature (Ramamurthy et al., 2015). However, disaggregation and quantification
of the individual contributions of climate change and urbanization to increasing temperatures is
not within the scope of this research. I observe clear and quantifiable spatial variations in heat
wave components across the study area. This finding calls into question the fidelity of current
heat wave risk mapping and classification methods.
Traditional heat wave risk studies assume an even distribution of heat hazard (HatvaniKovacs et al., 2016; Kovats & Hajat, 2008b). This remains the case for studies that recognize
different hazard components for risk assessment but rely on temperature as the single indicator
of heat wave hazard distribution (Buscail et al., 2012; Keramitsoglou et al., 2013). Here I
demonstrate that heat wave hazard can be independently mapped along with the exposure and
vulnerability components throughout the study area to achieve more accurate heat wave risk
assessments. I propose that this more sophisticated approach can improve the value of high
spatial resolution temperature information and, as a result, better heat adaption and mitigation
strategies.
I find that the northern regions of urbanized areas in the study experience more
extreme heat days than other areas, while heat wave frequency spatial distribution is nearly
even across the study areas. Total length of heat waves follows the pattern of hot days, which
79

was predictable, as the hotter days will result in a higher total length of heat waves. The longest
heat wave events occur slightly more frequently in the northern part of the domain. This is
likely due to conversion of cropland and loss of cooling by latent heat of evaporation from
agricultural fields. In agreement with UHI other studies, I find that urbanization is increasing
heat wave intensities in urban areas due to UHI (Li & Bou-Zeid, 2013) and increases heat wave
exposure likelihood for residents primarily by increased urban temperatures (Keellings &
Waylen, 2014). Heat wave onset, seasonal duration and spatial distribution were not
predictable. Regions with higher nighttime temperatures experience earlier heat wave seasons.
This implies that urbanization amplifies and extends heat wave season timing. I observe that
the incidence of heat waves was advanced by as much as 40 days over the study period in some
regions.
Despite the measurable values of heat wave components, I can find no study that has
developed spatial urban heat wave hazard maps and classification based on heat wave
compound properties. Accordingly, I apply a rank-based multi-criteria decision-making tool to
integrate a broad set of components to develop hazard maps. Although the presented
approach does not determine heat wave hazard for individual pixels, it facilitates broad
interpretation of quantitative metrics for adaption and mitigation plans by presenting relative
hazard in the study domain.
Finding a higher hazard rank for the northern and eastern parts of the urban areas was
expected. When many individual heat wave components have higher (or highest) values within
these regions, it is expected that MCDM approach points to them as well. Surprisingly, I find the
areas in the central part of Phoenix city with greater hazard value. Such important findings at
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this level could be used to guide resources to this heavily populated neighborhood to limit
exposure, vulnerability, and heat wave hazard of the residents where there is very high heat
wave risk.
A novel finding of this research was the identification of heat wave hazard regions that
are the product of multiple heatwave hazard components. In Phoenix city, with the highest
population of the study region, I find two primary regions with extremely high heat wave
hazard, i.e. the northern and the central parts (Figure 3.5). Since northern Phoenix is less
urbanized than central Phoenix, I propose that central Phoenix has the greatest heat wave
hazard. According to the USA National Weather Service (NWS), most heat wave fatalities occur
within the resident household (“National Weather Service,” 2017). Similar findings confirm that
exposure to greater frequency of heat wave hazard increases health risk, especially for
vulnerable groups (Buscail et al., 2012; Laaidi et al., 2011). Importantly, this study identifies high
heat wave hazard where Chuang & Gober (2015) found the highest vulnerability and
hospitalization rate for in Phoenix, supporting the utility of this analysis.
In this study, I observe that the lowest heat wave hazard generally occurs in regions with
greater green space. The latent heat decreases the temperature within the region and
subsequently decreases heat wave occurrences and hazard. This observation encourages the
importance of green spaces within urban areas as a natural tool for heat wave mitigation (Chow
et al., 2011).
It is important to emphasize that heat wave properties and distribution are strongly
connected to the heat wave definition. For example, using heat wave definitions that recognize
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a heat wave only based on nighttime temperature, will result in the domination of urban core
areas in higher values of heat wave hazard. Studying the impact of heat wave definition
components including meteorological measures, thresholds, and duration is not the goal of this
investigation. Another limitation of this study is the dependence on ambient temperature.
Calculations based on apparent temperature or heat index are currently not supported.
Unfortunately, gridded historical data are not currently available for vapor pressure, which is
required for apparent temperature analysis.
3.5

Conclusion and Recommendation
I analyze the decadal average minimum and maximum temperatures changes and heat

wave components spatial distribution across the 810 pixels (1/16° at 1/16°), covering Phoenix
metropolitan area in Maricopa County located in the state of Arizona, USA from 1950 to 2009.
During this period, I demonstrate the potential combined impact of urban heat island and
global warming in urban heat stress. If current trends in population growth and urbanization
continue to leverage global warming in the Phoenix metropolitan area, more extremely hot
days and nights are expected to occur there. This study demonstrates that heat wave
components are not evenly distributed in the study domain. This analysis is leveraged by a
multi-criteria decision-making tool to highlight local areas with enhanced heat wave hazard. I
find that the urban core of Phoenix is among the highest heat wave hazard areas, and
agricultural fields and cultivated croplands have the lowest heat wave hazard. This supports the
use of green space in mitigation of heat wave hazard. Finally, I perform sensitivity analyses and
show that the heat wave hazard map is not significantly sensitive to a change in the selected
hazard criteria weights for this city. The products of this study clarify the many differences in
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quantitative heat wave elements variation on a local scale and serve as an example of analysis
to support heat wave adaption and mitigation strategy plans for local government. Remedial
measures in target areas may include schedules for cooling centers, heat emergency water
distribution networks, and electrical energy delivery based on regional heat wave
characteristics.
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Chapter 4 Projection of Future Heat Waves in the United States 1
4.1

Introduction
Human activities have increased greenhouse gases (GHGs) and contributed to global

warming. Temperature measurements in many countries indicate that recent decades are
among the warmest decades of history (Lyon & Barnston, 2017). From the 1950s to 2000s, the
global annual average minimum and maximum land surface air temperatures show 0.20 °C per
decade and 0.14 °C per decade increase, respectively (Trenberth et al., 2007). According to the
Intergovernmental Panel on Climate Change (IPCC), the period from 1983 to 2012 was the
warmest consecutive three decades of the last 1400 years in the Northern Hemisphere
(Intergovernmental Panel on Climate Change [IPCC], 2014). Kunkel et al., (2013) reported that
the average temperature increase across the Contiguous United States (CONUS) from 18952011 were 0.11, 0.07, 0.05, and 0.05°C per decade for winter, spring, summer, and fall,
respectively. Additionally, that study found a significant difference in the regional annual
average temperature increase over the same period equal to 0.08, 0.07, 0.08, 0.1, 0.05, 0.05,
0.09 °C for Northeast, Southeast, Midwest, Great Plains North and South, Northwest, and
Southwest of the CONUS, respectively. General Circulation Models (GCMs) project various
temperature rise based on different RCPs for the CONUS. These projections indicate more
frequent hot days, with significant spatial variability (Kharin et al., 2013; Melillo et al., 2014). In
the Northeast region of the CONUS, GCMs projected warming of 3 to 10 °F (1.7 to 5.6 °C) by the
2080s with many more days per year above 90 °F (32 °C) towards the south of the region

1

This Chapter will be submitted to journal Atmosphere as “Shafiei Shiva, J. and Chandler, D.G., Projection of Future
Heat Waves in the United States.”
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(Horton et al., 2014). In the Southeast region, average increase is projected to range between 4
to 8 °F (2.2 to 4.4 °C) by the year 2100, while the interior states of the region can expect more
temperature rise by 1 to 2 °F (0.55 to 1.1 °C), and this will lead to more hot days and fewer
freezing events (Carter et al., 2014). These models project the Midwest region may experience
up to 5 °F (2.8 °C) increase in average temperature and at least 25 days more days above 95 °F
(35 °C) by end of this century, compared to the 1971-2000 period. Similar to the Southeast, the
Midwest will experience longer frost-free seasons (Pryor et al., 2014). According to Third
National Climate Assessment report in the United State, the Great Plains will experience
extreme temperatures by end of this century with increased frequency of days above 95
toward the North and 100 °F toward the South (35 and 37.7 °C) and more nights above 80 °F
(26.6 °C) across this region (Shafer et al., 2014). The temperature increase in the Northwest and
Northeast USA are similar, with projected average annual temperature expected to rise
between 3.3 to 9.7 °F (1.8 to 5.4 °C) by 2070 to 2099, compared to the 1970 to 1999 period.
Even larger changes are expected during summer months (Mote et al., 2014). In the Southwest,
some GCMs project increases of 2.5 to 5.5 °F (1.4 to 3.1 °C) by 2041-2070 and a cumulative
increase of 5.5 to 9.5 °F (3.1 to 5.3 °C) by 2070-2099. These increases are based on scenarios
with continued growth in global emissions followed by inevitable more frequent summer heat
waves and less wintertime cold days (Garfin et al., 2014).
The increase of average air temperature for a warmer future climate is also expected to
increase the frequency of occurrence and intensity of Extreme Heat Events (EHE) across the
CONUS. These likely will be followed by more frequent and severe heat waves (Meehl &
Tebaldi, 2004; Russo et al., 2014). The rise in the future heat waves is expected to be attended
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by other meteorological extremes, causing more frequent and intense extreme events for the
CONUS (AghaKouchak et al., 2014; Melillo et al., 2014). Even significant reduction in the GHG
emissions will not stop this warming pattern in the near future and I still need to be prepared
for warmer future weather (Cox et al., 2015). Now the question remains on the availability of
more accurate quantitative evaluation of future temperature indices and their spatial change
across the CONUS. Russo & Sterl (2011) used ECHAM5/MPI-OM climate model to calculate
extreme weather indices proposed by Expert Team on Climate Change Detection, Monitoring
and Indices (ETCCDMI) and described by Alexander et al. (2006) in a global scale. They found
that the number of warm days (defined as days with daytime temperature above the 90 th
percentile of the reference period (TX90p) in this study 1951-1975) by 2100 will be up to 100
days more than 1951-1975. Sillmann et al. (2013) analyzed 19 CMIP5 models to calculate
ETCCDMI based on three RCP scenarios (RCP2.6, 4.5, and 8.5) globally in which the CONUS is
divided into three regions including East North America (ENA), Central North America (CNA),
and West North America (WNA). They found that over the time period 2081-2100 annual
maximum of daily maximum temperature (i.e., TXx, see Alexander et al., (2006) for details) in
WNA, CNA, and ENA will be between 0.5 and 10.5 °C further compared to reference period
1981-2000. In addition, this study revealed that frost days will significantly decrease in WNA by
end of this century. Diffenbaugh & Ashfaq (2010) studied 22 GCMs across the CONUS and found
that by 2039 intense heat events will be more frequent than ever.
Regional studies also found that by end of this century heat wave intensity will be 3 to 8
°C more, and the number of heat wave days may increase by up 30 to 60 days compared to
historical observations over much of the western and southern CONUS (Kunkel et al., 2010).
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Similarly, Zubler et al. (2014) found that in 2070-2100 the summertime temperature and
average heat wave intensity in the Great Plains will be 20% and 0.6 °C, respectively, more than
the period of 1980-2010. Gershunov & Guirguis (2012) used 12 x 12 km resolution observed
data and four GCMs to study future heat waves in the state of California and found that urban
heat island effect will be more frequent and intense by end of this century. Targeted studies in
New York City suggested that the number of days with a maximum temperature greater than
32.2 °C will more than double from the 1990s to the 2050s (Rosenzweig et al., 2005).
Proper climate change information is a prerequisite for analyses that project the range
of future climatological extremes at an acceptable scale. Pierce, Cayan, & Thrasher (2014)
proposed that a spatial scale on the order of 10 km is required to assess numerous impacts of
climate change on society. However, most GCMs have a spatial resolution of 100 km.
Downscaling methods address this issue by providing smaller spatial scale data for different
purposes. However, the question of the reliability of future weather predictions remains due to
uncertainties in climate models and limits availability of robust, actionable, and reliable
projections of the future climate (Hazeleger et al., 2015; L. A. Smith, 2002). These uncertainties
in climate projections originate from three main sources including internal variability of the
climate system, model uncertainties, and future scenarios uncertainties (Hawkins & Sutton,
2009) and in most cases, it is not possible to remove these uncertainties (Lorenz et al., 2018).
Different methods have been developed to decrease these uncertainties, particularly on
a regional scale. Regional Climate Models (RCMs) reduce prediction biases by developing higher
spatial resolution analyses and better represent the local physical processes (Kunkel et al.,
2010). However, national and global scale studies lack the detailed resolution for spatial
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comparison. One approach to overcome this problem is to calculate an arithmetic multimodel
mean, assuming the same weight for each model (Cowan et al., 2014; Kunkel et al., 2010;
Sillmann et al., 2013; Sun et al., 2014; Teng et al., 2016). This popular method is controversial
and different studies show that projections from GCMs should focus on the most reliable GCMs
(Annan & Hargreaves, 2011; Knutti et al., 2013), while acknowledging the pitfalls of model
averaging (Knutti et al., 2010). To avoid these challenges, several methods have been
introduced which consider the performance of each individual GCM. Abramowitz & Bishop
(2015) used a “perfect model” approach to test whether an Ensemble Dependence
Transformation can improve CMIP projections. Similarly, Herger et al. (2018) analyzed a
different subset of ensembles from complete 81 CMIP5 simulations and compared them with a
simple multi-model mean (MMM) of all 81 runs. There are many other sophisticated and
complicated approaches which aim to suggest a robust prediction of future temperature or
precipitation (Eyring et al., 2013; Karpechko et al., 2013; B. M. Sanderson et al., 2015).
However, these models are complex and there is no general agreement on their assessment
methods (Lorenz et al., 2018). In this regard, many scholars have tried to prepare a simpler
method to select a GCM for a particular purpose. Geil et al. (2013) analyzed 21 GCMs and
compared the result with observations over North America for 1979-2005 and sorted these
models based on the correlation between models and observations. Knutti et al. (2017)
suggested using a weighted average over the GCMs. Following this method, Lorenz et al. (2018)
applied a weighting approach to investigate projections of summer maximum temperature
across North America.
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In this study, I introduce a novel method to sort GCMs based on detection sensitivity for
a series of heat wave properties. I analyze 8 time and intensity related heat wave properties
from 1950 to 2005 in 10 different locations. Then, I use 32 downscaled GCMs for each
observation station and analyze them for the same 8 heat wave properties. In every location, I
compare the observation and model results for each property using Nash-Sutcliff Efficiency
(NSE) coefficient (Nash & Sutcliffe, 1970). Then I use a Multi-criteria Decision-making tool to
rank the models by location. I analyze future heat wave properties based on 32 GCMs and 2
RCP scenarios (4.5 and 8.5) to show spatial differences in projected climate, with a focus on
future heat waves. The findings of this research introduce a simple ranking method for GCMs
based on their accuracy in analyses of historical heat waves main components and help
policymakers and managers to best prepare for local future extreme events in their
jurisdictions.
4.2

Method

4.2.1 Study Area and Data
This study focuses on ten cities in the CONUS with different climates; Baltimore, MD,
Bismarck, ND, Colorado Springs, CO, Dallas, TX, Des Moines, IA, Miami, FL, New York City, NY,
Phoenix, AZ, Portland, OR, and Syracuse, NY (Figure 4.1). I obtain historical daily weather data
(minimum and maximum temperatures) for each location from the National Centers for
Environmental Information (NCEI) for 1950-2005. Then, I obtain downscaled historical
simulations and future projections from the 32 GCMs, for grid cells (hereafter pixel)
corresponding to the 10 weather stations which were conducted using the Localized
Constructed Analogs (LOCA) method (Pierce et al., 2014). The LOCA downscaled products are
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available for historical (1950–2005) and future (2006–2100) periods for intermediate (RCP4.5)
and high (RCP8.5) radiative scenarios at a 1/16 (~ 6 km x 6 km) degree resolution. Table 4.1
shows the GCMs number, name, and run.

Bismarck

Portland
Des Moines

Syracuse
NYC

Colorado Springs

Baltimore
Phoenix
Dallas

Miami

Figure 4.1 Location of the selected cities for this study across the CONUS
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Table 4.1 Defined GCMs general information
GCM
Number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32

GCM Name

GCM Run
(RCP4.5)
access1-0
1
access1-3
1
bcc-csm1-1
1
bcc-csm1-1-m
1
canesm2
1
ccsm4
6
cesm1-bgc
1
cesm1-cam5
1
cmcc-cm
1
cmcc-cms
1
cnrm-cm5
1
csiro-mk3-6-0
1
ec-earth
8
fgoals-g2
1
gfdl-cm3
1
gfdl-esm2g
1
gfdl-esm2m
1
giss-e2-h
6
giss-e2-r
6
hadgem2-ao
1
hadgem2-cc
1
hadgem2-es
1
inmcm4
1
ipsl-cm5a-lr
1
ipsl-cm5a-mr
1
miroc-esm
1
miroc-esm-chem 1
miroc5
1
mpi-esm-lr
1
mpi-esm-mr
1
mri-cgcm3
1
noresm1-m
1

GCM Run
(RCP8.5)
1
1
1
1
1
6
1
1
1
1
1
1
2
1
1
1
1
2
2
1
1
1
1
1
1
1
1
1
1
1
1
1

Origin Country
Australia
Australia
China
China
Canada
USA
USA
USA
Italy
Italy
France
Australia
European community
China
USA
USA
USA
USA
USA
UK
UK
UK
Russia
France
France
Japan
Japan
Japan
Germany
Germany
Japan
Norway

4.2.2 Heat Wave Definition and Components
There is no universal heat wave definition and many debates exist on the parameters
that should be included in the heat wave definition (McPhillips et al., 2018; Robinson, 2001). In
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this study, I define a heat wave as an event that has at least two consecutive days with
minimum and maximum daily temperatures greater than 90th percentiles of the minimum and
maximum daily temperatures during 1950-2005 (thresholds), respectively. This definition has
been widely used before in heat wave studies (Keellings & Waylen, 2014; Shafiei Shiva et al.,
2019; T. T. Smith et al., 2013). Following traditional heat wave components, including
frequency, intensity, duration, and timing (Robinson, 2001), I have defined the succeeding eight
heat wave components that are computable in each pixel based on the available climatological
data. These properties are based on four main heat wave components and are intended to
clarify and cover a few possible interpretations for each component. In addition, I use a
developed R code to calculate these heat wave properties for each location for 1950-2099
(Shafiei Shiva, 2018).
1. Number of hot days (Days): A hot day has both maximum and minimum
temperatures higher than thresholds.
2. Frequency of heat wave (Waves): Number of independent heat waves in each
calendar year.
3. Total length of heat waves (Total): The cumulative length of all heat waves in
each calendar year.
4. Longest heat wave event (Longest): The longest heat wave event occurrence in
each calendar year.
5. Daytime heat wave intensity (Intensity): The cumulative value of daytime
temperatures above the maximum temperature threshold during a heat wave.

99

6. Nighttime heat wave intensity (Night): The cumulative value of nighttime
temperatures above the minimum temperature threshold during a heat wave.
7. First heat wave event (First): The number of the first day of the first heat wave in
a calendar year.
8. Last heat wave event (Last): The number of the last day of the last heat wave in a
calendar year.
I analyze the historical observed and 32 downscaled simulated GCM data in each
location during 1950-2005 to compare the capability of GCMs in the simulation of heat wave
components based on Nash-Sutcliff Efficiency (NSE) coefficient (Nash & Sutcliffe, 1970).
However, the models show different coefficients for each of 8 heat wave components in each
of 10 locations. Therefore, I apply a Multi-Criteria Decision-Making (MCDM) approach to sort
the GCMs based on their performances in each location, considering all 8 heat wave properties
simultaneously.
4.2.3 Multi Criteria Decision Making
Multi-Criteria Decision-Making (MCDM) methods solve complex problems with multiple
competing criteria and no optimal solution to satisfy all the decision makers preferences or a
procedural goal (Opricovic & Tzeng, 2004). The most popular multi-criteria decision-making
methods include Weighted Sum Model, Weighted Product Model, ELECTRE, TOPSIS, MAUT,
PROMETHEE, VIKOR, and AHP (Kumar et al., 2017). For this study, I use the TOPSIS method to
find the five best and five worst GCMs based on the NSE coefficient between heat wave
properties obtained from each model and observed data. Using the TOPSIS method generally
includes the following steps (Nyimbili et al., 2018; Opricovic & Tzeng, 2004; Rao, 2007):
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1- Calculation of the decision matrix, D, including alternatives 𝐴𝑖 (for i=1 to m, which is the
number of GCMs) and Criteria 𝐶𝑗 , which is NSE between each GCM and observation for
that particular heat wave property (for j=1 to n, which is the number of heat wave
properties):
𝑪𝟏 … 𝑪 𝒏
𝐴1 𝑥11 ⋯ 𝑥1𝑛
⋱
⋮ ]
𝐷= ⋮ [ ⋮
𝐴𝑚 𝑥𝑚1 ⋯ 𝑥𝑚𝑛

(1

2- Normalization of the elements in the decision matrix for each criterion:
𝑁𝑖𝑗 =

𝑥𝑖𝑗

(2

2
√∑𝑖=𝑚
𝑖=1 𝑥𝑖𝑗

3- Calculation of the weighted normalized decision matrix values:
𝑉𝑖𝑗 = 𝑊𝑗 N𝑖𝑗

(3

Where 𝑊𝑗 is the weight of each criterion that highlights the importance of that criteria
(i.e. each of heat wave components) and ∑𝑖=𝑛
𝑖=1 𝑊𝑗 = 1. In this study, I assume the same values
of 𝑊𝑗 for the heat wave components importance in the selection of a GCM.
4- Finding the best and worst (or ideal and negative-ideal) solutions for each criterion:
𝐴+ = {𝑉1+ , . . . , 𝑉𝑛+ } = {(𝑚𝑎𝑥 (𝑉𝑖𝑗 )|𝑗 ∈ 𝐽), (𝑚𝑖𝑛 (𝑉𝑖𝑗 )|𝑗 ∈ 𝐽′ )}

(4

𝐴− = {𝑉1− , . . . , 𝑉𝑛− } = {(𝑚𝑖𝑛 (𝑉𝑖𝑗 )|𝑗 ∈ 𝐽), (𝑚𝑎𝑥 (𝑉𝑖𝑗 )|𝑗 ∈ 𝐽′ )}

(5

Where J is associated with benefit criteria and J’ is associated with negative criteria. In
this study, higher NSE coefficient is associated with benefit (or better choice).
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5- Calculation of distance from best and worst ideal solutions for each alternative using
Euclidean distance method:

𝐷𝑖+ = √∑𝑛𝑗=1(𝑉𝑖𝑗 − 𝑉𝑗+ )

2

𝐷𝑖− = √∑𝑛𝑗=1(𝑉𝑖𝑗 − 𝑉𝑗− )

2

(6

(7

6- Computing the relative closeness to the ideal solution, which can be the best or the
worst one, based on the decision maker’s goal:
𝐷−

𝑖
𝐶𝑖∗ = (𝐷−+𝐷
+)
𝑖

(8

𝑖

7- Ranking each alternative (𝐴𝑖 ) based on the calculated relative closeness to the ideal
solution (𝐶𝑖∗ ).
This method sorts GCMs (i.e., alternatives) based on the NSE coefficient by assuming
equal weight of importance for heat wave components. However, the previously described
method to distribute weights among eight heat wave components (Shafiei Shiva et al., 2019)
may vary in future studies addressing this issue. I show the results for projection of future heat
wave properties based on one best GCM, arithmetic average GCMs output, and the possible
range for the future properties in each location based on the all of 32 models for 2020 to 2099
and for RCP4.5 and RCP8.5.
4.3

Results and Discussion
First, I present the analysis of GCMs performances in simulation of historical (1950-

2005) heat wave properties across the study sites in section 4.3.1. These analyses indicate
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models’ rank based on a multi-criteria decision-making approach, discussed in section 4.2.3.
Section 4.3.2 presents analysis of future heat wave properties, defined in section 4.2.2. These
results include the frequency and timing of heat waves (Waves, First, and Last), Daytime and
nighttime intensity of heat waves (Intensity and Night) for each day of heat wave. I calculate
the latter terms by dividing Intensity and Night by Total in order to present a tangible property
of heat wave. The analysis for the remaining heat wave properties including Days, Total,
Longest, Intensity and Night is available in the Supplemental Information of this chapter
(Figures S1 to S5). The results are described according to average values of the base historical
period (1950-2005) and the best model projection in RCP8.5 followed by the results for RCP4.5
in the parenthesis.
4.3.1 Comparison of GCMs for simulation of historical heat waves
I examine 32 GCMs and rank them based on their accuracy in the simulation of historical
heat wave properties. In this study, ec-earth GCM was selected as the best model (ranked 1
among 32) for Baltimore, Bismarck, NYC, and Syracuse weather stations. In Colorado Springs,
Dallas, Des Moines, Miami, Phoenix, and Portland I found the cmcc-cm, access1-0, gfdl-esm2m,
giss-e2-r, ccsm4, and mpi-esm-lr as the best GCMs, respectively. Considering the overall GCMs
rank, I suggest the ec-earth, mpi-esm-lr, canesm2, cmcc-cm, and gfdl-esm2m as the five best
GCMs for heat wave studies in the CONUS.
In contrast, I find the fgoals-g2, hadgem2-cc, access1-0, miroc-esm-chem, access1-3,
cesm1-cam5, miroc5, gfdl-esm2m, hadgem2-cc, and cmcc-cm as the worst GCMs (ranked 32
among 32) for heat wave studies in Baltimore, Bismarck, Colorado Springs, Dallas, Des Moines,
Miami, NYC, Phoenix, Portland, and Syracuse, respectively. Similarly, I find the fgoals-g2, gfdl103

esm2g, hadgem2-cc, access1-0, and inmcm4 GCMs as the five models with the poorest
performance in the simulation of historical heat wave properties of the ten study sites. Table
4.2 summarizes the rank of each GCM for the study sites, considering the model performances
in simulation of historical heat wave properties and a multi-criteria decision-making approach.
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Bismarck

Colorado
Springs

Dallas

Des Moines

Miami

NYC

Phoenix

Portland

Syracuse

1

access1-0

31

17

32

1

27

13

24

23

8

30

2

access1-3

2

6

11

22

32

10

2

29

26

6

3

bcc-csm1-1

16

16

31

15

25

11

26

5

18

17

4

bcc-csm1-1-m

5

5

18

5

16

6

14

18

10

11

5

canesm2

26

11

3

8

8

4

5

19

4

18

6

ccsm4

21

20

14

4

7

8

10

1

15

21

7

cesm1-bgc

18

10

16

11

17

17

29

8

14

28

8

cesm1-cam5

11

26

13

23

22

32

12

21

7

4

9

cmcc-cm

25

2

1

17

3

7

25

16

6

32

10

cmcc-cms

28

12

29

19

21

24

15

3

24

20

11

cnrm-cm5

19

28

9

3

26

30

27

12

16

25

12

csiro-mk3-6-0

4

23

8

14

18

28

30

2

12

26

13

ec-earth

1

1

15

9

15

15

1

17

29

1

14

fgoals-g2

32

31

19

29

12

31

9

30

31

24

15

gfdl-cm3

17

25

25

18

30

19

16

10

19

14

16

gfdl-esm2g

29

30

28

27

14

12

31

31

22

31

17

gfdl-esm2m

15

14

5

28

1

9

7

32

17

2

18

giss-e2-h

23

21

17

6

24

23

22

11

20

29

19

giss-e2-r

20

13

10

12

13

1

23

25

11

23

20

hadgem2-ao

30

9

22

21

29

26

3

13

5

7

21

hadgem2-cc

13

32

27

10

28

29

21

4

32

16

22

hadgem2-es

9

27

20

26

23

2

8

22

27

15

23

inmcm4

10

29

30

24

31

18

4

26

13

8

24

ipsl-cm5a-lr

8

18

4

16

19

16

11

14

30

3

25

ipsl-cm5a-mr

24

22

7

7

9

22

17

27

25

13

26

miroc-esm

12

7

2

13

10

3

19

7

9

22

27

miroc-esm-chem

22

3

24

32

20

5

18

9

28

10

28

miroc5

14

4

23

30

6

20

32

6

3

27

29

mpi-esm-lr

3

24

21

2

2

21

20

20

1

9

30

mpi-esm-mr

7

19

6

25

11

25

6

15

2

5

31

mri-cgcm3

6

15

12

20

5

27

28

24

21

19

32

noresm1-m

27

8

26

31

4

14

13

28

23

12

Model No

Baltimore

Table 4.2 GCM performance rank in simulation of historical heat wave properties for the period
1950-2005 according to an MCDM approach on NSE coefficients. (The five best and 5 worst
GCMs for each city are identified by blue and red colors, respectively).
GCM Name
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4.3.2 Projection of Future Heat Wave Properties
In Miami, the average frequency of heat waves is predicted to increase from 7 to 12.5
events per year from 1950-2005 (base time) to the 2020s. Then, due to the extension of
individual heat wave events and building longer heat wave periods, this property of heat wave
decreases to 8.1 (RCP4.5: 9.8) events per year by 2090s. In Dallas, heat wave frequency
increases from 6 events per year during the base time to 7.7 and 8.6 (RCP4.5: 8.7) by 2020s and
2090s, respectively. I find the most interesting pattern of heat wave frequency in Phoenix, in
which the events are about 8 numbers per year for both the base period and the projection
time span. I argue this observation is because of an increase in the duration of individual heat
waves and extension of heat wave season. In Colorado Springs, the frequency shows a sharp
increase from 8 in base time up to 13.5 (RCP4.5: 12.3) in the 2020s. Then, similar to Dallas, the
frequency shows an intermittent oscillation pattern during the 2030s to 2090s, suggesting the
possibility of joining shorter events and creating less frequent, but longer heat wave events. In
Baltimore, the frequency of heat waves is predicted to increase by almost 70%, from 8 events
per year during the base period to 13.6 (RCP4.5: 13.2) by 2050s.
GCMs in NYC project the frequency of heat waves will increase by 60% from base period
to 2020s and then similar to Baltimore, this property of heat wave will decrease to about 10
individual events by 2090s. In Des Moines, it is predicted that the frequency of heat waves will
increase by 50% in RCP8.5 by 2030s. Then, a gradual increase in this property is predicted and
eventually, GCMs suggest the frequency will increase by 25%, reaching about 10 events per
year during the 2090s. However, in Syracuse, the frequency of heat waves is expected to
increase by at least 50% through the 2090s, reaching about 12 events per year. Similarly,
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Bismarck shows 50% increase in the frequency of events by 2090s comparing to the base period
of 1950-2005. In Portland, the frequency of heat waves will increase up to 50% by 2090s
comparing to base time.
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22

18

14

Event

Event

18

22

a) Miami

10

b) Dallas

14
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Figure 4.2 Projection of heat wave frequency based on RCP8.5 & 4.5 scenarios
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This analysis shows that future heat waves tend to start earlier and last longer, making
an extended heat wave season. In Miami, the base heat wave season started at 140 day of the
year and last until 226 day of the year (May 20 to August 14). However, it is projected these
times move to 59 (RCP4.5: 114) and 330 (RCP4.5: 290) day of the year, February 28 to
November 26. Similarly, the selected GCM predicts that heat wave season will extend from 94
days in the base period of study to 184 (RCP4.5: 134) days by 2090s in Dallas. In Phoenix, the
heat wave season is predicted to start 38 (RCP4.5:18) days earlier and finish 26 (RCP4.5:16)
later by 2090s. In Colorado Springs, I observe that the heat wave season which started June 14
during the base time, will onset as early as April 18 (RCP4.5: May 11) by 2090s. In addition, the
projected heat wave season will increase from 78 days to 187 (RCP4.5: 146) days by the end of
this century. Similar patterns are visible for Baltimore and NYC. In these two locations, the
historical heat wave onset were May 29 and June 8. These dates are predicted to move
backward, reaching April 5 (RCP4.5: April 30) and April 10 (RCP4.5: May 24), respectively. These
predictions will extend heat wave season from 88 days to 190 (RCP4.5:146) in Baltimore and
from 85 to 186 (RCP4.5:130) in NYC.
In Des Moines, with historical average heat wave onset date of June 1 and season
duration of 88 days, future events will start earlier and last longer. I find that the onset and
finish date of heat waves will change to May 6 (RCP4.5: May 29) and October 1 (RCP4.5:
September 17) by 2090s. This date shift in first and last day of heat wave is equal to more than
68% (RCP4.5: 26%) season extension in Des Moines. Following Des Moines, in Syracuse it is
projected that earlier heat waves will happen in the future. This examination suggests that heat
waves will start 39 (RCP4.5: 7) days earlier by 2090s and will last 33 (RCP4.5: 10) days longer.
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Similarly, in Bismarck, the average heat wave season will increase from 87 days during 19502005 to 164 (RCP4.5: 135) days. In this location, I observe that the onset date will shift from
June 11 to April 28 (RCP4.5: May 7) and last day of heat wave season will move forward from
September 6 to October 9 (RCP4.5: September 19) by 2090s. Interestingly, minimum change in
heat wave season belongs to Portland with 7 days earlier (RCP4.5: no change) onset date and
16 days (RCP4.5: 15) later end date by 2090s.
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Figure 4.3 Projection of first day of heat wave based on RCP8.5 & 4.5 scenarios
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I present the results based on Intensity per day of heat wave event (hereafter
Intensityevent) and Night per heat wave event (hereafter Nightevent). These values are calculated
by diving Intensity and Night to Total. Generally, I find that nighttime intensity was and will be
more than daytime intensity. During 1950-2005, average Intensityevent and Nightevent in Miami
were 0.7 °C and 7.8 °C, respectively, and our investigation indicates these values will reach 3
(RCP4.5: 1.8) °C and 10.3 (RCP4.5: 9.0) °C by 2090s. Meanwhile, Intensityevent and Nightevent in
Dallas will increase from 1.7 °C to 4.7 (RCP4.5: 3.3) °C and from 12.2 °C to 15.3 (RCP4.5: 13.9)
°C, respectively. In Phoenix, with extensive heat wave historical occurrences, Intensityevent and
Nightevent will increase 168% (RCP4.5: 88%) and 18% (RCP4.5: 10%) by 2090s. Colorado Springs is
going to experience the highest percentage of increase in Intensityevent among the study sites.
The selected GCM shows that Intensityevent will increase from 2.1 °C to 6.7 (RCP4.5: 6.4) °C by
2090s. This site will experience a slight increase in Nightevent as well, rising from 17.6 °C to 22.3
(RCP4.5: 20.0) °C during the same period of time.
In Baltimore and NYC, Intensityevent is predicted to increase from 2 °C and 2.5 °C to 5.3
(RCP4.5: 3.6) °C and 5.6 (RCP4.5: 3.6) °C, respectively, by 2090s. Meanwhile, historical Nightevent
will rise from 13.6 °C and 10.2 °C during 1950-2005 to 16.9 (RCP4.5: 15.2) °C and 13.4 (RCP4.5:
11.4) °C, respectively. Des Moines is found to have the minimum rise in Intensityevent and
Nightevent by 2090s comparing to 1950-2005. I find that Intensityevent will increase from 2.5 °C to
4.0 (RCP4.5: 3.1) °C and Nightevent will rise from 14.1 °C to 15.7 (RCP4.5: 14.8) °C. Syracuse is
projected to experience over 100% increase in Intensityevent, rising from 2.3 °C to 5.2 (RCP4.5:
3.3) °C, while Nightevent will increase from 13.9 °C to 16.9 (RCP4.5: 14.9) °C by 2090s. A similar
pattern of increase in Intensityevent and Nightevent is visible for Bismarck and Portland. In
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Bismarck, Intensityevent will increase by 90% (RCP4.5: 38%), rising from 3.1 °C to 5.9 °C (RCP4.5:
4.3) °C by 2090s. During the same period of time, Nightevent will increase from 19.3 °C to 21.9
(RCP4.5: 20.4) °C. Eventually, Portland is going to experience 1.1 (RCP4.5: 0.9) °C and 1.3
(RCP4.5: 0.9) °C more Intensityevent and Nightevent, respectively, by 2090s.

114

9

°C

°C

5

5

3

3

1

1

9

b) Dallas

7

Time

Time

9

c) Phoenix

d) Colorado Springs

7

7

5

5

°C

°C

7

9
a) Miami

3

3

1

1

Time

Time
9

9

7

5

5

°C

°C

e) Baltimore
7

3

3

1

1

f) NYC

Time

Time
9

g) Des Moines

7

7

5

5

°C

°C

9

3

3

1

1

h) Syracuse

Time

Time
9

i) Bismarck

7

7

5

5

°C

°C

9

3

3

1

1

j) Portland

Time

Time

Figure 4.5 Projection of Intensityevent based on RCP8.5 & 4.5 scenarios

115

°C

24
22
20
18
16
14
12
10
8
6
4
2

°C

24
22
20
18
16
14
12
10
8
6

a) Miami

°C

°C

24
22
20
18
16
14
12
10
8
6

24
22
20
18
16
14
12
10
8
6

b) Dallas

Time

°C
°C

24
22
20
18
16
14
12
10
8
6

°C

24
22
20
18
16
14
12
10
8
6

°C

Time
24
22
20
18
16
14
12
10
8
6

24
22
20
18
16
14
12
10
8
6

c) Phoenix

d) Colorado Springs

Time

Time

e) Baltimore

f) NYC

Time

°C

Time
24
22
20
18
16
14
12
10
8
6

g) Des Moines

h) Syracuse

Time

°C

Time
24
22
20
18
16
14
12
10
8
6

i) Bismarck

j) Portland

Time

Time

Figure 4.6 Projection of Nightevent based on RCP8.5 & 4.5 scenarios

116

4.3.3 Discussion
I demonstrate a wide range of GCMs’ abilities in reproducing key spatial and temporal
heat wave features. Geil et al. (2013) prioritized six models based on their capability to
represent the climatology of the North American Monsoon including CNRM-CM5, CSIRO
Mk3.6.0, HadGEM2-CC, HadGEM2-ES, IPSL-CM5A-LR, and IPSL-CM5A-MR. While I did not select
these GCMs as the best models for heat wave studies in the CONUS, 5 of them are among the
selected models for different individual study sites. Navarro-Estupiñan et al., (2018) used the
same six models suggested by Geil et al., (2013) for the projection of extreme heat events in
Sonora, Mexico. Phoenix is the closest site to Sonora and interestingly I proposed two common
models for heat wave studies including hadgem2-cc and csiro-mk3-6-0.
I find that the performance of the ec-earth model is significantly better than others for
simulation of historical heat wave properties. Interestingly, this model was selected for
northern sites including Syracuse, NYC, Baltimore and Bismarck. These sites have similar
Koppen climate classification, NYC and Baltimore share Cfa (Humid Subtropical Climate) and
Syracuse and Baltimore have Dfb (Humid Continental Mild Summer, Wet All Year) climate type
(Kottek et al., 2006). Our analysis indicates model assembling changes the characteristics of
outputs comparing to a single model, supporting Knutti et al. (2010) that ensemble modeling
physically may be implausible. Similar to recent studies, based on arithmetic average on 32
GCMs in RCP8.5 and RCP4.5 RCPs, I predict heat waves are going to onset earlier and last longer
across different places in the CONUS which bring extended heat wave season (Carter et al.,
2014; Garfin et al., 2014; Horton et al., 2014; Mote et al., 2014; Pryor et al., 2014; Shafer et al.,
2014). Similar to recent studies, I observe that future heat waves will be more intense, and the
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nighttime intensity will be significantly more than daytime intensity (Donat et al., 2013; Markus
G. Donat & Alexander, 2012; Mishra et al., 2015). Considering the intense impact of nighttime
minimum temperature on human health (Brooke Anderson & Bell, 2011; Lemonsu et al., 2014;
Rocklöv & Forsberg, 2008), the rise in nighttime intensity of heat waves will bring more
challenges for the public health. In addition, UHI will increase nighttime temperature further
than the prediction of global climate models in the urban areas (Laaidi et al., 2011; M. G.
Sanderson & Ford, 2016; Wu et al., 2013).
There are several limitations to the current research that center around heat wave
definition and downscaled climate data. The MCDM tool ranks 32 GCMs based on the heat
wave properties and they are connected to heat wave definition. As mentioned in chapter 2,
there are many definitions for heat waves and accordingly, repeating this ranking process using
another definition (i.e., longer period of consecutive days or higher thresholds) could
potentially change the rank of GCMs for any of the locations. Examining the sensitivity of this
method to different heat wave definitions is not in the scope of this research.
LOCA method downscales GCMs using Livneh data set and the latter data set is modelderived from observed data developed for the North American Land Data Assimilation System
Variable Infiltration Capacity simulations over North America (Pierce et al., 2014). Livneh
dataset is constructed based on more than 20,000 NOAA Cooperative Observer Network
(COOP) stations (Livneh et al., 2015). Accordingly, there is a possibility for dependence between
the selected data from land-based stations and downscaled GCMs. This possible problem exists
in any other statistical downscaling products because they all rely on the observed data. Using
dynamical downscaling methods (i.e., Regional Climate Models, RCMs) could solves this
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potential problem, however, limitation in availability of the RCMs or dynamically downscaled
data across many regions makes that impossible to substitute LOCA data set with them.
Comparing downscaled retrospective LOCA data set and various land-based observed data,
despite this limitation, is a common method for evaluating performance of GCMs for different
purposes (Engström & Keellings, 2018; Guirguis et al., 2018; Gyawali et al., 2016; Hu & Ayyub,
2019; Praskievicz, 2018).
4.4

Conclusion
I examine 32 CMIP5 coupled General Circulation Models to determine how well these

models represent the heat wave properties across the CONUS of America within 10 selected
stations. In this analysis, I compare the observed data and downscaled historical LOCA
meteorological products that covers the same weather station. I conclude that the performance
of each model varies significantly across the CONUS. Then, I use a Multi-criteria Decisionmaking approach to conclude the performance of each GCM considering eight predefined heat
wave components and show the five best and worst models for each location. I also select five
best and five worst models based on their performances across the CONUS. Similar to Parker
(2009) I believe that the findings of this study simply show “adequacy-for-purpose” of
“predicting those farther-further values of” temperature data and heat wave occurrences. Even
though, the question still remains on the selection of the parameters or metrics and
assessment method (Knutti et al., 2017). I analyze the future heat wave components based on
the best model in each location and show minimum, maximum, and arithmetic average of 32
models for both RCP8.5 and RCP4.5. I find that heat wave components could increase, start
earlier, or last longer during the next 8 decades even under RCP4.5 path and based on
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optimistic GCMs. This inevitable warmer future will cause potential consequences on human
health, water resources, agriculture, biodiversity, energy consumption, economic activities, and
society. Traditionally, using fans and air-conditioning are the most frequent indoor adaption
strategies for heat waves (Solecki et al., 2005). The increasing trend in access to air conditioning
and significant improvements in medical care, biophysical and infrastructural adaptations are
able to decrease the future heat waves’ impacts (Davis et al., 2002). However, the current
increase in emissions could result in even more frequent, intense and longer heat waves than
predictions (Kunkel et al., 2010) and the high cost of using air-conditioning makes that an
expensive solution for many poor urban families (Solecki et al., 2005). If I assume that these
best model predictions are robust, reliable, and locally available, they could be a good tool for
assessment of measure for coping with future heat waves (Hazeleger et al., 2015; L. A. Smith,
2002). This study has the following limitations:
1- I use LOCA downscaled dataset instead of original gridded GCM outputs (which are
generally available on the scale of 100 km). Although the results could be different
for the original dataset, downscaled data are required for many local action plans,
which makes this assessment procedure inevitable.
2- There is no unique definition for the heat wave and many different components
have been used to describe the heat waves’ characteristics. Accordingly, another
definition of this event could potentially result in different ranking for GCMs.
3- In our Multi-criteria Decision-making method, the crucial assumption is equality of
heat wave properties’ weight in the evaluation of a GCMs performance. There are
many arguments on the higher impacts of some of the properties comparing to the
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other; such as more importance of minimum temperature than the maximum
temperature for the impact of heat waves on human health. Accepting these
assumptions could change the model ranking for impact studies.
I think the developed method in this study helps to define other approaches for
prioritizing global climate models based on the local needs, and eventually, that could result in
more accurate and on time local adaption and mitigation plans.
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Chapter 5 Conclusion
Heat waves are statistically predictable future extreme climate events that require
appropriate adaption and mitigation planning to minimize impacts on humans, the
environment, and infrastructure. In this dissertation, I outline an approach to provide a set of
tools to measure heat waves based on local needs. These include site-specific heatwave
definition, hazard mapping, and reliable and robust quantitative prediction of future condition.
I select ten North American cities with different climates to demonstrate these tools and
quantify heat wave as an intermittent but widespread natural hazard. These cities include
Baltimore, MD, Bismarck, ND, Colorado Springs, CO, Dallas, TX, Des Moines, IA, Miami, FL, New
York City, NY, Phoenix, AZ, Portland, OR, and Syracuse, NY.
5.1

Summary of Dissertation
Chapter 2 details long-term trends (1950-2016) of heat wave using eight definitions for

the study sites and associated metrics. I define “heat wave profile” as a simple tool for
visualizing heat wave components trends based on different definitions. This is a useful tool for
public communication and scientific research on local heatwave trends. This research supports
other recent studies that project the coupled effects of global warming and increasing
urbanization. Empirical results show the combined effects result in more harmful heat waves
across the different climates of the United States (Habeeb et al., 2015; Li & Bou-Zeid, 2014;
Zhao et al., 2017). These locations experience various intensity of heat wave components,
suggesting the need for more local investigations. At the same time, more urbanization
exacerbates heatwave with locally variable hazard distribution.
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Chapter 3 shows that heat wave components are unevenly distributed in different urban
areas and questions the traditional use of one heat wave hazard value for each city. I introduce
a method that integrates all heat wave components and I use a Multi Criteria Decision Making
tool to classify heat wave hazard across the cities. Then, I analyze these components across the
810 pixels (1/16° at 1/16°), covering Phoenix metropolitan area in Maricopa County located in
the state of Arizona, USA from 1950 to 2009. I show heat wave components are not evenly
distributed in the study domain and highlight local areas with enhanced heat wave hazard.
Accordingly, urban cores show the highest heat wave hazard, and green spaces, agricultural
fields, and cultivated croplands have the lowest heat wave hazard. This method is a useful tool
to understand and prepare for the future heat events. However, the question remains on the
prediction of future heat waves.
Chapter 4 demonstrates a simple method to rank GCMs based on their sensitivity to
local and regional heat wave components. These sensitivities are examined using 32 CMIP5
coupled General Circulation Models to determine locally representative models for heat wave
properties across the CONUS. Similar to Parker (2009), I believe that the findings of this chapter
show “adequacy-for-purpose” of “predicting those farther-further values of” temperature data
and heat wave occurrences. Even though the question remains on appropriate
parameterization, metrics and assessment methods (Knutti et al., 2017). Finally, I analyze the
future heat wave components based on these selected models for each location.
In summary, I define heat wave measurement methods and tools, demonstrate how
heatwave hazard is distributed across the cities, and introduce a framework to evaluate the
GCMs for each location. This study shows that heat wave component frequency is increasing,
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starting earlier, or lasting longer. This trend is projected to continue. The inevitability of a
warmer future will cause potential consequences on human health, water resources,
agriculture, biodiversity, energy consumption, economic activities, and society.
These days more houses use air conditioning, and more cities are equipped with
centralized cooling centers (i.e., libraries, federal buildings) to help poor during heat waves, but
cost of operating personal air-conditioning systems and limited access for seniors and
vulnerable people during heat waves can limit the efficacy of these traditional solutions
(Naughton et al., 2002; Solecki et al., 2005). Accordingly, profound and comprehensive
preventive action plans are required to reduce future heat wave events’ risk in urban areas, and
the findings of this research shed light on the challenging parts of understanding, mapping, and
prediction of small-scale heat waves for the future of the USA.
5.2

Opportunities for Future Improvements
Although I use the most recent data and investigate the most challenging questions

regarding the heat waves, there are several opportunities for future heatwave studies.
1- In chapter two, I use temperature (or heat index) based heat wave definitions and
ignore those based on temperature and air pollution. Accordingly, further study is
required to understand and predict the future compound effect of these individually
extreme events.
2- In chapter three, I define the pixels based on the availability of base climatological
data. The question remains on the impact of delineating the study area based on
neighborhoods instead of 6 km X 6 km pixels. This endeavor will also further
highlight the effects of local physical and social characteristics.
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3- In chapter three, I use Livneh Data set while in some cities more accurate and finer
data is available. I suggest repeating this analysis based on the new data and
comparing the results with this study. However, as the Livneh Data set is available
for the USA, it is still the most powerful climatological data for this purpose.
4- In chapter three and four, I assume a series of weights for heat wave components in
Multi-criteria Decision-making approach. However, the question remains on the
validity of these assumptions and also possibility and effect of other combinations. I
suggest using real hospitalization data, if available and possible, to repeat this
examination.
5.3
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local adaption and mitigation strategies, AGU Fall meeting. Washington DC.
•

Shafiei Shiva, J., Chandler, DG., (2018, April), High resolution identification of local
vulnerabilities to urban heatwaves., Accepted for poster session, European Geosciences
Union General Assembly 2018, Vienna, Austria.
•

Shafiei Shiva, J., Chandler, D., Nucera, K., Valinski, N., (December 2016), A solar
powered, self-draining rain gauge for autonomous real time monitoring, AGU Fall meeting.
San Francisco, CA.
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•

Shafiei Shiva, J., Borghei, S. M., (2012)., Experimental study on relation between
Froude number and pressure variation of transient two-phase flow in water conveyance
tunnels, First international and third national conference on dam and hydropower in Iran,
Tehran, Iran.
ACADEMIC AWARDS AND HONORS
•

Graduate Study Fellowship, Urban Resilience to Extremes: Sustainability Research
Network (UREx SRN), Syracuse University ($39,000)
2017 and 2018
•

Graduate Research Fellowship, Syracuse University ($52,000)

2016

•

Graduate Assistantship Award (TA), Syracuse University

2015

•

Graduate Assistantship Award (RA), Syracuse University

2015

•

Phi Beta Delta

2015

•

Graduate Research Fellowship, Syracuse University ($52,000)

2014

GRANTS
•

Science Out of the Lab (SOtL), UREx SRN via Arizona State University, $3000

•

Travel Grant, Syracuse University Graduate Student Organization, $1350

•

Travel Grant, CUAHSI, $ 1000 (2 x $500)

2017

•

Iran Water Resource Management Organization Research Grant, $3000

2009

2018

2016-2018

RESEARCH EXPERIENCE
•

Studied heatwave prediction scenarios for different climates across the USA

2019

•

Generated a framework for heatwave hazard mapping using MCDM, SU, NY

2019

•

Developed a series of important heatwave definitions and indicator, SU, NY

2018

•

Developed collectively a comprehensive study of extreme event definition, SU, NY 2017

•

Delivered a technical report for NOAA on National Water Model performances during low
flows and drought conditions, National Water Center, Tuscaloosa, AL
2017
•

Developed a tool for carbon offset evaluation for ALDI US, Tully, NY

•

Participated in developing of a real-time rain gauge on the cellular network, SU, NY 2016

•

Participated in performance monitoring of green infrastructures in Syracuse, NY

•

2016
2015

Performed Fuzzy analysis on prediction of hydraulic pressure variation in water
conveyance tunnels using Adaptive Neuro Fuzzy Inference System (ANFIS), Sharif
University of Technology, Tehran, Iran
2010
•
Performed experimental study on the pressure variation of two-phase flows in
tunnels, Sharif University of Technology, Tehran, Iran
2009
•
Led design, manufacturing, installing, calibration processes, and operation of a 15ft
hydraulic flume with dynamic high frequency pressure transducers, Sharif University of
Technology, Tehran, Iran
2009
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•

Led high-performance/light weight concrete mixture design and special concrete
structure design research teams, IUST, Tehran, Iran
2005
•
Received a fund ($1500) for design of an automated torsional-axial pressure test device
for geotechnical researches, IUST, Tehran, Iran
2004

TEACHING EXPERIENCES
Graduate Teaching Assistant for fluid mechanics, SU
•
•
•

Fall 2015

Guided and performed weekly recitations and office hours
Organized and led the fluid mechanics lab
Delivered lecturer for one chapter of the syllabus

Lecturer in Private Institutions

2009-2014

•

Advanced Mathematics, Water distribution systems, open channel's hydraulic, and fluid
mechanics
•
Water GEMS, AutoCAD, and ETABS

COMPUTER TOOLS AND SKILLS
•

Data Analysis and Visualization: R, Python, MATLAB, SPSS, SQL, and Tableau
•
Design and Engineering Software: Arc GIS, AutoCAD, Civil 3D, WaterGEMS,
SewerGEMS, EPANET, HEC-HMS, HEC-RAS, WMS (Watershed Modeling System), WEAP
(Water Evaluation And Planning), EPA HMS (Hydrologic Micro Services), MIKE 11, VIC
(Variable Infiltration Capacity), NWM (National Water Model), and Visual ModFLOW
•
Other: Multi Criteria Decision Making (MCDM) analysis, Machine Learning /Artificial
Intelligence application in science and engineering (AWS, TensorFlow, and ANFIS)

CERTIFICATES/WORKSHOPS/TRAININGS
•

Machine Learning, Coursera/Stanford University
Google Earth Engine (GEE), Udemy
•
Fundamentals of Remote Sensing and Geospatial Analysis, Udemy
•
How to become a data scientist, Lynda
•
WRF-Hydro modeling training workshop, NCAR, Boulder, CO
•
National Water Center Innovators Program Summer Institute: Forecasting the Water
Resources of the Nation, National Water Center/USGS, Tuscaloosa, AL.
•
Watershed modeling with GSSHA/WMS,U.S.Army Engineer Research and Development
Center, National Water Center, Tuscaloosa, AL.
•
Master Class: Water Sustainability in a Global Economy, CUAHSI, Northern Arizona
University, Flagstaff, AZ.
•
Science Communication training workshop, COMPASS, The New School, NY.
•
FE certificate in Civil Engineering (State of Michigan).
•
PE in Water Resources and Environmental (Passed NCEES Exam)
•
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PROFESSIONAL EXPERIENCES
Project Manager – Water/Wastewater at Mott MacDonald, San Jose, CA

2019- Present

•

Analyzed river flooding and urban stormwater using advanced modeling tools (such
as HEC-RAS and ArcGIS) to understand the possibility, extend, frequency, and inundation
map of flooding in the urban areas focusing in city of San Jose, CA.
•
Developed a series of codes in R for analyzing, interpolation, and extrapolation of
Intensity-Duration-Frequency curves for future flood prediction as well.
•
Studied urban water and wastewater infrastructures to optimize their rehabilitation or
replacement decision making process to improve public water quality and health.
Engineering Consultant at ALDI U.S./ Whitman School of Management, Tully, NY
•
•

Created a tool for Carbon Offset analysis
Proposed Carbon Offset and Green Energy purchase solutions

Owner at Groundwater Modeling Forum in LinkedIn (7000+ members)
•
•

2016

2015- Present

Supervised discussions on groundwater modeling challenges
Managed articles and relevant technical materials published in LinkedIn

Project Manager and Engineer at Mahab Ghodss Engineers, Tehran, Iran

2010 – 2014

•

Managed the design phase of water distribution network project and allocation of
water resources for city of Zanjan, with 62 Km2 area and population of 500,000.
•
Proposed water quality solution based on Integrated Water Resources Management
(IWRM)
•
Performed feasibility study for a multi-national water transfer system including
Tajikistan, Uzbekistan, Turkmenistan, and Iran.
•
Supervised construction phase of water treatment plants and water conveyance
systems.
•
Developed design models and technical reports for different groundwater withdrawal,
water distribution, pump stations, and conveyance projects.
•
Developed a framework for vulnerability, risk, and impact analysis of urban water
systems under climate change and earthquake hazards.
Project Engineer at PAT Engineers, Tehran, Iran

2007 – 2010

•

Supervised construction of various water and wastewater networks in urban areas.
Delivered design models and technical reports for various water distribution and
conveyance projects and wastewater collection systems.
•
Designed earth wall to protect wetland field.
•

Coastal Engineer at TNA Engineers, Tehran, Iran
•

2007 – 2008

Performed MIKE 11 analysis to investigate the impact of an artificial wetland on the
adjacent river water surface level
•
Analyzed observed and simulated data for sediment transport of a fishing port and
an Estuary
•
Performed remote-sensing analysis to track shoreline changes
UNIVERSITY AND PROFESSIONAL VOLUNTEER SERVICES
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•

Reviewer for Journal of Geophysical Research Letters
2019
•
Editorial board member for American Journal of Water Science and Engineering
2019
•
CUAHSI data user committee member
2018-present
•
Reviewer for Journals of Atmosphere, Climate, Water, Sustainability, Infrastructures,
Urban Sciences, and IJERPH (MDPI Publications)
2018-present
•
Reviewer for Journal of Open Geosciences
2018-present
•
Reviewer for Journal of Natural Hazards Review (ASCE)
2018-present
•
Reviewer for Journal of Engineering and Manufacturing Technology
2018-present
•
Volunteer in the Engineering Without Border, Syracuse Chapter
2016-present
•
President/ Vice President in graduate student organization, College of engineering, SU:
Performed management responsibilities and planning for more than 1200 students and
financial planning for $18,000 budget
2016-2017
•
Reviewer for ASCE Pipelines conference, Phoenix, AZ
2016
PROFESSIONAL MEMBERSHIPS
•
•
•
•

American Geophysical Union (AGU)
American Society of Civil Engineers (ASCE)
American Meteorological Society (AMS)
American Public Works Association (APWA)
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