We show that the edges crossed by a random walk in a network form a recurrent graph a.s. In fact, the same is true when those edges are weighted by the number of crossings.
random walk on a graph G. Then we conjecture that almost surely the trace is recurrent for branching random walk with the same branching law. Perhaps a similar result holds for general tree indexed random walks. See Peres (1994a, 1994b) for definitions and background.
Given a transient network (G, c) , denote by T n the trace of the first n steps of the network random walk. Let R(n) be the maximal effective resistance on T n between o and another vertex of T n , where each edge has unit conductance. By the theorem, R(n) ↑ ∞ a.s. (Note, of course, that R(n) ↑ ∞ for growing subgraphs does not imply recurrence of their union, as balls in the binary tree show.) Is there a uniform lower bound over all transient networks for the rate at which R(n) ↑ ∞? That is, does there exist a function f with lim n f (n) = ∞ such that for any transient network,
In particular, one can speculate that f (n) = log 2 n might work, which would arise from the graph Z 2 . On the other hand, transient wedges in Z 3 might allow one to prove that there is no such f . §2. Proof.
Our proof will demonstrate the following stronger results.
Let N (x, y) denote the number of traversals of the edge (x, y).
Theorem 2.1. The network G, E[N ] is recurrent. The networks (G, N ) and (G, 1 {N>0} ) are a.s. recurrent.
We shall use some facts relating electrical networks to random walks. See Lyons with Peres (2007) for more background. Let G(x, y) be the Green function, i.e., the expected number of visits to y for a network random walk started at x.
The effective resistance from a vertex o to infinity is defined to be the minimum energy x =y θ(x, y) 2 /c(x, y) of any unit flow θ from o to infinity. This also equals α := G(o, o)/π(o). In particular, the effective resistance is finite iff the network random walk is transient. Its reciprocal, effective conductance, is given by Dirichlet's principle as the infimum of the Dirichlet energy x =y c(x, y)[F (x)−F (y)] 2 over all functions F : V → [0, 1] that have finite support and satisfy F (o) = 1. Since the functional c → x =y c(x, y)[F (x)− F (y)] 2 is linear for any given F , we see that effective conductance is concave in c. Thus, if the conductances E[N (x, y)] ; (x, y) ∈ E(G) give a recurrent network, then so a.s. do N (x, y) ; (x, y) ∈ E(G) . Furthermore, Rayleigh's monotonicity principle implies that if (G, N ) is recurrent, then so is (G, 1 {N>0} ). (Of course, it follows that any finite union of traces, whether independent or not, is also recurrent a.s.)
Thus, it remains to prove that G, E[N ] is recurrent. We shall, however, also show how the proof that (G, N ) is a.s. recurrent follows from a simpler argument. Another mostly probabilistic proof of this is due to Benjamini and Gurel-Gurevich (2005) .
The effective resistance from a finite set of vertices A to infinity is defined to be the effective resistance from a to infinity when A is identified to a single vertex, a. The effective resistance from an infinite set of vertices A to infinity is defined to be the infimum of the effective resistance from B to infinity among all finite subsets B ⊂ A. Its reciprocal, the effective conductance from A to infinity in the network (G, c), will be denoted by C(A, G, c).
Let the original voltage function be v( • ) throughout this article, where v(o) = 1 and v( • ) is 0 "at infinity". Then v(x) is the probability of ever visiting o for a random walk starting at x.
Note that
Thus, we have
In a finite network (H, c), we write C(a, z; H, c) for the effective conductance between two of its vertices, a and z.
Lemma 2.3. Let (H, c) be a finite network and a, z ∈ V(H). Let v be the voltage function that is 1 at a and 0 at z. For
Proof. We subdivide edges as follows. If any edge (x, y) is such that v(x) > t and v(y) < t, then subdividing the edge (x, y) with a vertex z by giving resistances
and
will result in a network such that v(z) = t while no other voltages change. Doing this for all such edges gives a possibly new graph H ′ and a new set A ′ t whose internal vertex boundary is a set W ′ t on which the voltage is identically equal to t. We have C(A t , z; H, c) = C(A t , z; H ′ , c) ≤ C(A ′ t , z; H ′ , c). Now C(A ′ t , z; H ′ , c) = C(a, z; H, c)/t since the amount of current that flows is C(a, z; H, c) and the voltage difference is t. Therefore, C(A t , z; H, c) ≤ C(a, z; H, c)/t, as desired.
Proof. If any edge (x, y) is such that v(x) > t and v(y) < t, then subdividing the edge (x, y) with a vertex z as in the proof of Lemma 2.3 and consequently adding z to W t has the effect of raising the conductance of the edge (
and also, by (2.2), of raising its conductance in the new network from E[N (x, y)] to
Since raising edge conductances clearly raises effective conductance, it suffices to prove the lemma in the case that v(x) = t for all x ∈ W t . Thus, we assume this case for the remainder of the proof.
Suppose that (H n , c) ; n ≥ 1 is an increasing exhaustion of (G, c) by finite networks that include o. Identify the boundary (in G) of H n to a single vertex, z n . Let v n be the corresponding voltage functions with v n (o) = 1 and v n (z n ) = 0. Then C(o, z n ; H n , c) ↓ 1/α and v n (x) ↑ v(x) as n → ∞ for all x ∈ V(G). Let A be a finite subset of W t . By Lemma 2.3, as soon as A ⊂ V(H n ), we have that the effective conductance from A to z n of H n is at most C(o, z n ; H n , c)/ min{v n (x) ; x ∈ A}. Therefore by Rayleigh's monotonicity principle, C(A, G t , c) ≤ C(A, G, c) = lim n→∞ C(A, z n ; H n , c) ≤ 1/(αt). Since this holds for all such A, we have C(W t , G t , c) ≤ 1/(αt) .
(2.5) By (2.2), the new conductances on G t are obtained by multiplying the original conductances by factors that are at most 2αt. Combining this with (2.5), we obtain that the new effective conductance from W t to infinity in G t is at most 2.
When the complement of V t is finite for all t, which is the case for "most" networks, this completes the proof by the following lemma:
Lemma 2.6. If H is a transient network, then for all m > 0, there exists a finite subset K ⊂ V(H) such that for all finite K ′ ⊇ K, the effective conductance from K ′ to infinity is more than m.
Proof. Let θ be a unit flow of finite energy from a vertex o to ∞. Since θ has finite energy, there is some K ⊂ V(G) such that the energy of θ on the edges with some endpoint not in K is less than 1/m.
Even when the complement of V t is not finite for all t, this is enough to show that the network (G, N ) is a.s. recurrent since the path is a.s. contained in V t after some time.
That is, by Lemma 2.6, if (G, N ) is transient with probability p > 0, then C(B n , G, N ) tends in probability, as n → ∞, to a random variable that is infinite with probability p, where B n is the ball of radius n about o. In particular, this effective conductance is at least 6/p with probability at least p/2 for all large n, whence so is C(W t , G, N ) for all small t > 0 (since N = 0 on all but a finite number of edges in W t \ B n ). However, this implies
To complete the proof in general, we show that although V t may not separate the source o from infinity, its complement in the network is recurrent:
Lemma 2.7. The vertices V \ V t induce a recurrent network for the original and for the new conductances.
Proof. Condition that the original random walk on G returns to its starting point, o. Of course, the corresponding Doob-transformed Markov chain is recurrent. This corresponds to transformed transition probabilities p(x, y)v(y)/v(x) for x = o, whence to transformed conductances c ′ (x, y) := c(x, y)v(x)v(y). Rayleigh's monotonicity principle gives that when we delete V t , we still have a recurrent network. But off of V t , the conductances c ′ differ by a bounded factor from the original conductances and also from the new conductances.
This means that the part remaining after we delete V t is recurrent for both the original and new conductances.
Proof of Theorem 2.1. The function x → v(x) has finite Dirichlet energy for the original network, hence for the new (since conductances are multiplied by a bounded factor). Assume (for a contradiction) that the new random walk is transient. Then by Ancona, Lyons, and Peres (1999) , v(X n ) converges a.s. for the new random walk. By Lemma 2.7, it a.s. cannot have a limit > t for any t > 0, so it converges to 0 a.s. This means that the unit current flow i for the new network (which is the expected number of signed crossings of edges) has total flow 1 through W t into G t for all t > 0. Thus, we may choose a finite subset A t of W t through which at least 1/2 of the new current enters. With the notation (d * t i)(x) := y∈V(G t ) i(x, y), this means that x∈A t d * t i(x) ≥ 1/2. By Lemma 2.4, there is a function F t : V t ∪ W t → [0, 1] with finite support and with F t ≡ 1 on A t whose Dirichlet energy on the network G t , E[N ] is at most 3. Write (dF t )(x, y) := F t (x) − F t (y). By the Cauchy-Schwarz inequality, we have
i(x, y) 2 /c(x, y)
x =y∈V(G t )
c(x, y)dF t (x, y) 2 ≤ 3
i(x, y) 2 /c(x, y) .
On the other hand, summation by parts yields that
Therefore, x =y∈V(G t ) i(x, y) 2 /c(x, y) ≥ 1/12, which contradicts t V(G t ) = ∅.
