Introduction {#s1}
============

It is well established that the amount of information that can be fully processed at any given moment is limited. Considering for instance the richness of particulars offered by a typical visual scene in front of us, it is easy to verify that we cannot be aware of all its details at all times. Concurrently present stimuli compete with each other to gain access to limited processing resources, and visual selective attention (VSA) is the cognitive process responsible for supervising and resolving this competition. Hence, only a limited amount of the total incoming information -- deemed as relevant -- has a role in behavioral guidance. VSA resolves stimulus competition by means of a twofold mechanism. On the one hand it enhances the perceptual saliency of objects which are relevant for the current behavioral goals; on the other it suppresses the saliency of the less relevant, and possibly distracting items, whose processing may in fact harm the execution of the intended behavior [@pone.0019460-Duncan1]--[@pone.0019460-Reynolds1].

In recent years it has become evident that VSA does not operate in a rigid fashion, but can instead be adjusted to the given situation, maximizing the efficiency of behavior. A vast literature has shown that attentional processes are subject to *learning*, becoming more efficient in familiar environments, and for frequently encountered stimuli, suggesting a strong interplay between VSA and memory mechanisms (e.g., [@pone.0019460-Chun1]--[@pone.0019460-Logan1]). In visual search tasks -- where subjects must report the presence of a given target within an array of distracting items -- such learning effects have been observed both in the form of speeded detection of more frequent target stimuli and powerful suppression of distracters, in all cases leading to more efficient processing of the practiced stimulus arrays [@pone.0019460-Chun3]--[@pone.0019460-Vidnynszky1]. Recordings of single unit activity from the inferotemporal cortex of behaving macaques suggest that the enhanced behavioral relevance of frequently attended stimuli derives from significant changes in their representation at the neural level: following extensive training, neuronal responses are increased for items repeatedly shown as targets, while they are reduced for those consistently displayed as distracters [@pone.0019460-Jagadeesh1].

The fact that VSA mechanisms are shaped and refined through learning may be crucial for exerting the most efficient guidance of human behavior. In a recent set of studies we have highlighted that the attentional priority of visual stimuli not only depends on the frequency with which they have been encountered in the past, but more interestingly on the *consequences* that followed processing of such stimuli [@pone.0019460-DellaLibera1], [@pone.0019460-DellaLibera2]. Using a typical VSA task -- where subjects were asked to respond to a target while ignoring a distracter -- each correct response received a monetary reward, that could have a low or a high value (i.e., 1 or 10 eurocents, respectively). While all stimuli were used the same number of times as targets or distracters, the probability of receiving a high or low reward in return for a correct behavioral response was biased, depending on which item had been shown as target or distracter in the stimulus array during the rewarded trial ([Figure 1](#pone-0019460-g001){ref-type="fig"}). While rewards were independent of actual performance (e.g., speed or overall accuracy rate), our participants were deceitfully told instead that reward amounts did depend on their performance, so that of all correct responses the more efficient would gain high rewards, and the poor ones low rewards. Following this manipulation some striking effects emerged, so that, for instance, targets whose *selection* had been more successful (i.e., more frequently followed by high reward) became favorite targets of future selections, and conversely, distracters whose *inhibition* had been more successful became easier to filter out when displayed as distracters on future occasions [@pone.0019460-DellaLibera2] (e.g., see [Figure 2a](#pone-0019460-g002){ref-type="fig"}).

![Training task and reward schedule.\
a) Subjects performed a same/different judgment between one of two overlapping shapes on the left (designated by the color of a central cue displayed prior to each stimulus display) and a single shape presented on the right. During training each correct response was followed by a reward signal indicating a high or low monetary win. b) Arrangement of stimulus shapes into biased reward categories for one exemplar subject.](pone.0019460.g001){#pone-0019460-g001}

![Behavioral results.\
a) Results obtained in our previous research, showing that the effect of reward bias depended on the attentional role of each stimulus during biased reward delivery ([@pone.0019460-DellaLibera2] Exp. 1). b) Results obtained in the present Experiment, showing a generalized effect of reward bias, unaffected by the associated attentional roles. Note that the y-axes scales in a) and b) slightly differ. In all plots error bars denote SEM.](pone.0019460.g002){#pone-0019460-g002}

The relationship between attentional performance and reward has been further explored in other recent studies [@pone.0019460-Hickey1]--[@pone.0019460-Raymond1], which confirmed and extended the evidence for robust attentional biases determined by controlled reward delivery. In visual search, highly rewarded targets led to faster and more accurate performance and stronger inter-trial priming effects [@pone.0019460-Hickey1]--[@pone.0019460-Kristjnsson2]. Moreover, stimuli more frequently associated with high rewards became resilient to the attentional blink phenomenon [@pone.0019460-Raymond1].

Other studies, however, have demonstrated that the biased delivery of rewards can affect processing of any visual stimulus that was displayed close in time to the reward signal, even in the absence of conscious processing of reward-related cues [@pone.0019460-Pessiglione1], and even with minimal or null attentional requirements of the given task [@pone.0019460-Frank1], [@pone.0019460-Seitz1]. As a consequence, stimuli associated with rewarding events became favorite objects [@pone.0019460-Pessiglione1], were more easily discriminated [@pone.0019460-Frank1], [@pone.0019460-Seitz1], and were more vigorously represented in visual cortical processing areas [@pone.0019460-Frank1].

Interestingly, while all these studies addressed the effects of biased stimulus-reward associations on performance, the type of instructions given to the participants relatively to the nature of rewards has received less consideration, as if it were irrelevant for the effects to emerge. In some cases subjects were fully debriefed that some stimuli would yield higher rewards in turn for a correct behavioral response [@pone.0019460-Kiss1], [@pone.0019460-Raymond1]--[@pone.0019460-Frank1], while in others the relationship between stimuli and outcome probability was concealed, and subjects were deceitfully encouraged to maximize the earned rewards *as if* the earned amount could be determined by their performance [@pone.0019460-Kristjnsson1], [@pone.0019460-DellaLibera1]--[@pone.0019460-Hickey3]. Finally, in some cases rewards were delivered while subjects were engaged in a passive viewing task, with no behavioral or attentional requirements [@pone.0019460-Frank1]--[@pone.0019460-Seitz1].

Given the latter evidence, one might suspect that *any* effect of reward on perceptual or attentional processing might rely on a passive association between the experimental stimuli and the more-or-less rewarding events that accompany them. Thus, irrespectively of any link between one\'s own performance and the high or low rewards received afterwards, similar perceptual and/or attentional adjustments should emerge following sufficient exposure to a biased reward schedule.

Here we aim to directly explore the origin and nature of the reward-related effects found in our previous work [@pone.0019460-DellaLibera2]. For the present purposes we replicated exactly the conditions in Experiment 1 of our previous study [@pone.0019460-DellaLibera2], but this time we informed subjects that rewards were *random*, *lottery-like* wins, and that these random gains would sum up to constitute their compensation for participating to the experiment. Two contrasting predictions can be made. On the one hand, one might expect to replicate the exact same pattern of results that we obtained in our original study, regardless of the different instructions given to the participants. On the other hand, one might expect that the effects we obtained previously would weaken or even vanish once deception of participants is removed, indicating that the original results depended crucially on active monitoring of performance and outcome by our subjects. To our surprise, neither prediction was confirmed, as reported below.

Materials and Methods {#s2}
=====================

Participants, Stimuli and Apparatus {#s2a}
-----------------------------------

Sixteen naïve participants took part in the study (8 males, mean age 23). The stimuli were 16 outlined nonsense shapes (2°×2°), as previously used [@pone.0019460-DellaLibera1], [@pone.0019460-DellaLibera2]. Stimulus displays were presented on a 17-inch CRT monitor in a quiet and dimly lit room, at a viewing distance of 90 cm. All participants read and signed an informed consent form prior to participating to the experiments. Throughout the research project leading to this publication, the rights of the experimental subjects were protected and the applicable guidelines concerning the use of human subjects for the purposes of research were followed. The study was approved by the ethics committee of the Department of Neurological, Neuropsychological, Morphological and Movement Sciences of the University of Verona.

Task and Reward Schedules {#s2b}
-------------------------

Task and reward assignments replicated exactly those used by Della Libera and Chelazzi [@pone.0019460-DellaLibera2], Exp. 1 ([Figure 1](#pone-0019460-g001){ref-type="fig"}). Subjects participated in four experimental sessions, each lasting about one hour and comprising 960 trials. The first three sessions were regarded as *training*, and took place on consecutive days. The fourth and last session was regarded as a *test*, and took place 5 days after the last training session. Throughout all experimental sessions (both training and test), subjects performed in a task where nonsense figure stimuli were to be conveniently selected and ignored. On each trial, two overlapping shapes, one in red and one in green, appeared at 3° of eccentricity on the left of fixation, while a single black shape was displayed at the same eccentricity on the right. Subjects were to make a same/different judgment between one of the shapes on the left and the black shape on the right, by pressing one of two keys with the index or middle finger of the right hand. Each trial started with a green or red colored square (0.5°×0.5°) displayed centrally for 400 ms, and signaling which of the two shapes on the left was relevant during the trial. Six hundred ms after cue offset, the stimulus display was presented for 3 s or until the subject\'s response. Only during the training sessions, correct responses were followed by reward, which could be high (€0.10) or low (€0.01), and the amount was shown on the monitor for 600 ms. No reward was instead delivered during the test session. In all cases errors were followed by a high pitch tone for 800 ms, and the new trial started after a 1 s inter-trial interval.

Stimulus displays were designed so that each of the 16 shapes appeared as target, distracter, or comparison item the same number of times. Target and comparison item were identical in 50% of cases, requiring a "same" response. In the remaining trials, which required a "different" response, the comparison item differed from both target and distracter.

The only difference between this experiment and Exp. 1 in our prior study [@pone.0019460-DellaLibera2] consisted in the instructions given to subjects prior to their participation in the training sessions. Here participants were informed that reward values did not depend on performance level, provided that their response was correct, and could be regarded as random, lottery-like wins awarded to each correct response. The reward value delivered on each trial was in fact predetermined and balanced across all experimental conditions, being high or low with the same overall probability (50%). However, the schedule of reward assignment was crucially biased so that at the end of training the sixteen total stimuli could be divided into different categories depending on the proportion of high versus low rewards received in trials where they served as target or distracter (see [Figure 1b](#pone-0019460-g001){ref-type="fig"}). Two shapes were followed by a high reward in 80% of trials where they had been a target (T+); two other shapes were followed by a high reward in 80% of trials where they had been a distracter (D+). Two shapes were followed by a high reward in 20% of trials where they had been a target (T−); and finally two other shapes were followed by a high reward in 20% of trials where they had been a distracter (D−). Importantly, when these eight shapes were displayed in the role that was not associated with a bias in the reward schedule (e.g., when a T+ item was presented as a distracter), they led to a high or low reward with equal probability. The remaining eight shapes were used as neutral fillers, and they led to high or low reward in 50% of cases both when displayed as target and distracter. In order to avoid any possible confound given by the fixed association of individual shapes to each of the experimental categories, the same sixteen shapes were sorted differently across categories for each participant.

Results {#s3}
=======

We focused our analysis on performance during the test session, including reaction times (RT) of correct responses and error rates (ER). Since none of the differences in ER across conditions reached statistical significance, they are not reported. Average ER was 3%.

For RT analysis, trials were first grouped according to the type of shape used as the target in the current test trial, and data were submitted to a ANOVA with reward bias (80% high/20% low or 20% high/80% low) and item history (bias applied when target or distracter during training) as main factors. Similarly to what we had found in our previous work [@pone.0019460-DellaLibera2], neither of the main effects nor the interaction between the two reached statistical significance (reward bias: *F*(1,15) = 0.033, n.s.; item history: *F*(1,15) = 0.059, n.s.; reward bias×item history: *F*(1,15) = 0.094, n.s.) ([Figure 2b](#pone-0019460-g002){ref-type="fig"}, left panel).

A second ANOVA was then conducted according to the type of shape used as the distracter in the trial. The ANOVA with reward bias (80% high/20% low or 20% high/80% low) and item history (target or distracter) as main factors revealed a reliably significant effect of reward bias (*F*(1,15) = 5.564, *p*\<0.04, η^2^ ~p~ = 0.271), while both the effect of item history and the interaction between the two factors were far from significance (item history: *F*(1,15) = 0.25, n.s.; reward bias×item history: *F*(1,15) = 0.08, n.s.) ([Figure 2b](#pone-0019460-g002){ref-type="fig"}, right panel).

Therefore, unlike what we had found in the earlier study, here the attentional bias determined by reward delivery emerged as a main effect for all stimuli that overall had been more frequently followed by high vs. low reward, regardless of the role (target or distracter) played during training when differential rewards were delivered. Stimuli more often associated with high rewards during training were now more difficult to ignore with respect to stimuli more often associated with low rewards.

Given that the present experiment and Exp. 1 in [@pone.0019460-DellaLibera2] are identical, except for the different instructions given to participants about rewards, we carried out supplementary between-subjects analyses in order to directly compare the results from the two experiments. Two separate ANOVAs, one relative to target effects and the other relative to distracter effects, were carried out on data from the two experiments, with deception (present-absent) as the between-subjects factor. In fact, while in the old experiment subjects were deceived that rewards depended on their performance, here rewards were told to be given on a random basis (provided that the behavioral response was correct). The other factors were reward bias (80% high/20% low or 20% high/80% low) and item history (target or distracter), as in the previous analyses.

Results from the between-subjects ANOVA relative to the target effect revealed no significant main effect or interaction with the between-subjects factor, reasserting that the reward related manipulations applied during training do not emerge in the form of target-selection biases in the current task (but see [@pone.0019460-DellaLibera2], Exp. 2).

The second ANOVA, relative to distracter effects, showed instead an overall significant effect of reward bias (*F*(1,30) = 5.969, *p*\<0.03, η^2^ ~p~ = 0.166), indicating a small but reliable global disadvantage in responding on trials with a highly rewarded distracter (749.7 ms, 80% high/20% low vs. 739.7 ms, 20% high/80% low). The effect of item history was non significant, nor was its interaction with the between-subject factor deception, while the interaction between item history and reward bias was significant both overall (*F*(1,30) = 5.041, *p*\<0.04, η^2^ ~p~ = 0.144) and in its second order interaction with deception (*F*(1,30) = 7.306, *p*\<.02, η^2^ ~p~ = 0.196). The latter, higher-order effect reveals that the interaction between reward bias and item history was present only in the deceived group (*F*(1,15) = 17.868, *p*\<0.001, η^2^ ~p~ = 0.544; post-hoc *t* tests: T+ vs. T−, *t*(15) = 3.715, *p*\<0.002, T+ vs. D+, *t*(15) = 3.738, *p*\<0.002; D− vs. T−, *t*(15) = 2.169, *p*\<0.05; D− vs. D+, *t*(15) = 2.281, *p*\<0.04) ([Figure 2a](#pone-0019460-g002){ref-type="fig"}, right panel). The striking difference between data in the right panels of [Figure 2, a and b](#pone-0019460-g002){ref-type="fig"}, underscores the crucial influence of instructions given to the participants in the present as opposed to our prior experiment.

Discussion {#s4}
==========

The present results extend considerably our knowledge on the mechanisms underlying reward-related learning effects in visual selective attention. The attentional processing of distracters, which was crucial for task performance, proved to be particularly sensitive to the delivery of biased rewards during training. Following extensive training with biased reward delivery, distracter rejection showed robust adjustments that could still be observed after a 5 days delay. Strikingly, such adjustments are not insensitive to the informative value of reward signals. If, and only if, performance is thought to be instrumental in leading to high or low gains, then the adjustments will affect the specific attentional computations engaged during execution of the reward-worthy behavioral response [@pone.0019460-DellaLibera2]. Hence, for instance, inhibition will become more efficient for stimuli that in the past have been ignored with highly successful outcomes (i.e., D+ items), while it will remain relatively poor for those that have been ignored the same number of times, but with less favorable results (i.e., D−). Inhibition is also impaired when dealing with items that have been highly rewarded when selected as targets (i.e., T+) relatively to items whose selection has more frequently led to lower gains (i.e., T−) [@pone.0019460-DellaLibera2]. Instead, when performance, and therefore the cognitive operations underlying it, is thought to bear no causal relationships with the following rewarding events, significant adjustments are observed which *do not* keep track of the specific attentional computations that were determinant for behavioral responses. In this case attentional inhibition is only affected by the overall frequency with which each stimulus had been followed by high or low reward during training. As a consequence, all items (targets and distracters) more frequently followed by high rewards (all "+" items) became more difficult to ignore during the test session. Incidentally, it should be noted that given our 80-20 reward imbalance, active only for stimuli shown in one attentional role (target or distracter), and the 50-50 reward probability when the same stimuli were shown in the alternative role, the overall effect of reward bias reflects a rather small overall imbalance in reward levels, namely 65-35. Should this imbalance be increased, most likely the effects shown in [Fig. 2b](#pone-0019460-g002){ref-type="fig"} (right) would grow larger.

Looking at these results from the viewpoint of the more traditional associative learning literature, the delivery of monetary rewards seems to affect VSA in ways that are similar to those available for the modification of overt behavior (e.g., [@pone.0019460-Castro1]--[@pone.0019460-Shanks3]). Thus, when performance is viewed as determinant in leading to rewards, learning modulates the specific attentional processes that enabled it (i.e., target selection and distracter inhibition) and a form of instrumental attentional learning is observed (i.e., [@pone.0019460-Dickinson1]). In contrast, when rewards are non related to performance, as in the present study, then stimuli become associated with the rewards that have been coupled with them, regardless of the attentional operations underlying response selection -- within Pavlovian associative learning (e.g., [@pone.0019460-Hall1]), a phenomenon similar to evaluative conditioning (e.g., [@pone.0019460-DeHouwer1], [@pone.0019460-DeHouwer2]).

In general, human associative learning can be strongly influenced by both the instructions delivered to participants [@pone.0019460-Baron1]--[@pone.0019460-Rosenfarb1], and the participants\' beliefs on the contingencies between performance and outcome [@pone.0019460-Rosenfarb1], [@pone.0019460-Dickinson2]. These beliefs may also affect the degree to which the learning-related modifications may generalize and involve different levels of stimulus representations (for a discussion see [@pone.0019460-Baddeley1], pp. 204--207). Interestingly, Dickinson et al. [@pone.0019460-Dickinson2] demonstrated that when participants are initially exposed to an experimental context in which outcomes are determined by external causes, they fail to acquire instrumental learning when outcomes are later rendered contingent on their own performance. We might speculate that in our present study the explicit instruction that rewards were delivered randomly similarly *blocked* (i.e., [@pone.0019460-Kamin1], [@pone.0019460-Kruschke1]) instrumental learning for the behaviorally relevant contingencies.

According to the notion of Pavlovian-to-instrumental transfer (e.g., [@pone.0019460-Lovibond1]), instrumental learning emerges following two consecutive phases: initially, a perceptual stimulus is associated with a contiguous reward in a Pavlovian fashion. Subsequently, subjects learn to act in response to this stimulus in order to evoke the associated reward. If this were also the case for the attentional learning that we have induced, then we might conjecture that when rewards are viewed as unrelated to performance only the first -- automatic -- association is formed, and only the overall contingencies between stimulus representations and rewards will be learned. If instead rewards are thought to depend on performance, then the process develops completely and learning modulates not just a generic stimulus representation, but specifically the attentional weighing (or prioritization) process acting on this representation (i.e., selected as a target or inhibited as a distracter).

Taken altogether, these findings reveal that rewards can determine long-term changes in visual selective attention by means of at least two distinct mechanisms. One such mechanism is triggered by active monitoring of performance and outcome, and comes into play when rewards signify feedback on behavioral efficiency. The other mechanism instead detects the co-occurrence between processing of certain objects in the environment (whether attended or ignored) and the rewarding value of the events that accompany them, and reflects the establishment of direct, passive associations between the two.

Both types of learning effect may be accompanied by lasting changes in the neural representation of reward-associated stimuli in visual cortex [@pone.0019460-Jagadeesh1], [@pone.0019460-Pessiglione1], [@pone.0019460-Frank1], [@pone.0019460-Weil1]. In addition, areas involved in attentional processing and control [@pone.0019460-Peck1] and several nodes of the reward processing system [@pone.0019460-ODoherty1], [@pone.0019460-Schultz1], including the striatum (e.g., [@pone.0019460-Weil1]), the orbitofrontal cortex (e.g., [@pone.0019460-Weil1]), and sectors of the anterior cingulate cortex (e.g., [@pone.0019460-Hickey2]), might similarly participate in both our learning protocols. Furthermore, recent evidence suggests that specific subcortical structures, such as portions of the striatum [@pone.0019460-Tricomi1]--[@pone.0019460-Hakyemez1], might be crucially recruited only when rewards are perceived to depend on performance, giving rise to action-dependent instrumental learning. It would then be particularly interesting to explore whether training with such different types of attentional learning protocols recruits specific and dissociable patterns of brain activity, both at the cortical and subcortical level, highlighting the contribution of specific brain structures to distinct forms of reward-mediated attentional learning.
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