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On prouve que si D est un corps de quatemions et B une matrice hermitienne 
d’ordre n a coefficients dans D, alors le determinant de Dieudonne de B admet un 
representant qui est une expression polyrmmiale, ne dbpendant que de IZ, en les 
elements diagonaux de B et les normes reduites d’blements du sous-anneau de D 
engendre par les elements de B. On en deduit que la norme reduite du determinant 
de Dieudonne de toute matrice carree d’ordre n a coefficients dam R est une expres- 
sion polynikriale en les normes reduites d’elements du sous-anneau de D engendre 
par les elements de A et leurs conjugues. 0 1991 Academic Press, Inc. 
1. INTRODUCTION : TERMINOLOGIE ET NOTATIONS 
1.1. Dans tout ce texte, D est un corps, C est son centre, D’ est le 
groupe multiplicatif de D et [o’, 0’1 est le sous-groupe de D’ engendri: par 
les commutateurs aba - ‘b - ’ des tlkments de D’. Si a, b f D’, alors a - b 
signifie que a- ‘b E [o’, 0’1. M,(D) est l’anneau des matrices n x FZ sur D. 
Si A E M,(D), le dkerminant de DieudonnC det A de A (voir par exem- 
pie [l], [4] ou [6]) prend ses valeurs dans (01 u D’/[o’, 0’1 oti 0 est un 
z&o adjoint au groupe D’/[D’, D’]. La matrice A est inversible si et seule- 
ment si det A #O. Si BEMJD), alors det(AB) = det A det B. Lorsque 
D = C’, on retrouve le dkterminant usuel. Si a ED’, on pose a = Co’, 0’1. 
Le dhterminant det A posdde un reprtsentant canonique not& &z(A) [6, 
Sect. 201. Les reprksentants de det A, et en particulier &z(A), sont en 
ghkral des expressions rationelles en les A,; ainsi, si a f 0, alors 
=ad-aca-lb, 
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(il est interessant de remarquer que si r= ((z 4;) E M,(D) a E C}, alors 
&r(A) est toujours une expression polynomiale en les A,, quel que soit 
A E r; mais l’expression ad- cb nest pas valable pour tous ces A). 
Supposons jusqu’Li la fin de ce texte que D est muni d’une involution 
a H a*. SoitA ED”““. On pose (A+),= A;. Des lors (AR)+ = B+A+ lors- 
que le produit AB est defini. 11 resulte alors de la definition de &Z que si 
A G M,(D), alors 
&(A+) - (&t(A))*. (1) 
1.2. Soit A une algebre centrale simple de centre C et de dimension 
linie (A : C) = m* sur C. Si A E A, alors L, designe la multiplication a 
gauche B H AB dans A. La norme reduite NR,,, relativement a l’extension 
A/C est (voir par exemple [6]) un morphisme du groupe multiplicatif A’ 
des unites de A, dans C’ tel que 
W&(A))” = det(LJ 
det L, est une expression polynomiale en les coordonntes de A relative- 
ment a une base de A sur C. Soit A = M,(D) oti (D : C) = r*. Des lors, 
NR,,,(det A) a un sens et vaut NR,,, (h(A)). On prouve ([6, Sect. 221 
we 
NR,,,(det A) = NRA,,(A). 
Des lors (NR,,,(det A))“’ est une expression polynomiale en les coordon- 
nees des elements A, de A relativement a une base de D sur C. 
Bagazgoitia pour r = 2 [2] et Lewis pour r quelconque [7] ont proud 
comme ceci l’existence dune matrice Af E M,,z(C) telle que 
(NR,,,(det A))‘= det(Af): 
on dttinit dune faGon naturelle un isomorphisme de M,(D)@, Dop sur 
End,(D”); puis par le choix dune base de D” sur C, on en deduit un 
isomorphisme de M,(D)Oc Dop sur M,,z(C). A,est alors l’image de A@ 1 
par cet isomorphisme. 
1.3. Nous supposons jusqu’ci la fin de ce texte que a*aE C quel que soit 
UED. Db lors [S] (D: C)=4 et NR,,,(a)=a*a=aa*. 
Cette hypothese sera utilisee dune faGon essentielle dans le lemme 1 et 
dans la preuve de la proposition. On utilisera aussi le fait que [o’, 0’1 est 
le noyau de la norme reduite (Soit N(a) = 1. Si a # - 1, alors a = 
(l+a)(l+a*))‘. 11 existe u#O tel que u(l+a)u-‘=(l+a)* (par un 
calcul direct ou par le theoreme de Skolem-Noether). Des lors, a = 
(l+a)u(l+a)-‘u-l. De plus -l=iji-‘j-l pour i et j convenablement 
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choisis) et que Cn [D, 0’1 = ( f 1). On posera aussi NR,,(a) =N(a) et 
T(a) = a + a* = N( 1 + a) - 1 - N(a). Nous montrons ici que NR,,,(det A) 
est une expression polynBmiale, independante du choix d’ une base de D sur 
C, en les normes reduites des elements du sous-anneau de D engendre par les 
A, et les A$. 
Pour n = 2, cela resulte dun calcul direct: si a # 0, alors 
N(ad- aca’b) =a(d- ca-‘b)(d- ca-‘b)*a* 
=N(a)(N(d) + N(c) N(a)-‘N(b) - T(ca-‘bd*)). 
Mais si c # 0, alors 
1-f ca-lbd* = ca-‘(a + bd*c)c-I, 
done 
N(ad-aca-‘b)=N(ad)-N(a+bd*c)+N(a)+N(cbd*)+N(cb) (2) 
CgalitC encore valable si c = 0. 
1.4.1. Si El, . . . . E,, sont des parties de D ou des matrices A coefficients 
dans D, on notera [El, . . . . E,] le sous-anneau de D engendre par les 
elements des E,. Si El = (x1, . . . . x,} oh xl, . . . . x, ED, on posera [xl, . . . . x,, 
E 2, . . . . .U = C-G > .. . . E,]. Si Ec D, on posera NE= (N(x) : XE E). 
1.4.2. La matrice A EM,(D) est hermitienne si A = A+. On notera 
Herm,(D) L’ensemble des matrices hermitiennes de M,(D). Soit 
BE Her-m,(D) 
B= 
oti B,, ED et JE D(n-l)xl. On posera 
r(B) = B,, T- JJ+. 
On a 
det r(B)=ce2det B (voir [l} ou [4]). 
On posera 
Bj= B+B.j(B.j)+, 
o-ii B., est la j’-colonne de B. On vtrifie que r(B) E Herm,-,(D) et que 
BLeHerm,(D). On pose diag B= {B,,, . . . . B,,). 
268 PAULVANPRAAG 
1.4.3. Notons Fm l’algebre libre sur l’anneau Z des entiers engendree par 
les indtterminees non commutatives Xii on 16 i, j ,< n. 
Si f=-EZilj,...iqjqxiljl . ’ . Xiqjq, on pose f* = ZZ, j, iq i,Xj,i, ’ . . Xj,i, et 
N(f) = ff*- 
Si A est une matrice n x n et f E F,, on note nA(f) = f(A) l’expression 
obtenue en remplagant X, par A, dansf: SifE F,, et BE Herm,(D), alors 
f(B)* =f*(B). Si en outre f=S*, alors f(B) E C. Soit U,, l’idtal de F,, 
engendre par les fg - gf oti f, g E Fn et f = f*. Cet ideal est stable par * et 
le quotient L, = FJU,, ne comprend pas de diviseurs de zero (sinon l’un 
des xij = XV+ U,, serait un diviseur de zero et l’on montre que c’est 
impossible en utilisant par example le fait que U, 3 (S+ f*) g - g(f + f *) 
quels que soient f, g E F,). Soit D, le localise de L, par ses elements cen- 
traux non nuls. Puisque y* - y(,~ + y*) + yy* = 0 pour tout y E L,, D, est 
un corps; c’est un corps de quaternions lorsque II > 3. Pour tout 
BE Herm,(D), le noyau de zig contient U,,, d&s lors v, induit un 
Cpimorphisme z)~ de L, sur [B]. On note H, la sous-algebre de F, engen- 
drt par XII, . . . . Xii, . . . . X,, et les N(f) 06 f E F,,. On vkrifie que si 
BE Herm,(D), l’image de H,, par zig est [diag B, N[B]]. 
1.4.4. Soit t une indeterminee commutative sur D. D&s lors le centre du 
corps D(t) est C(t) et l’on a (D( 1) : C(t)) = 4. On prolonge l’involution de 
D a D(t) en posant t * = t. 
Si BE Herm,(D), on posera B(t) la matrice de M,(D(t)) obtenue en 
remplacant dans B, B,, par t. On a d&s lors B(t) E Herm,(D(t)). 
1.5. Je remercie Jean-Pierre Tignol pour des discussions 
enrichissantes et particulierement pour m’avoir aide a prtciser un point de 
la preuve du Lemme 2. 
2. LE DETERMINANT DE D&DON& DES MATRICES HERMITIENNES 
LEMME 1. Si n> 3 et B~Herrn,(D), alors il existe s(B)~Herm,-JD) 
pour Iequet 
r2(B) = B,,s(B). 
Preuve. On pose 
od V, WED(“-~)~~. 
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Des lors 
r(B) = B,,B,, - NB,,) B,, W+ -B,, V+ 
BH W- VB,, 1 BIIZ-VV+ ’ 
Les hypotheses ur D (1.3.) impliquent que 
( VBd(B,, V+ I= NC& I( VV’ 1, 
on peut alors poser 
s(B) = B,,B,,Z- N(B,,)Z- B,,VV+ -B,, WW+ -!- I/B,, W+ + WB,, V+, 
qui est une matrice hermitienne. i 
LEMME 2. Pour tout n > 1, il existe h, E H, pour lequel 
h,(B) = det B, 
quel que soit BE Herm,(D). 
Preuve. Par induction sur IZ: 
(1) On pose h, =X1, et h,=X,,Xz2- N(X,,), et on verifie que ces 
polyn6mes satisfont 1’CnoncC. 
(2) Soit n > 3 et considerons tout d’abord BE Herm,(D(t)) (voir 
n. 1.4.4.). 
11 vient successivement : 
(r(B(t))ll)“-3h,-l(ro)) 
= (r(B(t)M”-3 Wr(B(t))) (hypothbe d’induction) 
= det r’(B(t)) 
=det(ts(B(t))) (Lemme 1) 
= tn-’ det(s(B(t))) 
= t”-2h,-Z(s(B(t))) (hypothese d’induction). 
Des lors (par 1.3.), 
(tB2* -N(B21))n-3hh,-l(r(B(t))) = I!T f-2h,-2z(@(t))), 
ce qui est une egalite dans [diag B(t), N[B(t)]] (et done dans [N(D)]Ct]) 
vraie pour tous les B~Herrn,(D). Done t”-* divise h,-,(r(B(t))) dans ce 
dernier anneau: soit Z(B(t)) l’expression polyn8miale en les B, (oti 
(i,j)#(l, 1)) et en t telle que 
h,-,(r(B(t))) = t”-*l(B(t)). 
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Appliquons aux deux membres de cette Cgalite le morphisme de D[ t] sur 
D qui envoie t sur Brr, d&s lors 
h,-,(r(B))=Byz(B) (3) 
D@inissons h p&sent h, comme suit. On consider-e la matrice x = 
(x3) E Herm,(D,) ou xij= Xij+ U,, (voir 1.4.3). On choisit alors h, E H, 
pour lequel h, + U, = Z(x), et on obtient l’tgalitb suivante dans L, : 
h,-,(r(x)) = x;;‘h,(x). 
Pour tout BE Her-m,(B), l’application de _v a cette tgalite donne, 
h,-,(r(B))=B;,‘h,(B). (4) 
Montrons que h, satisfait a la proposition: 
(1) soit diagB#O. 
(a) Si B,, #O, alors 
h,(B) = B:T%- ,W)) (par (4)) 
= BI,” det(r(B)) (hypothese d’induction) 
=detB 
(b) si B,, = 0 et Bjj # 0 oti 2 <j< n, notons P( lj) la matrice 
obtenue en permutant la premiere et la je ligne de la matrice unite l,, et 
remarquons tout d’abord que 
h,(Wj) B(t) f’(U)) = WJW) B(t) f’(1.d) 
= det B(t) (voir par exemple [ 11) 
= h,(B(t)) (par (a)), (5) 
done 
MP(lj) B(t) f’(lj)) = + h,(B(t))> 
done‘ 
W’(lj) Wlj)) = + h,(B) 
quel que soit BE Herm,(D). 11 vient 
det B = det(P( 1 j) B P( lj)) 
(6) 
= kdP(1.d B f’(lj)) (par (a)) 
= h,(B) (par (6)h 
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(2) Soit diag B = 0. On peut supposer que B est inversible: soit 
Bj, # 0 (j > 1). Remarquons tout d’abord que 
det( BJ) = det B (7) 
et 
det(B(t)L) =det(B(t)) @! 
(Bi et B ont la mCme je ligne Bj, et pour i#j, la i” ligne de B-c‘ est 
B,. + B,B, (voir par exemple [ 11)). De m&me, pour B(t)- et B(t)). 
11 vient 
h,(B(t)i)=detB(t)f (carB(t)4,=t+N(B,)#O) 
= det B(t) (par (7)) 
= h,(B(t)) (car B(t),, = t #O), 
done 
done 
done 
h,(B(tjL‘) = 31 h,(B(t)j, 
h,(Bi) = + h,(B), 
h,(B) = m 
= det BJ (car B& = N(B,,) #O) 
=detB (par (7)). I 
EXEMPLE. th,=X11X,,X33+N(1+X31X12P123)-1-N(X31X12X23)- 
~,,~(~,1)-~,,~(~,1)-~11~(~*,). 
Remarque 1. En gtnkal &z(B) n’est pas, cetitral comme le montre 
l’exemple suivant dQ $ J. P. Tignol: soient a et b des quaternions usuels tels 
que aba-‘b-l ne soit pas central et 
0 0 a 0 
B= 
0 0 0 b 
i i 
ao00’ 
0600 
DC% lors, h(B) = ab& qui n’est pas central, mais on calcule que 
h,(B) = N(a)N(b). 
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3. LA N~R~IE RI?DUITE DU DBTERMINANT DE DIEUDONNB 
PROPOSITION. Pour toute matrice A E M,(D): 
N(det A) = ) h,(AA+) E [N[A, A’]]. 
Preuve. 
N(det A) = N(&T(A)) 
= (&z(A)). (&(A))* 
- (&z(A))(&z(A+)) (par (1)) 
N &z(AA + ) 
- h,(AA+) (par le Lemme 2). 
L’egalite de l’enonce se dtduit du fait que N(det A) et h,(AA ’ ) sont des 
elements de C, l’appartenance se deduit des Cgalitts 
(AA+)ii=z N(A,). 1 
Remarque 2. Pour n = 2, l’egalite de la proposition qui se precise par 
un calcul direct: 
N(det A) = h,(AA+) 
s’etend ([3, p. 2031 aux algebres cayleennes alternatives pour lesquelles 
a # 0 implique 2a # 0. 
Remarque 3. Si C est le corps des fractions de l’anneau de Dedekind 
R, et A est un ordre de D, on deduit de la proposition que la norme rtduite 
induit un morphisme du groupe de Whitehead Kr(A) dans le groupe des 
unites R’ de R. La condition demandee dans [8], p. 151 pour la validitt 
du Theoreme 8.10 de cet ouvrage est done satisfaite pour les corps de 
quaternions. 
APPENDICE 
(1) L’expression h,,(B) du Lemme 2 est &gale au dgterminant, que nous 
noterons ici m(B), dtfini comme suit en 1921 [9] par E. H. Moore: 
Si E est une partie de r > 0 elements de { 1, . . . . n}, u o E et S(E - {u}) est 
le groupe des permutations de E - {u}, alors l’expression 
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013 { il, . . . . i, _ 1 } = E - (u}, est centrale et independante de u E E. On pose 
oti P est l’ensemble des partitions de { 1, . . . . IZ>. Ce determinant est etudii: 
dans [ 101 et, dans des notations contemporaires, dans Cl 11. 
L’egalite h,(B) = m(B) est une consequence de 
m(B) = det B (9) 
(puisque m(B) E C), que l’on peut prouver en utilisant les resultats suivants 
de [lo]: on y dtfmit (16.4) la matrice adjointe Badj de B et on y prouve 
we 
(aB)adj = an ~ lpdj (10) 
m(B+ WW’)=m(B)+ WfBadjW (111 
-(; :+) =am(B)- WfBadjW 
si B1 est la matrice obtenue a partir de B en permutant deux 
lignes et les colonnes correspondantes, alors m(B,) = m(B) (13) 
quels que soient a ED et WED”” ‘. 
Preuve de (9). Par induction: c’est clair pour IZ = 1, soient 12 > 1 et 
BE (“;I “; ). On peut supposer que B,, # 0 (si diag B #O), on applique 
(13). Si diag B = 0 et B,. # 0, alors on deduit de (11) et de (12) que 
m(BJ) = m(B)). Des lors 
Mais 
det B==Gdet(T- JBG’J’) 
=Km(T- JB,‘J+) (par induction). 
m(T-JB,‘J+)=m(T)-B,‘J+TadjJ (par (10) et(W 
= B;lm(B) (par W). I 
Le Lemme 2 fournit done une nouvelle definition de m(B) Zequel est de% 
Iors le reprbentant central de det B qui attribue la valeur 1 b toute matrice 
unit6. 
Remarque 4. L’tgalitt (9) est vraie [12] pour les matrices qui different 
dune matrice hermitienne par au plus une ligne et la colonne corres- 
pondante, matrices pour lesquelles Moore a ttendu [ 10, 18.11 sa definition 
du .d&erminant. Ceci rtpond a la Question 2 de [ 111 (conclusions). 
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(2) Dans [4, notes de bas des pp. SO-811, J. DieudonnC prouve que 
pour tout A E M,(D), 
Ndet A =V(A), 
od le second membre est le dkterminant de A dChi par E. Study [13] 
en 1920 (cette 6galitC indiquait done que N det A est une expression poly- 
namiale en les coordonnkes des A, dans une base de D sur C). Dans [ 111, 
F. Dyson prouve que 
V(A)=m(AA+). 
De ces deux dernihres tgalitts, on pouvait dtduire la proposition de cet 
article. L’CgalitC (9) permet d’ajouter 
Ndet A=det(AA+)=V(A). 
Je remercie le Dr. Pasquale Mammone qui m’a appris l’existence du dtterminant de Moore, 
le Professeur Freeman Dyson pour m’avoir indiquk mes erreurs dans une premiere 
correspondance relative & la Remarque 4, et le referee pour ses suggestions quant g la forme 
de ce texte. 
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