The ability to detect nanoparticles in extremely dilute solutions in the presence of environmental noise is crucial for biosensing applications. In this paper we propose a scheme for detecting target nanoparticles through their scattering effects in a high-Q whispering gallery microcavity. The detection signal, defined as the total linewidth broadening of the two new split modes that appear upon nanoparticle adsorption, is highly sensitive and proportional to the nanoparticle concentration. Furthermore, this new method of detection eliminates the requirement for strict temperature control and is capable of distinguishing the signal from the biorecognitions (e.g., antibodies) initially attached to the resonator and that from the target nanoparticles (e.g., antigens).
Introduction
Over the past few years, optical microcavities capable of detecting unlabeled nanoparticles have become valuable tools in miniature-scale sensing [1] [2] [3] [4] . Specifically, whispering gallery mode (WGM) microresonators are attracting much attention due to their ultrahigh Q factors, small mode volumes, and potential for on-chip integration [5] [6] [7] . The conventional detection mechanism of WGM biosensing is to monitor the spectral shift induced by targets binding on the microcavity surface [8] [9] [10] [11] . So far, this kind of detection has been demonstrated to possess ultrahigh sensitivity down to a single particle level. For example, [12] reported the label-free, real-time, optical detection of a single Influenza A virus by observing the discrete changes in the resonance frequency of a microsphere cavity. By using a thermally stabilized reference interferometer in conjunction with an ultrahigh-Q toroidal microcavity, Lu et al. detected individual nanobeads down to a radius of 12.5 nm [13] . Very recently, with plasmonic enhancement [14, 15] , Dantham et al. demonstrated the possibility to detect and size the smallest individual RNA virus, MS2 [16] .
Nevertheless, the WGM resonant frequencies are quite susceptible to environmental noise such as thermal fluctuations [17, 18] so that the aforementioned experiments had to be implemented in temperature-stabilized laboratory environments, which limits their practical applications. Recently, another prototype scheme based on scatteringinduced mode splitting has been proposed and demonstrated both theoretically [19] [20] [21] [22] [23] [24] [25] [26] and experimentally [27] [28] [29] [30] [31] [32] [33] [34] . The detection signal used the resonance frequency splitting (Δg) of the two new modes that appear upon nanoparticle adsorption, thus greatly weakening the dependence of the signal on temperature. However, this type of detection signal is strongly affected by the initial splitting of WGMs without the target particles, which actually is a common case in real label-free optical microcavity biosensors because the precovered biorecognitions on the microcavity surface are essential [1] and they also play the role of scatterers [35] . This issue can be settled by using the ratio of total linewidth broadening to total spectral shift as the detection signal [36] , but, unfortunately, the problem of temperature dependence occurs here too. In this paper, we propose a new measurement strategy that uses the total linewidth broadening of the two split modes as the detection signal. Using this method not only removes the influence of the multiple types of molecules, such as biorecognitions, which are initially spread out over the microcavity surface, but also significantly reduces the detection noise caused by temperature variations. We use this signal to perform concentration detection in an aquatic environment and find that the sensing signal is proportional to the particle concentration. Although single nanoparticle detection can also be performed by extracting the step-like changes of the total linewidth broadening, this method focuses on particle concentration detection in aquatic environments by performing a statistical analysis of multiple particle binding events.
Theoretical Model of Total Linewidth Broadening
The detection system is a silica microtoroid coupled by a fiber taper, as shown in Fig. 1(a) . Here we schematically describe the process of label-free microcavity biosensing with the mode splitting mechanism. A perfect microcavity supports a pair of counterpropagating modes (clockwise and counterclockwise modes) with the same resonant wavelength and damping rate [28] . Thus, the transmission spectrum of the coupling system shows a single Lorentzian dip, as depicted in Fig. 1(d) . For practical uses of optical biosensing, the microcavity surface should be precovered with specific biorecognitions [ Fig. 1(b) ]. As a result, such degeneracy is lifted since the two travelling modes couple with each other and split into two new modes with different resonant frequencies [23] . In this case, the transmission spectrum exhibits two resonances, as shown in Fig. 1(e) . Finally, target nanoparticles are specifically captured by the functionalized microcavity due to the biorecognitions [ Fig. 1(c) ], inducing further scattering effect, and the transmission spectrum exhibits a redistributed doublet line shape [ Fig. 1(f) ].
Previous experiments used the resonant frequency splitting as the detection signal [27] [28] [29] [30] [31] [32] [33] [34] , but such methods are difficult to apply to label-free optical biosensing. This is because the precovered biorecognition molecules can interact with targets through WGM fields, and this effect cannot be removed by resetting the zero point of the splitting signal [35] , thus degrading the validity of the detection events. In order to illustrate the effect of the precovered biorecognition on the amount of frequency splitting, we compare the frequency splitting with and without the precovered biorecognitions. In our simulation, the microtoroid has a major (minor) diameter of 80 (5) μm, mode function of the fundamental WGM f θ 0.45 × exp−2.95θ 2 (θ in radian measure units) and the corresponding mode volume of 330 μm 3 in 680 nm band. Here we consider a special situation in which the biorecognition covers half of the cavity surface, in which case the frequency splitting induced by antibodies reaches its maximum [35] . The numerical results are displayed in Fig. 2(a) , which shows the frequency splitting with (red dotted curve) and without (black solid curve) the precovered biorecognition when different numbers of spherical nanoparticles (radius of 20 nm) are deposited. Note that both of the frequency splittings before target nanoparticles binding are set to zero. There exists significant deviation between the two curves. The deviation [ Fig. 2(b) ] remains larger than 30% even when the number of target molecules exceeds 1 × 10 4 , which is not a favorable result for actual applications.
We now turn to exploring other sensing signals that are more appropriate for biosensing using functionalized microcavities. In mode splitting sensing mechanisms, two important parameters are used to quantitatively describe the transmission: the coupling strength between the two new modes (corresponding to the frequency splitting) and the additional linewidth (corresponding to the optical loss) [23] . The frequency splitting is affected by all the scatterers entering the cavity's evanescent field, including the biorecognition molecules and the target molecules, and the two contributions cannot be distinguished, while the contributions to the total linewidth of the two split modes, corresponding to the optical loss, can naturally be distinguished since optical loss induced by the newly arrived molecules is independent from that induced by the molecules already present. Therefore, an intuitive proposal is to use the total linewidth as the detection signal to perform biosensing. In addition, the thermal fluctuations (induced by both the temperature fluctuations of the environment and the probe laser) usually only lead to an obvious mode shift, with less of an impact on the mode linewidth. Therefore, the total linewidth is an ideal sensing signal in practical biosensing. The effect of thermal noise on the total linewidth broadening will be scrutinized in Section 4.
Consider a fiber-microtoroid coupling system, with both N b identical biorecognition molecules and N t identical spherical scatterers both randomly adsorbed on the surface of the microtoroid. The transmission spectrum can be described by the frequency shift g ω − ω 0 of the two new modes relative to the original mode, and the linewidth difference Γ γ − γ 0 , where ω 0 ω and γ 0 γ are the resonant frequencies and linewidths before (after) mode splitting ("" and "−" denote the two split modes). By using the Weisskopf Wigner semi-QED treatment [28, 37] , an analytical calculation can be done. We then obtain the expected values of g and Γ .
Referring to [23] , both the frequency splitting (g − g − ) and the linewidth difference (Γ − Γ − ) are proportional to N 1∕2 t . This nonlinearity indicates that the frequency splitting (g − g − ) and linewidth difference (Γ − Γ − ) induced by an adsorbed particle depends on the number of previously adsorbed particles. In other words, the contribution from the biorecognition molecules cannot be removed by resetting the zero point. We now analyze the total frequency shift Δg g − and the total linewidth broadening ΔΓ Γ − . The results are Δg g − 2 P N t n1 g n and ΔΓ Γ − 2 P N t n1 Γ n , respectively, with g n and Γ n representing the coupling strength and the scattering loss induced by the nth particle, respectively [35] . We see that the change in the two parameters induced by the Nth particle does not depend on the previous particles. However, the total frequency shift Δg g − as mentioned above, is strongly affected by the thermal noise, making it unusable as a detection signal, either, whereas the mode linewidth is less affected by the thermal fluctuations, making the total linewidth broadening ΔΓ Γ − an ideal sensing signal for multiple particle detection. Total linewidth broadening can be written as
where α t , f θ n , V m , and v denote the polarizability of the particles, the cavity mode function at the position of the nth particle, the mode volume, and the velocity of light in the surrounding medium, respectively. In Section 3, we will discuss the feasibility of using this sensing signal to perform concentration detection in aqueous environments.
Concentration Detection with the Proposed Sensing Signal
As we can see from Eq. (1), the proposed sensing signal strongly depends on the binding positions of the particles on the cavity surface. This is because the nanoparticles binding at different positions will bring different optical losses since the mode function f θ n varies greatly at different positions on the cavity surface. Because of Brownian motion, the different molecules in a liquid will position themselves randomly on the cavity surface. By repeatedly performing Monte Carlo simulations, we can obtain the random positions of the target molecules on the cavity surface and find the average value and the relative standard deviation of the total linewidth change induced by the multiple target molecules. Correspondingly, we can derive the number (size) of target molecules by measuring the total linewidth broadening if we know the size (number) of the target molecules.
In our simulation, we use a microtoroid with the same size as mentioned above. In order to obtain reliable results, the Monte Carlo simulations are performed 5000 times to generate the random distributions of the multiple target molecules. Through the 5000 simulations, the average value and the relative standard deviation of the total linewidth broadening ΔΓ Γ − with increasing particle number can be obtained, as shown in Fig. 3 . In Fig. 3(a) , the total linewidth broadenings induced by nanoparticles with different sizes (r 30, 40, and 50 nm) are displayed, and we can see that the sensing signal ΔΓ Γ − shows good linear dependence on the number of targets. This implies that the proposed sensing signal is quite appropriate for concentration detection, as will be further discussed in the following. In addition, since the total linewidth broadening is proportional to r 6 (α 2 t ), with r being the radius of the targets, the slope of the signal versus the number of targets increases greatly with an increasing target radius. Note that the mutual polarization between different target molecules is neglected here since the average distance between the target molecules is large enough [23] . From Fig. 3(b) , we can see that the relative standard deviation of the sensing signal decreases rapidly with an increasing target number. For example, if a deviation smaller than 5% is necessary, about 2000 target molecules are required. This can be regarded as the detection limit. If the requirement is less rigorous, e.g., if a deviation of 10% is allowed, the detection limit is as low as 500 target molecules. This is important and beneficial for biosensing because the sensing signal is stable and reliable as long as the number of targets is large enough. In addition, the deviation is much smaller compared to that in Fig. 2 , suggesting that the total linewidth broadening is a better sensing signal than the frequency splitting.
Since the number of target molecules can be obtained through the measurement of the total linewidth broadening, we can perform concentration measurements with the proposed sensing signal because the number of target molecules is closely related to the concentration. Here we introduce the covering ratio of target molecules ζ', defined as ζ 0 N t ∕N 0 (N 0 is the number of biological targets needed to cover the whole cavity surface), which is directly related to the concentration C [38] :
where K d is the dissociation constant with approximately nanomolar (nM) values for many IgGbiomolecule pairs [39] . We use K d 10 nM as an example. Since the concentration of the target molecules to be detected with this proposed signal is usually quite small, typically around 10 2 pM, ζ 0 can be approximated as ζ 0 C∕K d . In this case, the relation between concentration and the number of particles on the cavity surface can be simplified as C K d N t ∕N 0 , where the concentration is proportional to the particle number N t for a certain particle size. As a result, the sensing signal ΔΓ Γ − is proportional to the concentration. As depicted in Fig. 4(a) , the total linewidth broadening increases linearly with concentration for nanoparticles with different sizes (r 30, 40, and 50 nm). Since the full covered particle N 0 is inversely proportional to r 2 , the slope of the sensing signal versus particle concentration is proportional to r 4 (here we have used the aforementioned fact that the sensing signal versus particle number N t is proportional to r 6 ). The relative standard deviation of the total linewidth broadening versus particle concentration is displayed in Fig. 4(b) . Similar to Fig. 3(b) , the relative standard deviation decreases rapidly with an increasing particle concentration, and the detection limit is as low as 40 (10) pM for targets with a radius of 50 nm if a 5% (10%) deviation is allowed. Above this limit, highaccuracy measurements could be performed. In addition, for smaller targets, the concentration measurement limit is lowered since the detection limit of the number of targets is independent of the size of the targets [ Fig. 3(b) ] and N 0 is inversely proportional to r 2 . For example, the detection limit decreases to 14 (4) pM for targets with a radius of 30 nm when the allowed deviation is 5% (10%). Moreover, such a detection limit can be further lowered if K d is smaller. For example, for nanoparticles with r 30 nm, a detection limit of 0.14 (0.04) pM with an allowed deviation of 5% (10%) can be achieved for K d 0.1 nM.
We now turn to discussing the size limitations of this detection mechanism. In principle, two factors determine the particles' size limitations for this detection mechanism. The first one is the splitting criterion, which requires that the frequency splitting exceeds half of the total linewidth [23] , and the other is the noise of the system, which limits the resolution of the measured linewidth. For the former, the splitting criterion sets an upper limit for the particle size, which is 75 (95) nm with a smaller than 5% (10%) deviation, as a number of large nanoparticles will induce linewidth broadenings that are larger than the frequency splitting, thus making the splitting undetectable. For the latter, the main source of noise is the linewidth of the excitation laser. For example, for the semiconductor diode laser used for the microcavity measurements in our experiment, the linewidth is about 300 kHz, which sets a lower limit for the detectable particle radius of 17 (21) nm with a smaller than 5% (10%) deviation. Therefore, detection of even smaller nanoparticles can be achieved by using an excitation laser with a narrower linewidth, such as a Ti:sapphire laser with a linewidth of several tens of kilohertz.
Discussion on Thermal Noise
High-Q WGMs are highly sensitive to environmental disturbances. Therefore, it is essential to analyze the influence of the ambient conditions on the total linewidth broadening. One important source of noise is the thermal fluctuations induced both by the variations in the environmental temperature and by the optical power circulating inside the cavity. Typically, for a WGM with Q 10 8 the latter will bring about a temperature variation of tens of Kelvin for several milliwatts input power [40] , which is much larger than that induced by the environmental noise. Consequently, in the following we concentrate on the laser-induced heating effect on the cavity and surrounding particles (the effect on water is neglected because of its large heat capacity). This thermal effect has an influence on the total linewidth broadening mainly in two aspects: (i) a change in linewidth induced by the variation in nanoparticle scattering in the cavity mode field and (ii) a change in linewidth induced by the variation of the intrinsic cavity surface defect scattering. An interesting property of this signal is that both contributions to thermal disturbance can be separated, which greatly simplifies our discussion.
(i) Linewidth change induced by the variation in nanoparticle scattering in the cavity mode field. From Eq. (1), we can see that the scattering loss is determined both by the polarizability of the scatterers (α t ) and by the cavity field [characterized by parameters V m , ω 0 , and f θ n ]. When the cavity temperature changes, the refractive indices of the target molecules and the cavity will change due to the thermo-optic effect [41] (the thermal expansion effect is negligible for silica [42] ). The former affects the polarizability α t of the target molecules, and the latter will cause the mode field parameters [V m , ω 0 , and f θ n ] to change. The contribution to temperature-induced linewidth deviation by particle polarizability and the mode field parameters are displayed in the magenta dotted-dashed line and the red dashed line in Fig. 5 , respectively, from which we can see that, with a 10 K temperature variation, a relative deviation of about 0.13% and 0.05% arises from the two contributions. Since the two contributions are toward the opposite directions, their total deviation is less than 0.13% with a 10 K temperature change.
(ii) Linewidth change induced by the variation of the intrinsic cavity surface defect scattering. For a microtoroid, the intrinsic loss (corresponding to the intrinsic linewidth) is mainly attributed to the radiation loss (caused by the curved surface), water absorption loss in the 680 nm band, and structural inhomogeneities (caused by surface contaminants and surface defect centers) [43] . Since our discussion focuses on ultrahigh Q∼10 8 microcavities with a relatively large radius (80 μm), the radiation loss is negligible. Therefore, water absorption loss and the surface inhomogeneities dominate the total loss, yet the former changes little because of the negligible thermal effect on water. For simplicity but without losing the underlying physics, for a WGM with Q ∼ 10 8 , the intrinsic scattering loss can be modeled by considering the inhomogeneities as a number of nanometer-sized particles deposited on the surface. With temperature fluctuations, the refractive index of these nanoparticles changes, leading to different scattering losses and correspondingly to an altered intrinsic linewidth. The deviation induced by the intrinsic mode linewidth under different temperature changes is shown by the blue dotted line of Fig. 5 , from which we can see a less than 0.008% deviation under a 10 K temperature fluctuation. Given the discussion above we see that the signal only fluctuates by 0.09% with a 10 K temperature change, as shown in the black solid curve in Fig. 5 . Finally, we compare the effect of temperature fluctuation on the total frequency shift and total linewidth broadening, shown in the inset of Fig. 5 . It is found that the total spectral shift deviates by more than 800% under the same thermal fluctuation. Although the step-like changes in the resonant mode frequency sometimes eliminate the ambiguity of the temperature shift, it does make it experimentally difficult to distinguish the signals induced by the nanoparticle binding events from that induced by the thermal fluctuation or even the laser frequency drift. This result demonstrates that our scheme is robust even in a tough experimental environment.
Conclusion
In summary, we propose measuring the total linewidth broadening of the two split modes as a new way to detect multiple target nanoparticle binding events on a microcavity surface that has already been precovered by biorecognition molecules. The results show that the total linewidth broadening induced by the target molecules can be well separated from that induced by the precovered biorecognitions. In addition, the sensing signal increases linearly with the concentration of the targets, with a picomolar detection limit. It is also found that the total linewidth broadening is insensitive to thermal disturbance. These properties reveal that our scheme is of great potential for applications in compact label-free sensors. Finally, it should be noted that the linewidths of the two new modes strongly depend on the taper-cavity coupling strength since the coupling brings additional loss. Therefore, stable taper-cavity coupling in experiment is necessary. 
