Abstract-An empirical method for estimating relative power losses caused by potential-induced degradation (PID) for p-type solar cells and modules using quantitative electroluminescence (EL) analysis (QELA) is presented. First, EL images are corrected for camera-and perspective distortion. The relative power loss map is then calculated from the logarithmic ratio of two EL images, taken either before and after PID degradation or at different applied currents. Only the cell average of the resulting power loss map is evaluated. The highest power loss across each string is averaged to obtain the overall power loss. Consequently, for modules with three strings, three cells are averaged. The resulting power loss depends on the current applied. The conversion to equivalent irradiance allows for comparison of measured and estimated device performance. The analysis of roughly 2000 EL images and related current-voltage (I-V) curves indicates a good agreement between flash-test-measured and performance estimated using QELA. A relative root mean square error of 1-3% can be achieved.
I. INTRODUCTION
P OTENTIAL-induced degradation (PID) can cause significant power losses (>30%) to silicon photovoltaic (PV) modules, especially in a humid and hot environment such as Singapore [1] - [3] . Both n-type and p-type silicon PV modules are susceptible to PID, where various mechanisms are responsible for PV efficiency loss [4] - [6] . In conventional p-type silicon modules, PID causes shunting across the n + /p junction of the solar cells and therefore mainly reduces the fill factor [7] . To examine the extent of PID damage, it is often required to flash the modules under standard testing conditions. This, however, requires highly sophisticated systems. Therefore, a new method by quantitative electroluminescence (EL) imaging analysis is developed to predict the performance of PID-affected PV modules. It is, hereafter, referred to as QELA.
Spatially resolved EL imaging of PV devices is a fast and easily applied measurement method commonly used in the industry and academia. Presently, quantitative EL on PV devices can be separated into two main applications.
1) Extraction or mapping of PV electrical parameters.
2) Detection and measurement of features such as inactive areas and cracks based on image intensity distribution [8] , [9] or local image gradients [10] - [12] . PV performance modeling often bases on a voltage map V [i, j] defined [13] - [18] as
where φ EL [i, j] is an EL image; C[i, j] is a calibration image, and V th is the thermal voltage. C [i, j] includes the modules' external quantum efficiency and black body radiation [19] and also camera and imaging setup dependent parameters. The calibration image can be obtained from low-current (respective low-voltage) EL images [13] , [16] . Therein, the current applied to the modules should be less or equal to 10% of the modules' short-circuit current (I sc ), as explained, for example, in [20] and [21] .
Voltage map together with a single-or multidiode model allows calculation of further parameters, such as series resistance, dark saturation current, ideality factor, and shunt resistance [10] , [13] , [14] , [16] , [22] , [23] . However, only dark I-V characteristics can be determined. For calculating module 2156-3381 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. power, the photogenerated current needs to be measured. For this, laser beam induced current, photoluminescence, or lock-in thermography are available [24] - [26] .
Only few papers were found on quantifying module power loss using imaging methods: A direct proportionality of EL intensity and relative power loss was suspected for CIGS modules exposed to damp heat [27] . Koentges et al. correlated number of cracks, identified in EL images, to relative power loss of modules and module arrays [28] . No work was found on quantifying power loss of PID-influenced modules using EL imaging. Instead, a power loss prediction of PID-affected modules with thermography imaging was presented by Kaden et al. [29] . Therein, increased cell temperature was related to power loss. A root mean square (rms) error of circa 8% was calculated using data points from Kaden's work.
The algorithm proposed in this work estimates the relative power loss based on a modified equation (1) . For this, two EL images, the average current, applied during EL measurement (I EL ), and the initial short-circuit current (I sc,0 ) are needed. The latter one can be taken from the manufacturer nameplate rating, which is normally on the back of the device. The measurement of light I-V curves and EL images evaluated in this work is detailed in Section II. Section III explains the conducted image processing for removal of camera and perspective distortions, power loss mapping, and overall module power loss prediction. A direct comparison between measured and QELA predicted power loss is shown in Section IV. Section V presents the conclusion.
II. EXPERIMENTAL DESIGN
EL images and light I-V curves of three experiments were evaluated (see Table I ). Light I-V curves were measured with an H.A.L.M. flasher (class A+A+A+) and EL images were taken with a tripod-mounted Nikon D610 camera with IR-corrected lens and autofocus. Devices were measured at a temperature of For experiment 2 × 2 PID, two four-cell modules (p-type monocrystalline silicon) were manufactured at SERIS using a PID-prone encapsulation material. The applied intercell connection layout allowed EL and I-V measurement of the individual cells and of the all cells in series. For accelerated PID tests, an aluminum (Al) foil was placed on the front surface of the samples and kept in place with a glass plate. The positive and negative module contacts were shorted and connected to the negative terminal of a high-voltage power source. The Al foil was connected to the positive terminal (see Fig. 1 ). The modules were placed in a climate chamber at 85% relative humidity and 85°C and biased with a voltage of -1000 V [30] . EL and I-V curves were measured after 0, 10, 20, 40, 60, and 75 h in the climate chamber.
The relative power loss due to PID is defined as
where P mpp,m is the module maximum power point at the mth measurement and P mpp,0 is the module initial maximum power point. For the outdoor PID experiment, 66 modules from Trina Solar were exposed for more than one year to the tropical climate of Singapore. A fixed resistor ensured the modules work close to the maximum power point condition. Modules were biased -400 to -1500 V. The modules were then taken indoor for monthly measurements to monitor for PID; experimental details can be found in [1] . During each measurement, only two I-V curves and two EL images were taken per module. Irradiance and applied current could not be modified in this work. Additionally, EL imaging parameters were not adjusted over time, even though the EL signal of several degraded modules dropped significantly. Therefore, a third experiment (outdoor PID -subset) measured EL and I-V of five PID-prone modules at currents corresponding to four irradiances. Exposure time and ISO number were adjusted to improve sufficient utilization of the camera's dynamic range. (1) are images taken with the same camera and setup, it could be assumed that camera-dependent Fig. 2 . Raw EL images of module A6 (outdoor PID); in low current EL images, the variation of cell intensities increases, as carrier losses due to shunting paths become more dominant [5] , [31] . parameters, such as quantum efficiency and vignetting, cancel out. However, this requires prior removal of dark current and a linear camera sensor. Additionally, the orientation of the module must be identical in both images. In this work, variable module mounting and camera positioning cause different module perspectives in the image, as shown in Figs 
III. QELA METHODOLOGY

A. Camera and Perspective Correction
The camera's effective quantum efficiency or flat field and the offsetting dark current additionally depend on the camera's aperture (N) and gain (also referred as ISO number). For nonlinear camera sensors, Q cam also depends on the pixel intensity of the uncorrected image (φ cam,0 ).
For quantitative analysis, image processing is required to remove intensity and perspective distortion and to translate physical coordinates to image pixel indices. A fully automated algorithm is applied on every EL image. It is based on a modified routine, described by Bedrich [32] . The algorithm consists of the following sequence.
1) Camera sensor nonlinearity correction.
2) Dark current removal.
3) Flat field removal. 4) "Hot" pixel removal. 5) Correction from lens (barrel) distortion. 6) Perspective correction: Detection of device corners, perspective transformation, and precise alignment through template matching with a predecessor image. 7) Exposure value correction: Removal of influence from different exposure times, ISO numbers, and camera apertures. It is expected that images, corrected with this routine, are directly proportional to EL emission (φ cam φ EL ). Correction examples are shown in Fig. 4 .
Spectral EL changes are not analyzed in this work. After correction, the images are divided by the value of each applied current. The initial corrected EL image of every module (φ 0 ) is scaled between 0.5% and 99.5% of the cumulative distribution function of the intensities of the respective image.
All succeeding images of the same module are scaled using the same offset and amplification as used for φ 0 . Many common image formats, such as PNG, BMP, and JPEG, store intensity values as unsigned integer. This data type cannot save negative values. Since the average background level was set to zero, noise can cause negative values. In order to avoid cutting-off these values and to ensure that the average background level equals zero, an offset of 10 for the 0-255 dynamic range of the 8-bit was then added to all pixels, resulting in raising all the noise signal from the background above zero. After loading these images back into memory, the offset was removed again.
B. Power Loss Mapping
In this work, the spatially resolved power loss map (Δp[i, j] ) of the mth measurement relative to the reference measurement (0) is approximated as
The scaling factor f differs between the conducted experiments. For both outdoor PID experiments, f = 5.4 V −1 , and for 2 × 2 PID, f = 2.5 V −1 . The different values can be caused by different module series resistances, cell technologies, or number of strings. Future work will be conducted to allow calculating this scaling factor.
The natural logarithm is not defined for values below or equal to zero. However, as mentioned in the previous section, negative areas can be found in φ cam at dark areas. Therefore, Δp[i, j] is calculated as follows.
Pseudo-code:
For calculating the scalar overall power loss (Δp), inactive areas, such as background, cell borders, and busbars, were excluded from Δp[i, j] averages. If the influence of bypass diodes can be neglected, every cell in a module is biased at the same current. Since inactive or disconnected areas were not observed within the evaluated data, the power loss should largely be defined by voltage losses. Consequently, the average of Δp[i, j] should yield Δp. However, the error between calculated and estimated power loss [see Fig. 9 (b) versus Fig. 9 (c) and (d)] was the lowest if only cells with the highest power loss in every string (s) were used to calculate the overall power loss
Therefore, for a commercially available 60-cell module with three strings, not all, but only the three "darkest" cells are used to calculate the module power loss (see Fig. 5 ). This counterintuitive averaging approach is not well understood yet.
C. Converting Results From EL to I-V Measurements
The power loss (4) depends on the current applied during EL measurement (I EL ). For comparison with light I-V curve measurements, I EL has to be translated to an irradiation of a respective flash test (G I V ). Depending on the measurement target, such as power-or energy rating, the light I-V curve is measured at the standard test condition of 1000 W/m 2 or typically between 100 and 1100 W/m 2 [33] . EL images on the other side tend to be measured at 100%, 50%, 20%, or 10% of the module's initial short-circuit current (I sc,0 ) [8] , [20] , [34] . It is assumed that the module current-voltage characteristics at 1000 W/m 2 irradiance are equivalent to biasing the module at I sc in the dark. Therefore, the equivalent irradiance (G EL ) using the initial I sc,0 at 1000 W/m 2 is
From the conducted experiments (see Table I ), it was found that the power loss (Δp) can be expressed by the following simple algebraic function of the irradiance (G):
Fit parameters (a 0 , a 1 , a 2 ) were determined via least square fit. If only two EL or I-V measurements are available (such as for "outdoor PID"), (7) is reduced to
D. Standard Power Loss and PID Quantification
Noting the irradiance dependence of Δp [(7) and blue line in Fig. 6 ], this work proposes to calculate power loss for two representative irradiation levels (1000 and 200 W/m 2 ) rather than for variable I EL (such as 1 and 8 A for outdoor PID). Fig. 7 (a) displays corrected EL images from initial and final measurement of device A13 from the outdoor PID experiment. These images were used to calculate the current-specific power loss maps Δp[i, j] [see Fig. 7 (c)] using (4). To calculate the scalar Δp(G), two approaches are conceivable.
1) "avg. → fit": Calculate overall power loss (Δp) for every I EL (5). Then, fit (7) to the results. 2) "fit → avg.": Calculate Δp[i, j](G) through fitting (7) to every pixel of Δp [i, j] . Calculate overall Δp(G) from result. Fig. 7(c) shows that, depending on applied current, PID reduces power to a different extent. Additionally, PID pattern visibility increases with decreasing current. Therefore, registering PID using just one EL image and disregarding applied current is not reliable, since different cell intensities can also be caused by mismatched cells. In order to allow counting the number of PID affected cells in a module (n PID ), this work suggests defining all cells with an average power loss of more than 5% between 
The chosen 5%-threshold derives from a guideline for detecting PID from power differences >5% for flash tests at 1000 W/m 2 [30] . In contrast to that specification, this work uses the threshold on a power loss at different irradiances, rather than on a power loss over time. The validity of this approach has to be qualified in future research.
IV. RESULTS
A. Experiment "2 × 2 PID"
A total of 240 EL images (2 modules, 6 measurements, 4 currents, and 4 + 1 single and in series-connected cell images) were corrected and processed following the procedure, described in Section III. The resolution of the corrected images was set to 3000 × 3000 for the whole module and 1500 × 1500 for a single cell image. Fig. 8 shows a comparison of predicted and measured power loss for PID treatment of 10 to 75 h, relative to an initial measurement at 1000 W/m 2 without PID treatment. Fig. 8(a) shows a high correlation between predicted and measured power loss, causing an rms error around 2%. Power loss at 200 W/m 2 is mostly 1.5-2.5 times higher than at 1000 W/m 2 . This effect is typical for shunting, which increases with decreasing irradiance [35] , [27] . This is in agreement with the scientific community where the PID of standard p-type crystalline silicon PV modules is closely associated with a reduction of the shunt resistance [3] . To examine the validity of the power loss averaging approach (5), EL and I-V of every cell in both four-cell minimodules were measured individually. As Fig. 8(b) and (c) indicate, both module-(b) and cell-values (c) align well. The rms error is 2.3% and 3.3%, respectively. 
B. Experiment "Outdoor PID -Subset"
In contrast to Section IV-A, only one measurement of EL and I-V at different currents/irradiances was evaluated in this experiment. A total of 20 EL images (5 modules at 4 currents) were corrected following Section III. Images were saved at a resolution of 4000 × 2400. Power loss was related to a reference measurement at 1000 W/m 2 (I-V) respective 100% I sc,0 (EL). Consequentially, power loss is zero at that position. The scaling factor f (4) was determined through minimizing the distance between EL and I-V-based power loss fit using the "NelderMead" algorithm [36] .
The resulting value (f = 5.015 V −1 ) was used for calculating power loss of the entire "outdoor PID" dataset (see Section IV-C). With an rms error around 2.1%, measured and predicted power loss align well [see Fig. 9(b) ].
This work claims that module power loss derives from the average of the worst performing cells in every string (5) . However, for low PID, Kaden et al. claim that current mismatch can be neglected and the modules power loss results from the average of all cells [29] . Fig. 9(c) shows the minimization result if the cell average is used instead of the string minimum. For Fig. 9(d) , the string average was taken for all strings, where the string maximum power loss was higher than 40% and the string minimum for all other cases. Both modifications (averaging all cells and averaging underperforming cells) result in a higher rms error. This endorses the proposed approach of only averaging the worst cell per string.
C. Experiment "Outdoor PID"
A total of 1716 EL images from 66 modules, 13 measurements, and 2 currents were corrected according to Section III. Images were saved at a resolution of 4000 × 2400. Although this experiment includes 66 modules of different proneness to PID, only ten modules of group A degraded noticeably within the evaluated 12 months. With an rms error of 2% (1000 W/m 2 , 100% I sc ) and 3% (200 W/m 2 , 20% I sc ), results for the alternative method "avg → fit" are of the same quality as the results in Fig. 10(c) and (d) . Therefore, only results from method "fit → avg." are shown.
Due to the limited degradation of group B-F modules, only Δp of group A modules were used for rms error calculation. Power loss prediction at 200 W/m 2 (rms error = 3%) has a higher measurement uncertainty than for 1000 W/m 2 (2%). As Fig. 6 highlights |Δp 200W − Δp 1A | > |Δp 1000W − Δp 8A |. The larger error was to be expected, given the fact that for this experiment only two EL images per measurement at 1 and 8 A were available to fit (7) . Other reasons for lower quality at low irradiance are as follows (see Fig. 11 ).
1) Green boxes indicate the position of the darkest cell per string, which was chosen to calculate Δp. With the bare eye is it not visible whether these cells still emit EL or whether their signal is determined by dark current noise and scattered light. 2) No background images were available for EL images of the TRINA experiment. Therefore, background had to be assumed spatially invariant. 3) Due to longer exposure time for EL measurements at 1 A relative to those at 8 A, the influence of environmental stray light became more visible (blue box "A"). 4) Blur and scattered light (blue box "B") distorted the average EL signal. Equation (9) suggests a method for quantifying identification of PID-affected cells in a module. The result for all modules of group A is shown in Fig. 12 . The trend roughly follows the one displayed in Fig. 10(b) . However, the meaningfulness of that parameter remains questionable, since results rapidly change depending on the threshold in (9) . It is hoped that this initial definition inspires further discussion on quantitative PID identification.
V. CONCLUSION
This paper presents an empirical approach for predicting relative power loss of p-type PV cells and modules from the natural logarithm of an EL image ratio. EL images need to be free from distortion, so that the image intensity is proportional to the emitted EL signal.
Although some EL images were of a comparably low quality, it was shown that the rms error of power loss prediction is consistently below 3%, in some cases around 1%. This paper states that the irradiance dependence of PID-induced power loss can be fitted with an equation of two to three unknowns. This allows converting results from EL images of at least two different currents to an irradiance of an equivalent light I-V measurement.
The proposed power loss prediction is currently limited to PID-caused degradation. Further research is needed to understand the origin of factor f , which is used to scale the logarithmic EL image ratio to the relative power loss. Additionally, minimum image quality parameters, such as number of pixels per cell, number of images per current, and best current combinations, need to be defined.
Changing EL signal during module warmup [32] , [37] can also influence EL signal and with it power loss prediction. The experiment outdoor PID was bound to I-V measurements at 1000 and 200 W/m 2 . For these irradiances, it is suggested to capture EL images at a current of 100% and 20% relative to I sc,0 . An additional measurement at around 50% I sc,0 can be useful to improve the precision of the irradiance-dependent power loss function (7).
Until further results are available, it is suggested to capture EL images at a current of 100%, 20%, and if possible at 50% relative to I sc,0 . This work attempts to quantify PID-affected cells in a module through counting all cells with an average power loss between 1000 and 200 W/m 2 of more than 5%.
