Abstract-Emergence of ultradense networks in 5G communications, Internet of things, and eHealth devices prompts us to develop new communication techniques that can support a large number of low data rate devices. In particular, it has been shown that when the data are real-valued and the observation is complex-valued, widely linear (WL) estimation can be employed in lieu of linear estimation to improve the performance. With these motivations, we study user selection and transmit precoding in multiuser communication systems assuming transmitted signals are one-dimensionally modulated. A closed-form solution for widely linear maximum signal-toleakage-and-noise ratio precoding is obtained. We also investigate the design of WL maximum ratio transmission, WL zero-forcing, and WL minimum mean square error precoding techniques. Furthermore, to enable an increased number of communication devices, a user selection algorithm compatible with widely linear processing of one-dimensionally modulated signals is proposed. The proposed user selection algorithm can potentially double the number of simultaneously selected users compared to that of conventional user selection methods.
I. INTRODUCTION
A DVANCES in wireless communications, in conjunction with advances in electronics, are paving the way for emergence of technologies enabling the Internet of things (IoT), pervasive ubiquitous eHealth, dense user deployments, smart cities, vehicular networks, and others, either as proprietary systems or as part of 5th generation (5G) mobile networks [1] . Communicating wirelessly to a large numbers of low-power devices requires power efficiency to be a paramount consideration. Onedimensionally (1D) modulated signals such as binary phase shift keying (BPSK) are therefore of interest to reliably support these emerging systems with massive numbers of low-data-rate devices [1] . It is similarly assumed that the base station or access point could easily be equipped with multiple antennas while The authors are with the Department of Electrical and Computer Engineering, Queen's University, Kingston ON K7L 3N6, Canada (e-mail:, m.bavand@queensu.ca; steven.blostein@queensu.ca).
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Digital Object Identifier 10.1109/TVT.2018.2872881 the large numbers of users are limited to a single antenna due to physical constraints on equipment size, cost, power supply, and computational capabilities [2] . Consequently, to achieve the required low latencies and high throughput for 5G networks a downlink transmitter is tasked with transmitting different data streams to multiple devices simultaneously to achieve spatial multiplexing gain. Application scenarios that are particularly relevant include dense deployments such as HD Wi-Fi stadiums [3] , airports, shopping malls or large crowded public spaces where multicasting information to large numbers of users is critical, whether it be related to sporting events, schedule updates, alerts, etc. Other scenarios include broadcasting information to large numbers of smart devices for software updating, control, infrastructure monitoring or security-related purposes. In addition to power efficient BPSK reception, the proposed combination of one-dimensional (M-PAM) modulations and WL processing may offer improved spectral efficiency potentially competitive with 2-D modulations (M-QAM) by its ability to support a greater density of simultaneous users. Widely linear (WL) processing of complex-valued signals, originally introduced in [4] and later resurrected in [5] in the context of minimum mean square error estimation, refers to the superposition of linear filtering of the observation and linear filtering of its complex conjugate, or equivalently, superposition of linear filtering of real and imaginary parts [6] . The latter representation is known as the composite real representation. When the distribution of the estimand (signal of interest) is improper, i.e., not circularly symmetric, widely linear estimation will improve mean square error (MSE) estimation, whether or not the observation is improper [5] . Since its resurrection by Picinbono and Chevalier [5] , WL processing has been applied to communication systems when improper signal constellations or improper noise is encountered in several contexts including point-to-point MIMO channels [7] , MIMO broadcast with QoS constraints [6] , interference alignment [8] , wireless energy harvesting [9] , and cooperative relaying [10] .
When the data is one-dimensionally modulated, implying an improper distribution, widely linear estimation has been applied to receive beamforming in the context of multiple-antenna communications [11] - [14] . In contrast to linear receive beamforming, i.e., spatial filtering of the received signal, widely linear receive beamforming is the superposition of beamforming of the received signal and beamforming of the complex conjugate of the received signal. While WL processing has been applied to noncircularly symmetric complex distributions in general [14] with a focus on adaptive and robust beamforming, less attention has been paid to precoder design for one-dimensionally modulated signals. From one perspective, widely linear precoding can be viewed as the superposition of linear precoding of a modulated signal and linear precoding of its complex conjugate [15] . From a different perspective, widely linear precoding can be viewed as linear precoding of the modulated signal in conjunction with widely linear estimation of the received signal [16] . This paper adopts the latter perspective since the modulated signal is real-valued (1-D).
The task of transmit precoding is to reduce the effect of cochannel interference which arises in wireless broadcast channels due to spatial multiplexing. Four basic approaches to linear transmit precoding that are well researched in the last decades are: (i) transmit matched filtering or maximum ratio transmission (MRT) precoding which maximizes the desired signal portion of the received signal at each receiver [17] , (ii) transmit zero-forcing (channel inversion) precoding that nulls the interference at each receiver [17] , [18] , (iii) transmit minimum mean square error or regularized channel inversion precoding that minimizes sum of mean square errors (MSE) of users [17] - [19] , and (iv) maximum signal to leakage and noise ratio (MSLNR) precoding [20] . In this paper, we develop widely linear counterparts of the above linear precoding techniques for the case of one-dimensional signalling. The motivation is to achieve high user capacity and overall throughput, which in turn addresses the dense deployment application scenarios described above.
More recent precoding techniques have become more context specific. For example, the symbol-by-symbol constructive interference based precoding matrix is obtained for each symbol duration rather than for the channel coherence time [21] , [22] . In other words, the symbol-level precoding matrix not only depends on channel information but also on the users' transmitted symbols. This approach results in a higher complexity compared to precoding techniques that do not consider individual symbols in each transmission. Other precoding approaches exploit constant envelope modulations [23] . Pilot contamination precoding, proposed for massive MIMO and multi-cell systems address non-orthogonality of pilots using statistical CSI information [24] as well as rate balancing [25] . Accounting for imperfect channel state estimation, while worthy for future investigation, is outside the scope of this contribution.
Selecting the right sets of simultaneous transmissions can opportunistically leverage transmit precoding to achieve further throughput gains to improve spectral efficiency [26] . Therefore, the choice of best user subset, which depends on precoding method, is critical. When the number of available users is large and data is available for transmission to all users, the transmitter can select a subset of users with sufficiently good channel conditions for simultaneous transmission. Proper user selection also reduces co-channel interference. In principle, the optimal user subset that maximizes throughput can be found by brute-force search over all possible user subsets, although with prohibitive computational complexity when the number of available users is large.
Emerging applications such as IoT and eHealth traffic require support of a large number of low-data-rate users. Most existing multiuser linear precoding methods for multi input single output (MISO) systems can only support at most as many users as the number of transmit antennas, M [17] , [18] , [27] .
Low-complexity user selection techniques that account for multiuser interference communications also face this restriction to at most M users [2] , [26] , [28] , [29] . One such algorithm is semiorthogonal user selection (SUS) [26] that tries to incrementally select users with large channel gain that are also nearly orthogonal to the channels of the other selected users. Ideally, SUS channels are mutually orthogonal at any given time and have the largest gains among all available channels. In SUS, the user with the strongest channel among available users is first selected. Channels less orthogonal to the one selected are then removed from consideration. This process is repeated until either there are no more available channels or until the number of selected channels reaches the number of transmit antennas, M .
More recent approaches to user selection are similarly restricted to M simultaneous users. User selection for an interference alignment scenario is proposed in [30] along with sum rate simulation results. In [31] , the product of effective channel eigenvalues is proposed as a user selection metric based on principal angles between subspaces. In [32] and [33] user selection is proposed for linear and nonlinear MMSE precoding with computation per iteration proportional to the total number of available users. In [32] , knowledge of interference is exploited in a greedy suboptimal approach based on dirty paper coding and sum rate results are presented. In [33] , knowledge of channel gains and angle of departure are employed for hybrid beamforming mm-wave systems. In [34] , attainability of subspace-based user selection with performance fairness aided by round robin scheduling is investigated based on sum rate maximization.
In contrast to previous approaches, geometric user selection (GUS) algorithm in [35] is capable of overloading the system with more simultaneous users than transmit antennas. The GUS algorithm, however, is derived with the assumption of minimum probability of error (MPE) precoding and required a series of approximations resulting in suboptimality. As a result, GUS should not be expected to perform well in tandem with general linear and widely linear precoding techniques. Slow saturation rate of the number of selected users as the total number of available users increases is another shortcoming of GUS. Moreover, increase in the number of selected users as the number of antennas increases is very slow in GUS. Therefore, as shown in [35] , GUS may not always select more users compared to other existing user selection methods. In this paper, inspired by the merits of the semi-orthogonal user selection (SUS) algorithm [26] , a semi-orthogonal user selection method for one-dimensional modulation (SUSOM) is developed. It is shown that SUSOM is potentially able to double the number of selected users, a claim that cannot be made for GUS. In other words, a transmitter with M transmit antennas is shown to be capable of supporting at most 2M simultaneous users.
The paper therefore contributes the following to densely deployed multi-user, multi-antenna downlink systems with onedimensional signalling: (i) a generic user selection method called semi-orthogonal user selection for one-dimensional modulations that is capable of overloading the system with more users than the number of transmit antennas, (ii) widely linear precoding counterparts of conventional linear precoding techniques with capability of better supporting overloaded systems with more users than the number of transmit antennas.
The rest of the paper is organized as follows. Section II introduces our system model. Section III proposes semi-orthogonal user selection for 1-D modulation with overloading capability of twice as large as the number of transmit antennas. Section IV redesigns MRT, ZF, MMSE, and MSLNR precoding techniques by assuming WL estimation at the receiver rather than linear estimation for 1-D signalling. Closed-form solutions for the WL-MRT and WL-ZF precoders are obtained by using complex-domain analysis and closed-form solutions for the WL-MMSE and WL-MSLNR precoders are obtained by analysis of the composite real representation. Numerical results are presented in Section V. Finally, conclusions are drawn in Section VI.
The following mathematical notations are used throughout the paper. Boldface upper case and lower case letters denote matrices and vectors, respectively. The superscripts * , (·) T , and (·)
H denote the conjugate, transpose, and conjugate transpose, respectively. The eigenvector corresponding to the maximum eigenvalue is denoted by v max . · 2 denotes the 2 -norm. {·} and {·} represent real and imaginary parts of complex parameters, respectively. E[·] denotes the expected value and Tr(·) denotes the trace of a matrix.
II. SYSTEM MODEL
We consider a multiuser multiple-input single-output wireless broadcast channel with an M -antenna transmitter and K singleantenna users. The transmitter is assumed to simultaneously send independent pulse amplitude modulated (PAM) signals to all users using the same carrier frequency and bandwidth. In low-pass vector space representation, the one-dimensionally modulated signal of a user can be described by a real-valued scalar which is the projection of the low-pass representation of the signal over the basis function defined as f (t) = g(t)/ E g , where g(t) is the low-pass real-valued pulse shaping signal with power E g . Therefore, the PAM signal of user k can be represented by
where d is a scale factor used to achieve a desired transmitted signal power or in other words, half the distance between adjacent signal amplitudes in signal constellation [36] . The modulation order of user k is denoted by L k , i.e., the number of constellation points in the pulse amplitude modulated signal of user k is L k . This also implies that different users may not necessarily employ the same modulation order. The distance between adjacent signal constellation points is 2d E g . Given l k , the power of the signal is s 2 k (l k ). Consequently, the average power of the modulated signal of user k is σ
Using an M × 1 precoding vector u k to encode the symbol transmitted to user k, 1 ≤ k ≤ K, the transmitted signal from the M -antenna array is then given by
where
where it is assumed that the input signals are mutually independent with covariance matrix
Assuming a fading channel with additive white Gaussian noise (AWGN), the received signal r k at user k is given by
where the additive noise z k is a circularly symmetric complex Gaussian (CSCG) random variable with zero mean and variance σ 2 z k
, and the 1 × M vector h k is the channel between the M antennas of the transmitter and the single antenna of user k. It should be noted that we use the same notation for vector representation as [19] , [26] , i.e., both row and column vectors are represented using lower-case boldface. The entries of h k follow an independent identically distributed (i.i.d.) CSCG distribution with zero mean and unit variance. This channel model is valid for narrowband (frequency non-selective) systems if the transmit and receive antennas are in non line-of-sight rich-scattering environments with sufficient antenna spacing [29] , [37] . Equivalently, (4) can be represented in vector form by
and the noise
T has zero mean and covariance matrix
The received signal at each user is passed through a filter which simply scales it by a weight. Therefore, the processed signal at the receiver of user k is represented as a function of the transmit precoding matrix U and the receive filtering coefficient w k by
where z k is also a CSCG noise term 1 with variance σ
Equivalently, the processed signals at the receivers can be represented in vector form by
where W = diag(w 1 , . . . , w K ) and y = [y 1 , . . . , y K ] T , and z = Wz and has zero mean and covariance matrix R z = WR z W H . Since the focus of this paper is on precoder design, it is assumed that W is known at the transmitter. For example, when the structure of the receivers are required to be simple with no receive filtering, W can be assumed to be the identity matrix. Moreover, it is assumed that perfect channel state information between transmitter and all users is available at the transmitter in order to focus on the precoding methods rather than on the effect of channel estimation. This information could be obtained, for example, by using uplink feedback of pilot-based estimation at the receivers or by assuming time division duplex (TDD) systems.
III. SEMI-ORTHOGONAL USER SELECTION FOR ONE-DIMENSIONAL MODULATION
User selection algorithms are coupled with a chosen precoding technique as well as a chosen modulation. In this section, we design a user selection algorithm for one dimensionally modulated signals. To the best of our knowledge, the geometric user selection (GUS) algorithm proposed in [35] is the only existing user selection algorithm (based on the notion of interference avoidance) that is designed for one-dimensionally modulated signals. Although the computational complexity of the GUS algorithm is very low, the number of selected users, K, may not be as large as possible, particularly when the number of available users, K T , is sufficiently large. This prompts us to devise a user selection algorithm with better performance.
Obviously, when modulated signals are complex-valued, channels h k and h j , j = k, are considered to be orthogonal if h k h H j = 0, as is assumed in SUS [26] . However, when the transmitted signals are one-dimensionally modulated on a real basis function, the notion of orthogonality may be relaxed to [36] :
In [39] , this type of orthogonality is introduced as semiorthogonality. Therefore, SUS can be refashioned as in Table I to incorporate the above notion of orthogonality for onedimensionally modulated signals.
We term the proposed algorithm in Table I as semi-orthogonal user selection for one-dimensional modulation (SUSOM). In SUSOM, at first, the set of available channels is initialized by all available channels and the set of selected channels is set to be empty. In Step 1, π i is the index of the channel of user k with the strongest effective channel to noise ratio defined as
, where i is the iteration counter of the SUSOM algorithm. The effective channel of user k,h k , is defined as the component of h k semi-orthogonal to the subspace spanned by the selected
It should be remarked that to find the component of a channel that is orthogonal to the linear subspace spanned by the previously selected channels, the projection of that channel on any element of the linear subspace includes a real operator [39] . In Step 2, the channel with index π i is added to the set of selected channels. In
Step 3, the orthogonal component of the selected channel,h π i , is saved in e π i , to be used later in Step 5 and in the following iterations of SUSOM algorithm. In Step 4, the selected channel is removed from the set of available channels. In
Step 5, all the available channels in A that have distance "dist" greater than a predetermined threshold α, 0 ≤ α < 1, are removed from the set of available channels A. The distance "dist" which is defined as
measures the orthogonality of h j and e π i . In other words,
Step 5 results in semi-orthogonality of the selected channels [26] . It should be remarked that if the real operator in the distance (10) was absent, (10) would indicate the cosine of the principal angles between h j and e π i [40] . Ideally, dist(h j , e π i ) should be zero, i.e., h j and e π i should be orthogonal. In SUS, the number of selected users can be at most as large as the number of transmit antennas M . On the other hand, in SUSOM, since the notion of orthogonality is relaxed to only consider the real part, the number of selected users may be greater than M . Therefore, we have the following claim:
Claim 1: If the orthogonality is defined as (8) , the maximum number of channels that are mutually orthogonal is 2M .
Proof: See Appendix. Remark 1: It should be remarked that the complexity order of both SUSOM and SUS is K T M 3 [26] , [29] . The SUSOM algorithm is similar to SUS algorithm except for definition of orthogonality which results in a different metric and different number of selected users. In other words, although two algorithms may not have exactly the same flop counts, their orders of complexity are the same [26] IV. WIDELY LINEAR PROCESSING Widely linear (WL) processing was considered by Picinbono and Chevalier in the context of mean square error estimation of complex-valued data [5] . In general, when data s and observation r are both improper and complex, widely linear estimation of s is given byŝ = wr + vr * , i.e., by superposition of linear estimates of observation r and its complex conjugate r * . In case of real-valued data and complex-valued observation, it is known that v = w * and thereforeŝ = 2 {wr}, i.e., the estimation is given by the real part of the output of a linear estimator [5] .
It is expected that calculating w by optimizing a metric based on {wr} provides additional degrees of freedom compared to optimizing a metric based on wr. In other words, with fewer restrictions placed on the imaginary part of the output, {wr}, WL processing is expected to be capable of providing additional degrees of freedom (DoF) for increased throughput by enabling an increase in the number of users or for increased reliability.
Revisiting the system model introduced in Section II, the widely linear symbol decision can be made as [36] , [41] 
where the superscript R denotes the real part, i.e., x R = {x}. Since y R k is considered in calculating the receive filter or the transmit precoder rather than y k , the processing is considered as being widely linear rather than linear.
A. WL Maximum Ratio Transmission Precoding
Maximum ratio transmission (MRT) or matched filtering is the transmit counterpart of maximum ratio combining at the receiver [17] . MRT intends to maximize the received signal to noise ratio by matching the transmit precoding vector of each user to its channel. Since MRT does not consider cochannel interference, it may only perform close to optimally in noise-limited channels and in single-user communications. Considering widely linear processing, the SNR at the kth user, 1 ≤ k ≤ K, can be defined as the ratio of the power of the real part of the desired signal at receiver k to the power of the real part of the post-processing noise, i.e.,
(12) Then the MRT precoding problem can be formulated by maximizing the SNR at the receiver subject to a constraint on the transmit power as
In (13), τ k , the power constraint on the transmitted signal to user k, should satisfy
where τ is the total transmit power constraint. To calculate the values of τ k s, a power allocation strategy such as equal power allocation or sum rate maximizing water-filling power allocation can be employed [26] . Using the Cauchy-Schwarz inequality we have
where 
using the constraint (13b). Therefore, the solution to the WL MRT problem is
or in matrix form
where (17) is identical to MRT with linear processing in the broadcast channel [42] . In other words, widely linear processing has no advantage compared to linear processing when the transmitter uses MRT to transmit onedimensionally modulated signals.
B. WL Zero-Forcing Precoding
Next, we consider zero-forcing (ZF) precoding also known as channel inversion [17] . In zero-forcing, it is assumed that the received signals are interference free, i.e., the received signal at receiver k is free of interference caused by the signal transmitted to user j ∈ {1, . . . , K}/{k}. In other words, zero interference imposes the following constraint on the precoding matrix:
where non-negative real-valued diagonal matrix
Imposing this constraint results in σ 2 s k λ k as the average power of the received signal at receiver k. Since ZF precoding only considers the effect of interference but not noise, it may only perform close to optimally in interference-limited channels. From (18) it can be seen that ZF not only forces interference to be zero, but also it makes the power received by each user to be fixed (and not necessarily equal).
When the transmitter sends one-dimensionally modulated signals to the users and estimation of the received signal is performed only over the real part of the received signal (11), widely linear processing can be employed which results in relaxing (18) to
Thus, as an extension to linear ZF precoding [17] , widely linear zero-forcing precoding is formulated by minimizing the total transmit power subject to the interference-free constraint of (19) as
To solve this problem we first rewrite it in the following form:
where e k is the kth standard basis vector in K-dimensional Euclidean space and H was introduced in Section IV-A.
Accordingly, the Lagrangian is given by
where μ μ μ k , 1 ≤ k ≤ K, are the nonnegative Lagrange multipliers. Using Wirtinger calculus [43] - [45] to take the derivative of the Lagrangian (22) with respect to the complex-valued precoding vectors u k , 1 ≤ k ≤ K, and writing the KKT conditions 2 results in the following equations for the stationary points of (21):
where (23a) is the stationarity condition and (23b) is a primal feasibility condition [46] . From (23a), and for 1 ≤ k ≤ K
Substituting (24) into (23b) yields the corresponding Lagrange multipliers
Using (25) in (24) and concatenating the obtained ZF precoding vectors to form a matrix, the widely linear ZF precoder is obtained as
Widely linear ZF precoding suffers from the lack of a constraint on the transmit power at the expense of a fixed received power, which makes the total transmit power depend on the channel characteristics. To overcome this shortcoming of WL-ZF, a simple heuristic approach is to introduce a scaling factor γ to normalize U and constrain the total transmit power to τ [17] . In other words, setting
(27) Using the scaling factor (27) to normalize U ZF of (26), results in the normalized WL-ZF precoding matrix
It should be remarked that in general, using this approach or other power allocation approaches such as water-filling results in diagonal matrix {WHU} not being necessarily equal to Λ Λ Λ as required by (19) . In other words, imposing a constraint on the transmit power, e.g., by using regularization factor of (27), 2 Employing
would not necessarily be compatible with the receive power constraint imposed by (19) . Although, transmit power allocation may distort the receive power constraint, it would not distort the interference-free transmission inherent to ZF precoding.
C. WL Minimum Mean Square Error Precoding
In this section, we consider minimizing the sum of mean square errors (MSE) of users by constraining the transmit power. Using the estimateŝ = {y}, the sum MSE between the estimated signals and the desired signals can be written as
where the factor 1/2 stems from considering the real part of a complex noise, i.e., becauseŝ = {y}. Unfortunately, a similar Wirtinger calculus approach of Section IV-B results in U and U * of WL-MMSE being coupled in such a way that a closedform or a semi closed-form solution would not be possible to obtain.
Widely linear minimum mean square error (MMSE) precoding is optimized using complex augmentation [14] which is equivalent to the following two bijective transformations from the complex field to the real field:
Using these transformations the sum MSE in (29) can be equivalently expressed as
The total transmit power (3) can also be rewritten as
Having the MSE (31) and the transmit power (32), in a fashion similar to the linear MMSE precoder [17] , the widely linear MMSE precoder for the broadcast channel is obtained by solving
It should be noted that (33b) is not necessarily an active constraint [47] .
The Lagrangian function corresponding to the optimization problem (33) is where μ is the non-negative Lagrange multiplier. Therefore, the Lagrange dual function of (33) is g(μ) = minŪ L(Ū, μ), and hence the corresponding dual problem is
Inherently, the dual problem is a convex optimization problem with respect to μ. To solve the dual problem, similar to [48] - [50] , we take a dual ascent approach which minimizes the Lagrangian (34) and maximizes the dual function alternatingly. Using typical matrix derivative properties, available for example in Appendix E. of [51] , the gradient of the Lagrangian (34) with respect toŪ is
By setting (36) to zero, the minimizer could be obtained as
where the second equality is the result of the matrix inversion lemma [51] , i.e., (A + XRY)
, it is obvious that K ≤ 2M , otherwise the channels would not be linearly independent 3 . Similar to [50] , the dual ascent algorithm summarized in Table II is proposed to solve the WL-MMSE precoding problem. To maximize the dual function, in each iteration of the proposed algorithm the Lagrange multiplier μ is updated in a way that it moves in the direction of its steepest ascent, or derivative, as
where [·] + = max{0, ·}, l denotes the iteration number, and δ l μ indicates the sequence of positive scalar step sizes for μ [49] , [50] .
It should be remarked that, besides the dual ascent approach, an alternative approach to address the WL-MMSE precoding problem is from the perspective of regularized zero-forcing [18] . In this approach, similar to (37), the precoding matrix is written asŪ
When μ approaches zero, the precoding matrixŪ approaches H T (H H T ) −1 or by using the inverse of transformations of 3 Linearly dependent channels indicate a degraded broadcast channel.
In other words, μ is a regularization factor of zero-forcing precoding and hence the name regularized zero-forcing. When μ approaches infinity,Ū approachesH T or by using the inverse of transformation (30b), U approaches H H . Similar to [18] and also receive MMSE beamforming, regularization factor can be set as the inverse of SNR which can be defined as γ = τ K σ 2 z /2 , assuming that R z = σ 2 z I K , i.e., equal noise variance for all users. This would result in the following WL regularized zero-forcing or WL-MMSE precoding matrix:
In this scenario, when SNR increases and the channel becomes interference-limited, the precoding matrix approaches that of zero-forcing and when SNR decrease and the channel becomes noise-limted, the precoding matrix approaches that of MRT.
D. WL Maximum Signal to Leakage and Noise Ratio Precoding
So far, we have developed widely linear MRT, ZF, and MMSE precoding. Similar to linear MRT, ZF, and MMSE precoders (excluding the regularized zero-forcing approach) [17] , it can be seen that their widely linear counterparts also do not consider the effect of receiver's additive noise in calculating the precoding vectors. A conventional performance criterion in communication systems which also reflects the effect of additive noise is the signal to interference and noise ratio (SINR). However, finding precoding vectors by maximizing SINR of each user is a prohibitively complex problem and does not lead to a closed-form solution [52] , [53] . On the other hand, signal to leakage and noise ratio (SLNR) is a metric that not only considers the effect of noise but also its maximization results in a closed-form solution for the precoding vectors [20] . In a broadcast channel with linear precoding, the power of the leakage of user k, 1 ≤ k ≤ K, is defined as the expected total power of the signal transmitted to user k that is leaked to other users' receivers, i.e.,
H and h j s were introduced in Section IV-A. Consequently, the SLNR of user k is defined as the ratio between the expected power of the desired part of the received signal of that user and the combined expected noise and leakage powers [20] :
Considering one-dimensional modulation combined with widely linear processing, the SLNR expression can be revised to accommodate only the effective part of the powers on the Fig. 1 . Average symbol error rates of users for M = 4 transmit antennas and K = 4 users with 4-PAM modulation. The MRT, ZF, and MMSE iterative precoding methods are given [17] , MMSE precoding is given in [18] , and MSLNR precoding is given in [20] .
V. NUMERICAL RESULTS

A. WL Precoding
We consider a multiple-input single-output broadcast channel (BC) with a 4-antenna transmitter and four single-antenna users. The transmitter is assumed to send independent 4-PAM signals to the users simultaneously and at the same carrier frequency. The channel gains are assumed to be quasi static and follow a Rayleigh distribution with unit variance. In other words, each element of the channel is generated as a zero-mean and unitvariance i.i.d. CSCG random variable. Since our focus is on comparing transmit precoding methods rather than on the effects of channel estimation, we assume that perfect CSI of all channels is available at the transmitter [18] , [20] . At the receiver, an i.i.d. Gaussian noise is added to the received signal. All simulations are performed over 10,000 different channel realizations and at each channel realization a block of 1,000 symbols is transmitted to each user. The above set up is used for all of the following simulations unless indicated otherwise. Fig. 1 compares the average symbol error rates of linear MRT, ZF, MMSE, iterative MMSE, and MSLNR precoding and their widely linear counterparts. As is expected, all the proposed widely linear precoding methods substantially outperform their linear counterparts. Moreover, it can be seen that the best performances are achieved by WL-MMSE, WL-ZF, and WL-MSLNR. Maximum ratio transmission, which can be considered as both a linear and a widely linear processing technique, does not exhibit good performance in high SNRs, as expected. Similar to iterative MMSE [17] , as SNR increases, iterative WL-MMSE quickly reaches an error floor and does not show a promising performance. Compared to MMSE, WL-MMSE shows a gain of about 9.2 dB at the error probability of 8.25 × 10 −3 , which demonstrates substantial performance improvement of WL processing compared to that of linear processing. It is known that the high SNR and low SNR performances of the investigated linear precoding methods are different [17] . At higher SNRs, the best performance is achieved from top to bottom by MMSE, ZF, MSLNR, iterative MMSE, and MRT. These results are consistent with the results obtained in [17] . In a similar fashion, if widely linear methods are compared to one another, at higher SNRs from best to worst the order of performance is WL-MMSE, WL-ZF, WL-MSLNR, iterative WL-MMSE, and MRT. An interesting remark on these comparisons is that widely linear processing substantially benefits MSLNR precoding. Linear MSLNR precoding, which did not perform well in this simulation setting, is significantly improved by using widely linear processing which indicates the importance of availability of additional degrees of freedom in design of MSLNR precoder.
In Fig. 1 , it was shown that WL precoding of 1D modulated signals outperforms linear precoding of 1D modulated signals. It would also be instructive to compare the performance of WL precoding of 1D modulated signals with that of linear precoding of two-dimensionally modulated signals. Fig. 2 depicts the system throughput (expected sum rate) of four users with 4-PAM modulation employing the proposed WL precoding methods and the system throughput of two users with 16-QAM modulation employing linear precoding methods. Generally in link level simulations, user throughput is computed by considering the number of successfully decoded bits of the transport block of the user [55] . Since we do not employ channel coding and parity checks, transport block size only depends on the modulation order of each user and consequently system throughput depends on the number of users and their modulation order. By assuming gray mapping between information bits and modulated symbols and that one modulated symbol is transmitted per channel use, user throughput is computed numerically using the ratio of the number of successfully estimated bits to the number of transmitted bits multiplied by the modulation order of the user (number of bits per modulated symbol). Consequently, system throughput is the summation of users' throughput, assuming concurrent transmission to users. Theoretically, four users with 4-PAM modulation and two users with 16-QAM modulation, both achieve a maximum sum rate of 8 bits/channel use. Therefore, it is very interesting to observe that WL-ZF and WL-MMSE precoding of four 4-PAM modulated users effectively exploit the relaxed orthogonality and outperform ZF and MMSE precoding of two 16-QAM modulated users. Widely linear MSLNR precoding also outperforms both linear ZF and MMSE precoding, at all simulated SNRs. The fact that iterative WL-MMSE seems to be unable to achieve the system throughput of 8 bits/channel use is also consistent with our findings in Fig. 1 which exhibits the error floor of iterative WL-MMSE precoding.
For a more comprehensive study, we also present Fig. 3 which depicts the system throughput of linear precoding of four users with 4-PAM modulation and ZF and MMSE precoding of two users with 16-QAM modulation. At higher simulated SNRs, the system throughput achieved by MMSE and ZF precoding of two 16-QAM modulated users is higher than that of any other combination of modulation and precoding. At lower simulated SNRs, the system throughput of MMSE precoding of four 4-PAM modulated users is higher than that of any other combination of the investigated modulation and precoding. This can be explained by better performance of a lower order modulation such as 4-PAM, compared to a higher order modulation such as 16-QAM in a noise-limited communication scenario. As expected from Fig. 1 , MRT, iterative MMSE, and MSLNR precoding methods do not perform as well as other precoding methods. By comparing Figs. 2 and 3 , it becomes clear that, at all SNRs simulated, the proposed widely linear precoding methods achieve higher throughput compared to their linear counterparts.
B. User Selection
In this section, we evaluate the performance of the proposed SUSOM algorithm of Table I . In Fig. 4 , the performance of SUSOM is compared to that of the SUS algorithm of [26] and the GUS algorithm of [35] , for M = 2, 8, 16 transmit antennas when one receive antenna is employed at each user. Each curve is averaged over 1,000 different channel realizations. It can be observed in Fig. 4 that as the number of available users increases, the number of selected users for all three algorithms increases. As can be seen, the SUS algorithm could select at most M users for all three cases of M = 2, 8, 16 transmit antennas when K is large enough. On the other hand, the proposed SUSOM algorithm can select up to at most 2M users, i.e., twice of that of the SUS algorithm. The GUS algorithm is also expected to saturate at 2M users. Although it becomes clear from Fig. 4 that a major drawback of the GUS algorithm is its slow saturation rate as the number of available users increases. Another disadvantage of the GUS algorithm, as can be seen in Fig. 4 , is its slow increase in the number of selected users as the number of antennas increases. This indicates that the GUS algorithm does not always find the best set of users compared to SUSOM, despite the fact that it can potentially select more users than SUS for instance when M = 2. It is interesting to observe that even before saturation, SUSOM outperforms both GUS and SUS. For example, when M = 8 and there are 20 users available, the average number of selected users is 14.59 with SUSOM, 4.4 with GUS, and 7.86 with SUS. Fig. 5 compares the average symbol error rates of MRT, MSLNR, WL-ZF, WL-MMSE, iterative WL-MMSE, and WL-MSLNR precoding when the SUSOM algorithm is employed. It is assumed that at first the SUSOM algorithm selects a set of users out of K T = 100 available users and then the transmitter broadcasts information to the selected users using the above precoding methods. From Fig. 4 it is known that using the SUSOM algorithm the average number of selected users is 7.96 when K T = 100, i.e., more than the number of transmit antennas (system is overloaded). Therefore, we do not perform linear ZF, MMSE, and iterative MMSE for these cases, since they are not designed to work on overloaded systems in their presented form. We also do not display the error probabilities of the above precoding methods combined with GUS and SUS algorithms, since GUS and SUS algorithms select different num- The MMSE precoding is given in [18] , the SUS algorithm is given in [26] , and the GUS algorithm is given in [35] .
bers of users compared to SUSOM, and therefore comparing the error probabilities in such a case would not bear a meaningful interpretation. However, if we compare Fig. 5 and Fig. 1 , it can be observed that the SUSOM algorithm not only selects more users than that in Fig. 1 , but also all the investigated precoding methods under SUSOM achieve a better symbol error rate compared to those of Fig. 1 .
As observed in Fig. 5 , since the error probability alone is not a good indicator of the performance when there are different numbers of users in the system, Fig. 6 is provided to gain more insight into the relative performances of the user selection algorithms. In Fig. 6 , the system throughput of 4-PAM modulated users for combinations of SUS with MMSE, SUS with WL-MMSE, GUS with WL-MMSE, and SUSOM with WL-MMSE are presented. In addition, the system throughput of 16-QAM modulated users with SUS algorithm and MMSE precoding is also plotted for comparison. As can be seen, at all simulated SNRs, the combination of SUSOM with 4-PAM and WL-MMSE achieves the highest throughput. It can be seen in Fig. 6 that as SNR increases, the achievable throughput approaches limits determined by the average numbers of selected users and the order of modulation. For this example, at higher SNRs the achievable throughput of both SUSOM with 4-PAM and SUS with 16-QAM are 16 bits/channel use.
VI. CONCLUSION
In this paper, we proposed a widely linear (WL) transmit precoding design for one-dimensionally modulated signals in a standard broadcast communication channel. Closed-form solutions for the precoders of the WL-MRT and the WL-ZF were obtained by using complex-domain analysis and closed-form solutions of WL-MMSE and WL-MSLNR were obtained by analysis of the composite real representation. It was shown that WL-ZF and WL-MMMSE precoders can properly operate even if the number of users is twice as large as the number of transmit antennas, as opposed to linear ZF and MMSE precoders which can only support as many users as the number of transmit antennas. We also developed a user selection algorithm, compatible with widely linear precoding, that can select twice as many users as the number of transmit antennas. It has been shown that WL precoding outperforms linear precoding. Moreover, it has been shown that widely linear precoding in conjunction with the proposed semi-orthogonal user selection algorithm for one-dimensional modulation (SUSOM) also outperforms linear precoding in conjunction with semi-orthogonal user selection algorithm (SUS). In summary, higher throughput may be achieved and the number of users can be increased in a multiuser communication system by using widely linear processing of one-dimensionally modulated signals compared to linear processing of both one-dimensionally and two-dimensionally modulated signals.
APPENDIX PROOF OF CLAIM 1
Let us consider the following transformation from the complex field to the real field:
Then, it is obvious that
If we define the K × 2M matrixH as
then we have the following lemma: ). In other words,h kh T j = 0, 1 ≤ j = k ≤ K, i.e., the channels are mutually orthogonal. On the other hand, h k 2 = 0 with probability one and if the channels are mutually orthogonal thenh kh T j = 0, 1 ≤ j = k ≤ K, which results inHH T being a full rank diagonal matrix.
On the other hand, it is known that rank(HH T ) = rank(H) ≤ min(K, 2M ) ≤ 2M . Therefore, the maximum number of mutually orthogonal channels is K = 2M .
