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iAbstract
Core-collapse supernova is the explosion triggered by a massive star at the end of
its stellar evolution. Core-collapse supernova plays important roles in evolution of
galaxies such as fusion reacter of heavy elements and heating source of interstellar
gas. It may be associated with a gamma-ray burst. Although the explosion mecha-
nism for core-collapse supernova is veiled in mystery, it should explain an aspherical
explosion observed and formation of a pulsar which has the magnetic eld inclined
to its rotation axis. I discuss 3D magnetohydrodynamical eects in core-collapse
supernova based on world rst 3D magnetohydrodynamical simulations.
In our 3D MHD simulations, the progenitor model is constructed from the
15 M model of the stellar evolution simulation. The simulations employed a simple
empirical equation of state in which the pressure of degenerate gas is approximated
by piecewise polytropes. We succeed in covering the progenitor of which core radius
is 1700 km, while resolving the proto neutron star (PNS) formed at the center with
x = 410 m, by employing xed mesh renement. Initial magnetic elds are
assumed to be inclined with the axis of the progenitor. The magnetic elds are
stretched by the collapse of the progenitor to have a split monopole conguration.
After the formation of PNS, it is twisted to form torus-shape multi-layers in which
the azimuthal component changes alternately. The twisted magnetic elds launch
MHD jets along the initial rotation axis. The time lag is proportional to Alfven
transit time and hence longer when the initial magnetic eld is weaker. The time
lag is shortened by inclination of magnetic eld.
After the performance of the simulations mentioned above, we have developed
another 3D simulation code to achieve higher resolution and longer duration. The
new code takes account of a current standard equation of state and employs a
leakage scheme to evaluate neutrino emission. I present some numerical tests to
prove the performance.
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Chapter 1
INTRODUCTION
Supernovae are the astronomical phenomena which appear to be very luminous new
stars. More than a hundred supernovae are observed every year in the last decade
(Fig. 1.1). They are classied into Type Ia, Ib/c, and II supernovae according
to their spectra. The absolute magnitude of supernovae ranges  20   17, and
the peak luminosity is as high as that of a galaxy composed of more than 10
billion stars. Type Ib/c and II supernovae are one magnitude fainter than Type
Ia supernovae. Type Ia supernovae are triggered by C-burning in binaries. On the
other hand, Type Ib/c and II supernovae are triggered by gravitational collapses of
massive stars (> 11M), and therefore they are named core-collapse supernovae.
Despite extensive studies more than four decades, the explosion mechanism of core-
collapse supernovae has not been identied yet. This chapter summarizes possible
explosion mechanisms for core-collapse supernovae based on the review papers
(Burrows, 2000; Woosley et al., 2002; Mezzacappa, 2005). Chapter 2 (Mikami et
al., 2008) describes our 3D magnetohydrodynamical (MHD) simulations of core
collapse supernovae. Chapter 3 describes development of new 3D MHD simulation
code for core collapse supernova.
A general scenario of core-collapse supernovae is summarized in x1.1. Recent
renements of the spherical model are summarized in x1.2. Multidimensional ef-
fects of uid instabilities and magnetic eld are summarized in x1.3 and x1.4,
respectively.
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Figure 1.1 The number of supernovae observed each year. The red and green lines
denote the number of Type Ia and unclassied supernovae observed, respectively.
Similarly, the blue line denotes that of Type Ib/c and II supernovae. This dia-
gram is based on the list published by the International Supernova Network and
Astronomy Section of the Rochester Academy of Sciences.
1.1 Explosion Mechanism of Core-Collapse Su-
pernovae
The scenario of core-collapse supernovae begins with the death of a massive star.
The massive star resulting in core-collapse supernova experiences various thermo-
nuclear burnings (CNO cycle, triple-alpha reaction, Carbon burning, Ne burning,
O burning, and Si burning) during stellar evolution (Table 1.1). The nuclear burn-
ings form an onion-like structure of which core consists almost entirely of iron and
supports itself by electron degeneracy pressure. When the core density exceeds
a critical one ( 109:5 g cm 3), the gravitational collapse is triggered either by
photodisintegration of iron core or by electron capture (the top two panels of Fig.
1.2). Both the processes reduce the pressure and the gravity overwhelms it. As
the density increases, electron capture by free protons and heavy nuclei proceeds
further and the core collapse is accelerated. Moreover, the electron capture pro-
duces electron neutrinos to stream out. When the central density reaches 1011 12 g
cm 3, the electron neutrinos are trapped by scattering on baryons and absorption
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Table 1.1. Evolution of a 15 M star (Woosley & Janka, 2005, Table 1).
Process Time Scale Fuel Ash T (1) (2) L(3)
Triple-alpha reaction 2.0 My He C,O 0.18 1390 4.4
Carbon burning 2000 y C Ne, Mg 0.81 2:8 105 7.2
Neon burning 0.7 y Ne O, Mg 1.6 1:2 107 7.5
Oxygen burning 2.6 y O, Mg Si, S, 1.9 8:8 106 7.5
Ar, Ca
Silicon burning 18 d Si, S, Fe, Ni, 3.3 4:8 107 7.5
Ar, Ca Cr, Ti, ...
Iron core collapse  1 s Fe, Ni, Neutron star > 7:1 > 7:3 109 7.5
Cr, Ti, ...
(1)T : Temperature (109 K)
(2) : Density (g cm 3)
(3)L : Luminosity (104 L)
on neutrons. The boundary of the region within which neutrinos are trapped is
called neutrino photosphere, or simply neutrino sphere. The neutrino trapping de-
creases the electron capture rate but cannot decelerate the gravitational collapse.
When the central density reaches nuclear matter one ( 1014 g cm 3), the pressure
increases dramatically by the degeneracy of neutrons. Then the inner core becomes
sti and the collapse is decelerated to bounce. The bounce forms a hot proto neu-
tron star (PNS) and launches an outgoing shock wave called prompt shock (the
middle two panels of Fig. 1.2). The hot PNS cools down by emitting electron,
mu and tau neutrinos. Although the prompt shock propagates radially outward at
the sound speed, it stalls due to photodisintegration of heavy nuclei and copious
neutrino losses in a current standard model. It is believed that some unknown
mechanisms revive the shock for a successful explosion.
The following subsections are devoted to possible solutions for the successful
explosion.
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Figure 1.2 The schematic illustration of the events in the collapse of a stellar core
to a isolated neutron star. This illustration is adopted as Figure 1 by Burrows
(2000). The top panel shows a massive star with an onion-like structure and iron
core implosion, while the middle panel does prompt shock propagation and proto
neutron star formation. The bottom panel shows an isolated neutron star after
explosion.
1.2 Micro Physics
1.2.1 Neutrino Transport
The formation of PNS releases gravitational binding energy estimated to be
GM2NS
RNS
 5:9 1053
 
MNS
1:5 M
!2 
RNS
10 km
 1
erg; (1.1)
where MNS and RNS denote the mass and radius of PNS, respectively. This is
100 times larger than the kinetic energy release by a typical supernova explosion
1.2. MICRO PHYSICS 5
Figure 1.3 The explosion model of Colgate & White (1966). Mass fraction prole in
10 M supernova is shown as a function of time. The solid curves denote iso mass
fraction of envelope, while the dashed line shows prompt shock wave. Although
the prompt shock reaches the outer portion of the star at 300 ms later after core
bounce, this is due to overestimated neutrino deposition. The diagram is taken
from Colgate & White (1966, Fig. 26).
( 1051 erg). Most of the energy released by the PNS formation is emitted through
neutrinos within a second.
Colgate & White (1966) performed the pioneering numerical simulations by
taking account of the neutrino transport (Fig. 1.3). In their simulations, the
prompt shock reached the outer shell of r = 4000 km without stalling (Fig. 1.3).
However, the neutrino deposition was much higher in their simulations than in the
current standard ones. This is mainly because they used a crude approximation
on the neutrino transport. It is thought that the prompt shock stalls once if we
take account the neutrino transport properly.
Bethe & Wilson (1985) proposed another scenario named delayed explosion
afterwards. In their scenario, the stalled shock was revived by the absorption
of neutrinos, of which amount is only about 0.1 % of the total neutrino loss (Fig.
1.4). This delayed explosion scenario is also denied by recent 1D simulations which
employ sophisticated neutrino transport and a realistic EOS. Only when the pro-
genitor mass is as small as 8.8 M current 1D simulations reproduce a successful
(but weak) explosion (Kitaura et al., 2006).
6 CHAPTER 1. INTRODUCTION
Figure 1.4 The revival of stalled shock (Bethe & Wilson, 1985, Fig. 2). Contour
lines shows trajectories of various mass points. The ordinate denotes radius r in
cm, while the abscissa does time from collapse in s. The lower dashed curve shows
the position of neutrino sphere, while the upper one does the shock. The shock is
revived by radiation pressure at t = 0:48 s after core bounce.
Thus far, four major diusion approximations have been developed to handle
the neutrino transport.
The rst and simplest approximation is leakage scheme (van Riper & Lat-
timer, 1981). The leakage scheme is based on the diusion approximation and
estimates the neutrino emission from the timescale for neutrino to escape. The
escape timescale (t) is evaluated to be
t =
r
c
 
1 +
br

!
(1.2)
where c and r denote the speed of light and the thickness of the shell under
consideration, respectively. The symbols,  and b, denote the mean free path and
the geometrical factor, respectively. The leakage scheme cannot take account of
neutrino heating of outer layers, since the neutrino absorption is not taken into
account. Although it is crude, it can reproduce the stagnation of prompt shock
qualitatively.
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The second approximation is two-uid approximation (Hillebrandt et al., 1984)
in which mater and neutrinos are treated separately and assumed to have dierent
temperatures. The neutrino transport is handled by ux limited diusion approx-
imation (see, e.g., Mihalas & Mihalas, 1984, p. 457, for the ux limited diusion).
The third approximation is a multigroup ux-limited diusion (MGFLD) scheme
(Arnett, 1977). MGFLD scheme separates neutrinos into groups according to their
energies. The transport of each group is handled by the ux limited diusion.
This approximation takes account of the fact that the mean free path is shorter
for higher energy neutrinos. Furthermore, the variable Eddington factor (see, e.g.,
Mihalas & Mihalas, 1984, p. 316) is taken into account in the fourth approximation
named multigroup variable Eddington factor (MGVEF, Burrows et al., 2000). The
variable Eddington factor improves the neutrino transport near the photosphere.
Less approximate neutrino transport is computed by taking account of the
momentum distribution. The radiative transfer equation is solved by the nite
dierence method in recent 1D simulations (Sumiyoshi et al., 2005). The moment
equation, in which the dependent variables are neutrino number, energy and mo-
mentum, is solved by `ray-by-ray' approximation in some recent 2D simulations
(e.g., Marek & Janka, 2009). These less approximate treatments demand much
computation time and are not employed in most of multi-dimensional simulations.
1.2.2 Equation of State
Equation of state has a signicant eects on the shock formation and propagation,
since it aects properties of PNS and neutrino sphere. Recent studied EOS are
categorized into two groups by their approaches.
The rst group is known as compressible liquid drop models. The compressible
liquid drop models are based on the assumption that the energy per particle is
expressed in terms of the neutron to proton ratio and compressibility of the matter,
and hence it is appropriate for sub-nuclear densities. In the compressible liquid
models, L&S EOS (Lattimer & Swesty, 1991) is used in many recent simulations.
It includes the eect of interactions and degeneracy of the nucleons outside nuclei.
The second group is known as phenomenological models. The phenomenolog-
ical models use a parameterized nucleon-nucleon interaction potential of which
parameter are adjusted to reproduce observables such as ground state properties
of nuclei, symmetric nuclear matter at saturation, neutron star mass and radii, etc.
Therefore the phenomenological models are capable of describing sub- and super-
nuclear density matter. Among the phenomenological models, Shen EOS (Shen
et al., 1998) and Wol EOS (Hillebrandt et al., 1984) are based on the relativis-
8 CHAPTER 1. INTRODUCTION
tic and non-relativistic mean eld theories with a local densities approximation,
respectively. Shen EOS is used in recent MHD simulations performed in Japan.
Shen et al. (1998) assumes that the Lagrangian is expressed as
LRMF =  [i@  M   g   g!!   gaa] (1.3)
+
1
2
@@
   1
2
m2
2   1
3
g2
3   1
4
g3
4
 1
4
WW
 +
1
2
m2!!!
 +
1
4
c3 (!!
)2
 1
4
RaR
a +
1
2
m2
a

a:
where  denotes a SU(2) baryon eld of mass M . The symbols, , !; and a,
denote , !, and  meson elds with masses m, m!, and m, respectively. The
symbols,W  and Ra , denote the antisymmetric eld tensors for ! and a. The
constants, g, g!, and g, are the coupling constants for the interactions between
mesons and nucleons. The coecients g2 and g3 are the self-coupling constants for
 meson eld, while c3 is the self-coupling constants for ! meson eld. Shen et
al. (1998) treat the meson masses, the coupling constants, and the self-coupling
constants as parameters.
These EOSs dier in the value of the adiabatic index around and above the
phase transition to homogeneous nuclear matter; Shen EOS is stier than L&S
EOS. The softest L&S EOS leads to the most compact proto neutron star and
hottest neutrino sphere. Hence, the post-burst  luminosities and mean energies
are highest in the simulations adopting L&S EOS, although the peak e luminosity
is higher in the simulations adopting the sti Wol EOS (Janka et al., 2005, Fig.
1.5). While the shock formation radius is hardly aected by the stiness of EOS,
the shock stagnation radius is smaller when softer EOS is applied (Sumiyoshi et
al., 2005, Fig. 1.6). Dierences between EOSs leads to quantitative changes in the
supernova models.
1.3 Fluid Instabilities
Recent 3D simulations suggest possibilities that uid instabilities enhance initially
minor asymmetries to revive the prompt shock. Thus far, several types of insta-
bilities have been proposed as the candidate explosion mechanism. They include
convection and standing accretion shock instability (SASI).
Convection takes place behind neutrino sphere (Smarr et al., 1981) and behind
the prompt shock (Buras et al., 2003). The former is due to negative lepton
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Figure 1.5 Dierence of neutrino luminosities due to EOSs (Janka et al., 2005, Fig.
4). The left and right panels show prompt burst and postbounce luminosities, re-
spectively. The solid and dotted lines denote the luminosities of e, e, respectively,
while the dashed ones do the luminosities of heavy-lepton  and . The top and
bottom panels show comparisons for the simulations of the 15 M star with the
three dierent nuclear EOSs and the two dierent low-density EOSs. The stiness
of EOS leads to the signicant dierence of the neutrino luminosities.
gradient. Since convection transport energy eciently, it might heat up outer
layers to explode. However the heating is not ecient to revive the prompt shock.
A new type of hydrodynamical instability was proposed by Blondin et al. (2003).
Their 2D simulations demonstrated the prompt shock oscillating in the z-direction.
The oscillation is excited by wave reection between the shock front and PNS and
named stationary accretion shock instability (SASI). SASI excites non-spherical
oscillations and its growth rate is large for low ` modes, where ` denotes the
longitudinal wave number of the spherical harmonics, Y `m(; '). SASI aids the
neutrino driven explosion, if it may revive the prompt shock in the nonlinear growth
stage (Marek & Janka, 2009). It is pointed out Blondin & Mezzacappa (2007)
and Yamasaki & Foglizzo (2008) that the spiral mode of ` = m = 1 has a large
growth rate when PNS rotates. Figure 1.8 shows a 3D simulation by Blondin &
Mezzacappa (2007) in which the prompt shock is deformed by the spiral mode.
Table 1.2 summarizes 2D and 3D simulations of SASI. The detailed excitation
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Figure 1.6 The stagnation of shock for the simulations with Shen (thick) and L&S
(thin) EOSs (Sumiyoshi et al., 2005, Fig. 2). Each lines denote radial positions of
shock waves as a function of time after bounce. The left and right panels show the
evolution at early and late time. The prompt shock stall at 150 km within 100 ms,
and the dierence of shock radius is clearly after 600 ms.
mechanism of SASI is still under debate. Burrows et al. (2006) claim that g mode
oscillations of PNS are responsible for excitation of SASI (Fig. 1.10). SASI may
also accounts for pulsar kick, i.e., ejection of PNS from the progenitor at high speed
(see, e.g., Lyne & Lorimer, 1994 for pulsar kick). SASI may spin up PNS through
angular momentum transport (Blondin & Mezzacappa, 2007).
1.4 Magnetic Fields
Rotation and magnetic eld aect dynamics of PNS when they are strong. Fur-
thermore they couple each other and can lead to an asymmetric explosion through
synergy. The magnetic eld are amplied by fast proto neutron star rotation after
PNS formation, and its energy is released as bipolar jets Wheeler et al. (2002, Fig.
1.11). In the pioneer 2D MHD simulation (LeBlanc & Wilson, 1970), large shear-
ing motion produces an additional factor of 100 in the magnetic eld amplication.
The amplied eld launches the axial jet at a tenth second after bounce. Symbalisty
(1984) has performed 2D simulation with a more sophisticated EOS. He studied a
progenitor rotating very fast. When the initial magnetic eld is extremely strong,
the core looses the angular momentum through magnetic braking and collapses
deeper than in the model without magnetic eld. These early simulations assumed
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Figure 1.7 The evolution of the instability on a spherical standing accretion shock
(Blondin et al., 2003). The color denotes the relative entropy to the equilibrium
value. The red is higher than the equilibrium value, while blue is lower. The ` = 1
mode oscillation is excited by either small density perturbations in the infalling
material, weak pressure waves emanating from near the inner boundary, or small
random velocity uctions in the postshock ow.
extremely strong magnetic eld of 1013 G. It is much stronger than expected from
the theory of strong magnetic eld (Heger, Woosley, & Spruit, 2005). The resul-
tant magnetic eld of PNS is much stronger than a typical magnetic eld of pulsar,
though some neutron stars (magnetars) may have strong magnetic eld (Duncan &
Thompson, 1992). Thus, recent MHD simulations assume weaker initial magnetic
elds (Table 1.3). They study possibilities that initially weak magnetic elds are
amplied to aect the dynamics of explosion.
Recent MHD simulations incorporate EOS and neutrino transport in more so-
phisticated manners than early simulations. Also the spatial resolution has been
improved gradually.
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Triple point
Shock-shock
Accretion shock
PNS
SASI wave
Velocity
0.700
0.525
0.350
0.175
0.000
a b
Post-shock
flow
Supersonic
infall
Figure 1.8 The accretion ow induced by the spiral SASI wave. (Blondin & Mez-
zacappa, 2007, Fig. 2). The left diagram illustrates the shock structure and corre-
sponding post-shock accretion ow created by the m = 1 mode oscillation of SASI.
The ow vectors highlight two strong rotational ows (right panel). The ow in
the equatorial plane of the spiral mode drives accretion of angular momentum onto
the PNS.
Table 1.2. Summary of the recent simulations.
Author code EOS r=r (%)
Blondin et al. (2003) VH-1 adiabatic ( = 4=3) 1.0 a
Blondin & Mezzacappa (2007) VH-1 (3D) adiabatic ( = 4=3) 3.5
Iwakami et al. (2008) ZEUS-MP/2 (3D) Shen 1.2
Burrows et al. (2006) VULCAN/2D Shen 4.7 b
Marek & Janka (2009) PROMETHEUS-VERTEX Lattimer and Swesty 3 c
aTheir code resolves the radial distance from 0:1Rs to 2Rs with a grid of 300 zones.
bThe grid points of the radial and lateral direction are 162 and 121, respectively
cThe grid points of the radial and lateral direction are 400-850 and 128, respectively
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Figure 1.9 Random mode oscillation of SASI (Iwakami et al., 2008, Fig. 8). Iso
entropy surfaces and velocity vectors in the expansion shock. The average shock
radius reaches more than 500 km at t =; 350 ms.
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Figure 1.10 The evolution of a shock radius on the axis of symmetry (Burrows et
al., 2006, Fig. 5). The color denotes the Mach number. The g-mode oscillation is
amplied nonlinearly after 500 ms.
Figure 1.11 Schematic illustration of the LeBlanc & Wilson jet (the left panel) and
its eect on the surrounding star (the right panel), adopted from (Wheeler et al.,
2002, Fig. 1).
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Thus far, three types of amplication processes have proposed to generate ex-
tremely strong magnetic eld.
The rst process is compression by dynamical collapse. The eld amplication
is roughly
BPNS = Bi
ri
rPNS
(1.4)
where BPNS and Bi denote the magnetic eld of PNS and a progenitor core, respec-
tively. The symbols, rPNS and ri, denote the magnetic eld of PNS and progenitor
core, respectively. When rPNS = 10 km and ri = 1000 km, the gravitational collapse
amplies the magnetic eld by a factor of 104.
The second process is wind up of magnetic eld by rotation of PNS. The rotation
generates azimuthal eld from the radial one. Its amplication is derived from the
induction equation and is evaluated to be
@B
@t
= BPNSr
@

@r
; (1.5)
where B, BPNS, and 
 denote the azimuthal component of magnetic eld and an
angular velocity, respectively. This amplication increases the azimuthal compo-
nent constantly. The resultant eld strength is proportional to duration and the
angular velocity. Thus this is called linear amplication. When rotation period
of PNS is 1 ms, the magnetic eld is amplied hundred times in the rst 100
millisecond.
The third process is magneto-rotational instability (MRI). MRI is discovered in
a weakly magnetized and dierentially rotating disk by Balbus & Hawley (1991).
When the angular velocity decreases outward, the magnetized ow is unstable
against long wavelength perturbations which transfer angular momentum out-
wards. Short wavelength perturbations are stabilized by magnetic tension and
the critical wavelength is shorter for a stronger eld. MRI amplies weak mag-
netic eld exponentially. Akiyama et al. (2003) pointed out the role of MRI in
the core-collapse supernovae for the rst time. Figure 1.14 shows the expected
amplication factor by MRI. Their estimate is based on the following arguments.
The wavelength, max of the fastest growing MRI mode is approximately given by
max  2vA


(1.6)
where vA and 
 denote the Alfven and angular velocities, respectively. This wave-
length is estimated to be 104 cm for a typical pulsar, since the rotation is 10 ms
and the magnetic eld is 1012 G. This means that simulations of MRI requires
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Figure 1.12 The amplication of magnetic eld due to the large shear mo-
tions (LeBlanc & Wilson, 1970). In the left panel, contours of (R, Z)-shear,R j(r v) j dt, integrated from 2.5 to 2.65 s. Dashed curve contain within it
one-half of the stellar mass. In the right panel, ratio of magnetic eld energy
density to material pressure along the axis. The twisted magnetic eld dominates
around z = 70 km and produces the axial jet.
very high spatial resolution. The resolutions of the previous MHD simulations are
shown in Table 1.3. In recent global simulations, the resolution is  300 m at nest.
Therefore, the local simulation is required to study the MRI dynamics. The eect
of the magnetic elds amplied by MRI is discussed extensively by Burrows et al.
(2007). Although many 2D MHD simulations have demonstrated MHD jets, the
launching epoch and the foot point of MHD jet have not discussed in detail. More-
over, the 3D eects of core rotation and magnetic eld have not been examined in
the simulations.
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Figure 1.13 Formation of the strong jet along the rotation axis (Symbalisty, 1984,
Fig. 16). Velocity-vector prole in the model collapsing with initial extremely
strong magnetic elds. The solid lines denote iso density contour with units of 108
g cm 3. The rectangles denote radial velocities which exceed escape velocity, and
the mass of jets is 4 10 4 M.
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Figure 1.14 Saturation levels of magnetic eld (Akiyama et al., 2003, Fig. 14).
Comparison of velocities of sound (Cs), Keplerian rotation (vKep), model rotation
(r
), and the Alfven (vA) velocity for the saturation eld Bsat for the three ro-
tational proles. FH and MM mean the models whose initial velocity proles are
adopted in Fryer & Heger (2000) and Monchmeyer & Muller (1989), respectively.
The magnetic eld is amplied up to vA  r
 during 30 rotations.
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Chapter 2
3D MHD SIMULATIONS OF
CORE COLLAPSE
SUPERNOVA
2.1 OVERVIEW
We show three-dimensional magnetohydrodynamical simulations of core collapse
supernova in which the progenitor has magnetic elds inclined to the rotation axis.
The simulations employed a simple empirical equation of state in which the pressure
of degenerate gas is approximated by piecewise polytropes for simplicity. Neither
energy loss due to neutrino is taken into account for simplicity. The simulations
start from the stage of dynamical collapse of an iron core. The dynamical collapse
halts at t = 189 ms by the pressure of high density gas and a proto-neutron star
(PNS) forms. The evolution of PNS was followed about 40 milli-seconds in typical
models. When the initial rotation is mildly fast and the initial magnetic elds are
mildly strong, bipolar jets are launched from an upper atmosphere (r  60 km)
of the PNS. The jets are accelerated to  3 104 km s 1, which is comparable to
the escape velocity at the foot point. The jets are parallel to the initial rotation
axis. Before the launch of the jets, magnetic elds are twisted by rotation of
the PNS. The twisted magnetic elds form torus-shape multi-layers in which the
azimuthal component changes alternately. The formation of magnetic multi-layers
is due to the initial condition in which the magnetic elds are inclined with respect
to the rotation axis. The energy of the jet depends only weakly on the initial
magnetic eld assumed. When the initial magnetic elds are weaker, the time lag
21
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is longer between the PNS formation and jet ejection. It is also shown that the
time lag is related to the Alfven transit time. Although the nearly spherical prompt
shock propagates outward in our simulations, it is an artifact due to our simplied
equation of state and neglect of neutrino loss. The morphology of twisted magnetic
eld and associate jet ejection is, however, not aected by the simplication.
2.2 INTRODUCTION
Explosion mechanism of core collapse supernova has been an open question for more
than three decades. Numerical simulations have not succeeded in constructing a
convincing model of core collapse supernova, although they have been updated and
improved steadily. The problem is likely to be neither a simple numerical error
nor inaccuracy of neutrino transfer. It has been thought that multi-dimensional
eects play essential roles in the explosion (see, e.g., Burrows et al., 2007, and
the references therein). This is based on the fact that the spherical symmetric
model cannot reproduce explosion while it has been sophisticated to an extreme.
At the same time, observational evidences have been accumulated for inherent
non-spherical natures of core collapse supernova (see, e.g, Wang et al., 2002, 2003;
Hwang et al., 2004; Leonard et al., 2006).
Magnetic elds and rotation have been thought to be an agent to promote
global non-sphericity, although it can be produced without magnetic elds through
some other mechanisms proposed by Burrows et al. (2006), Blondin & Mezzacappa
(2007), and others. As shown by earlier numerical simulations, magnetic elds
twisted by rotation produces high velocity bipolar jets, if the initial magnetic eld
is relatively strong and initial rotation is fast. Since LeBlanc & Wilson (1970),
many magnetohydrodynamical simulations of core collapse supernovae have been
published (see, e.g, Yamada & Sawai, 2004; Ardeljan et al., 2004; Takiwaki et al.,
2004; Sawai et al., 2005; Moiseenko et al., 2006; Shibata et al., 2006; Obergaulinger,
Aloy & Muller, 2006a; Obergaulinger et al., 2006b; Burrows et al., 2007). However
all of them are two-dimensional and have assumed symmetry around the axis. The
symmetry excludes the possibility that magnetic elds are inclined to the rotation
axis, although pulsars are believed to have such magnetic elds.
In this paper we show three dimensional numerical simulations of core collapse
supernova. The initial magnetic eld is assumed to be inclined with respect to the
rotation axis. It is assumed to be stronger than expected from a standard evolu-
tionary model in part because a weak magnetic eld can have dynamical eects
only long afterward and in part because it can be strong enough in some circum-
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stances. Such a strong magnetic eld may be realized in progenitors of magnetars.
In a typical model of our simulations, a magnetic torus is formed around the PNS
and magnetohydrodynamical jets are launched along the initial rotation axis. It
is also shown that the toroidal component of the magnetic eld changes its sign
alternately in the magnetic torus. We also discuss the dependence on the initial
magnetic eld strength, the initial angular velocity, and initial inclination angle.
When the initial magnetic elds are weaker, the jets are launched at a later epoch.
The total energy of the jets depends only weakly on the initial magnetic elds.
In the following section, we summarize our basic model and numerical methods.
The results of numerical simulations are shown in x2.4. Discussions are given in
x2.5. Appendix is devoted to the numerical schemes that we have developed for
the numerical simulations.
2.3 MODEL AND METHODS OF COMPUTA-
TION
2.3.1 Basic Equations
As a model of core collapse supernova, we consider gravitational collapse of a
massive star with taking account of magnetic eld. The dynamics is described by
the Newtonian ideal magnetohydrodynamical (MHD) equations,
@
@t
+r  (v) = 0; (2.1)
@v
@t
+ (v r)v + 1

"
rP  
 rB
4
!
B
#
  g = 0; (2.2)
@B
@t
=r (v B) ; (2.3)
and
g =  r; (2.4)
where , P , v, B, g, and  denote the density, pressure, velocity, magnetic eld,
gravity, and gravitational potential, respectively. The gravitational potential, ,
is given by the Poisson equation,
 = 4G: (2.5)
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We used the equation of state of Takahara & Sato (1982) in which the pressure
is expressed as
P = Pc + Pt ; (2.6)
Pt = (t   1)"t ; (2.7)
and
Pc = Ki
 

i
!i
: (2.8)
The index, t, is taken to be 1.3. The coecients, Ki and i, are piecewise constant
in the interval of i 1 <   i. The values are given in Table 2.1. The internal
energy per unit mass is expressed as
" = "t +
Z 
0
Pc
2
d : (2.9)
Table 2.1 Model parameters for Pc. See Eq. 2.8.
i i (g cm
 3) Ki i
1 4:0 109 1:767 1027 4=3
2 1:0 1012 2:446 1030 1.31
3 2:8 1014 4:481 1033 4=3
4 1:0 1015 1:080 1035 2.5
Accordingly we have the equation of energy conservation,
@
@t
(E) +r  (Hv) = v  g ; (2.10)
where the specic energy (E) and specic enthalpy (H) are expressed as,
E =
v2
2
+
Z 
0
Pc
2
d+ "t +
B2
8
; (2.11)
and
H = E +
P

+
B2
8
; (2.12)
respectively.
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2.3.2 Numerical Grid
We solved the MHD equations and the Poisson equation simultaneously on a nested
grid. The nested grid covers a rectangular box of (3:39 103 km)3 with resolution
of x = 52:9 km. The central eighth volume is covered hierarchically with a ner
grid of which cell width is the half of the coarse grid. We overlapped rectangular
grids of 8 dierent resolutions and achieved very high resolution of x = 0:413 km
for the central cube of (26:0 km)3. The nest grid fully covers the PNS. Since the
nested grid has 643 cells at each level, the resolution is roughly proportional to
the radius from the center and approximately 4 % of the radius. This angular
resolution is comparable to that of recent two-dimensional simulations, since the
angular resolution is  = (=2)=30 = 5:24  10 2 in most of them and  =
(=2)=71 = 2:21  10 2 in Burrows et al. (2007). We call this hierarchically
arranged grids as the nested grid. All the physical quantities are evaluated at the
cell center except for the magnetic eld. The divergence-free staggered mesh of
Balsara (2001) and Balsara & Spicer (1999) is employed for the magnetic eld in
order to keep r B = 0 within a round-o error. This method is a variant of the
constrained transport approach of Evans & Hawley (1998), and is optimized for
the Godunov-type Riemann solver and hierarchical grids. The same type of nested
grid has been used for formation of protostars from a cloud core (Matsumoto &
Tomisaka, 2004).
The outer boundary condition is set at the sphere of which radius is r =
1:66 103 km. The density, pressure, velocity, and magnetic elds are xed at the
initial values outside the boundary.
2.3.3 Numerical Scheme
A Roe (1981)-type approximate Riemann solution is employed to solve the MHD
equations. It takes account of the cold pressure, Pc. Thus it is slightly dierent
from that of Cargo & Gallice (1997) which is designed to satisfy the property U of
Roe (1981) for an ideal gas. The details are given in Appendix.
We adopted supplementary numerical viscosity to care the carbuncle instability
since the Roe-type scheme is vulnerable. The supplementary viscosity has a large
value only near shocks. The detailed form of the viscosity is given in Hanawa et
al. (2008).
The source term in the equation of energy conservation, v  g, is evaluated
to be the inner product of the gravity and the average numerical mass ux. In
other words, we evaluated the mass ux, v, not at the cell center but on the cell
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surface. By the virtue of this evaluation, the source term vanishes when the mass
ux vanishes. Note that the mass ux evaluated at the cell center may not vanish
in a Roe type scheme even when the one evaluated on the cell surface vanishes. We
have found that PNS suers from serious spurious heating when the source term is
evaluated from the cell center density and velocity. The spurious heating expands
PNS to blow o eventually.
The Poisson equation was solved by the nested grid iteration (Matsumoto &
Hanawa, 2003) as in the simulations of proto star formation.
2.3.4 Initial Model
Our initial model was constructed from the density and temperature of the 15 M
model (Woosley et al., 2002). The initial density is increased 10 % articially to
initiate the dynamical collapse. Thus it is 0 = 6:8  109 g cm 3 at the center.
The initial specic thermal energy is calculated from the temperature assuming
that the matter is adiabatic gas. Their model assumes the spherical symmetry
and takes account of neither rotation nor magnetic eld. We have constructed our
initial model by adding a dipole magnetic eld and nearly solid rotation.
The initial magnetic eld is assumed to be0B@ BrB
B'
1CA = B0
0B@ cos   sin 
0
1CA (2.13)
in the central core of r  ra,
0B@ BrB
B'
1CA = B0
8
26666664
 
16  6r
ra
  2r
3
a
r3
!
cos 
 
 
16  9r
ra
+
r3a
r3
!
sin 
0
37777775 ; (2.14)
in the middle region of ra  r  2 ra, and0B@ BrB
B'
1CA = 15B0 r3a
8 r3
0B@ 2 cos sin 
0
1CA (2.15)
in the outer region of 2 ra  r, in the spherical coordinates, where ra = 846
km. Thus the initial magnetic eld is uniform inside r  ra, while it is dipolar
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outside r  ra. The uniform and dipole elds are connected without kink so that
the magnetic tension force is nite. The electric current density is uniform in the
transition region of ra  r < 2 ra in this magnetic conguration.
The initial rotation velocity is expressed to be
v0 = 
(r) (e
  r) ; (2.16)
where

 (r) =

0 a
2
r2 + a2
; (2.17)
e
 =
0B@ 0  sin 

cos 

1CA ; (2.18)
and
r =
0B@ xy
z
1CA ; (2.19)
in the Cartesian coordinates. The rotation axis is inclined by 
 from the z-axis,
i.e., from the magnetic axis.
The initial central magnetic eld is set in the range of 1:7  1011 G  B0 
2:0 1012 G except in model R0B0. The initial angular velocity is set in the range
of 0:31 s 1  
0  1:21 s 1 except in model R0B0. The models computed are
summarized in Table 2.2.
The assumed initial magnetic eld is stronger than those evaluated by Heger,
Woosley, & Spruit (2005). Our choice is based on the constraint that our three-
dimensional numerical simulations can follow only several tens milliseconds after
the bounce. When the initial magnetic eld is weak, it cannot have any dynamical
eects on a relatively short timescale even if it is amplied through collapse and
rotation. Thus we have assumed rather strong initial magnetic eld, which can be
realized in some progenitors.
2.4 RESULTS
2.4.1 Non-rotating Non-magnetized Model
First we show model R0B0 having no magnetic eld and no rotation as a test
of our numerical code. In this model the central density increases to reach the
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Table 2.2. Summary of the models. The initial gravitational energy is
W =  4:75 1051 erg in all the models. The models underlined are shown in
detail in the main text.
model 
0 Ekin jEkin=Egravj B0 Emag jEmag=Egravj 

(s 1) (erg) (%) (G) (erg) (%)
R0B0 0 0 0 0 0 0   
R12B12X60 1.2 2.21048 5:0 10 2 2.01012 1.41048 2:9 10 2 60
R18B12X60 1.8 4.91048 1:1 10 1 2.01012 1.41048 2:9 10 2 60
R15B12X60 1.8 3.41048 1:1 10 1 2.01012 1.41048 2:9 10 2 60
R8B12X60 0.81 9.61047 2:0 10 2 2.01012 1.41048 2:9 10 2 60
R6B12X60 0.61 5.41047 1:1 10 3 2.01012 1.41048 2:9 10 2 60
R3B12X60 0.31 1.41047 2:0 10 2 2.01012 1.41048 2:9 10 2 60
R12B16X60 1.2 2.21048 5:0 10 2 2.71012 2.51048 5:8 10 2 60
R12B8X60 1.2 2.21048 5:0 10 2 1.31012 6.21047 1:4 10 2 60
R12B6X60 1.2 2.21048 5:0 10 2 1.01012 3.51047 8:1 10 3 60
R12B5X60 1.2 2.21048 5:0 10 2 8.41011 2.41047 5:6 10 3 60
R12B4X60 1.2 2.21048 5:0 10 2 6.71011 1.61047 3:6 10 3 60
R12B1X60 1.2 2.21048 5:0 10 2 1.71011 9.71045 2:3 10 4 60
R12B12X30 1.2 2.21048 5:0 10 2 2.01012 1.41048 2:9 10 2 30
R12B12X15 1.2 2.21048 5:0 10 2 2.01012 1.41048 2:9 10 2 15
R12B12X7 1.2 2.21048 5:0 10 2 2.01012 1.41048 2:9 10 2 7
R12B12X0 1.2 2.21048 5:0 10 2 2.01012 1.41048 2:9 10 2 0
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maximum value, max = 5:71  1014 g cm 3, at t = 187.11 ms. It settles down
to the equilibrium value, eq = 4:66  1014 g cm 3, after several times of radial
oscillation. The oscillation period is 1.25 ms. Radial shock waves are initiated by
this core bounce. The rst one, the prompt shock wave, reaches r = 595 km at
t = 222.71 ms, where r denotes the radial distance from the center. It reaches
the boundary of computation (r = 1700 km) at t = 303 ms, while the expansion
velocity decreases. The fast propagation of prompt shock is an artifact due to our
simplied EOS. If we had taken neutrino transfer into account, the prompt shock
should have stalled around r ' 100 km roughly within 100 ms after the bounce
(see, e.g. Sumiyoshi et al., 2005; Buras et al., 2006; Burrows et al., 2006).
Figure 2.1 shows the radial density proles at t = 189.3, 210.9, and 232.2 ms in
model R0B0. The density decreases monotonically with increase in the radius. The
density gradient is steep around r ' 20 km. In the outer region of r  30 km, the
density decreases gently and roughly proportional to r 2. Thus we regard the layer
of  = 1012 g cm 3 as the surface of PNS for simplicity. The mass and radius of
PNS are 1.10 M and 26.6 km, respectively, at t = 210.9 ms. The mass increases
by 4.110 2 M between t = 189.3 and 232.2 ms.
1.0 1.5 2.0 2.5 3.0
log r (km)
8
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14
lo
g 
ρ 
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   232.2 ms
Figure 2.1 The angle averaged density,  (r; t), is shown as a function of r for
model R0B0.
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Non-radial oscillation has not been excited, although our numerical code does
not assume any symmetry. This is most likely to be due to short computation time,
i.e., only 40 ms after the bounce. Note that the ` = 1 mode becomes appreciable
around 200 ms after the bounce in Burrows et al. (2006).
2.4.2 Typical Model with Inclined Magnetic Field
In this subsection we show model R12B12X60 as a typical example. The initial
rotation period is small compared to the free-fall timescale, 
0=
p
4G0 = 1:59
10 2, and initial rotation energy is much smaller than the gravitational energy
(jEkin=Egravj = 5:0  10 4). The magnetic energy is also much smaller than the
gravitational energy (jEmag=Egravj = 2:9 10 4).
Figure 2.2 shows the evolution of central density (c) for the period of 180 ms 
t  230 ms. The central density reaches its maximum, 5:49  1014 g cm 3, at
t = 189:05 ms as well as in model R0B0. The period of dynamical collapse is a
little longer and the maximum density is a little lower. The rotation and magnetic
eld delays the collapse a little as has been shown in earlier simulations. The PNS
is only slightly attened by rotation.
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Figure 2.2 The central density is shown as a function of time for model R12B12X60.
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At t = 190:04 ms (slightly after the bounce), the PNS has angular velocity of

c = 6:02 103 s 1 and magnetic eld of Bc = 7:56 1015 G at the center. The
angular velocity and magnetic eld increase by a factor of 5:0 103 and 3:8 103,
respectively, from the initial values, while the density increases by a factor of
6:1 104. These enhancements are consistent with the conservation of the specic
angular momentum and magnetic ux, since the collapse is almost spherical. The
angular velocity and magnetic eld increase in proportion to 2=3 when the collapse
is spherical. The rotation axis changes little. At this stage the centrifugal force
is only 3 % of the gravity at the center of the PNS. The magnetic force is much
weaker than the gravity and than the centrifugal force.
The change in the magnetic eld is illustrated in Figure 2.3. The magnetic eld
is almost radial near the end of dynamical collapse as shown in the top panels, in
which the purple lines denote the magnetic eld lines at t = 188.28 ms by bird's
eye view. This is because the magnetic eld is stretched in the radial direction by
the dynamical collapse. The radial component of the magnetic eld, Br, is positive
in the upper half of z > 0, while it is negative in the lower half. Thus the split
monopole is a good approximation to the magnetic eld at this stage.
The magnetic eld is twisted by the spin of PNS as shown in the middle and
bottom panels of Figure 2.3. The azimuthal component of the magnetic eld is
amplied to have a large amplitude in the upper atmosphere of the PNS (9 km 
r  14 km). The increase in the azimuthal component decreases the plasma beta
down to   Pgas=Pmag ' 0:03. The azimuthal component of the magnetic eld
is small inside the PNS, since the angular velocity is nearly constant. It is also
small in the region very far from the center (r > 60 km) since the angular velocity
is very small. It is also small near the rotation axis. Thus the region of strong
twisted magnetic eld has a torus-shape.
The structure of twisted magnetic eld is dierent from that in an aligned
rotator. When the initial magnetic eld is aligned to initial rotation axis, the
twisted magnetic eld has opposite directions in the upper and lower halves. The
azimuthal component vanishes on the equator of rotation and has a large amplitude
in the upper and lower tori. The magnetic eld is uni-directional in each torus.
In case of oblique rotator, however, these tori are mixed into a torus, in which
the azimuthal component of magnetic eld is bi-directional as a result. Figure 2.4
shows the distribution of toroidal component of magnetic eld, B' = (e' B), at
t = 197:92 ms, where e' = e
 r=je
 rj (e
 denotes the unit vector along the
initial rotation axis and heads upper left in Figure 2.4). The toroidal component
changes its sign alternatively with an average interval of  5 km.
Figure 2.5 is the same Figure 2.4 but for the 4.89 ms later stage. The magnetic
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Figure 2.3 The evolution of magnetic eld in model R12B12X60. Each panel
denotes the magnetic eld lines (purple lines) and the isovelocity surface of radial
velocity, vr, at a given stage. The panels are arranged in the time sequence from
top to bottom. The top panels denote the stage of t = 188.28 ms, while the
bottom ones do that of t = 191.10 ms. The left panels denote the central cube of
(1691 km)3, while the central and right ones do the zoom-up views of of (423 km)3
and (26 km)3, respectively. The left color bars denote the radial velocity on the
surface of the cubes in the unit of 103 km s 1.
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Figure 2.4 Structure of magnetic torus is shown by three cross sections and a
bird's eye view. The color denotes the azimuthal component of magnetic eld,
B' = e' B on the planes of x = 0 (upper left), y = 0 (upper right), and z = 0
(lower right) at t = 197:92 ms. The contours denote B' in unit of 10
15 G. The
lower right panels magnetic eld lines (purple) and isosurface of B' by the bird's
eye view.
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eld is wound more tightly inside the PNS and the toroidal component has extended
outward.
Figure 2.5 The same as Fig. 2.4 but for the stage at t =202.81 ms.
A similar magnetic eld is obtained semi-analytically as a model of pulsar
magnetosphere by Bogovalov (1999). He approximated the initial magnetic eld
by split-monopole one and considered oblique rotation. As shown in his Figure
4, the toroidal component changes its sign with a regular interval in his pulsar
wind solution. His idealized magnetic conguration is realized in our simulation.
The magnetic multi-layers is inevitably formed when the initial magnetic eld is
split-monopole-like and inclined with respect to the rotation axis.
Figure 2.6 shows later evolution of the magnetic eld. The torus of twisted
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magnetic eld expands slowly and bipolar jets are launched along the rotation axis.
The jet reaches r = 400 km at the last stage of computation (t = 228:99 ms). The
jet velocity exceeds 3  104 km s 1. The jets are driven mainly by the magneto-
centrifugal mechanism of Blandford & Payne (1982). Figure 2.7 shows the evolution
of rotation velocity around the initial rotation axis. The rotation is nearly rigid
in the sphere of r  10 km just before the bounce (t = 188.52 ms). The rotation
velocity increases up to  5104 km s 1 by the magnetic torque near the rotation
axis. The magneto-centrifugal force is strong enough to drive jets. Although the
centrifugal force is perpendicular to the rotation axis, the component perpendicular
to the magnetic eld is cancelled by the strong magnetic force. Thus the gas is
accelerated along the poloidal magnetic eld, i.e., along the rotation axis by the
Blandford-Payne mechanism.
The increase in the radial velocity follows that in the rotation velocity. The
acceleration of jets are shown in Figure 2.8. The radial velocity is still low at the
stage shown in the upper left panel (t = 207.56 ms). The high velocity jets emerge
not from the PNS surface but from the upper layer of r ' 60 km. The mass ux
through the sphere of r = 300 km is _M = 0.0, 7.64, 5.43, 5.58, 3.75, 2.07 M s 1
at t = 190.75, 207.56, 212.96, 222.80, and 228.99 ms, respectively. Figure 2.9 shows
the jets by bird's eye view at the stage of t = 222.80 ms. The jets are bipolar and
well collimated.
The magnetic force is comparable to the gas pressure in the jets. Figure 2.10
denotes the magnetic pressure distribution at t = 208.42 ms. The thick solid
curve denotes the magnetic pressure, jBj2=8, along the initial rotation axis, while
thin solid curve does that on the equator. The magnetic pressure is enhanced by
winding in the range 50 km  r  100 km on the axis. Also the dynamical
pressure (rotation energy) is enhanced in the same region. Since these energies are
large enough, the jets will extend outwards even if the prompt shock has stalled
around r ' 100 km.
We computed the energy of magnetic eld, rotation and jets to evaluate the
eciency of energy conversion. The magnetic energy distribution is evaluated by
"mag(r; t) 
Z Z
r3
jB (r; ; '; t)j2
8
sin  d d' ; (2.20)
i.e., the energy stored in a unit logarithmic radial distance. The total magnetic
energy is expressed as
Emag(t) =
Z
"mag(r; t) d ln r : (2.21)
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Figure 2.6 The same as Fig. 2.3 but for later stages of t = 192.90 ms, 193.97 ms,
208.70 ms, and 228.99 ms.
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Figure 2.7 The evolution of rotation velocity. Each panel denotes the distribution
of log v' (km s
 1) around the initial rotation axis in the cross section x = 0 in
model R12B12X60 by color and contours. The arrows denote the velocity within
the plane. They denote the stages at t = 188.52, 190.75, 207.56, and 212.96 ms.
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Figure 2.8 The radial velocity (vr) distribution is denoted by color and contours
for the stages at t = 207.56, 212.57, 222.80, and 228.99 ms in model R12B12X60.
The numbers attached to the contours denote vr in unit of 10
4 km s 1. The arrows
denote the velocity within the cross section.
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Figure 2.9 Jets and fast radial inows in model R12B12X60. The panel denotes
the central cube of (423 km)3 at t = 222.80 ms by bird's eye view. The magnetic
eld lines are denoted by the purple lines, while the radial velocity is denoted by
the isosurfaces. The blue denotes the fast radial inow (vr   1:0 104 km s 1),
while the others do jets (vr  2:0  104 km s 1). The color bar is for the radial
velocity distribution on the cube surfaces.
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Figure 2.10 Pressure distribution is shown for the stage at t = 208.42 ms. The solid
curves denote the magnetic pressure, jBj2=8, while the dashed curves denote the
gas pressure. The dash-dotted curves denote the dynamical pressure, jvj2. The
thick curves are for the values on the initial rotation axis while the thin curves for
those on equator.
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Figure 3.6 shows that the magnetic energy has a sharp peak of "mag = 1:88 1049
erg in the layer of r ' 18 km at t ' 196 ms. The peak of the magnetic energy
shifts outward at the apparent radial velocity of 3  103 km s 1, which coincides
with the Alfven velocity. The peak declines beyond r  80 km.
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Figure 2.11 The magnetic energy stored in a unit logarithmic radial distance,
"mag(r; t), is shown by darkness. The contour levels are set to be "mag = 10
48
erg. The abscissa is the time (t) while the ordinate is the radial distance (r).
Figure 2.12 is the same as Figure 3.6 but for the radial kinetic energy stored in
a unit logarithmic radial distance,
"kin;rad(r; t) 
Z Z
r3
 (r; ; ') jn  v (r; ; '; t)j2
2
sin  d d' ; (2.22)
where n  r=jrj denotes the unit radial vector. In the region far from the center,
the dynamical collapse dominates in the radial kinetic energy. After the bounce
(t > 189:72 ms), the prompt shock propagates and the region of the dynamical
collapse retreats. (The propagation of prompt shock is mainly due to neglect of
neutrino loss. If we had incorporated the neutrino cooling, the prompt shock should
have stalled around 100-200 km.) The radial kinetic energy is small in the region
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of r  60 km after the bounce. The bipolar jets increase the radial kinetic energy
in the region of r  80 km. The rise in "kin;rad coincides with the decline in "mag.
This is an evidence that the jets are accelerated by magnetic force.
Figure 2.12 The same as Fig. 3.6 but for the radial kinetic energy, "kin;rad.
Figure 2.13 shows the distribution of the kinetic energy stored in a unit loga-
rithmic radial distance,
"kin;rot(r; t) 
Z Z
r3
 (r; ; ') jn v (r; ; '; t)j2
2
sin  d d' : (2.23)
A large amount of rotation energy is stored in the region of 10 km  r  20 km.
Only a small fraction of it is converted into the energy of twisted magnetic eld
and eventually into the energy of jets.
Figure 2.14 shows the evolution of energy stored in the volume of r  63 km
for each component. The gravitational energy, which is evaluated to be
Egrav =  
Z 63 km
0
jgj2
8G
dV ; (2.24)
is the most dominant and the internal energy is comparable. The thick solid curve
denotes, Egrav  Egrav   Egrav;min, the dierence from the minimum value, i.e.,
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Figure 2.13 The same as Fig. 3.6 but for the rotational energy, "kin;rot.
the gravitational energy at the stage of the maximum central density (bounce).
The rotation energy is order of magnitude smaller than them and the magnetic
energy is further smaller. Only a small fraction of the rotation energy is converted
into magnetic energy, which is mostly due to toroidal magnetic eld. The energy
available for jet ejection is limited by the conversion factor from rotation energy
to magnetic energy. The radial kinetic energy is only of the order of  1049 erg
in the period t  195 ms since the prompt shock and jets are outside the region.
For comparison we show the evolution of the energy stored in model R0B0 by thin
curves.
Note that the rotational energy available is much smaller than those in Ober-
gaulinger et al. (2006a). Since the initial rotation energy was much larger in their
simulation, the PNS shrunk appreciably after liberating the angular momentum
through magnetic braking. Even if the rotation energy were released completely
in our model, the PNS would not shrink appreciably.
When the fast jets are ejected along the initial rotation axis, two other radial
ows are observed. Figure 2.15 shows the velocity distribution on the plane of
x = 0 at t = 229:77 ms. One is slow outow extending near the equator of initial
rotation. The outow velocity is approximately 2:5104 km s 1. The other is fast
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Figure 2.14 The evolution of energy in model R12B12X60. Each thick curve denotes
a component of the energy stored in the sphere of r  63 km. The thin curves
denote those in model R0B0.
radial inow located between the jets and equatorial outow. The inow is less
dense and its dynamical pressure is much smaller than the magnetic pressure.
As shown earlier, the bipolar jets emanate from r ' 60 km. In the outer
region of r  60 km, the density is lower than   1010 gm cm 3 (see Figure 2.1
for the average density distribution in model R0B0) and hence the Alfven velocity
is high. In other words, the magnetic force dominates over the pressure force.
The centrifugal force is also important in the outer region. If the magnetic eld
corotates with the PNS, the rotation velocity is evaluated to be
v' = 3:6 104


c
6 103 s 1
 
$
60 km

km s 1; (2.25)
where $ denotes the distance from the rotation axis. The rotation velocity is close
to the Keplerian velocity,
vK =
s
GM
r
(2.26)
= 4:70 104
 
M
1 M
!1=2 
r
60 km
 1=2
km s 1 (2.27)
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Figure 2.15 The velocity distribution are denoted by the arrows on the plane of
x = 0 at t = 229:77 ms. The scale is shown on the upper left corner. The darkness
denotes the region of positive vr while the contours denote isodensity curves and
labeled by log .
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whereM and r denote the PNS mass and the distance from the center, respectively.
In other words, the centrifugal force is comparable with the gravity. Thus the foot
point of MHD jets coincides with the inner edge of the region in which the magnetic
and centrifugal forces are dominant over the gravity.
As shown in Figure 2.4 the twisted magnetic eld are ordered and has no
structures suggesting development of magneto-rotational instability (MRI; see e.g.,
Akiyama et al., 2003). However, this is likely due to limited spatial resolution and
will not exclude the possibility of MRI. Etienne, Liu, & Shapiro (2006) demon-
strated that MRI can not grow unless the cell width is shorter than a tenth wave-
length of the fastest growing mode. Since the wavelength is evaluated to be
MRI  4
 
r
d
2
dr
! 1=2
Bp
4
(2.28)
= 1:18
"
d
2=d ln r
(3000 s 1)2
# 1=2 
B
1015 G
  

1014 g cm 3
! 1=2
km ; (2.29)
we need the spatial resolution of  120 m to observe MRI.
2.4.3 Dependence on B0
To examine the eect of initial magnetic eld we made 6 models by changing
only B0 from model R12B12X60. Figure 2.16 shows the maximum radial velocity
(vr;max) as a function of time.
It declines sharply in the period of t  195 ms, since the prompt shock wave
slows down. The early decline is delayed when B0 is larger. The delay is, however,
smaller than 1 ms since the magnetic energy is much smaller than the gravitational
energy at the PNS formation. See Table 2.3 for comparison of models at the bounce.
The late rise in vr;max, i.e., the launch of MHD jets depends strongly on B0.
When B0 is larger, the radial velocity rises earlier and stays at a high level. When
B0 is smaller than 1:0  1012 G, the radial velocity increases late but decreases
soon before reaching a high level.
When B0 is large, the magnetic eld is less tightly twisted since the twisted
component drifts upward faster. Figure 2.17 is the same as Figure 2.4 but for
model R12B16X60, in which B0 is 4=3 times larger than in the standard model
R12B12X60. The toroidal component, B', changes its sign with a longer average
interval of 5{6 km on the average, while it does with an interval of 5 km in the
standard model. At t ' 206 ms, the twisted magnetic eld reaches r = 60 km as
shown in Figure 2.18 and the MHD jets initiate.
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Figure 2.16 The maximum radial velocity is shown as a function of time for various
models having dierent initial magnetic eld.
Table 2.3. Comparison of models at the bounce.
model t T= jW j M= jW j T M !max Bmax
(ms) (%) (%) (1050 erg) (1050 erg) (kHz) (1015 G)
R0B0 191:9 0:5854 0.000 8:359 0.000 0:1421 0.000
R12B12X60 192:2 2:137 0:1002 30:46 1:428 29:97 17:96
R18B12X60 192:2 4:315 0:07094 57:21 0:9405 38:21 13:48
R15B12X60 194:1 2:703 0:1679 37:72 2:344 38:44 21:25
R8B12X60 191:9 1:309 0:07185 18:61 1:021 26:50 16:08
R6B12X60 193:1 0:9306 0:07122 13:24 1:013 16:72 18:46
R3B12X60 193:2 0:6340 0:04088 9:019 0:5815 6:329 18:04
R12B16X60 192:7 2:033 0:1721 28:91 2:447 28:20 23:09
R12B8X60 192:3 2:150 0:05520 30:53 0:7840 28:39 13:41
R12B6X60 192:6 2:022 0:1000 28:17 1:394 7:656 16:68
R12B5X60 192:3 2:180 0:02334 30:96 0:3314 27:82 9:320
R12B4X60 220:7 2:887 0:01407 41:06 0:2001 31:03 9:416
R12B1X60 192:5 2:127 0:08790 30:23 1:249 35:31 16:50
R12B12X30 194:9 1:986 0:1384 27:98 1:950 42:41 16:26
R12B12X15 194:9 1:981 0:1423 27:91 2:005 41:17 16:83
R12B12X7 192:7 2:036 0:03528 28:22 0:4889 43:35 6:467
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Figure 2.17 The same as Fig. 2.4 but for model R12B16X60.
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Figure 2.18 The same as Fig. 3.6 but for model R12B16X60.
On the other hand, the magnetic eld is more tightly twisted when B0 is smaller.
Figure 2.19 is the same as Figure 2.4 but for model R12B8X60. The toroidal
component, B', changes its sign with a shorter interval of 3{4 km on the average.
The twisted magnetic eld rises up slowly and dwindles as shown in Figure 2.20.
Accordingly the jets are launched but late and weak as shown in Figure 2.16, where
the evolution of the maximum radial velocity, vr;max, is shown for various models
having dierent B0. The weakness of the jet is at least partly due to numerical
diusion. Remember that the spatial resolution is 0.826 km in the central cube
of (53.0 km)3. Thus the numerical diusion is appreciably large for the magnetic
multi-layers since the typical interval is less than 10 km. The MHD jets would be
more powerful if the numerical diusion were suppressed.
See Table 2.4 to compare models at the nal stages.
2.4.4 Dependence on 
0
To examine the eect of initial rotation, we made 5 models by changing only 
0
from model R12B12X60. All the models show qualitatively similar results. The
dierences are mainly quantitative.
The initial rotation is twice slower in model R6B12X60 than in model R12B12X60.
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Figure 2.19 The same as Fig. 2.4 but for model R12B8X60.
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Figure 2.20 The same as Fig. 3.6 but for model R12B8X60.
Table 2.4. Comparison of models at the nal stage.
model t T= jW j M= jW j T M Egrav !max Bmax
(ms) (%) (%) (1050 erg) (1050 erg) (1050 erg) (kHz) (1015 G)
R0B0 232:2 0:1552 0.000 2:312 0.000 61:53 5:123 0.000
R12B12X60 229:0 2:277 0:1835 32:44 2:615 1:002 27:80 12:80
R18B12X60 215:8 3:497 0:1955 48:38 2:705 57:54 32:85 15:89
R15B12X60 224:4 2:988 0:2084 42:11 2:937 13:59 32:59 14:21
R8B12X60 228:7 1:200 0:1547 17:33 2:235 23:50 19:85 13:99
R6B12X60 231:9 0:7440 0:1066 10:94 1:568 47:14 12:32 14:89
R3B12X60 233:2 0:2592 0:06470 3:853 0:9616 63:81 5:220 11:56
R12B16X60 230:5 2:010 0:2382 28:77 3:409 8:921 24:99 12:74
R12B8X60 227:7 2:514 0:1548 35:67 2:197 1:261 38:35 13:37
R12B6X60 224:9 1:773 0:1817 23:26 2:383 81:68 12:02 12:99
R12B5X60 220:5 2:550 0:1770 35:96 2:495 9:983 29:23 17:35
R12B4X60 223:7 3:011 0:01702 43:08 0:2435 7:955 31:27 11:05
R12B1X60 217:6 1:933 0:2232 27:24 3:145 12:26 38:46 15:85
R12B12X30 230:6 2:208 0:3719 30:72 5:174 17:36 43:41 14:15
R12B12X15 209:0 1:712 0:3392 23:83 4:722 16:61 34:29 28:97
R12B12X7 231:8 1:864 0:2876 23:79 3:669 110:0 37:51 34:89
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Accordingly the PNS has twice lower angular velocity in model R6B12X60. The
magnetic eld is twisted by rotation also in model R6B12X60 but the toroidal
component is weaker since the rotation is slower. The MHD jets are launched but
at a little later epoch.
Figure 2.21 shows the evolution of the maximum radial velocity, vr;max, as a
function of time for various models having dierent 
0. The early decline in vr;max
is due to the deceleration of the prompt shock. The late rise in vr;max is due to the
launch of jets. When 
0 is larger, the PNS is formed a little later and the jets are
ejected a little earlier. The maximum radial velocity is slower when 
0 is small.
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Figure 2.21 The same as Fig. 2.16 but various models having dierent initial angular
velocity.
The rotation energy of PNS is proportional to 
20. It is Erot = 3:8  1052 erg
in model R18B12X60 while it is Erot = 4:5  1051 erg in model R6B12X60. The
energy of the jets, which is evaluated to be radial kinetic energy of outowing gas,
is also large in a model having a large 
0.
2.4.5 Dependence on 

To examine the eect of the initial inclination angle, we made 5 models by changing
only 
 from model R12B12X60. Also in these models, the MHD jets are launched
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along the initial rotation axis (see Fig. 2.22).
Figure 2.23 denotes the magnetic multi layer formed in model R12B12X30.
The structure of magnetic multi layer depends on the inclination angle. When the
inclination angle is smaller, it is conned in a narrower region around the equator.
The radial interval of changing B' depends little on the inclination angle.
Figure 2.24 shows the evolution of the maximum radial velocity in these models.
When 
 is larger, the maximum radial velocity rises earlier. In other words, the
MHD jets are launched earlier when the rotation axis is inclined.
Although the rise is dierent, the maximum radial velocity reaches a certain
value independently of the inclination angle. In other words, the terminal velocity
is independent of the inclination angle, 
.
2.5 SUMMARY AND DISCUSSIONS
In this paper we have shown three dimensional MHD simulations of core collapse
supernova for the rst time. The numerical simulations explore the eects of
inclined magnetic eld and dependence on the initial magnetic eld and rotation.
We summarize the results and discuss the implications.
First we have conrmed that the MHD jets are ejected along the initial rotation
axis. This is because the energy of rotation dominates over the magnetic energy
at the moment of PNS formation. The magnetic force is too weak to change the
rotation axis appreciably. Thus the magneto-centrifugal force accelerates gas along
the initial rotation axis through the Blandford-Payne mechanism (see x3.2).
If the initial magnetic eld were relatively strong, the rotation axis could change
appreciably and also the jet direction could be dierent. A similar problem has
been studied by Machida et al. (2006) for formation of a protostar. They consid-
ered collapse of a rotating molecular cloud core having an oblique magnetic eld.
They have found that the evolution of magnetic eld and rotation axis depends
on their relative strength. When the magnetic eld is relatively strong, the mag-
netic braking acts to align the rotation axis with the magnetic eld. Then the jets
are ejected in the direction parallel to the initial magnetic eld as shown rst by
Matsumoto & Tomisaka (2004).
The relative strength between rotation and magnetic eld can be evaluated from
the ratio of the angular velocity to the magnetic eld, 
=B. The ratio remains
nearly constant during the dynamical collapse since the free-fall timescale is very
short. Both the angular velocity and the magnetic eld increase in proportion to
the inverse square of core radius, since both the specic angular momentum and
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Figure 2.22 Comparison of radial velocity distribution between the models having
dierent rotation axis (
). The inclination angle is 
 = 15
 (top), 30 (middle),
and 60 (bottom), respectively. The arrows denote the velocity within the plane
and the scale is shown on the top left of each panel. The radial velocity exceeds
vr > 5  103 km s 1 in the gray area. The contours denote the isodensity in the
logarithmic scale and labeled by log .
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Figure 2.23 The same as Fig. 2.4 but for model R12B12X30 at t =202.79 ms.
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Figure 2.24 The same as Fig. 2.21 for various models having dierent initial incli-
nation angle.
magnetic ux change little during the short dynamical collapse phase. Machida
et al. (2006) proposed 
0=B0 > 0:39 G
1=2c 1s , as a criterion for the jets parallel
to the initial rotation axis, where cs denotes the isothermal sound speed of the
molecular cloud. Since the dynamics of collapse is similar, we can expect that the
criterion holds also for core collapse supernova if we replace cs with an appropriate
one. The criterion is rewritten as

0 cs
G1=2B0
> 0:39 : (2.30)
The left hand side is evaluated to be

0 cs
G1=2B0
= 3:87


0
1 s 1
 
B0
1012 G
 1  cs
104 km s 1

: (2.31)
The criterion is consistent with our numerical simulations since the sound speed
increases from cs = 10
4 km s 1 to 105 km s 1 during the dynamical collapse.
Although the assumed initial magnetic eld is strong, it is still too weak to change
the rotation axis unless the initial rotation is slow. Thus it is reasonable that
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the rotation is unchanged during the dynamical collapse since young pulsars are
spinning fast.
Next we discuss the fate of magnetic multi-layers in which the toroidal magnetic
eld changes its direction with a regular interval. The magnetic multi-layers are
a natural outcome of oblique rotation as shown in the previous section. These
layers are potentially unstable against reconnection, although no features are seen
for reconnection. It is also interesting to study the magnetic multi-layers with a
higher spatial resolution. If the magnetic elds are reconnected, a large amount of
the magnetic energy is released to lead an explosive process.
Next we discuss the lag between the bounce and the jet ejection. When the
initial magnetic eld is weaker, the lag is longer as already shown in Ardeljan et
al. (2004), Moiseenko et al. (2006), and Burrows et al. (2007). Our numerical
simulations have suggested that the lag is related to the Alfven transit time; the
MHD jets are ejected when the twisted magnetic eld reaches a certain radius,
i.e., 60 km in our simulations. When the initial magnetic eld is weak, the Alfven
transit time is longer and the magnetic eld is amplied for a longer duration
before the jet ejection. Since the larger amplication compensates for a weak seed
eld, almost the same amount of toroidal magnetic eld is generated irrespectively
of the initial magnetic eld strength. This implies that strong MHD jets can be
ejected even if the initial magnetic eld is weak. If we could suppress numerical
diusion by improving resolution, strong MHD jets should be ejected also in model
R12B5X60 and others having a weaker initial magnetic eld as discussed in the
previous section.
The Alfven transit time is evaluated to be
A 
Z rj 1
vA
dr (2.32)
=
Z rj p4
Br
dr ; (2.33)
where rj (' 60 km) denotes the radius at the foot point of the jets. The radial
magnetic eld decreases in proportion to the inverse square of the radius (/ r 2)
since the split monopole is a good approximation for the magnetic eld at the
epoch of PNS formation. The density decreases also roughly proportional to the
inverse square of the radius (/ r 2) in the upper atmosphere of the PNS (see
Figure 2.1). Accordingly the Alfven velocity is roughly proportional to the radius,
vA / r and the Alfven transit time depends only weakly on rj.
The above argument suggests a factor controlling the jet energy. The rotation
energy of the PNS is much larger than the energy of jets. If the magnetic eld is
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twisted for a longer period, i.e., if the Alfven transit time is longer, a larger fraction
of the rotation energy is converted into the jet energy. The Alfven transit time can
be extended if the magnetic eld is twisted in a deep interior of the PNS.
Chapter 3
SIMULATIONS WITH
REALISTIC EOS
3.1 Model and Methods of Computation
We have developed a new simulation code to improve the simulations presented
in the previous chapter. The code is designed to incorporate a realistic equation
of state for high density gas, Shen EOS (Shen et al., 1998). It is also aimed
at long time evolution with high spatial resolution. In the following subsections
we describe numerical grid, high density gas equation of state, and treatment of
neutrino transport adopted in the code.
3.1.1 Basic Equations
We have modied the basic equations to incorporate the equation of state (Shen
et al., 1998) and neutrino cooling. Most of the basic equations, i.e., the continu-
ity equation (Eq. 2.1), the equation of motion (Eq. 2.2), the induction equation
(Eq. 2.3), and the Poisson equation (Eq. 2.5) remain unchanged. To incorporate
Shen EOS, we solve the continuity equation of leptons additionally. In the energy
equation, we take account of cooling due to escaping electron neutrinos with a
leakage scheme described in x3.1.3. The amount of neutrino trapped inside the
neutrino sphere is also evaluated by the leakage scheme. Then the basic equations
are expressed in the conservative form as
@U
@t
+
@F x
@x
+
@F y
@y
+
@F z
@z
= S; (3.1)
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together with Poisson's equation
 = 4G; (3.2)
where U denotes conservative variable vector, while F x, F y, and F z are uxes
in the x-, y-, and z-directions, respectively. The symbol, S, denotes the source
term vector. The Symbols, , G, and  denote the gravitational potential, the
gravitational constant, and the density, respectively. These vectors are given by
U = (; vx; vy; vz; Bx; By; Bz; E; Ye; Y)
T ; (3.3)
F x =
8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
vx
v2x + P + jBj2=8  B2x=4
vxvy  BxBy=4
vxvz  BxBz=4
0
vxBy   vyBx
 vzBx + vxBz
(E + P + jBj2=8)vx  Bx(B  v)=4
Yevx
Yvx
9>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>;
; (3.4)
S = (0; gx; gy; gz; 0; 0; 0; g  v    _Y;esc" ;  _Ye;cap;  _Y;esc)T ; (3.5)
g = (gx; gy; gz)
T =  r (3.6)
E  jvj
2
2
+ "+
jBj2
8
(3.7)
where v = (vx; vy; vz)
T denotes velocity, whileB = (Bx; By; Bz)
T does the magnetic
eld. The symbol, g = (gx; gy; gz)
T , denotes gravity, and the symbol, ", does
the specic internal energy. The symbols, P , Ye, and Y denote the pressure,
electron fraction, and neutrino fraction, respectively. The symbols, _Ye;cap and _Y;esc
denote the rate of electron capture per unit mass and that of neutrino emission,
respectively. The symbol, " denotes the mean energy of the emitted neutrino.
The ux vectors, F y and F z, are obtained by rotating the components in F x by
the right-hand rule.
We compute the neutrino transport according to the leakage scheme. We as-
sume that neutrinos stream freely outside the neutrino sphere, and hence the neu-
trino fraction thereof, Y , is always set to be zero. On the other hand, we assume
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that neutrinos leak out on the diusion timescale, esc,
_Y;esc =
Y
esc
: (3.8)
The diusion timescale is evaluated to be
esc = max
 
3R2
2ctot
;
R
c
!
(3.9)
where R and tot denote the distance to the neutrino sphere and the total mean
free path, respectively. The distance is approximated to be
R =
P

241   

!4=335 "max jgj;sP

1p
4G
!# 1
; (3.10)
where  denotes the density at the neutrino sphere. It is set at  = 1011 g cm 3
before the bounce and at  = 31011 g cm 3 after the bounce. We used the local
scale height to evaluate the distance to the neutrino sphere to derive Equation
(3.10), where esc denotes the diusion timescale. The electron capture rate and
neutrino opacity are given in x. 3.1.3.
3.1.2 Equation of State
The specic internal energy (") and the pressure (P ) are obtained by interpolating
the numerical table of Shen et al. (1998). We have added the pressure and internal
energy of electrons to the table, since they are not included in the original table.
Then the total internal energy (") is expressed as
" = "nuc + "e; (3.11)
where "nuc and "e denote the internal energy of nucleon and electron, respectively.
Similarly, pressure (P ) is expressed as
P = Pnuc + Pe; (3.12)
where Pnuc and Pe denote the pressure of nucleon and electron, respectively. The
internal energy and pressure of nucleon are functions of density, electron fraction
(Ye), and temperature in the EOS table (Shen et al., 1998). The internal energy
and pressure of electron are computed from the Fermi-Dirac distribution for free
particles. We have tabulated the total internal energy and pressure on the rect-
angular grid of density, thermal energy, and proton fraction for later convenience.
The technical details are described in Appendix 4.1.
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3.1.3 Neutrino Processes
We considered electron capture by free protons and heavy nuclei as the neutrino
emission process. As mentioned earlier, the neutrino transport is treated separately
outside and inside the neutrino sphere.
Outside The Neutrino sphere
Outside the neutrino sphere, the electron capture rate is evaluated to be
_Ye;cap = Yp p + YN N ; (3.13)
where Yp and YN are the fraction of free protons and that of the heavy nuclei,
respectively. The symbols,  p and  N denote the capture rate per mol.
The value of  p is given by the formula of Epstein et al. (1981),
 p =
1
23h

GF
h3c3
2
C2V (1 + 3a
2)Ip; (3.14)
Ip = 
2
e(kT )
3F2

e  Qp
kT

; (3.15)
F2(y) =
8>><>>:
y3
3
+
2
3
y +
3
2
(3) exp( y) (y > 0)
3
2
(3) exp(y) (y < 0)
; (3.16)
  2
2
9(3)
  1  0:825; (3.17)
where GF=(hc)
3 = 1:16637  10 11 MeV 2 and CV ' 0:97 denote the Fermi cou-
pling constant and the pseudo vector coupling constant, respectively. The symbol,
a ' 1:26, denotes the ratio of CV to the axial vector coupling constant CA. The
threshold energy is evaluated to be, Qp ' (mn  mp)c2 = 1:29332 MeV from the
dierence in the res masses of neutrons (mn) and protons (mp). The symbol,
(3) = 1:202:::, denotes the Riemann zeta function.
The value of  N is evaluated similarly by
 N =
1
23h
12
7

GFCA
h3c3
2
(Z   20)IN (3.18)
IN = 
2
e(kT )
3F2

e  QN
kT

(3.19)
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where Z and QN = Qp + n   p denote the proton number and the threshold
energy for this process, respectively. When the neutron number N exceeds 40, the
above capture rate is set to vanish since the neutrons lling the f7=2 shell forbid
the Gamow-Tellar transitions.
The mean energy of emitted neutrinos are evaluated to be
" =
";p _Ye;p + ";N _Ye;N
_Ye;p + _Ye;N
; (3.20)
";p =
F3

e Qp
kT

F2

e Qp
kT
 ; (3.21)
";N =
F3

e QN
kT

F2

e QN
kT
 ; (3.22)
F3(y) =
8>><>>:
1
4

y4 + 2y2 +
7
15
4

  7
4
120
e y (y > 0)
74
120
ey (y < 0)
(3.23)
where ";p and ";N are the average energy of neutrinos produced by the electron
capture on free protons and heavy nuclei, respectively. The symbols, _Ye;p and _Ye;N ,
denote the electron capture rate on free protons and the heavy nuclei, respectively.
Inside The Neutrino Sphere
Inside the neutrino sphere, neutrinos are trapped and diused out by coherent
scattering on nuclei, scattering on free nucleons, and absorption on neutrons. The
total mean free path, tot, is given by
 1tot =
YN
mu
coh(") +
Yp
mu
sc;p(") +
Yn
mu
sc;n(") +
Yn
mu
ab("); (3.24)
where mu and Yn denote the atomic mass unit and the neutron fraction, respec-
tively. The symbols, sc;p, sc;n, coh, and ab denote the cross sections for scattering
on protons, neutrons, nuclei, and absorption on neutrons, respectively. They are
given by the formulae of Tubbs & Schramm (1975),
coh =

1
2
(CA   CV )A+ 1
2
(2  CV   CA)(Z  N)
2 1
4
0!
2; (3.25)
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sc;p =
1
4
0

4 sin4 W   2 sin2 W + 1
4
+
3
4
2

!2; (3.26)
sc;n =
1
4
0!
2; (3.27)
ab = 3:80I(Q+ 
)

1
2

2 + 1

+
1
4

2   1

(Q+ 
)
q
(Q+ 
)2  m2e; (3.28)
0 = 1:7 10 44 cm 2 (3.29)
where ! and W denote the ratio of the neutrino energy to the electron rest masses
and the Weinberg angle, respectively.
The mean neutrino energy is given by
" =
8
c3h3
Z 1
0
"3d"
exp [("   ) =(kT )] + 1 (3.30)
= 8
 
kT
ch
!3
kT
Z 1
0
x3dx
exp (x   ) + 1 : (3.31)
Our code is still under construction concerning the hydrodynamics inside the
neutrino sphere.
3.1.4 Magnetohydrodynamics
We employ Sfumato (Matsumoto, 2007) as the base of our code. Sfumato is 3D
self-gravitational MHD simulation code developed mainly for star formation. It
adopts the multigrid method for solving the Poisson's equation, while it does the
hyperbolic divergence cleaning (Dedner et al., 2002) for reducing r B. Sfumato
obtains the numerical ux using Roe-type approximate Riemann solver. The cur-
rent version of Sfumato can handle only barotropic, isothermal, and ideal equation
of state. Therefore we have revised it to incorporate Shen EOS. Moreover, we have
included hydrodynamical transport of electron and neutrino, and neutrino emis-
sion due to electron capture. Thus we extended the conserved variable vector and
ux vectors to have 10 components.
To achieve a high spatial resolution and wide dynamic range (Chapter 2), Sfu-
mato employs a self-similar block-structured grid, a sort of adaptive mesh rene-
ment (AMR). The self-similar block-structured grid renement covers a computa-
tional domain with blocks of cells. All the blocks have the same number of cells.
When a block is rened, it is subdivided into 8 = 23 ner blocks and the resolution
is improved twice in the block.
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Sfumato is written in Fortran and adopts message passing inter face (MPI) for
computation on a parallel machine. We have conrmed that it runs on Cray XT4,
HITACHI SR11000, and Linux workstations.
3.2 Performance Tests
We have performed several test computations to evaluate the speed and robustness
in which the initial model was taken to be the same as R12B12X60 shown in
Chapter 2. Although the equation of state is the same as that shown in Chapter
2, the value of t is set to be lower (t = 1:26).
We evaluated the performance mainly on the workstation (Intel R Xeon R
X5550 2.67GHz  2 and 24 GB RAM). The spatial resolution of the test is sum-
marized in Figure 3.1. We used 12608 blocks each of which contains 83 cells and
6 2 82 ghost cells. Although the highest resolution and total coverage remain
unchanged, the resolution is improved 60 % in the middle range from the simula-
tions shown in Chapter 2. It took 17 days and 5.0 GB memory to simulate the
period from gravitational collapse (t =  181 ms) to 30 ms after core bounce.
After the core bounce, it takes 15 seconds CPU time per step and the time step,
t, is 0.01 ms.
If we use 512 processors of Cray XT4 for two weeks, we will be able to simulate
the rst 100 ms after the core bounce with the typical angular resolution of x=r =
0:01. This resolution is twice higher than that of the test computation on the Linux
machine mentioned above. This speed estimate is based on our test computations
in which we used 256 processors. The parallel speed up is evaluated from the
comparison with the performances by 64 and 128 processors.
Figure 3.2 shows the evolution of central density (c) from the initial (t =  
181 ma) to 114 ms after core bounce. The origin of time is set at the moment of
the core bounce in the ordinate. The gravitational collapse is triggered by electron
capture and halts when the central density reaches 5:6  1014 g cm 3 (The left
panel of Fig. 3.2). The maximum central density is 1.0 % higher than in the
simulations shown in Chapter 2. This is because we employed the soft equation of
state (t = 1.26) in the test computation. The oscillation period is 0.96 ms.
Figure 3.3 shows the prompt shock generated by core bounce. The prompt
shock is slightly oblate at t = 2.39 ms but is slightly prolate at t = 19.42 ms.
As it expands, the asphericity diminishes. The temporal change is a new feature
shown not found in the simulations shown in Chapter 2. The radial velocity of
the prompt shock is 1:32 104 km s 1 in the early stage after core bounce, and it
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Figure 3.1 Comparison of the volume covered with the dierent resolution. The
red and blue correspond to the case of AMR and a nested grid, respectively.
decelerates to 3:20  103 km s 1 at the nal stage (t = 111:7 ms). The prompt
shock propagates outward at a lower speed and stagnates around r ' 400 km.
The stagnation is due to the soft equation of state.
Figure 3.4 shows the multi-layers and tower-like structure of the twisted mag-
netic eld. The magnetic eld is changed into split monopole through core collapse
and is twisted by rotation of PNS core in the region of r  20 km. The toroidal
component changes its sign alternately with an average interval of  10 km. The
twisted magnetic eld propagates along the initial rotation axis and forms the
tower-like structure of which height is  120 km at 96.03 ms (the left panel of Fig.
3.4). The propagating magnetic eld is stronger than 1013 G.
Figure 3.5 shows the formation and propagation of the MHD jets. The MHD
jets are launched at 24 ms and propagates along the initial rotation axis. It out-
sripes the prompt shock at t = 71.0 ms. The right panel shows the stage after the
outsrip. Its propagation speed increases up to 3:8  104 km s 1. The MHD jets
have a spiral structure around the initial rotation axis. These late stages of jet
propagation are not included in the simulations shown in Chapter 2.
Figure 3.6 shows the distribution of the magnetic energy stored in a unit loga-
rithmic radial distance. The magnetic energy is stored in the layer of r ' 18 km
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Figure 3.2 The central density is shown as a function of time. The origin of time
is set to beginning of core bounce.
and increases linearly until t = 7.5 ms. On the other hand, a part of the stored
magnetic energy propagates outward. Its propagation speed is 4:3  103 km s 1
until 24 ms and increases to 1:6 104 km s 1 later. The early propagation corre-
sponds to the formation of tower-like magnetic eld along the rotation axis, while
the later one does to the MHD jets. Most of the magnetic energy is released into
the MHD jets.
Figure 3.7 shows the distribution of the rotational energy stored in a unit
logarithmic radial distance. The MHD jets bring a part of the rotational energy
outward, while the PNS keeps most of the one. The rotational energy of 2:0 1048
erg is stored around the foot point of the MHD jets.
3.3 Summary and Discussion
In this section we summarize and discuss the capability of our code under devel-
opment. As shown in the previous section, our code will be able to simulate the
rst 100 ms of the core collapse supernova with the typical spatial resolution of
x=r = 0.01 if we are allowed to use 512 processors of Cray XT4 for two weeks.
The expected spatial resolution is by a factor 2 higher than that of the simu-
lations shown in Chapter 2. This means that by a factor two shorter wavelength
perturbation can be taken into account by the code. Thus our code will be able
to handle by a factor two weaker magnetic eld properly, since the wavelength of
MRI is proportional to the magnetic eld (see x1.4).
In the following we shall evaluate the lower limit of the magnetic eld that can
be computed properly at the spatial resolution x=r = 0.01. First we assume that
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Figure 3.3 The evolution of magnetic eld and prompt shock. Each panel denotes
the magnetic eld lines (purple lines) and the iso velocity surface of radial velocity,
vr at a given stage. The left panel shows the stage of t = 2.39 ms after core bounce,
while the right panel does the stage of t = 19.42 ms. Each panel denotes the central
cube of (1380 km)3. Each color bar denotes the radial velocity on the surface of
the cubes in the unit of 104 km s 1. The blue sphere shows the prompt shock.
the spatial resolution should be smaller than a quatar of max,
x <
max
4
'
p
B
41=2

: (3.32)
According to our simulations shown in Chapter 2 and in the previous section, the
density (), the magnetic eld (B), and the angular velocity decrease roughly in
proportion to the inverese square of the radius in the range 10 km < r < 103 km.
The relation,  / r 2, implies that the mass accretion rate and infall velocity are
constant. The relations, B / r 2 and 
 / r 2 mean the split monopole eld and
constant specic angular momentum, respectively. Thus we can evaluate max to
be
max = (3:1 km)

r
30 km

B
1013 G
 

1011 g cm 3
! 1=2 
Prot
10 ms

; (3.33)
where Prot denotes the rotation period.
If we substitute max = 0:01 r into 1.2 km, the lower limit is given by
Bmin = (3:8 1012 G)

Prot
10 ms
 1
: (3.34)
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Figure 3.4 The structure of magnetic multi layers. The color denotes x component
of magnetic eld, Bx, in the unit of 10
14 G. The left panel shows the stage of
t = 8.13 ms after core bounce, while the right panel does the stage of t = 96.03 ms.
Each panel denotes the central cube of (213 km)3.
Sinc the value of BProt is nearly constant during the gravitational collapse (see
Chapter 2), the above constrait can be applied to the the initial model.
Another new feature of our code is the hyperbolic divergence cleaning (Dedner
et al., 2002). Compared with the contstrained transport sheme adopted in Chap-
ter 2, the hyperbolic cleaning is more robust especiall in the region of low plasma
beta, i.e., in the region of low pressure and strong magnetic eld. The robustness
enables us to follow the jet propagation for a longer period (see x3.2). Thus we
will be able to follow the wind up and MRI, i.e., the linear and exponential ampli-
cation of the magnetic eld for a longer period, and will help our understanding
of magnetohydrodynamical eects on core collapse supernova.
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Figure 3.5 The same as Fig. 3.3 but for the stage of t = 39.46 ms (left panel) and
t = 96.03 ms (right panel).
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Figure 3.6 The magnetic energy in a unit logarithmic radial distance, "mag(r; t),
is shown by darkness. The abscissa is the time (t) while the ordinate is radial
distance (r). The notation is the same as that of Fig. .
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Figure 3.7 The same as Fig. 3.6 but for the rotational energy, "rot.
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Chapter 4
Appendix
4.1 Utilization of Shen's Table
We constructed the subroutine which returns thermodynamical variables as a func-
tion of the density, the specic internal energy, and the electron fraction (the lepton
fraction inside the neutrino sphere). The subroutine evaluates the thermodynam-
ical variables based on the cubic spline interpolation of the data table.
First we obtained the thermodynamical variable on the rectangular grid of the
density, the specic internal energy, and the electron fraction using the cubic spline
interpolation and data table of Shen et al. (1998). Here the specic internal energy
means the excess from the zero temperature state, i.e., "  " (T )   "(T = 0).
For later convenience, we use the symbols, x, y, and z to denote log , log", and
log Ye, respectively. Each thermodynamical variable is expressed as f (x; y; z).
Given that the value of thermodynamical variable is known on the rectangular
grid, then the value is evaluated to be
~f(x; y; z) = ~flinear(x; y; z) +
1
6
(gx;i;j;k + gy;i;j;k + gz;i;j;k) : (4.1)
where
fi;j;k = f(xi; yj; zk); (4.2)
Dx =
x  xi
xi+1   xi ; (4.3)
Dy =
y   yj
yj+1   yj ; (4.4)
Dz =
z   zk
zk+1   zk : (4.5)
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The trilinear interpolation part is described as follows,
i1 = (1 Dz)fi;j;k +Dzfi;j;k+1 (4.6)
i2 = (1 Dz)fi;j+1;k +Dzfi;j+1;k+1 (4.7)
j1 = (1 Dz)fi+1;j;k +Dzfi+1;j;k+1 (4.8)
j2 = (1 Dz)fi+1;j+1;k +Dzfi+1;j+1;k+1 (4.9)
w1 = (1 Dy)i1 +Dyi2 (4.10)
w2 = (1 Dy)j1 +Dyj2 (4.11)
~flinear(x; y; z) = (1 Dx)w1 +Dxw2 (4.12)
The second order correction terms are described as follows,
i1;x = [1  (1 Dx)2](1 Dz)
 
@2f
@x2
!
i;j;k
+ (1 D2x)Dz
 
@2f
@x2
!
i;j;k+1
(4.13)
i2;x = [1  (1 Dx)2](1 Dz)
 
@2f
@x2
!
i;j+1;k
+ (1 D2x)Dz
 
@2f
@x2
!
i;j+1;k+1
(4.14)
j1;x = [1  (1 Dx)2](1 Dz)
 
@2f
@x2
!
i+1;j;k
+ (1 D2x)Dz
 
@2f
@x2
!
i+1;j;k+1
(4.15)
j2;x = [1  (1 Dx)2](1 Dz)
 
@2f
@x2
!
i+1;j+1;k
+ (1 D2x)Dz
 
@2f
@x2
!
i+1;j+1;k+1
(4.16)
w1;x = (1 Dy)i1;x +Dyi2;x (4.17)
w2;x = (1 Dy)j1;x +Dyj2;x (4.18)
gx;i;j;k = (1 Dx)w1;x +Dxw2;x (4.19)
i1;y = [1  (1 Dx)2](1 Dz)
 
@2f
@y2
!
i;j;k
+ (1 D2x)Dz
 
@2f
@y2
!
i;j;k+1
(4.20)
i2;y = [1  (1 Dx)2](1 Dz)
 
@2f
@y2
!
i;j+1;k
+ (1 D2x)Dz
 
@2f
@y2
!
i;j+1;k+1
(4.21)
j1;y = [1  (1 Dx)2](1 Dz)
 
@2f
@y2
!
i+1;j;k
+ (1 D2x)Dz
 
@2f
@y2
!
i+1;j;k+1
(4.22)
j2;y = [1  (1 Dx)2](1 Dz)
 
@2f
@y2
!
i+1;j+1;k
+ (1 D2x)Dz
 
@2f
@y2
!
i+1;j+1;k+1
(4.23)
w1;y = (1 Dy)i1;y +Dyi2;y (4.24)
w2;y = (1 Dy)j1;y +Dyj2;y (4.25)
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gy;i;j;k = (1 Dx)w1;y +Dxw2;y (4.26)
i1;z = [1  (1 Dx)2](1 Dz)
 
@2f
@z2
!
i;j;k
+ (1 D2x)Dz
 
@2f
@z2
!
i;j;k+1
(4.27)
i2;z = [1  (1 Dx)2](1 Dz)
 
@2f
@z2
!
i;j+1;k
+ (1 D2x)Dz
 
@2f
@z2
!
i;j+1;k+1
(4.28)
j1;z = [1  (1 Dx)2](1 Dz)
 
@2f
@z2
!
i+1;j;k
+ (1 D2x)Dz
 
@2f
@z2
!
i+1;j;k+1
(4.29)
j2;z = [1  (1 Dx)2](1 Dz)
 
@2f
@z2
!
i+1;j+1;k
+ (1 D2x)Dz
 
@2f
@z2
!
i+1;j+1;k+1
(4.30)
w1;z = (1 Dy)i1;z +Dyi2;z (4.31)
w2;z = (1 Dy)j1;z +Dyj2;z (4.32)
gz;i;j;k = (1 Dx)w1;z +Dxw2;z (4.33)
The second derivatives such as @2f=@x2 are tabulated before hydrodynamical sim-
ulations and the data table are given as the initial data.
4.2 Approximate Riemann Solution for Non-ideal
EOS
For the approximate EOS of Takahara & Sato (1982), we have found a numerical
ux which satises the property U of Roe (1981). The numerical ux is the same
as that of Cargo & Gallice (1997) except for the correction term,
G = "cold + 
"cold

  1
t   1
Pcold

(4.34)
where
"cold =
Z 
0
Pcold
2
d : (4.35)
Here the bared symbols denote the Roe average while the symbols with the capital
delta denote the dierences between the two adjacent cells. The average specic
enthalpy, H, should be replaced with H   G in the computation of a and a.
Accordingly, the characteristic speeds propagating in the x-direction are evaluated
to be
a2 = (t   1)
 
H   G   u
2 + v2 + w2
2
+
B2x + B
2
y + B
2
z
4
  b2
!
; (4.36)
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a2 = (t   1)
 
H   G   u
2 + v2 + w2
2
  b2
!
  (t   2)
 
B2x + B
2
y + B
2
z
4
!
; (4.37)
where
b2 =
t   1
t   2
B2y + B
2
z
4 (
p
L +
p
R)2
: (4.38)
Here, (u; v; w) and (Bx; By; Bz) denote the velocity and magnetic eld, respec-
tively. The symbols, By and Bz, denote the dierence between the two adjacent
cells, while the symbols, L and R denote the density in the left hand side and
that in the right hand side, respectively.
4.3 Correction term G
At the same time, the correction term G should be added to the last component
of the eigen vector of the entropy wave. This correction term appears since the
internal energy depends on the density under the constant pressure. This correction
term is similar to that obtained by Nobuta & Hanawa (1999) for the numerical
ux of hydrodynamical equations.
We utilize the data set of Shen EOS to nd the specic internal energy and
pressure. The acoustic velocity is estimated from the density, , pressure, P ,
temperature, T , and entropy, S included in Shen EOS table, as follows,
a2 
 
@P
@
!
S
=
 
@P
@
!
T
+
 
@P
@T
!

 
@T
@
!
S
=
 
@P
@
!
T
 
 
@P
@T
!

 
@S
@
!
T
 
@S
@T
! 1

:
(4.39)
And the roe average of the acoustic velocity is given by
a2 =
p
Ra
2
R +
p
La
2
Lp
R +
p
L
(4.40)
where the subscripts, L and R denote the left and right states, respectively. Finally,
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the eigen vector of the entropy wave for MHD simulations is given by
r0 =
8>>>>>>>>>>>>>>>>>>>>>>>>>>>:
1
vx
vy
vz
0
0
(v)2
2
+ b2 +G
9>>>>>>>>>>>>>>>>>>>>>>>>>>>;
: (4.41)
Here, b2 is given by
b2 =
   1
   2
B2y +B
2
z
82
(4.42)
where By and Bz denote the y and z components of the magnetic eld dier-
ences between the left and right state, respectively.
4.4 Source term in Energy Conservation
We evaluated the source term in the equation of energy conservation, v  g, by
the inner product of the gravity and the average numerical mass ux (Mikami et
al., 2008). In other words, we evaluated the mass ux, v , not at the cell center
but on the cell surface,
(vg)i =
1
2
n
(v)i 1=2 + (v)i+1=2
o
gi; (4.43)
where the subscripts, i and i 1=2, denote the cell center and teh cell surface. By
the virtue of this evaluation, the source term vanishes when the mass ux vanishes.
Note that the mass ux evaluated at the cell center may not vanish in a Roe type
scheme even when that evaluated on the cell surface vanishes. We have found
that the proto-neutron star suers from serious spurious heating when the source
term is evaluated from the cell center density and velocity. The spurious heating
expands the proto-neutron star to blow o eventually.
78 CHAPTER 4. APPENDIX
Bibliography
Akiyama, S., Wheeler, J.C., Meier, D. L., & Lichtenstadt, I., 2003, ApJ, 584, 954
Ardeljan, N. V., Bisnovatyi-Kogan, G. S., Kosmachevskii, K. V., & Moiseenko,
S. G. 2004, Astrophys., 47, 1
Arnett, W. D. 1977, ApJ, 218, 815
Balbus, S. A., Hawley, J. F. 1991, ApJ, 376, 214-233
Balbus, S. A., Hawley, J. F. 1998, Review of Modern Physics, 70, 1-53
Baldo, M., Burgio, G. F., Schulze, H.-J. 1998, Phys. Rev. C, 58, 3688-3695
Balsara, D. S., 2001, J. Comput. Phys., 174, 614
Balsara, D. S., & Spicer, D. S., 1999, J. Comput. Phys., 149, 270
Bethe, H. A., Wilson, J. R. 1985, ApJ, 295, 14
Blandford, R. D., Payne, D. G. 1982, MNRAS, 199, 838
Blondin, J. M., Mezzacappa, A., & Demarino, C. 2003, ApJ, 584, 971
Blondin, J. M., Mezzacappa, A. 2007, Nature, 445, 58
Bludman, S. A., Lichtenstadt, I., Hayden, G. 1982, ApJ, 261, 661-676
Bogovalov, S. V. 1999, A&A, 349, 1017
Buras, R., Janka, H.-Th., Rampp, M., & Kifonidis, K. 2006, A&A, 457, 281
Buras, R., Janka, H.-Th., Rampp, M., & Kifonidis, K. 2003, Phys. Rev. Lett., 90,
241101
79
80 BIBLIOGRAPHY
Burrows, A. 2000, Nature, 403, 727-733
Burrows, A., Young, T., Pinto, P., Eastman, R., Thompson, T. A. 2000, ApJ, 539,
865
Burrows, A., Livne, E., Dessart, L., Ott, C. D., & Murphy, J. 2006, ApJ640, 878
Burrows, A., Dessart, L., Livne, E., Ott, C., & Murphy, J. 2007, ApJ, 664, 416
Cargo, P. & Gallice, G. 1997, J. Comput. Phys., 136, 446
Colgate, S., A., & White, R., H. 1966, ApJ, 143, 626
Cooperstein J., Van denHorn L. J., Baron E. A. 1986, ApJ, 309, 653
Dedner, A., Kemm, F., Kroner, D., Munz, C.-D., Schnitzer, T., Wesenberg, M. J.
Compt. Phys., 175, 645-673
Duncan, R. C., Thompson, C. 1992, ApJ, 392, 9-13
Epstein, R. I., & Pethick, C. J., 1981, ApJ, 243, 1003-1012
Etienne, Z. B., Liu, Y. T., & Shapiro, S. L. 2006, Phys. Rev. D, 74 044030
Evans, C., & Hawley, J. F., 1988, ApJ, 332, 659
Fryer, C. L., Heger, A. 2000, ApJ, 541, 1033
Hanawa, T., Mikami, H., Matsumoto, T. 2008, J. Comput. Phys., 227, 7952-7976
Heger, A., Woosley, S. E., & Spruit, H. C. 2005, ApJ, 623, 350
Hillebrandt, W., Nomoto, K., Wol, R., A&A, 133, 175
Hwang, U. et al. 2004, ApJ, 615, L117
Ishizuka, C., Ohnishi, A., Tsubakihara, K., Sumiyoshi, K., Yamada, S. 2008,
J. Phys. G, 35, 5201
Iwakami, W., Kotake, K., Ohnishi, N., Yamada, S., Sawada, K. 2008, ApJ, 678,
1207-122
Janka, H.-Th., Zwerger, Th., Moenchmeyer, R. ApJ, 268, 360-368
BIBLIOGRAPHY 81
Janka, H.-T., Buras, R., Kitaura J. F. S., Marek, A., Rampp, M., Scheck, L. 2005,
Nucl. Phys. A, 758, 19-26
Kitaura, F. S., Janka, H.-Th., Hillebrandt, W. 2006, a, 450, 345-350
Kotake, K., Yamada, S., Sato, K. 2003, ApJ, 595, 304-316
Lattimer, J. M., & Swesty, F. D. 1991, Nucl. Phys. A, 535, 331
LeBlanc, J. M., & Wilson, J. R. 1970, ApJ, 161, 541
Leonard, D. C. et al. 2006, Nature, 440, 505
Liebendorfer, M., Rampp, M., Janka, H.-Th., Mezzacappa, A. 2005, ApJ, 620,
840-860
Lyne, A. G., Lorimer, D. R. 1994, Nature, 369, 6476, 127-129
Machida, M. N., Matsumoto, T., Hanawa, T., & Tomisaka, K. 2006, ApJ, 645,
1227
Matsumoto, T., & Hanawa, T. 2003, ApJ, 595, 913
Matsumoto, T., & Tomisaka, K. 2004, ApJ, 616, 266
Matt, S., Frank, A., Blackman, E. G. 2006, ApJ, 647, 45-48
Marek, A., Janka, H. T. 2009, ApJ, 694, 664-696
Mezzacappa, A. 2005, ARA&A, 55, 467-515
Matsumoto, T. 2007, PASJ, 59, 905-927
Moiseenko, S. G., Bisnovatyi-Kogan, G. S., & Ardeljan, N. V. 2006, MNRAS, 370,
501
Mihalas, D., & Mihalas, B. W. 1984, FOUNDATION OF RADIATION HYDRO-
DYNAMICS, New York Oxford University Press, 1984, 731 p. (the revied ver-
sion, Dover Publications, 1999, 736 p.)
Mikami, H., Sato, Y., Matsumoto, T., Hanawa, T. ApJ, 683, 357-374
Myra, E. S., Bludman, S. A., Homan, Y., Lichenstadt, I., Sack, N., van Riper,
K. A. 1987, ApJ, 318, 744-759
82 BIBLIOGRAPHY
Nakazato, K., Sumiyoshi, K., Suzuki, H., Yamada, S. 2008, Phys. Rev. D, 78, 3014
Nobuta, K., & Hanawa, T. 1999, ApJ, 510, 614
Obergaulinger, M., Aloy, M. A., & Muller 2006, A&A, 450, 1170
Obergaulinger, M., Aloy, M. A., Dimmelmeir, H., & Muller 2006, A&A, 457, 209
Pen, U.-L., Arras, P., Wong, S. ApJ, 149, 447-455
Rampp, M., Janka, H.-T. 2002, ApJ, 396, 361-392
Roe, P. L. J. Comput. Phys., 43, 357
Sawai, H., Kotake, K., & Yamada, S. 2005, ApJ, 631, 446
Shen, H., Toki, H., Oyamatsu, K., Sumiyoshi, K. 1998, Prog. Theor. Phys., 100,
1013-1031
Shibata, M., Liu, Y. T., Shapiro, S. L., & Stephens, B. C. 2006, Phys. Rev. D, 74,
104026
Smarr, L., Wilson, J. R., Barton, R. T., Bowers, R. L. 1981, ApJ, 246, 515-525
Sumiyoshi, K., Yamada, S., Suzuki, H., Shen, H., Chiba, S., & Toki, H. 2005, ApJ,
629, 922
Sumiyoshi, K., Ishizuka, C., Ohnishi, A., Yamada, S., Suzuki, H. 2008, ApJ, 690,
43
Symbalisty, E. M. D. 1984, ApJ, 285, 729
Takiwaki, T., Kotake, K., Nagataki, S., & Sato, K. 2004, ApJ, 616, 1086
Takiwaki, T., Kotake, K., Sato, K. 2009, ApJ, 691, 1360-1379
Takahara, M., Sato, K. 1982, Prog. Theor. Phys., 68, 79
Tanaka M., Kawabata S. K., Maeda K., Iye M., Hattori T., Pian E., Nomoto K.,
Mazzali P., Tominaga N. 2009, ApJ, 699, 1119-1124
Tubbs, D. L., Schramm, D. N. 1975, ApJ, 201, 467-488
Van Riper K. A., 1982, ApJ, 257, 793-820
BIBLIOGRAPHY 83
Van Riper K. A., Lattimer J. M.,1981, ApJ, 249, 270-289
Wang, L., Baade, D., Hoigh, P., & Wheeler, J. C. 2003, ApJ, 592, 457
Wang, L., Wheeler, J. C., Hoich, P., Khokhlov, A., Baade, D., Branch, D., Challis,
P., Filippenko, A. V., Fransson, C., Garnavich, P., Kirshner, R. P., Lundqvist,
P., McCray, R., Panagia, N., Pun, C. S. J., Phillips, M. M., Sonneborn, G., &
Suntze, N. B. 2002, ApJ, 579, 671
Wheeler, J. C., Meier, D. L., Wilson, J. R., 2002, apj, 568, 807-819
Woosley, S. E., Heger, A., Weaver, T. A. 2002, Rev. Mod. Phys., 74, 1015
Woosley, S. E., Janka, T. 2005, Nature, 1, 147-154
Yamada, S., & Sawai, H. 2004, ApJ, 608, 907
Yamasaki, T., Foglizzo, T. 2008, ApJ, 679, 607-615
