We consider classical Wicksell's problem of estimating an unknown distribution function G of the radii of balls, based on their observed cross-sections. It is assumed that the underlying distribution function G belongs to a H older class of smoothness > 1=2: We prove that, for a suitable choice of the smoothing parameters, kernel-type estimators are asymptotically e cient for a large class of symmetric bowl-shaped loss functions.
by F(x) distribution function of the observed squared radii X i = r 2 i and let be the (unknown) intensity of the underlying point process in R 3 is the expected radius of the balls B i , which we assume to be nite. Similarly one can show that X 1 ; : : :; X n are independent random variables with the distribution function F(x) given by (1) . For a more rigorous treatment based on marked point processes see e.g. Reiss (1993) , p. 47. One can easily estimate the distribution F(x) of the observed squared radii X i and then try to \unfold" the unknown distribution G(y) using the equation (1) . Problems of this kind are oftenly referred to as inverse problems. The Wicksell problem is obviously also related to the so-called convolution and mixture models.
Fortunately the underlying equation (1) can be in our case solved explicitly. More precisely (see Lemma 
Although the basic equation (2) has been frequently used in studying the Wicksell problem its available proofs appear to be of a somewhat ad hoc nature. For the reader's convenience we derive equation (2) in the Appendix and discuss it in the framework of fractional derivatives. Under this approach equation (1) becomes, at least conceptually, a readily solvable \di erential equation of order ?1=2".
Equations (2) , (3) immediately suggest a naive estimatorĜ n (y) obtained by using the empirical distribution functionF n (x) of the observed data X 1 ; : : :; X n instead of F. Although such an estimator may have in nite second moments and, being unbounded in y, is very poor in applications, it is asymptotically normal N(0; 2 0 (G)= 2 n ), where 2 n = n= log n, 2 0 (G) = 4 ?2 m 2 (G) f(y) + f(0)(1 ? G(y)) 2 and f is the density of F. Thus the naive estimator is consistent, with a rate of convergence ?1 n . Watson (1971) derives this result as a mere curiosity.
In a recent paper Groeneboom and Jongbloed (1995) have shown that if G( ) is H older continuous with an exponent 1, the above rate of convergence ?1 n cannot be improved by any estimator. Thus the naive estimatorĜ n (y) is even rate optimal! This demonstrates, incidentally, the weakness of an optimality argument based just on asymptotic distribution of an estimator.
In this paper we derive asymptotically e cient estimators of G(y), against the assumption that G( ) belongs to a given H older class , with > 1=2. The eciency of the proposed estimators holds simultaneously for a large class of symmetric bowl-shaped loss functions and their mean square error decreases asymptotically as 2 (G) ?2 n , where 2 (G) = 2 0 (G)=(2 ). Such estimators are obtained by replacing the unknown density f(x) of F(x) in (2), (3) by a properly scaled kernel-type density estimator f n (x) = f n (x; X 1 ; : : : ; X n ).
The idea of using kernel-type estimators in the Wicksell problem has been proposed by Taylor (1983) . Later this method has been discussed in Hall and Smith (1988) in the framework of estimating the unknown density g( ) of G( ); van Es and Hoogendoorn (1990) and others. However the existence of e cient nonparametric estimators in this long-standing problem proved to be elusive for more than 70 years.
Another feature worth mentioning is how the smoothness parameter e ects asymptotic variance of the e cient estimators. Typically in the so-called irregular problems, determines the rate of convergence, appearing in by now only too well familiar formulas like n ? =(2 + 1) . The manner in which parameter enters 2 (G) suggests its stronger in uence on the asymptotic accuracy of optimal estimators in the Wicksell problem.
To understand better the role played by the Wicksell problem in nonparametric estimation it is useful to consider a more general family of statistical functionals 
with the special case = 1=2 appearing in (2) . Such functionals coincide, up to certain constants, with the fractional derivatives D F(y) of the distribution function F (an analytic continuation to 1 is readily available; see Appendix) and lead therefore to a natural generalization of the well-known problem of estimating an unknown density and its higher-order derivatives.
For < 1=2; (y; F) is a standard example of regular statistical functionals, see e.g. Koshevnik and Levit (1976) , since the function ( ? y) ? is, normally, square integrable. For > 1=2, on the other hand, (y; F) is a typical example of irregular functionals, exhibiting the same properties as the more familiar density estima-tion problem. (A more detailed comparison of these two problems is discussed in Levit (1995) ). Thus the Wicksell problem conspicuously related to the case = 1=2 lies exactly on the boundary between regular and irregular nonparametric problems. Moreover it combines, in a peculiar manner, properties of both these types of problems. Namely asymptotically e cient (locally asymptotically minimax) estimators though do exist in the Wicksell problem are closer in nature to nonparametric density estimators. Yet another feature oftenly complicating inverse type problems, is that while speci c smoothness properties of the distribution F in (1) directly a ect asymptotically e cient estimators in the Wicksell problem, these properties are to be expressed, preferably, in terms of the underlying distribution function G in (1)-(2). In our case one can steer clear of the smoothness properties of F, thanks to Lemma 1. Alternatively one can relate smoothness properties of the distribution function F to those of G, by a Proposition given in the Appendix for the purpose of this discussion only.
Main results
Consider a non-parametric estimator of the density f( ) based on the observed random variables X 1 ; : : : ; X n ; f n (x) = 1 nh
where the bandwidth h = h n > 0; h n ! 0 (as n ! 1) and the kernel K( ) will be speci ed shortly. 
where u h (t) = 1 h
Although the distribution of X i and the target functional (y) are completely speci ed by the distribution function F itself, we will endow corresponding expectations, variances etc. with the index G, the parameter in which we are primarily interested (see (1) , (2)). Let G n (y) = Our goal is to show that thus de ned estimator G n (y) is asymptotically e cient, or more precisely locally asymptotically minimax, if the parameter h n and the kernel K( ) and properly chosen, against the smoothness properties of the underlying distribution function G( ). To include these properties in our model consider, for arbitrary = + ; = 0; G(y) = 0; y 0;
Furthermore let T be topology on G induced by the norm
In thus introduced topological space (G ; T ) of the underlying distributions one can consider arbitrary vicinities V of a given G 2 G as well as limits with respect to a converging net V & G.
To incorporate our prior information into the construction of e cient estimators assume that K( ) is an arbitrary one-sided kernel satisfying following conditions: 
Let W denote the class of loss functions w(z) 0; z 2 R 1 such that w(z) = w(?z); w(z) w(y); jzj jyj;
and for some p; q > 0 w(z) p exp(qjzj):
Theorem 1 Let G n (y) be de ned by (5), (6), (8), where K( ) is an arbitrary kernel satisfying (11){ (14), and h = h n = n ?1= (2 ) : (15) If > 1=2 then for any w 2 W and G 0 2 G
where n = q n= log n and N(0; 2 (G 0 )), with
Next we show that the estimator G n (y) is locally asymptotically minimax by establishing the following lower bound on the minimax risk.
Theorem 2 Let > 1=2. Then for any w 2 W and G 0 2 G
where inf is taken over all estimators G n (y).
The derivation of the lower bound in estimating G(y) requires a slight modi cation of the well known technique used in the theory of estimating the so called regular functionals (see Koshevnik and Levit (1976) , Ibragimov and Hasminskii (1981) or a more recent monograph Bickel, Klaassen, Ritov and Wellner (1993)). Indeed as Lemma 1 below shows, functionals 1 (F) = (y) and 2 (F) = (0) are approximately linear (hence di erentiable), with (regularized) gradients u h (y ? ); u h (0 ? ) where u h ( ) and h are de ned correspondingly by (7), (15) . Obviously gradient of the functional (F) = 1 (F)= 2 (F) in (2) belongs, for any given F, to the linear span of these two gradients. Let F denote the set of all density functions f corresponding to a distribution F in (1), with some G 2 G . To obtain the required lower bound it would be su cient to nd, in a vicinity of any given f 0 2 F , a two-dimensional family of densities f c (x) 2 F ; c = (c 1 ; c 2 ), whose score functions form a basis for the above span.
The following parametric family
could do the job provided it belonged to the corresponding class of densities F .
Unfortunately in general there is no reason to assume this to be the case. However an approximation of the family (16) (17) where for u < 0 the integral in (17) is understood in the sense of principal value.
Upper bound
We begin the proof of Theorem 1 with following preliminary results.
Lemma 1 Under the assumptions of Theorem 1 for any y; z 0; y 6 = z, and h ! 0, locally uniformly with respect to G 2 G ,
Cov G (u h (y ? X i ); u h (z ? X i )) = O(1):
Proof. Let f denote density function of the distribution F in (1) (see Appendix, Lemma 7). Obviously (2) can be rewritten in terms of f(x) as
Using this relation and (13){ (14) one easily obtains Lemma 2 Under the assumptions of Theorem 1, for any y; z 0; y 6 = z, locally uniformly with respect to G 2 G as n ! 1, a) the random vector n ( n (y) ? (y); n (z) ? (z)) is asymptotically normal with zero mean and the covariance matrix (2 ) ?1 diag (f(y); f(z)); b) for any > 0 lim sup n!1 E G exp ( n j n (y) ? (y)j) < 1:
Proof. According to (18) , (19) random variables u h (y ? X i ) in (6) trivially satisfy the Lindeberg condition. Therefore according to (15) , (18) (12), (13)).
The lower bound
According to the discussion at the end of Section 2, in order to obtain the required lower bound one has to exhibit the existence of an (asymptotically least favorable) parametric subfamily G c , in a vicinity of a given distribution G 0 2 G , such that the corresponding family of densities f c due (1) approximates (16) . Such least favorable parametric subfamily passing through a given G 0 2 G is proposed below. However to withstand it the initial distribution G 0 should itself be su ciently rough, i.e. satisfy following conditions: 
Proof. It can be easily seen that the distribution function G 0 belongs to V for all su ciently small . According to (28), (29) Our next task is to describe behavior of the family of distributions F c (x) associated with the family G c (x) in (30) by preponderance of (1). In particular we will substantiate the claim that corresponding densities f c (x) provide a good approximation to (16) Further the well known argument used in proving local asymptotic normality for independent observations, sustained by Lemmas 6, 7 and a bound on the remainder terms using e.g. the Bernstein inequality (21), show that the family P (n) c corresponding to densities f c (x) in (35) is locally asymptotically normal, with the matrix I given by 
where G(y) is a primitive of g(y).
Using ordinary calculus one can easily verify that for any 1 ; 2 < 0 and = 1; 2; : : : This standard approach may seem somewhat inelegant, in that the de nition of derivatives or order ; < < + 1 requires + 1 derivatives of g, apparently more than necessary! Relation (37) shows however that only derivatives of order are actually involved here.
Extensions
The above de nition can be extended, with some precaution, to broader classes of functions. Let ; < 0 be the class of functions g(y) such that kgk = Z 1 0
x ? ?1 jg(y)j dy < 1 and for > 0; = + ; = 0; 1; :::; 0 < 
By di erentiating both parts of (44) 
