It is well-known that the GRAPH 3.COLORABILITY problem, deciding whether a given graph has a stable set whose deletion results in a bipartite graph, is NP-complete. We prove the following related theorems: It is NP-complete to decide whether a graph has a stable set whose deletion results in (1) a tree or (2) a trivially perfect graph, and there is a polynomial algorithm to decide if a given graph has a stable set whose deletion results in (3) the complement of a bipartite graph, (4) a split graph or (5) a threshold graph. 0 1998 Elsevier Science B.V. All rights reserved.
Introduction and results
Let k be a positive integer. A graph is k-colorable if its vertex set can be partitioned into k pairwise disjoint stable sets. Karp [ 121 proved that deciding whether a graph admits a k-coloring is NP-complete for k 2 3. The problem "Is a given graph 3-colorable?" has been discussed for many special graph classes; among them planar graphs with maximum degree four [7, 61 , triangle-free graphs [13] , and trianglefree graphs with maximum degree four [14] , and very recently 4-regular Hamiltonian graphs [17] . It turned out that GRAPH ~-COLORABILITY remains NP-complete for these graph classes.
Here we shall discuss some variants of GRAPH ~-COLORABILITY. Our discussion is motivated by the proof of the NP-completeness of GRAPH ~-COLORABILITY given by Garey et al. [7] . A bipartite graph is one whose vertex set can be partitioned into two disjoint stable sets. With this notion, GRAPH ~-COLORABILITY can be restated as follows: "Given a graph G, does G have a stable set S such that G -S is a bipartite graph?'. Now, as pointed out by Monien [16] , it can be derived from the proof of Carey et al. [7] that the following holds: Pd-free
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The complexity status of STABLE-~ for some property x is summarized in Table 1 .
There, "?" means that the corresponding problem seems to be open.
In the next two sections, given a graph G and a graph property 71, we call a stable set S of G good if S can be extended to a stable set S' such that G-S' has the property 7~. If S is a good stable set, we shall identify S with a possible extension S' of S.
Proof of Theorem 2
Schaefer proved in [18] that the following problem is NP-complete.
Problem 2 (l-IN-3 3SAT). Given a collection % of m clauses over the set V of n Boolean variables such that each clause has exactly three literals, is there a truth assignment satisfying %? such that each clause in %? has exactly one true literal?
By considering complementation, the following problem is also NP-complete.
Problem 3 (2-IN-3 3SAT). Given a collection % of m clauses over the set V of n Boolean variables such that each clause has exactly three literals, is there a truth assignment satisfying % such that each clause in %? has exactly two true literals?
We shall reduce 2-IN-3 3SAT to our problem (which is clearly in NP).
Let % = {Cl , . . . , Cm} be a collection of m clauses with variable set V = {VI,. . . , u,} such that every clause of % contains exactly three literals, C; = {c~'),c~),c~)}, i = 1,. . . , m, where each literal ,:'I is either vk or G for some suitable k.
In the following we construct a graph G := G(g) such that % E 2-IN-3 3SAT if and only if the graph G has a good stable set.
For a better understanding we first prove the NP-completeness for bipartite graphs. Note that G is a bipartite graph: A bipartition of G is given by A, B (see also as shown in Fig. 3 .
. ,m and R by adding the following edges: Remark. Clearly, STABLE TREE can be solved for (bipartite) graphs with maximum degree at most 2. The complexity of STABLE TREE for bipartite graphs with maximum degree at most three seems to be an open problem.
Proof of Theorem 3
The problem is clearly in NP. To prove the NP-completeness, we shall reduce Remark. The same construction and arguments show that STABLE-"PJ-FREE" is NP-complete. Our graph G here, however, is not perfect (it contains chordless cycles of odd length at least five). In [ 1 I], a more complicated construction is discussed showing that STABLE-"P4-FREE" is NP-complete for comparability graphs.
Proof of Theorems 4 and 5
Note that the graph G has a stable set S such that G-S is partitionable into two 
Procedure MODIFY(X) (Pl) if 5'; u S$ U S$ is bipartite then G E (2,l). STOP (P2) else for all c' E S; check whether V \ ({v} U (C-l n N(o))) is bipartite; (P3) if there is such a vertex v then G E (2,l). STOP

Lemma 2. Ij {a, b, c} is a triangle in R then G E (2,l) iJ' and only if for at least one vertex x E {a, b,c} Procedure MODIFY(X) leads to a (2,1)-partition of G.
Proof. We only have to show that if G E (2,l) then the procedure successfully ends. A graph G.
output:
A decision of "G E (2, l)?". 
if there is such a clique C then GE (2,l). STOP (2,1) .
Algorithm 1 checks in &(m2) steps whether a graph G is in
Correctness. Up to step (10) the correctness of the algorithm is obvious. The correctness of the procedure follows from Lemma 2. The correctness of steps (13)- (15) is again obvious.
Time bound: It is well-known that the graphs in (1,l) and in (2,0) can be recognized in linear time B(n + m) (for the first class see [lo] ). Thus, step (1) can be done in time O(n(n + m)). Obviously, steps (2)-(g) do not require more time.
Step (9) can be done in time 6(n(n + m)) since a triangle is an edge where the two end-nodes have a common neighbor. Obviously, steps ( 10) and (11) can also be done in time &(n(n + m)). In step (12) , at most IZ + m vertices and edges have to be considered.
Step (13) 
Proof of Theorem 6
Recall that threshold graphs are split graphs. Thus, if G 4 (2,l) then G has no partition into a stable set S and a threshold graph G -S. Assume now that G E (2,l).
The fact that the intersection of a clique and a stable set contains at most one vertex implies that there are at most C?(n4) different partitions of G into a clique C and a bipartite graph B = G( V \ C). According to Algorithm 1 and Theorem 5, all these partitions can be found in polynomial time. We consider now an arbitrary partition of this type: Let C be a clique of G such that B = G( V \ C) is bipartite. We have to check whether B has a bipartition R, S such that C U R or C US is a threshold graph. Recall that a graph is a threshold graph if and only if it is (Pa, Cd, 2K2)-free, and a graph is a split graph if and only if it is (Cs,C4,2Kl)-free (see [3] ). Thus, every split graph is in particular (C4,2Kz)-free. This implies that in order to check whether CUR or C ~1 S induces a threshold graph for a clique C and stable sets R,S we have to check whether C U R or C US induces a Pd-free graph. which then has to be checked for satisfiability. All this can be done in time 0(n4).
Since there are at most 0(n4) different (2,1)-partitions of G which altogether can be found in time o(n4) the total time bound is fl(n8). 0
