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Abstract
Let X = (Xt ,Ft )t0 be a diffusion process on R given by
dXt = µ(Xt ) dt + σ(Xt ) dBt , X0 = x0,
where B = (Bt )t0 is a standard Brownian motion starting at zero and µ,σ are two continuous
functions on R, and σ(x) > 0 if x = 0. For a nonnegative continuous function ϕ we define the
functional J = (Jt ,Ft )t0 by Jt =
∫ t
0 ϕ(Xs) ds, t  0. Then under suitable conditions we establish
the relationship between Lp-norm of sup0tτ |Xt | and Lp-norm of Jτ for all stopping times τ . In
particular, for a Bessel process Z of dimension δ > 0 starting at zero, we show that the inequalities
√
δ
(
2 − p
4 − p
)1/p
‖√τ‖p 
∥∥Z∗τ ∥∥p √δ
(
4 − p
2 − p
)1/p
‖√τ‖p
hold for all 0 < p < 2 and all stopping times τ . More specially, we show that for every continuous
local martingale M = (Mt ,Ft )t0 the inequalities
cp
∥∥Hµ(〈M〉∞)∥∥p 
∥∥∥sup
t0
∣∣Mt − µ〈M〉t ∣∣∥∥∥
p
 Cp
∥∥hµ(〈M〉∞)∥∥p
hold for all 0 < p < ∞ and µ > 0, where Cp and cp are some positive constants depending only
on p, and Hµ,hµ are the inverses of x → (e2µx − 2µx − 1)/2µ2 and x → (e−2µx + 2µx − 1)/2µ2
on (0,∞), respectively.
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1. Introduction
Recently, it was shown by Graversen and Peskir [6] (see also [12]) that if V = (Vt )t0
is the Ornstein–Uhlenbeck velocity process solving the Langevin equation
dVt = −βVt dt + dBt ,
where β > 0 and V0 = 0, then there exist two universal constants b1, b2 > 0 such that
b1√
β
E
[√
log(1 + βτ) ]E[ sup
0tτ
|Vt |
]
 b1√
β
E
[√
log(1 + βτ) ] (1.1)
for all stopping times τ of V .
Our main aim in this paper is to extend the above results about the Ornstein–Uhlenbeck
velocity process to quite general diffusion processes given by the stochastic differential
equation
dXt = µ(Xt) dt + σ(Xt ) dBt , (1.2)
where B = (Bt )t0 is a standard Brownian motion starting at zero and µ,σ :R→ R are
two continuous functions.
Now, for the diffusion X given by (1.2), define the functional J = (Jt ,Ft ) by
Jt =
t∫
0
ϕ(Xs) ds (t  0),
where ϕ :R→ [0,∞) is a continuous function. Clearly, the functional J is of interest to
the diffusion X. Indeed, for the diffusion X given by (1.2) we have
〈X〉t =
t∫
0
σ 2(Xs) ds.
Furthermore, we have (see [3,13])
∥∥∥ sup
0tτ
|Xt |
∥∥∥
p
 Cp
∥∥∥∥∥〈X〉1/2τ +
τ∫
0
∣∣µ(Xt)∣∣dt
∥∥∥∥∥
p
for all stopping times τ . Thus, it is a natural question to consider the relationship between
Lp-norm of sup0tτ |Xt | and Lp-norm of Jτ . In this paper we shall investigate this prob-
lem.
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Throughout this paper, we fix a filtered complete probability space (Ω,F , (Ft ),P ) with
the usual conditions, and let B = (Bt )t0 be a standard Brownian motion with B0 = 0.
For any process X = (Xt )t0, denote X∗τ = sup0tτ |Xt |. Denote by R+ the set of all
nonnegative real numbers. Let C stand for a positive constant depending on the subscripts
and its value may be different in different appearance, and this assumption is also adaptable
to c.
Lemma 2.1. Let D = (Dt )t0 be a nonnegative right-continuous process, and let A =
(At )t0 be an increasing continuous process with A0 = 0. Assume that H :R+ → R+ is
an increasing continuous function with H(0) = 0. If for all bounded stopping times τ ,
E[Dτ ]E[Aτ ],
then
E
[
sup
0tτ
H(Dt)
]
E
[
H˜ (Aτ )
]
holds for all stopping times τ , where H˜ is defined as follows:
H˜ (x) = x
∞∫
x
1
s
dH(s) + 2H(x), x  0.
The proof of this lemma can be found in [13, pp. 162–163] (also see Proposition 2.1
in [6]).
Now let F be the solution of the equation
σ 2(x)
d2y
dx2
+ 2µ(x)dy
dx
= 2ϕ(x) (2.1)
such that y(0) = 0, y′(0) = 0, where ϕ,µ,σ are three continuous functions on R and
ϕ(x) 0 for all x ∈R. For x  0 we define the function Hp :R+ →R+ by
Hp
(
F(x)
)= xp (p > 0). (2.2)
Then H is an increasing continuous function on R+ with Hp(0) = 0 and
Hp
(
F(x)
)= |x|p
for all x ∈R. For x  0 we define the function H˜p by
H˜p(x) = x
∞∫
x
1
s
dHp(s) + 2Hp(x), p > 0.
Theorem 2.1. Let X be a diffusion on R given by (1.2) starting at zero. Define the func-
tional J = (Jt ,Ft ) by
Jt =
t∫
ϕ(Xs) ds (t  0),0
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is odd. If
H˜p(x) CpHp(x), x  0, (2.3)
for some p > 0, then the inequalities
cp,γ
[
Hp(Jτ )
]
E
[(
X∗τ
)p] Cp,γ [Hp(Jτ )] (2.4)
hold for all stopping times τ .
Proof. Let F be the solution of the problem
σ 2(x)
d2y
dx2
+ 2µ(x)dy
dx
= 2ϕ(x), y(0) = y′(0) = 0, (2.5)
where x ∈ R. Under the conditions of the theorem, F then is symmetric and we have by
the Itô formula
F
(|Xt |)= F(Xt) = F(X0) +
t∫
0
ϕ(Xs) ds +
t∫
0
σ(Xs)F
′(Xs) dBs.
It follows that
E
[
F
(|Xτ |)]= E
[ τ∫
0
ϕ(Xs) ds
]
≡ E[Jτ ] (2.6)
for all bounded stopping times τ .
Now, for these processes D = {F(|Xt |); t  0} and A = {Jt ; t  0}, by using
Lemma 2.1, we get
E
[
sup
0tτ
Hp
(
F
(|Xt |))]E[H˜p(Jτ )] CpE[Hp(Jτ )]
for some p > 0 and all stopping times τ , which gives the right inequality in (2.4).
On the other hand, we see that (2.6) implies
E[Jτ ]E
[
sup
0tτ
F
(|Xt |)]
for all bounded stopping times τ . Thus, by using Lemma 2.1 to these processes D =
{Jt ; t  0} and A = {sup0st F (|Xs |); t  0}, we get
E
[
Hp(Jτ )
]
E
[
H˜p
(
sup
0tτ
F
(|Xt |))] CpE[X∗pτ ]
for some p > 0 and all stopping times τ . This completes the proof. 
Clearly, the proof above is also valid for a positive diffusion starting at zero.
Theorem 2.2. Let X be a positive diffusion starting at zero with infinitesimal generator
LX = 1σ 2(x) d
2
+ µ(x) d (x > 0),
2 dx2 dx
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all x  0,
H˜p(x) CpHp(x) (2.7)
with some p > 0, then the inequalities
cp,γ
[
Hp(Jτ )
]
E
[(
X∗τ
)p] Cp,γ [Hp(Jτ )] (2.8)
hold for all stopping times τ .
Now, we give some examples satisfying (2.3). We introduce the following condition
S(γ,K1,K2):
σ(x) > 0 if x = 0, and
K1|x|γ σ 2(x)
∣∣µ(x)∣∣K2|x|γ σ 2(x) (x ∈R), (2.9)
where K2 K1 > 0 and γ ∈R are three fixed constants.
Lemma 2.2. Given ν > −1. Let µ and σ be two continuous functions on R+ satisfying the
condition S(−1,K,K), i.e.,∣∣µ(x)∣∣|x| = Kσ 2(x) (2.10)
for a fixed constant K > 0. Take ϕ(x) = Nxνσ 2(x) with a fixed constant N > 0 for x  0.
If either µ(x) 0 for x  0 or µ(x) 0, ν+1 > 2K , then for 0 < p < 2+ν and all x  0
we have
H˜p(x) CpHp(x). (2.11)
Proof. Let Fε be the solution to the problem
σ 2(x)
d2y
dx2
+ 2µ(x)dy
dx
= 2ϕ(x), y(ε) = y′(ε) = 0, (2.12)
with x  0 for a fixed real number ε > 0.
First we assume µ(x) 0 for x  0. Then by the conditions in the lemma, we have for
x  ε,
Fε(x) = 2N
x∫
ε
1
t2K
dt
t∫
ε
s2K+ν ds = 2N
2K + ν + 1
x∫
ε
t−2K(t2K+ν+1 − ε2K+ν+1) dt
= 2N
2K + ν + 1
(
(x2+ν − ε2+ν)/(2 + ν) − ε2K+ν+1
x∫
ε
t−2K dt
)
.
For x  0 we set
F(x) = lim Fε(x) = 2N x2+ν.
ε→0 (2K + ν + 1)(2 + ν)
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p < ∞,
Hp(x) =
(
(2K + ν + 1)(2 + ν)
2N
)p/(2+ν)
xp/(2+ν) (x  0).
This gives
H˜p(x) = 2ν + 4 − p
ν + 2 − p Hp(x) (x  0)
for all 0 < p < 2 + ν by the definition of H˜p .
Next, let µ(x) 0 for x  0 and let ν + 1 > 2K . Then by the conditions in the lemma,
we have for x  ε,
Fε(x) = 2N
x∫
ε
t2K dt
t∫
ε
sν−2K ds = 2N
ν − 2K + 1
x∫
ε
t2K(tν−2K+1 − εν−2K+1) dt
= 2N
ν − 2K + 1
(
(x2+ν − ε2+ν)/(2 + ν) − εν−2K+1
x∫
ε
t2K dt
)
.
Thus, we find the solution F to (2.1) such that F(x) 0 for x  0 as follows:
F(x) = lim
ε→0Fε(x) =
2N
(ν − 2K + 1)(2 + ν)x
2+ν, x  0,
which gives inequality (2.11) again for all 0 < p < 2 + ν by the definitions of Hp and H˜p .
This completes the proof of the lemma. 
Lemma 2.3. Let µ and σ be two continuous functions on R satisfying the condition
S(γ,K1,K2) with γ > −1 and let the continuous function ϕ :R→R+ satisfy
N1|x|γ σ 2(x) ϕ(x)N2|x|γ σ 2(x)eN3|x|1+γ /(1+γ ) (2.13)
with three fixed constants Ni > 0 (i = 1,2,3). If µ(x)  0 for x  0, then for all x  0
and all 0 < p < 2 + γ , we have
H˜p(x)
4 + 2γ − p
2 + γ − p Hp(x). (2.14)
Proof. Let F be the solution to (2.1) such that F(0) = F ′(0) = 0. Then under the condi-
tions of the lemma we have for x  0,
F(x) 2N2
x∫
0
e2K2t
1+γ
dt
t∫
0
sγ e(N3+2K2)s1+γ ds
 2N2
1 + γ
x∫
t1+γ e(4K2+N3)t1+γ dt0
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F(x) 2N1
x∫
0
e2K1t
1+γ
dt
t∫
0
s+γ e−2K2s1+γ ds
 2N1
x∫
0
e2K1t
1+γ
dt
ct∫
0
sγ e−2K2s1+γ ds
 2N1
1 + γ
x∫
0
t1+γ e2(K1−c1+γ K2)t1+γ dt,
which imply that there are some positive constants Ci, ci (i = 1,2), depending only on
Ni, γ,Ki such that
c1
x∫
0
t1+γ eC1t1+γ dt  F(x) c2
x∫
0
t1+γ eC2t1+γ dt (x  0).
On the other hand, one can easily show that there are some positive constants η1, η2 > 0
depending only on γ such that the inequalities
(
eη1t
1+γ − 1) γ+2γ+1 
x∫
0
t1+γ et1+γ dt 
(
eη2t
1+γ − 1) γ+2γ+1
hold for all x  0. Thus, for 0 < p < ∞, x  0 we get
c log
p
γ+1
(
1 + x γ+1γ+2 )Hp(x) C log pγ+1 (1 + x γ+1γ+2 ),
where c,C > 0 are two positive constants depending only on Ni, γ,Ki .
Now, to prove (2.14), it is enough to assume
Hp(x) = A log
p
γ+1
(
1 + Bx γ+1γ+2 )
for some constants A,B > 0 and all 0 < p < ∞. Put Gp(x) ≡ xHp(x)
∫∞
x
1
s
dHp(s) for
x  0. An elementary calculation shows that
lim
x↓0 Gp(x) =
p
2 + γ − p , limx→+∞Gp(x) = 0,
and
0Gp(x)
p
2 + γ − p
for all x  0 and all 0 < p < 2 + γ , which gives
H˜p(x)
4 + 2γ − p
2 + γ − p Hp(x)
for all x  0 and all 0 < p < 2 + γ . This completes the proof. 
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N1|x|γ+νσ 2(x)e−N2|x|1+γ  ϕ(x)N3|x|γ+νσ 2(x)eN4|x|1+γ ,
where ν  γ . Thus, if the above condition holds, then for γ = 0 we may prove
c logp
(
1 + x 1ν+2 )Hp(x) C logp(1 + x 1ν+2 ) (x  0).
Lemma 2.4 [15]. Let γ > 0 and let µ and σ be two continuous functions on R satisfying
the condition S(γ,K1,K2). Assume that the continuous function ϕ :R→R+ satisfies
N1|x|γ−1σ 2(x) ϕ(x)N2|x|γ−1σ 2(x)eN3|x|γ+1/(γ+1) (2.15)
with three fixed constants Ni > 0 (i = 1,2,3). If µ(x)  0 for x  0, then for 0 < p <
γ + 1 and all x  0 we have
H˜p(x)
2 + 2γ − p
γ + 1 − p Hp(x). (2.16)
Corollary 2.1 [15]. Let X be a diffusion on R given by (1.2) starting at zero such that
the condition S(γ,K1,K2) hold and let γ > 0, µ(x)  0 for x  0. Assume that ϕ is a
nonnegative continuous function satisfying (2.15). If either Xt  0 (t  0) or the solution
to (2.1) is even, then the inequalities
cp,γ
∥∥log1/(γ+1)(1 + Jτ )∥∥p  ∥∥X∗τ∥∥p Cp,γ ∥∥log1/(γ+1)(1 + Jτ )∥∥p (2.17)
hold with 0 < p < γ + 1 for all stopping times τ .
Corollary 2.2. Let ν −1 and let X = (Xt )t0 be a positive diffusion starting at zero with
infinitesimal generator
LX = 12σ
2(x)
d2
dx2
+ µ(x) d
dx
, x  0,
where x → µ(x) and x → σ(x) > 0 are two continuous functions defined on R such
that x|µ(x)| = Kσ 2(x) with a fixed constant K > 0 for all x  0. If either µ(x)  0
or µ(x) 0, ν + 1 > 2K , then the inequalities
cp,ν
∥∥J˜ 1/(2+ν)τ ∥∥p  ∥∥X∗τ∥∥p Cp,ν∥∥J˜ 1/(2+ν)τ ∥∥p (0 < p < 2 + ν) (2.18)
hold for all stopping times τ , where J˜t =
∫ t
0 (Xt )
νσ 2(Xs) ds.
Next, we consider a diffusion X on R such that the solution to (2.1) is not even. The
method used here is due to G. Peskir [12].
Theorem 2.3. Let X be a diffusion on R given by (1.2) starting at zero and let µ(x)  0
for x  0. Define the functional J = (Jt ,Ft ) by
Jt =
t∫
ϕ(Xs) ds (t  0),0
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F1(x) = max
{
F(−x),F (x)}, F2(x) = min{F(−x),F (x)},
where F is the solution to Eq. (2.1). For x  0 and p > 0 we define
Hi
(
Fi(x)
)= xp, H˜i(x) = x
∞∫
x
1
s
dHi(s) + 2Hi(x), i = 1,2,
for x  0. If for some p > 0 and all x  0,
H˜i(x) CpHi(x), i = 1,2, (2.19)
then the inequalities
cp,γ
[
H1(Jτ )
]
E
[(
X∗τ
)p] Cp,γ [H2(Jτ )] (2.20)
hold for all stopping times τ .
Proof. Let F be the solution of the problem (2.1). Then we have for all x ∈R,
H1
(
F(x)
)
 |x|p H2
(
F(x)
)
.
Thus, similar to the proof of Theorem 2.1 we can prove the theorem. 
Similar to Lemmas 2.2–2.4, we can find some examples satisfying (2.19).
As the end of this section, let us consider a diffusion X on R+ starting at x0 > 0 with
infinitesimal generator
LX = 12σ
2(x)
d2
dx2
+ µ(x) d
dx
(x  x0 > 0),
where µ,σ are two continuous functions on R+ and σ(x) > 0. The results above are still
valid for the process if one replaces the infinitesimal characteristics µ = µ(x) and σ(x) in
the statement by the new ones µ¯(x) = µ(x + x0) and σ¯ (x) = σ(x + x0), respectively. The
result is especially applicable to the diffusions on R+, furthermore the method is due to
G. Peskir [12].
Let G be the solution to the problem
1
2
σ 2(x)
d2y
dx2
+ µ(x)dy
dx
= ϕ(x), y(x0) = y′(x0) = 0,
with x  x0, where ϕ is a nonnegative continuous function on R+, and extend the solu-
tion G to G˜ such that G˜(x) = G(x) for x  x0 and G˜(x) = 0 for 0 x  x0. Then the Itô
formula gives
G˜(Xt )
t∫
0
ϕ(Xs) ds +
t∫
0
σ(Xs)G
′(Xs) dBs.
Thus, by using the technique of stopping time, we get
E
[
G˜(Xτ )
]
E
[ τ∫
ϕ(Xs) ds
]
≡ E[Jτ ]0
L. Yan, B. Zhu / J. Math. Anal. Appl. 303 (2005) 418–435 427for all bounded stopping times τ such that (G(Xt∧τ ))t0 is bounded, where t ∧ τ =
min{t, τ }.
On the other hand, as above we define the function Hp :R+ →R+ by
Hp
(
G(x)
)= xp (p > 0) (2.21)
for x  x0. Then H is an increasing continuous function on R+ such that for all x  0,
xp Hp
(
G˜(x)
)
.
For x  0 we set
H˜p(x) = x
∞∫
x
1
s
dHp(s) + 2Hp(x).
Combining this with Lemma 2.1, we give the following
Theorem 2.4. Let X = (Xt )t0 be a diffusion on R+ starting at x0 > 0 with infinitesimal
generator
LX = 12σ
2(x)
d2
dx2
+ µ(x) d
dx
(x  x0 > 0),
where x → µ(x) and x → σ(x) > 0 are two continuous functions on R+. Let F be the
solution to the equation
σ 2(x)y′′ + 2µ(x)y′ = 2ϕ(x), y(x0) = y′(x0) = 0,
where ϕ :R+ →R+ is a continuous function. Define Hp :R+ →R+ by
Hp
(
F(x)
)= xp
for p > 0 and x  x0. Denote for x  0,
H˜p(x) = x
∞∫
x
1
s
dHp(s) + 2Hp(x).
If for some p > 0 and all x  0,
H˜p(x) CpHp(x),
then the inequality
E
[(
X∗τ
)p] Cp,γ E[Hp(Jτ )] (2.22)
holds for some p > 0 and all stopping times τ .
3. Examples
In this section, to explain the results obtained in Section 2, we investigate some exam-
ples.
428 L. Yan, B. Zhu / J. Math. Anal. Appl. 303 (2005) 418–4353.1. The Ornstein–Uhlenbeck process
It is well known that a diffusion process V = (Vt )t0 starting from x ∈ R is called the
Ornstein–Uhlenbeck process with the coefficients ν and λ if its infinitesimal generator is
LV = 12ν
d2
dx2
− λx d
dx
(ν,λ > 0).
The Ornstein–Uhlenbeck process (for the Ornstein–Uhlenbeck process, see, for exam-
ples, [11,13,14]) has a notable history in physics. It is a better model to make the velocity
of the particle diffusion process and it is the solution of the Langevin equation
dVt = −λVt dt + ν1/2 dBt , V0 = x.
Denote β = λ/ν. Then the Ornstein–Uhlenbeck process satisfies the condition S(1, β,β)
since σ 2(x) = ν and µ(x) = −λx. Thus, the following result follows from Corollary 2.1,
which is first considered by Graversen and Peskir [6].
Theorem 3.1. Let 0 < p < 2 and let V = (Vt )t0 be the Ornstein–Uhlenbeck process
starting at zero with the coefficients ν,λ > 0. Suppose that ϕ is a symmetric, nonnega-
tive continuous function defined on R and that Ni (i = 1,2,3) are three fixed positive
constants.
(1) If ϕ satisfies
N1ν  ϕ(x)N2νeN3x
2
for x ∈R, then the inequalities
cp,β
∥∥√log(1 + Jτ )∥∥p  ∥∥V ∗τ ∥∥p  Cp,β∥∥
√
log(1 + Jτ
)∥∥
p
hold for all stopping times τ .
(2) If ϕ satisfies
N1ν|x| ϕ(x)N2ν|x|eN3x2
for x ∈R, then the inequalities
cp,β
∥∥H(Jτ )∥∥p  ∥∥V ∗τ ∥∥p  Cp,β∥∥H(Jτ )∥∥p
hold for all stopping times τ , where H is the inverse of the solution to the equation
ν
d2y
dx2
− 2λx dy
dx
= 2ϕ(x), y(0) = y′(0) = 0,
for x  0.
3.2. Bessel processes
Let us consider the stochastic differential equation (δ ∈R)
dYt = δ dt + 2
√|Yt |dBt , Y0  x. (3.1)
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random variable Yt is FBt = σ {Bs, s  t}-measurable. Furthermore, if δ = y0 = 0, the
solution Y ≡ 0, and the comparison theorem ensures that for all δ  0, Y  0 a.s. Thus
the absolute value in the equation may be discarded. According to [13], the process Y is
called the the square of a δ-dimensional Bessel process (in symbol, Y ∈ BESQδ(x)). The
expression ν = δ/2 − 1 is called the index of the process. For δ = 0, the process Y is
a martingale, for δ < 0 it is a supermartingale and for δ > 0 it is a submartingale. The
infinitesimal generator of the process is
LY = 2x d
2
dx2
+ δ d
dx
.
The boundary point 0 is a trap if δ  0, a reflecting boundary if 0 < δ < 2, and an entrance
boundary if δ  2. For more information about the processes we shall refer the reader to
[4,5,7,8,13,14].
For x  0 and ν −1 we let
F(x) = 1
(2 + 2ν + δ)(2 + ν)x
2+ν .
Then F be the solution of the equation
(LYF )(x) = xν+1
with F(0) = 0, and for all x  0 and all 0 < p < 2 + ν we have
H˜p(x)
2ν + 4 − p
ν + 2 − p Hp(x) =
2ν + 4 − p
ν + 2 − p
(
(2 + 2ν + δ)(2 + ν)x)p/(ν+2).
Thus, the following result follows from Corollary 2.2.
Theorem 3.2. Given ν  −1. Let Y ∈ BESQδ(0) such that δ > 0 and let 0 < p < 2 + ν.
Then the inequalities
1
Cp,ν
∥∥G1/(2+ν)τ ∥∥p  1ψν,δ
∥∥Y ∗τ ∥∥p  Cp,ν∥∥G1/(2+ν)τ ∥∥p (3.2)
hold for all stopping times τ , where Gt =
∫ t
0 (Ys)
ν+1 ds and
ψν,δ =
(
(2 + 2ν + δ)(2 + ν))1/(2+ν), Cp,ν =
(
4 + 2ν − p
2 + ν − p
)1/p
.
In particular, we have
δ
(
1 − p
2 − p
)1/p
‖τ‖p 
∥∥Y ∗τ ∥∥p  δ
(
2 − p
1 − p
)1/p
‖τ‖p (0 < p < 1) (3.3)
for all δ > 0 and all stopping times τ .
As is well known, the process Z = √Y (Y ∈ BESQδ(x)) is called a Bessel process
of dimension δ ∈ R. The Bessel processes Z of dimension δ is a continuous nonnegative
Markovian process. The Bessel processes of dimension δ  1 are submartingales, and the
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of dimension 0 < δ < 1 are not semimartingales. Then the following corollary follows from
Theorem 3.2, which extends the inequalities obtained by S.E. Graversen and G. Peskir [5]
(see also L.E. Dubins et al. [4]).
Corollary 3.1. Let Z be a Bessel process of dimension δ > 0 starting at zero. Then the
inequalities
√
δ
(
2 − p
4 − p
)1/p
‖√τ‖p 
∥∥Z∗τ∥∥p √δ
(
4 − p
2 − p
)1/p
‖√τ‖p (3.4)
hold for all 0 < p < 2 and all stopping times τ .
3.3. Reflected Brownian motion with drift
We here consider the stochastic differential equation
dβt = −µ sign(βt ) dt + λdBt , β0 = 0, (3.5)
where µ > 0, λ = 0 and the function x → sign(x) is defined by sign(x) = 1 if x > 0,
sign(x) = −1 if x < 0 and sign(0) = 0.
Obviously, this equation has the only strong solution β and Eq. (3.5) satisfies the
condition S(0,µ/λ2,µ/λ2). The process |β| is a realization of the reflected Brownian
motion with drift −µ. For more information about reflected Brownian motion we shall
refer the reader to [2,8,13,14]. Thus, the following theorem follows from Theorem 2.1 and
Lemma 2.3.
Theorem 3.3. Let β = (βt ) be the solution to the stochastic differential equation (3.5) and
let 0 < p < 2. Then the inequalities
λ2
2µCp
∥∥∥∥log
(
µ
λ
√
τ + 1
)∥∥∥∥
p

∥∥β∗τ ∥∥p  2λ2Cpµ
∥∥∥∥log
(
µ
λ
√
τ + 1
)∥∥∥∥
p
(3.6)
hold for all stopping times τ , where Cp = ((4 − p)/(2 − p))1/p and z → arcosh(z) =
log(z + √z2 − 1 ) is the inverse of the hyperbolic function cosh(z).
Proof. Let Fµ,λ be the solution of the following equation:
λ2
d2y
dx2
− 2µ sign(x) dy
dx
= 2, y(0) = y′(0) = 0. (3.7)
Then x → Fµ,λ(x) is even, and for x  0 we have
Fµ,λ(x) = λ
2
2µ2
(e2µx/λ
2 − 2µx/λ2 − 1).
For x  0 and p > 0 define the function Hp,λ,µ :R+ →R+ by
Hp,λ,µ
(
Fµ,λ(x)
)= xp.
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λ2
2µ
)p
logp
(
µ
λ
√
x + 1
)
Hp,λ,µ(x)
(
2λ2
µ
)p
logp
(
µ
λ
√
x + 1
)
for all x  0 and all 0 < p < ∞. Combining this with Lemma 2.3, we get
H˜p(x) = x
∞∫
x
1
s
dHp,λ,µ(s) + 2Hp,λ,µ(x) 4 − p2 − pHp(x)
for all x  0 and all 0 < p < 2. Thus, the inequalities (3.6) follows from the proof of
Theorem 2.1. 
Since Fµ,1(x) → x2 as µ ↓ 0, we get the inequalities
2 − p
4 − pE[τ
p/2]E[(B∗τ )p] 4 − p2 − pE[τp/2] (0 < p < 2)
for all stopping times τ from the proof of the above theorem.
3.4. Brownian motion with drift
Let Xt = Bt −µt , t  0, where µ > 0 given and fixed. Then dXt = dBt −µdt , and by
using Theorem 2.3, we may give the following
Theorem 3.4. Let µ > 0 and let B be a standard Brownian motion starting at zero. Then
the inequalities
cp
∥∥Hµ(τ)∥∥p 
∥∥∥ sup
0tτ
|Bt − µt |
∥∥∥
p
 Cp
∥∥hµ(τ)∥∥p (3.8)
hold for all stopping times τ and all 0 < p < ∞, where Hµ and hµ are the inverses of
x → (e2µx − 2µx − 1)/2µ2 and x → (e−2µx + 2µx − 1)/2µ2 for x ∈ (0,∞), respec-
tively.
Proof. Clearly, the equation dXt = dBt −µdt satisfies the condition S(0,µ,µ). Then by
the proof of Lemma 2.3 we have
(1/2µ)p logp(µ
√
x + 1) (Hµ(x))p  (2/µ)p logp(µ√x + 1) (3.9)
for all x  0 and all 0 < p < ∞, and
H˜µ(x) = x
∞∫
x
1
s
dHpµ (s) + 2Hpµ (x)
4 − p
2 − pH
p
µ (x)
for all x  0 and all 0 < p < 2. Furthermore, noting that
g1(x) hµ(x) g2(x)
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g1(x) =
{√
x, if 0 x < 1/µ2,
xµ, if x  1/µ2,
and
g2(x) =
{
e
√
x, if 0 x < 1/µ2,
xµ/(1 − e−2), if x  1/µ2,
we can obtain the inequality
h˜µ(x) = x
∞∫
x
1
s
dhpµ(s) + 2hpµ(x) Cphpµ(x)
for all x  0 and all 0 < p < 1. Combining this with Theorem 2.3, we obtain the following
inequalities:
cp
∥∥Hµ(τ)∥∥p 
∥∥∥ sup
0tτ
|Bt − µt |
∥∥∥
p
 Cp
∥∥hµ(τ)∥∥p (0 < p < 1) (3.10)
for all stopping times τ .
Now, it is not difficult to extend (3.10) to all 0 < p < ∞ by using the method in [9]
(see also [1,10]). Consider any couple (S,T ) of stopping times S,T with S  T . Then,
from (3.9), (3.10) and noting that
log(y + 1) − log(x + 1) log(y − x + 1)
for all y  x  0, we find for every stopping time τ ,
E
[√
log(µ
√
T ∧ τ + 1)−
√
log(µ
√
S ∧ τ + 1) ]
E
[√
log
(
µ
√
(T − S) ∧ τ 1{S<T } + 1
) ]

√
2µE
[√
Hµ
(
(T − S) ∧ τ 1{S<T }
) ]
C
√
2µE
[√
sup
0t(T−S)∧τ1{S<T }
|Bt − µt |
]
C
√
2µE
[√
sup
0t(T−S)∧τ
|Bt − µt |1{S<T }
]
C
√
2µ
∥∥∥ sup
0tT∧τ
|Bt − µt |
∥∥∥1/2∞ P(S < T ),
where T ∧ τ = min{T , τ }, which shows that for every stopping time τ and all 0 < p < ∞,
the inequality∥∥log(µ√τ + 1)∥∥
p
 2µcp
∥∥∥ sup
0tτ
|Bt − µt |
∥∥∥
p
holds by Lemmas 7 and 8 in [9, p. 656] with α = 1/2 and β = 1 (or Lemma 4.1 in [1], see
also [10]). Thus, the left inequality in (3.8) follows from (3.9).
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cp
∥∥Hµ(〈M〉∞)∥∥p 
∥∥∥sup
t0
∣∣Mt − µ〈M〉t ∣∣∥∥∥
p
 Cp
∥∥hµ(〈M〉∞)∥∥p (3.11)
for all continuous local martingales M and all 0 < p < 1. To prove the right inequality
in (3.8), for any couple (S,T ) of stopping times S,T with S  T consider the martingale
M = (Mt ,F ′t ) defined by
Mt = (B(t+S)∧T − BS)1{S<T }, F ′t =Ft+S,
where (t + S) ∧ T = min{t + S,T }. Then we have
E
[√
sup
0tT∧τ
|Bt − µt | −
√
sup
0tS∧τ
|Bt − µt |
]
E
[√
sup
0tT−S
∣∣Bτt+S − µ(t + S) ∧ τ − BτS + µ(S ∧ τ)∣∣1{S<T }]
= E
[√
sup
0t∞
∣∣Mτt − µ〈Mτ 〉t ∣∣ ]CE[√hµ(〈Mτ 〉∞) ]
CE
[√
hµ(T ∧ τ − S ∧ τ)1{S<T }
]
C
∥∥hµ(T ∧ τ)∥∥1/2∞ P(S < T ),
where Xτ = (Xt∧τ )t0, which gives for every stopping time τ and all 0 < p < ∞,∥∥∥ sup
0tτ
|Bt − µt |
∥∥∥
p
 Cp
∥∥hµ(τ)∥∥p
by Lemmas 7 and 8 in [9, p. 656] with α = 1/2 and β = 1 again. This completes the proof
of the theorem. 
Thus, by a standard time-change argument we get
Corollary 3.2. Let µ > 0. Then for all continuous local martingales M and all 0 < p < ∞,
the inequalities
cp
∥∥Hµ(〈M〉∞)∥∥p 
∥∥∥sup
t0
∣∣Mt − µ〈M〉t ∣∣∥∥∥
p
 Cp
∥∥hµ(〈M〉∞)∥∥p (3.12)
hold, where Hµ and hµ are as in Theorem 3.4, and in particular we have
1
2µ
cp
∥∥log(µ√〈M〉∞ + 1)∥∥p 
∥∥∥sup
t0
∣∣Mt − µ〈M〉t ∣∣∥∥∥
p
.
Observing that (e2µx − 2µx − 1)/2µ2 ↑ x2 and (e−2µx + 2µx − 1)/2µ2 ↑ x2 as µ ↓ 0,
we get the Burkholder–Davis–Gundy inequalities
pp
∥∥〈M〉1/2∞ ∥∥p  ‖M∗‖p  Cp∥∥〈M〉1/2∞ ∥∥p (0 < p < ∞)
for all continuous local martingales M by taking µ ↓ 0 in (3.12).
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Consider a simple branching diffusion process X solving
dXt = σ
√
Xt dBt + µXt dt, (3.13)
with X0 = x0 > 0, where µ ∈R and σ > 0. Then the condition S(0, |µ|/σ 2, |µ|/σ 2) holds.
Let F be the solution of the equation
σ 2x
d2y
dx2
+ 2µx dy
dx
= 2ϕ(x), y(x0) = y′(x0) = 0,
with x  x0 > 0. Then we have
F(x) = 2
σ 2
x∫
x0
e−2µt/σ 2 dt
t∫
x0
ϕ(s)
s
e2µs/σ
2
ds.
Furthermore if µ < 0 and ϕ satisfies (2.13), i.e.,
σ 2x  ϕ(x) σ 2xex, x > x0,
then by the proof of Lemma 2.3 we see that for all x  0 and 0 < p < ∞,
H˜p(x) CpHp(x),
where Hp is defined in Theorem 2.4. Combining this with Theorem 2.4, we obtain the
inequality∥∥X∗τ∥∥p  CpE[Hp(Jτ )] (0 < p < ∞)
for all stopping times τ , where Jt =
∫ t
0 ϕ(Xs) ds.
Finally, let us consider a more general diffusion process X given by the equation
dXt = b
√
Xmt dBt + aXnt dt, X0 = x0, (3.14)
where m,n,a, b are some real constants and b = 0. Then the condition S(n − m,K,K)
holds with K = |a|/b2, and furthermore our method is valid to the process. The details are
left to reader.
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