Abstract. In the first part of the article we introduce C * -algebras associated to self-similar groups and study their properties and relations to known algebras. The algebras are constructed as sub-algebras of the Cuntz-Pimsner algebra (and its homomorphic images) associated with the self-similarity of the group. We study such properties as nuclearity, simplicity and Morita equivalence with algebras related to solenoids.
Introduction
Self-similar groups is a class of groups which attracts more and more attention of researchers from different areas of mathematics, and first of all from group theory.
The pioneer works in this area are due to the first author , N. Gupta, S. Sidki, A. Brunner, P. Neumann.
Self-similar groups posses many nice and unusual properties which allow to solve difficult problems of group theory and related areas. But even more remarkably, they find applications in different areas starting with Rimannian geometry and finishing by cryptography. They are closely related to groups generated by finite automata and many of them belong to another interesting class of groups-the class of branch groups. We recommend the following sources for the basic definitions and properties [36, 4, 22, 47] .
One of the main features that makes the class of self-similar groups important is that it makes possible treatment of the renorm group in a noncommutative setting. This passage from cyclic to a non-commutative renormalization can be compared with the passage from classical to non-commutative geometry, i.e., passage from commutative C * -algebras of continuous functions to non-commutative C * -algebras, see [10] .
Recent research shows that operator algebras also play an important role in the theory of self-similar groups and show interesting connections with other areas (for instance with hyperbolic dynamics). The first appearance of C * −algebras related to self-similar groups was in [3] and was related to the problem of computation of the spectra of Markov type operators on the Schreier graphs related to self-similar groups. In [38] the methods of [3] were interpreted in terms of the Cuntz-Pimsner algebras of the Hilbert bimodules associated with self-similar groups. It was proved there that there exists a smallest self-similar norm (i.e., norm which agrees with the bimodule). It was proved that the Cuntz-Pimsner algebra constructed using the completion of the group algebra by the smallest norm is purely infinite.
In this article we continue the study of self-similar completions of the group algebra started in [38] . We prove existence of the largest self-similar norm.
We start with the observation that self-similarities of a Hilbert space H (i.e., isomorphisms between H and its d−th, d ≥ 2 power H d ) are in a natural bijection with the representations of the Cuntz algebra O d . Then we consider self-similar unitary representations of self-similar groups and following [38] define the associated universal Cuntz-Pimsner algebra O G . The associated Cuntz-Pimsner algebra is the universal in the sense that any unitary self-similar representation of the group can be extended to a representation of the universal Cuntz-Pimsner algebra. Different homomorphic images of O G can be constructed using different self-similar representations of G. Among important self-similar representations we study the natural unitary representation of G on L 2 (X ω , ν), where X ω is the boundary of the rooted tree on which G acts and ν is the uniform Bernoulli measure on it. Another important class of self-similar representations are permutational representations of G on countable subsets of X ω . The sub-C * -algebra of O G generated by G is equal to the completion of the group algebra with respect to the largest self-similar norm and is denoted A max . Every self-similar unitary representation of G can be extended to a representation of A max . For every homomorphic image of the Cuntz-Pimsner algebra O G we get the respective image of A max . So, the algebra A min is defined as the image of A max under a permutational representation of G on a generic self-similar G-invariant countable set of X ω (which can be extended to a permutational representation of O G in a natural way). The algebra A min was studied in [38] . Similarly, the algebra A mes generated by the natural representation of G (and of O G ) on L 2 (X ω , ν), is considered.
It is convenient in many cases to pass to a bigger sub-algebra of O G . It is the algebra generated by G and the union of the matrix algebras M d×d (C) naturally constructed inside O d ⊂ O G . This algebra is denoted M d ∞ (G) and it is the universal algebra of the groupoid of germs of the action of G on the boundary X ω of the rooted tree. This interpretation makes it possible to apply the well-developed theory of C * -algebras associated to groupoids to the study of O G and A max . For every homomorphic image of O G (i.e., for every self-similar representation of G) we get the corresponding image of M d ∞ (G).
The algebras A max , M d ∞ (G) and their images under self-similar representations of G have a nice self-similarity structure described by matrix recursions, which encode the structure of the Moor diagrams defining the underlying group. This self-similarity is used in the second part of the article in the study of spectra of elements of the involved algebra.
We recall at first the classical Schur complement transformation, which is used in linear algebra for solving systems of linear equations, in statistics for finding conditional variance of multivariate random variables and in Bruhat normal form. We show in our article that Schur complement is also useful in the study of spectral problems in self-similar algebras and that it can be nicely expressed in terms of the Cuntz algebra. We establish some simple properties of the Schur complement transformations and introduce a semigroup of such transformations.
The method that we use to treat the spectral problem is indeed a first step in a generalization of the method of Malozemov and Teplyaev that they developed for the study of spectra of self-similar graphs related to classical fractals (like the Sierpinskii gasket) [49, 33] . In fact they also use (in an implicit form) the Schur complement. Their technique is developed for the case when only one complex parameter is involved. Our technique (which is a development of the technique used in [3, 24, 18] involves several parameters and therefore necessarily lead to multidimensional rational mappings and their dynamics.
The Schur complements in our situations are renormalization transformations for the spectral problem and related problems. Considered together they generate a noncommutative semigroup which can be called the Schur renorm group (observe that in classical situation the renorm group very often is a cyclic semigroup).
We illustrate our method by several examples the most sophisticated among which is the example related to the 3-generated torsion 2-group of intermedate growth constructed in [19] .
The transformations that arise in this case are The dynamical properties of these transformations are not well understood and this is one of intriguing problems.
The examples that appear demonstrate few cases (taken from [3, 18] ) leading to easily treatable transformations (when they "integrable" in the sense that there is a nontrivial semi-conjugacy to a one-dimensional map), a couple of examples (taken from [26, 17] ) when there is no information about topological nature of the invariant subsets (which according to computer experiments look like "strange attractors"), and a couple of examples when our method does not work (but the corresponding spectral problem is important because of its relation to the problem of finding new constructions of expanders).
In principle, the area of application of our method is much broader but then it requires use of Schur complements in infinite-dimensional spaces of matrices. At the moment we do not have examples of successful applications of the method in the infinite-dimensional case. One of important properties we are after in the study of self-similar groups and related objects is amenability. Self-similar groups provide a number of examples of amenable but not elementary amenable groups [20, 21] . The fundamental idea how to treat amenability of self-similar groups belongs to Bratholdi and Virag [6] . Roughly speaking it converts self-similarity of a group into self-similarity of a random walk on it. This idea was further developed by V.Kaimanovich (in what he calls the "Münchhausen trick") using the notion of entropy of a random walk [28] . Kaimanovich introduces transformations of the random walk under the renorm transformations of the group and successfully used them to show that some self-similar groups are amenable. Our observation is that these transformations again can be interpreted as the Schur complement transformations of the measures (or corresponding elements of the group algebra) determining the random walk. More precisely, we show that the transformation considered in [28] is the Schur complement conjugated by the map A → A + I, where I is the identity matrix.
We believe that the introduced ideas of self-similar algebras and Schur complement transformations on them will be useful for the study of different aspects of the theory of self-similar groups and its applications.
2. Self-similar groups 2.1. Definition. Let X be a finite alphabet and let X * denote the set of finite words over the alphabet X. In other terms, X * is the free monoid generated by X. We consider X * to be the set of vertices of a rooted regular tree with the root coinciding with the empty word ∅ and in which a word v is connected to every word of the form vx for x ∈ X.
A rooted tree is a standard model of a self-similar structure. If we remove the empty word from it, then the tree X * will split into |X| subtrees xX * , where x ∈ X. Each of the subtrees xX * is isomorphic to the whole tree X * under the isomorphism xv → v, see Figure 1 .
If we consider the boundary of the tree X * , then the self-similarity is even more evident. The boundary of a rooted tree is the set of all infinite paths starting in the root. In our case the boundary of X * is naturally identified with the set X ω of infinite words x 1 x 2 . . .. The set X ω is a disjoint union of the cylindrical sets xX ω = {xx 2 x 3 . . . : x i ∈ X}, and again, the shift xw → w is a bijection (and a homeomorphism, if we endow X ω with the natural topology of a direct product of discrete sets X).
A group acting on the rooted tree X * is called self-similar, if the action agrees with the described self-similarity structure on the tree X * . Namely, we adopt the following definition. Definition 2.1. A self-similar group (G, X) is a group G acting faithfully on the rooted tree X * such that for every g ∈ G and every x ∈ X there exist h ∈ G and y ∈ X such that g(xw) = yh(w)
for all w ∈ X * .
It follows from the definition that if (G, X) is a self-similar group, then for every v ∈ X * there exists h ∈ G uniquely defined by the condition
for all w ∈ X * . The element h is called restriction of g in v and is denoted h = g| v . We have the following obvious properties of restriction
It is convenient to identify a letter x with the creation operator on X * (or on X ω ) given by appending the letter x to the beginning of the word:
Similarly, we can identify every word u ∈ X * with the creation operator
In this case the condition that g(vw) = uh(w) for all w ∈ X * can be written as equality of compositions of transformations of X * :
We have the following straightforward corollary of the definitions.
Proposition 2.1. The set X · G of transformations of X * of the form x · g : w → xg(w) is closed under pre-and post-compositions with action of the elements of G. The obtained left and right actions of G on X · G commute and are defined by
where dot denotes composition of transformations.
We call the set X · G the (permutational) G-bimodule associated with the selfsimilar group (G, X). [36] ) if it is transitive on the first level X 1 of the tree X * and for any (and thus for every) x ∈ X the map g → g| x from the stabilizer of x in G to G is onto. Equivalently, the self-similar action is self-replicating if the left action of G on the bimodule X · G is transitive.
It is not hard to prove by induction that if an action is self-replicating, then it is transitive on every level X n of the tree X * (is level-transitive). Every self-similar action naturally induces an action on the boundary X ω of the tree X * . This is an action by measure-preserving homeomorphisms. Example 1. Grigorchuk group. Consider the binary alphabet X = {0, 1}, the tree X * and let G be the group generated by the automorphisms a, b, c, d of X * defined recursively by the relations
This group was defined for the first time in [19] . This group is a particularly easy example of a Burnside group (an infinite finitely generated torsion group) and it is the first example of a group of intermediate growth, which answers a question of J. Milnor. Figure 2 shows the Moore diagram of the automaton generating the Grigorchuk group (see a definition of Moore diagrams below). Example 2. Free group. A convenient way to define self-similar groups are Moore diagrams of automata, generating them. Consider, for instance, the Moore diagram shown on Figure 3 . The vertices of the diagram correspond to states of the automaton (to generators of the group), the arrows describe transitions between the states and the labels correspond to the output of the automaton. If there is an arrow from a state g to a state h labeled by (x, y), then this means that g(xw) = yh(w) for all w ∈ X * . Thus, the automaton shown on Figure 3 describes the group generated by the elements a, b, c such that
for all w ∈ X * . S. Sidki conjectured in [48] that the three states of the automaton generate a free group of rank 3. This claim was later proved by Y. Vorobets and M. Vorobets in [50] . Example 3. Basilica. The group generated by the automaton shown on Figure 4 is called the Basilica group, since it is the iterated monodromy group of the polynomial z 2 − 1 (see below for the definition). It is the first example of an amenable group, which can not be constructed from the groups of sub-exponential growth using the operations preserving amenability (taking quotients, extensions, direct limits and passing to a subgroup).
2.2. Iterated monodromy groups. Let M be a path connected and locally path connected topological space and let M 1 be its open subset. A d-fold partial selfcovering is a covering map f : M 1 −→ M, i.e., a continuous map such that for every x ∈ M there exists a neighborhood U ∋ x whose total preimage f −1 (U ) is a disjoint union of d open subsets which are mapped homeomorphically onto U by f .
For every n ≥ 1 the iteration
Choose a basepoint t ∈ M. Then the disjoint union T = n≥0 f −n (t) has a natural structure of a d-regular tree with the root t ∈ {t} = f −0 (t) where a vertex z ∈ f −n (t) is connected to the vertex f (z) ∈ f −(n−1) (t). The fundamental group π 1 (M, t) acts naturally on every level f −n (t) of the tree T . The image of a vertex z under the action of a loop γ ∈ π 1 (M, t) is the end of the unique preimage of γ under the covering f n , which starts at z. It is easy to check that these actions define an action of π 1 (M, t) by automorphisms of the rooted tree T . This action is called the iterated monodromy action. The iterated monodromy group is self-similar, if we identify the tree of preimages T with X * in a correct way (see [36, 2] . The obtained self-similar action (called the standard action) is described in the following way. Choose a bijection Λ : X −→ f −1 (t) between the alphabet X of size d and the set of preimages of the basepoint. Choose also paths ℓ x from the basepoint t to its preimage Λ(x) for every x. Then the standard action of IMG (f ) on X * (which is conjugate to its action on T ) is given by the formula
y )(w), where γ x is the f -preimage of γ starting in Λ(x), y ∈ X is such that Λ(y) is the end of γ x and w ∈ X * is any word. We multiply here the paths in the natural order (see Figure 5 ).
3. Self-similar algebras 3.1. Self-similarities of Hilbert spaces. A (d-fold ) similarity of an infinitedimensional Hilbert space H is an isomorphism
Example 4. Let X be an alphabet with d letters and let X * and X ω be the rooted tree and its boundary, respectively. Let ν be the uniform Bernoulli measure on X ω , i.e., the direct product of uniform probability measures on X. Then the Hilbert space
is the subspace of functions with support a subset of the cylindrical set
We view U x as partial isometries of L 2 (X ω , ν). Hence we get the natural similarity
Example 5. Let W ⊂ X ω be a self-similar subset of the boundary of the tree X * , i.e., such a set that W = x∈X xW . Then the space ℓ 2 (W ) is naturally self-similar, since it can be decomposed into a direct sum
where the spaces ℓ 2 (xW ) are naturally isomorphic to ℓ 2 (W ), with the isomorphism
The above two examples will be the main types of self-similarities on Hilbert spaces used in this paper.
Representations of the Cuntz algebra
, is the C * -algebra given by the presentation
. Note that as a corollary of the defining relations we get a * k a l = 0 for k = l. The defining relations can be also written as the following two matrix equalities
where I is the d × d unit matrix. The Cuntz algebra O d is simple (see [11] ) and hence any d isometries a 1 , . . . , a d such that a 1 a *
* -algebra isomorphic to the Cuntz algebra O d and determine its representation.
Representations of the Cuntz algebra can be identified with self-similarities of a Hilbert space as the following proposition shows. 
is a bijection between the set of representations of O d on H and the set of d-fold self-similarities on H.
The inverse of this bijection puts into correspondence to a d-similarity ψ :
where ξ in the right-hand side is at the kth coordinate of
The kth components of a vector ξ ∈ H with respect to this decomposition is its image under the projection ρ(a k a * k ). Hence we get an isomorphism
equal to the composition of the identical map
is an isometry of H with the kth direct summand of H d . Composing it with the isomorphism ψ −1 we get an isometry T k of H with the direct summand H k of a decomposition H = H 1 ⊕ · · · ⊕ H d . But tuples of such isometries are precisely the representations of the Cuntz algebra
. Consequently, the two bijections are mutually inverse.
Example 7. Let W be a self-similar subset of X ω . The representation associated to the natural d-similarity on ℓ 2 (W ) is generated by the isometries
Such representations of O d are called permutational. Permutational representations of the Cuntz algebra related to self-affine (digit) tilings of the Euclidean space are studied in [7] .
3.3. Self-similar groups and their representations. If (G, X) is a self-similar group, then the associated wreath recursion is the embedding φ :
where σ ∈ Symm (X) is the action x → g(x) of g on the first level X of the tree X * and the components g| x of G X are the restrictions of g onto the subtrees xX * , i.e., are given by the condition g(xw) = g(x)g| x (w) for all w ∈ X * . Suppose that we have a self-similar group (G, X) and let d = |X|. Let H be a Hilbert space together with a d-similarity
We will denote the summand of H X corresponding to a letter x ∈ X by H x . Let ρ : O d −→ B(H) be the associated representation of the Cuntz algebra. It is generated by isometries T x = ρ(a x ), x ∈ X, such that H x = T x (H). Definition 3.1. A unitary representation ρ of G on H is said to be self-similar (with respect to the d-similarity ψ) if
whenever g(xw) = yh(w) for all w ∈ X * , i.e., whenever g · x = y · h in the associated bimodule X · G.
Example 8.
A self-similar group G acts on the tree X * by automorphisms and the induced action on the boundary X ω is preserving the Bernoulli measure ν. We get hence a unitary representation π of G on L 2 (X ω , ν). It is easy to see that this representation is self-similar with respect to the natural d-similarity on L 2 (X ω , ν).
For the general notion of a Cuntz-Pimsner algebra see [40] . Definition 3.2. Let G be a self-similar group acing on X * . The associated (universal) Cuntz-Pimsner algebra O G is the universal C * -algebra generated by G and a x , x ∈ X, satisfying the following relations
• all relations of G;
Note that as a corollary of the defining relations we get the relations
for every g ∈ G, where g| x is, as usual, the section of g at x, i.e., such an element of G that g(xw) = g(x)g| x (w) for all w ∈ X * . The next proposition follows directly from the definitions. Consequently, self-similar representations of G are precisely restrictions onto G of representations of the Cuntz-Pimsner algebra O G .
Matrix recursions.
A matrix recursion on an algebra A is a homomorphism
of A into the algebra of matrices over A.
Hilbert space H and let ρ : G −→ B(H) be a self-similar unitary representation of a group G. Then every operator ρ(g) for g ∈ G can be written, with respect to the decomposition
where
For every self-similar group G we have the associated matrix recursion on the group algebra C[G], which is the linear extension of the recursion:
which can be interpreted as the wreath recursion φ : G −→ Symm (X) ≀ X G, as it was defined in Section 3.3.
In terms of the associated representation ρ of the Cuntz algebra, we have
gT x , where T x = ρ(a x ), which follows from (2) (or directly from the defining relations of O G ).
Note that the homomorphism φ usually is not injective (even if the wreath recursion is and thus the map φ :
is injective as well).
Example 11. Consider the group G = a, b, c, d from Example 1. Then
One can find however an ideal [46, 37] . The ideal I is the ascending union of the kernels of the matrix recursions
) describing the action of the group G on the nth level of the tree X * .
3.5. Self-similar completions of the group algebra. Let ρ : G −→ B(H) be a self-similar representation (with respect to a d-similarity ψ : H −→ H d ) and let A ρ be the completion of C[G] with respect to the norm given by ρ. Then the matrix recursion φ extends to a homomorphism
also denoted by φ (or φ ρ ), which is injective, since it implements the equivalence of the representation ρ with the representation ψ • ρ • ψ −1 . The following description of the completions A ρ follows directly from Proposition 3.2. The following proposition shows that there is a unique maximal completion. There also exists the smallest self-similar completion. Definition 3.4. Let G be a countable group of automorphisms of X * . A point w ∈ X ω of the boundary is called G-generic if for every g ∈ G either g(w) = w or w is fixed by g together with all points of a neighborhood of w.
It is not hard to prove that the set of G-generic points is co-meager (i.e., is an intersection of a countable collection of open dense sets), see [23] and [38] . Let W ⊂ X ω be a non-empty countable G-invariant set of G-generic points (one can also just take the G-orbit of a G-generic point). Denote by ρ W the permutational representation of G on ℓ 2 (W ). The following theorem is proved in [38] .
Theorem 3.4. Let G be a group with a self-similar action on X * . Denote by · min the norm on C[G] defined by the representation ρ W . This norm does not depend on the choice of the set W and a min ≤ a ρ for any self-similar representation ρ of G and any a ∈ C[G].
The completion of C[G] with respect to the norm · min is the algebra A min generated by G in a unique simple unital quotient of O G .
Hence, if A is a completion of C[G] with respect to a self-similar representation of G, then the identical map on G induces surjective homomorphisms
Let O G be the groupoid generated by the germs of the local homeomorphisms of X ω of the form
Recall that a germ of a local homeomorphism h : U −→ V is a pair (h, x), where x belongs to the domain of h, where two pairs (h 1 , x 1 ) and (h 2 , x 2 ) are identified if x 1 = x 2 and restrictions of h i on a neighborhood of x 1 coincide. The germs are composed in a natural way and inverse of a germ (g, x) is defined to be equal to (g −1 , g(x)). The set of germs of a pseudogroup of local homeomorphisms has a natural germ topology defined by the basis consisting of the sets of the form U h,U = {(h, x) : x ∈ U } where h is an element of the pseudogroup and U is an open subset of the domain of h.
For more details and for the definition of the operator algebras associated with topological groupoids, see [43, 8, 39] .
It is not hard to prove that the universal Cuntz-Pimsner algebra O G coincides with the universal algebra of the groupoid O G (see [35] ). One can consider also the reduced C * -algebra of O G (see the definitions in [43, 31] ). Let A red be the subalgebra of the reduced C * -algebra of O G generated by G. Then A red is also a completion of G with respect to a self-similar representation (since it comes from a representation of O G , see Proposition 3.2).
A groupoid of germs of an action of a group G on a topological space X is nonHausdorff if and only if there exists x ∈ X and an element g ∈ G such that the germ of g at x can not be separated from the germ of the identity at x. The latter is equivalent to the condition that for every neighborhood U of x there exists y ∈ U such that the germ of g at y is trivial (in particular g(x) = x) and there exists z ∈ U such that g(z) = z. Consequently, the groupoid of germs is Hausdorff if and only if for every g ∈ G the interior of the set of fixed points of g is closed. See an example of a self-similar group with non-Hausdorff groupoid of germs of the action on X ω in Example 17.
The following theorem follows from classical results of theory of amenable groupoids (see [43, 1] ). The last paragraph of the theorem follows directly from the definitions of the corresponding algebras.
Theorem 3.5. If the groupoid of germs of the action of G on X ω is (measurewise) amenable (in particular, if the orbits of the action of G on X ω have polynomial growth), then the universal and reduced algebras of the groupoid O G coincide. In particular, their sub-algebras A max and A red coincide.
If the groupoid of germs of the action of G on X ω is Hausdorff, then the algebras A red and A min coincide.
In particular, if the action of G on X ω is free, then the groupoid of germs is Hausdorff and moreover is principal (i.e., is an equivalence relation) and A red = A min .
Another frequently used self-similar completion is the completion A mes defined by the natural unitary representation π of G on L 2 (X ω , ν).
Question 1. Find conditions when
Here we use the multi-index notation a x1x2...xn = a x1 a x2 · · · a xn . In particular, M 0 = A max is the algebra generated by G in O G .
It is easy to see that for
Observe that a v a * u are multiplied in the same way as the matrix units, hence M k is isomorphic to the algebra
If we apply this formula to the element g in a v ga * u ∈ M k , we get an element of
Every algebra M k contains the sub-algebra equal to the linear span of the elements a v a * u , which is isomorphic to M d k ×d k (C). Their union (i.e., the closed linear span of all elements a v a * u for |v| = |u|) is isomorphic to the Glimm's uniformly hyperfinite algebra M d ∞ (C) (see [15, 12] ), since the expansion rule (2) for g = 1 defines the diagonal embeddings
Its diagonal subalgebra, generated by the projections a v a * v is isomorphic to the algebra C(X ω ) of continuous functions on X ω . The isomorphism identifies a projection a v a * v with the characteristic function of the cylindrical set vX ω . It is easy to see that the action of G ⊂ M d ∞ (G) on the diagonal algebra by conjugation coincides with the action by conjugation of G on C(X ω ). It is proved in [38] that if the group (G, X) is self-replicating, then the subalgebra
is the cross-product of A max and the algebra of continuous functions on X ω induced by the usual action of G on X ω .
Similarly to the Cuntz algebra (see [11, 12] ), we have a natural strongly continuous (gauge) action Γ of the circle T = {z ∈ C : |z| = 1} on O G by
for g ∈ G, x ∈ X and z ∈ T.
Then Γ z (a v ga * u ) = z |v|−|u| a v ga * u for u, v ∈ X * , g ∈ G, thus the integral Γ z (a v ga * u )dz is equal to zero for |v| = |u| and to a v ga * u for |v| = |u|, where dz is the normalized Lebesgue measure on the circle. Consequently the map
Example 12. If G is the cyclic group generated by the adding machine a = σ(1, a), then the algebra A max = A min is isomorphic to the algebra C(T) with the linear recursion C(T) −→ M 2 (C(T)) coming from the double self-covering of the circle (if we identify C(T) with C * (Z) via Fourier series, then this linear recursion is given by z → 0 z 1 0 , where z = e 2πit , t ∈ R, is the variable of the Fourier series). Consequently, the algebra M d ∞ (G) of the adding machine action is the Bunce-Deddence algebra. It is also isomorphic to the cross-product algebra of the odometer action on the Cantor space X ω (see [12] ).
3.7. Overview of algebras associated with self-similar groups. We studied above the universal Cuntz-Pimsner algebra O G of a self-similar group G. Representations of this algebras correspond to representations of G on a Hilbert space H which are self-similar with respect to some similarity of H (see Proposition 3.2). The subalgebra of O G generated by G was denoted A max . Any self-similar representation of G extends to a representation of A max , hence A max is the completion of the group algebra with respect to the maximal self-similar norm.
Third algebra is the natural inductive limit of the algebras M d n ×d n (A max ), which we denoted by M d ∞ (G). It is a subalgebra of O G in a natural way.
Hence we get the following tower of algebras associated to a self-similar group
There exits also the smallest self-similar norm on the group algebra, which corresponds to a unique simple homomorphic image O Gmin of the Cuntz-Pimsner algebra O G (see Theorem 3.4). The subalgebra of O Gmin generated by G is denoted A min and it is the completion of the group algebra with respect to the smallest self-similar norm. The image
For any other self-similar representation ρ of G we get the corresponding homomorphic image of O G , M d ∞ (G) and A max . We get hence the following commutative diagram of algebras
where all vertical arrows are surjective and all horizontal are embeddings. An important example of a self-similar representation is the natural unitary representation π of G on L 2 (X ω , ν), where ν is the uniform Bernoulli measure on the boundary X ω of the rooted tree. Together with the natural self-similarity of the space L 2 (X ω , ν) this gives a representation of O G . The respective homomorphic images we denote
The algebra A mes is residually finite-dimensional, since the representation π of G is a direct sum of finite-dimensional representations (coming from the action of G on the levels of the tree). These finite-dimensional representations give an additional tool to the study of the algebra A mes . Therefore the next question is natural.
Question 2. When the epimorphism A mes −→ A min is an isomorphism? Question 3. Under which conditions the algebra A mes isomorphic to the reduced C * -algebra of the group G? Is it so when G is the free group generated by the automaton shown on Definition 4.1. A self-similar group (G, X) is said to be contracting if there exists a finite set N ⊂ G such that for every g ∈ G there exists n 0 such that g| v ∈ N for all words v ∈ X * of length greater than n 0 . The smallest set N with this property is called the nucleus of the self-similar group.
Example 13. The adding machine action of Z is contracting with the nucleus N = {1, a, a −1 }, since a n | 0 = a ⌊n/2⌋ and a n | 1 = a ⌈n/2⌉ . Example 14. It is also not hard to prove that the torsion group from Example 1 is contracting with the nucleus {1, a, b, c, d}.
Example 15. The free group considered in Example 2 is not contracting. In this example any section g| v has the same length as g.
The nucleus N of a contracting group can be interpreted as an automaton, i.e., for every g ∈ N and every letter x ∈ X the restriction g| x belongs to N . Consequently [35]) . If the group (G, X) is contracting and N is its nucleus, then the algebra O G is generated by {a x } x∈X ∪ N and is defined by the following finite set of relations
for every g ∈ N (this includes the remaining Cuntz algebra relation
in the case g = 1), (3) all relations g 1 g 2 g 3 = 1 of length at most three which are true for the elements of the nucleus N in the group G and relations gg
Moreover, the groupoid of germs of the action of G on X ω is amenable in the case of a contracting group G. This follows from the fact that the orbits of the of the action on X ω have polynomial growth (see [1] and [36] ). This implies the following corollary of Theorem 3.5. Examples 16. The adding machine action, the Basilica group 3 satisfy all the conditions of the corollary, hence they have unique self-similar completions.
Example 17. Consider the group generated by the transformations a, b, c given by
This is one of the Grigorchuk groups G w studied in [20] (for w = 111 . . .). Its growth was studied by A. Erschler in [13] . This group is contracting with the nucleus {1, a, b, c, bc = cb}, but its groupoid of germs is not Hausdorff. Namely, the set of fixed points of c is equal to
its interior is k=0,1,... 11 . . . 1 2k 0X ω , which is not closed.
Let us show that in this case the element b + c − bc − 1 belongs to the kernel of the epimorphism A max = A red −→ A min .
We have of letters x i ∈ X. Here the dot marks the place between the coordinates number 0 and number −1. We consider X Z to be a topological space with the direct product topology of discrete sets X. 
It is proved in [36] that we can take N equal to the nucleus of G and that the asymptotic equivalence relation can be described in the following way. 
Definition 4.4. Let X −ω be the space of sequences . . . x 2 x 1 , over the alphabet X with the direct product topology. Two sequences . . . x 2 x 1 , . . . y 2 y 1 ∈ X −ω are asymptotically equivalent if there exists a finite set N ⊂ G and a sequences g k ∈ N such that g k (x k . . . x 1 ) = y k . . . y 1 for all k ≥ 1. The quotient of X −ω by the asymptotic equivalence relation is called the limit space of the group (G, X) and is denoted J G .
Here also we can take N to be equal to the nucleus (see [36] ). We have a natural continuous projection S G −→ J G induced by the map
This projection semiconjugates the map s : S G −→ S G with the map s : J G −→ J G induced by the one-sided shift . . . x 2 x 1 → . . . x 3 x 2 . We call (J G , s) the limit dynamical system.
The following theorem is proved in [36] , where a more general formulation can be found. is an open subset of M with the induced Riemann metric), then the iterated monodromy group IMG (f ) is contracting and the limit dynamical system s : J IMG(f ) −→ J IMG(f ) is topologically conjugate to the action of f on its Julia set.
The limit solenoid S G can be reconstructed from the limit dynamical system as the inverse limit of the sequence
The map s induces a homeomorphism of the inverse limit, which is conjugate with s :
Example 18 (Lyubich-Minsky laminations). Let f ∈ C(z) be a post-critically finite rational function (i.e., the orbits of its critical points are finite). Consider the inverse limit S f of the backward iteration
where C is the Riemann sphere. The shift along the inverse sequence (i.e., along the action of f ) defines a homeomorphism f : S f −→ S f , called the natural extension of f . We have the natural projection P of S f onto C (onto the first term of the inverse sequence).
Let S f be the preimage of the Julia set in S f under the projection P . Then the space S f is homeomorphic to the limit solenoid of IMG (f ) and the action of f on S f is topologically conjugate to the action of the shift on the limit solenoid.
The space S f and the homeomorphism f were studied in [32] .
4.3.
The solenoid as a hyperbolic dynamical system. Let us have a look at the dynamical system s : S G −→ S G more carefully. To avoid technicalities, we will assume that the self-similar group (G, X) is finitely generated, contracting, self-replicating and that it is regular, which means that for every g ∈ G and w ∈ X ω either g(w) = w, or w is fixed by g together will all points of a neighborhood of w (i.e., for some beginning v of w the restriction g| v is trivial). In other words, a group G is said to be regular if every point of X ω is G-regular in the sense of Definition 3.4. It is sufficient to check the regularity condition for the elements g belonging to the nucleus of G.
If f : M −→ M is an expanding self-covering of a complete compact geodesic space, then the iterated monodromy group G = IMG (f ) is contracting and the dynamical system s : J IMG(f ) −→ J IMG(f ) is topologically conjugate to (M, f ). Moreover, IMG (f ) satisfies the regularity condition in this case (this easily follows from the description of the orbispace structure on J IMG(f ) given in [36] ).
We say that two points ξ, ζ ∈ S G are stably (unstably) equivalent if for every neighborhood of the diagonal U ⊂ S G × S G there exists n U ≥ 0 such that
for all n ≥ n U (n ≤ −n U , respectively).
Proposition 4.6. Let the points ξ, ζ ∈ S G be represented by sequences (x n ) n∈Z and (y n ) n∈Z , respectively. The points ξ, ζ are stably equivalent if and only if there exists n ∈ Z such that the sequences . . . x n−1 x n and . . . y n−1 y n ∈ X −ω are asymptotically equivalent, i.e., represent the same point of J G .
The points ξ, ζ are unstably equivalent if and only if there exists n ∈ Z such that g(x n x n+1 . . .) = y n y n+1 . . .
for some element g of the nucleus.
Proof. It is easy to see that stable and unstable equivalence follows from the conditions in the proposition. Let us show that the converse implications hold. Let k be such that for every two elements g, h ∈ N of the nucleus and every word v ∈ X n either g(v) = h(v) or g(v) = h(v) and g| v = h| v . Such k exists by the regularity condition.
Denote by U k the set of pairs ((x n ) n∈Z , (y n ) n∈Z ) such that g(x −k . . . x k ) = y −k . . . y k for some element g ∈ N of the nucleus. Let U k be the image of
Every set U k is a neighborhood of the diagonal and for every neighborhood of the diagonal U ⊂ S G × S G there exists k such that U k ⊂ U .
Let ξ and ζ be the points of S G represented by the sequences (x i ) i∈Z and (y i ) i∈Z . Suppose that ξ and ζ are stably equivalent. Then for any k there exists n k such that the pair ( s n ((x i ) i∈Z ) , s n ((y i ) i∈Z )) belongs to U k for all n ≥ n k . Then for every n > n k + k there exists g n ∈ N such that g n (x −n x −n+1 . . . x −n+2k ) = y −n y −n+1 . . . y −n+2k . Consequently, for h n = g n | x−n...x −n+k−1 we have h n (x −n+k . . . x −n+2k ) = y −n+k . . . y −n+2k .
Note that by the choice of k the element h n is determined uniquely by the pair of words (x −n x −n+1 . . . x −n+2k , y −n y −n+1 . . . y −n+2k ) (i.e., does not depend on the choice of g n ). The uniqueness of g n implies that h n · x −n+k = y −n+k · h n−1 , which finishes the proof.
The proof of the statement about the unstable equivalence is analogous.
Hence we get the following. In other words, the unstable equivalence relation U ⊂ S G × S G is a union of the sets U g equal to the images in S G × S G of the sets
Let us introduce a topology on U equal to the (direct limit) topology of the union U = g∈G U g , where U g are taken with the induced topology of the subset U g ⊂ S G × S G and the direct limit is taken with respect to the identical maps between the sets g∈A U g , where A runs through the finite subsets of G.
This topology converts the unstable equivalence relation into a Hausdorff topological groupoid, which we call the unstable groupoid. A natural Haar system on it comes from the push forward of the uniform Bernoulli measure ν on X −ω . The shift s : S G −→ S G defines automorphisms of the stable and unstable groupoids.
The next theorem can be seen as a formulation of the fact that G is the holonomy group of the unstable foliation of S G in terms of C * -algebras.
Theorem 4.8. The universal convolution algebra of the unstable groupoid is strongly Morita equivalent to M d ∞ (G).
Proof. Let us construct an equivalence bimodule (in the sense of [34] ) between the groupoid U of the unstable equivalence relation and the groupoid G of germs of the semigroup of transformations T v gT * u for u, v ∈ X * , |u| = |v| and g ∈ G. The universal convolution algebra of G is M d ∞ (G) (see [35] ). Note also that regularity of (G, X) implies that the groupoid G is principal (i.e., is an equivalence relation), since the isotropy groups of G are trivial.
Let us consider the bimodule Z consisting of the set of pairs (ζ, w), where ζ ∈ S G and w ∈ X ω are such that . . . x −2 x −1 . w represents a point unstably equivalent to ζ (for some and hence for any . . . x −2 x −1 ). Let Z g ⊂ Z for g ∈ G be the set of pairs (ζ, w) such that ζ is represented by a sequence . . . x −2 x −1 . g(w). Endow Z g with the induced topology from S G × X ω . The set Z is a union of Z g for all g ∈ G. Consider the direct limit topology on Z coming from this union.
We have a natural right action of U on Z:
and a left action of G on Z:
which satisfy the conditions of the equivalence bimodule (see Definition 2.1 of [34] ). Another proof is given in [35] using "generalized transversals" from [41] .
The dynamical system s : S G −→ S G is an example of a Smale space (for a definition see [29] ). The C * -algebras associated with hyperbolic dynamical systems were studied in [42, 29, 41, 44, 45] .
For more on the Smale space S G and related Ruelle algebras see [35] .
Schur complements and rational multidimensional dynamics
5.1. Schur complements of operators. Schur complements are widely used in linear algebra (usually without knowledge of the name) and have also applications to probability theory and statistics. They are also quite often used in different situations where renormalization principle can be used. Here we describe one such situation, which is related to computation of spectra of Hecke type operators and discrete Laplace operators attached to self-similar groups and their Schreier graphs. The material written here summarizes the ideas and results of the articles [3, 23, 24, 16, 17] . Let H be a Hilbert space decomposed into a direct sum H = H 1 ⊕ H 2 of two non-zero subspaces. Let M ∈ B(H) be a bounded operator and let The inverse is computed then by the formula
Proof. Consider
, where 0 and 1 represent the zero and identity linear maps between the corresponding subspaces of H. Then
A triangular operator matrix
represents an invertible operator if and only if x is invertible, hence invertibility of M L is equivalent to invertibility of S 1 (M ) and the result follows. The second part of the theorem is proved similarly. Direct computations show that (6) takes place.
Note that if A, B and M are invertible, then
, where S 1 = S 1 (M ), S 2 = S 2 (M ) and
The last two equalities follow from
Formula (6) is called sometimes Frobenius formula, see, for instance [14] .
Corollary 5.2. Let H be finite dimensional and suppose that the determinant |D| is not equal to zero. Then
Let us denote by Sp (A) the spectrum of A.
Corollary 5.3. Let M and A, B, C, D be as before, then
The corollary shows that "modulo" Sp (D) the spectrum of an operator and its Schur complement coincide.
Schur complement appears also in the Bruhat normal form of matrices over a skew field, which is used to define the Dieudonné determinant. Bruhat normal form is a decomposition of an m × n matrix A into a product A = LM U , where L is an m × m lower unitriangular matrix, U is an n × n upper unitriangular matrix and M (the core) is an m × n matrix with at most one non-zero entry in any row and
There is nothing special in decomposition of H into a direct sum of two subspaces.
where B, C and D are operators represented by 1
-sized operator matrices coming from (7). Then S 1 (M ) is defined as before under the condition that D is invertible. Changing the order of the summands (putting H i on the first place, say using a cyclic permutation) we define the ith Schur complement S i (M ).
We will use these definitions in situations when H i for i = 1, . . . , m are isomorphic. There are two cases.
(I) Finite dimensional, when
We will apply the Schur complements to the sequence of operators M n ∈ B(H n ), where dim H n = d n , and
for all n = 0, 1, . . . and dim H 0 = 1.
(II) Infinite dimensional case. Suppose that we have an infinite dimensional (separable) Hilbert space H and a fixed d-similarity
be partially defined transformations, where S i , as before, is the ith Schur complement.
In the sequel we will write just S i instead of S i , as this will not lead to a confusion. Let T i be the isometries generating the Cuntz algebra O m and associated with the d-similarity ψ : H −→ H d . Recall (see Proposition 3.1) that T i are given by
where ξ is on the ith coordinate.
Proposition 5.4. The Schur complements are given by
we have
We get
Consider the semigroup S = S 1 , . . . , S m of partial transformations of B(H) generated by the transformations S i . We will call it the Schur renorm-semigroup. In the examples that will follow, we will restrict S (or its particular elements s ∈ S) onto some S-invariant (or s-invariant) subsets B ′ ⊂ B(H). In the examples that we consider B ′ will be finite dimensional. We will in Example 25 how nicely Schur complement behaves on the space of resolvents.
The Schur transformations S i are homogeneous:
for all t ∈ C. This allows to define the corresponding transformations S i on the "projective space" P B(H) = B(H)/C × of B(H) (here C × is the multiplicative group of C). Restricting to invariant finite-dimensional subspaces B ′ ⊂ B(H) (real or complex) we get transformations on the corresponding projective spaces RP n or CP n , where n + 1 = dim B ′ .
We will denote by S i the transformations of P B(H) induced by S i 5.2. Schur complements in self-similar algebras. If B is a Banach algebra together with an embedding B −→ M d×d (B), then we can compute the Schur complements S i (a) of the elements of B. We call such algebras self-similar if the embedding is nontrivial in the sense that the corresponding Schur complement is a nontrivial map. Let (G, X) be a self-similar group, let φ : G −→ Symm (X)≀ X G be the corresponding wreath recursion and let O G be the universal Cuntz-Pimsner algebra of G. Then the Schur complements S i are defined on A max ⊂ O G and can be computed using Proposition 5.4 or directly using the matrix recursion φ : The partition ξ n of the boundary ∂X * = X ω into a disjoint union of d n cylinder subsets vX ω (v ∈ X n ), corresponding to the vertices of the nth level of the tree is G-invariant (since it is invariant under the action of the whole automorphism group of the tree).
Let of the partition ξ n . Then H n is a π(G)-invariant subspace and {H n } ∞ n=1 is a nested sequence with canonical embeddings H n −→ H n+1 and
where bar means the closure.
Note that
where T i are the generators of the Cuntz algebra associated to the natural dsimilarity of L 2 (X ω , ν). The space T i (H n ) is the linear span of the characteristic functions of cylindrical sets of the level n with the first letter i.
Let M = g∈G λ g g ∈ ℓ 1 (G) be an arbitrary element of the Banach group algebra and let π(M ) be its image in A mes . Denote M n = π(M )| Hn . In the case when π(M ) is a self-adjoint element (i.e., λ g = λ g −1 ), relation (8) and G-invariance of the spaces H n implies that
The formula (9) reduces the problem of computation of the spectrum of M to finite dimensional problems of finding Sp (M n ).
The latter problem is non-trivial. It requires computation of the d n × d n -size matrices g (n) given by the recursive relations:
otherwise, mimicking the wreath recursion (3) and finding spectra of their linear combinations. There is no general tool for solving this problem. Nevertheless, we will show how the problem can be solved using the Schur map in some particular cases. We will start with some examples which have a complete solution of the spectral problem, then show a few examples when the spectral problem is reduced to a problem in Dynamical Systems of finding invariant sets for a multidimensional rational mapping (it looks that these invariant sets are indeed "strange attractors" for the corresponding maps, at least it is so in many cases). Finally we will show some examples for which the spectral problem is extremely interesting and has links with other topics, but it looks like the method of Schur complements doesn't work for these examples.
We perform some computations in projective space of parameters, since the spectrum of a pencil (i.e., the set of values of parameters corresponding to degenerate matrices) is invariant under multiplication by a non-zero number and the Schur complement transformations are homogeneous. But the obtained transformations are written in non-homogeneous coordinates as transformations in the Euclidean space.
In all examples that follow we use parametric family of elements of a group algebra (usually the sum with coefficients-parameters of generators and identity) or a matrix with entries of this type and consider the corresponding operator in L 2 (X ω , ν) given by the representation π (so that the operators belong to the algebra A mes ). 
and a n+1 = 0 1 1 0 , b n+1 = a n 0 0 c n , c n+1 = a n 0 0 d n , d n+1 = 1 0 0 b n are recursive relations determining matrices of generators viewed as operators in the spaces H n+1 and H n respectively (0 and 1 represent here the zero operators and the identity operator of the corresponding size). Instead of computing the spectrum of M n = a n + b n + c n + d n directly, one can try to find the spectrum of the whole pencil M n (x, y, z, u) = xa n + yb n + zc n + ud n of matrices, where x, y, z, u are scalars, i.e., finding Sp (M n ) (x, y, z, u) for each particular value of the parameters x, y, z, u. We will solve in this way the problem of finding the spectrum of the pencil M (x, y, z, u) = xa + yb + zc + ud of infinite dimensional operators.
The 5-dimensional space of operators M (x, y, z, u, v) = xa + yb + zc + ud + v · 1 is invariant with respect to the Schur complements which in this case are given by the following formulae.
The complement S 2 is not defined when (y + z)a + (u + v) · 1 is not invertible, i.e., if (10) y
as Sp (a) = {±1}. The complement S 1 is not defined for the same conditions (10) and (11) and also the conditions obtained from them by application of the cyclic permutation (u, y, z) → (z, u, y) → (y, z, u), as
Note that in both cases the complement S i is not defined if and only if the denominator in the corresponding formulae is equal to zero.
It is not known at the moment if the spectrum of the pencil M (x, y, z, u, v) is invariant with respect to these maps and what are its topological properties. Further investigation in this direction would be interesting.
But let us simplify the problem and consider the pencil M (x) = xa + b + c + d. The spectral problem for M (x) consists in finding those values of the parameters x and λ for which the operator M (x) − λ · 1 is not invertible. We will call this set the spectrum of the pencil. This terminology will be used also for further examples. To simplify transformations let us change the system of coordinates and consider the pencil
and its finite dimensional approximations
Define F, G : R 2 −→ R 2 be two rational maps
Theorem 5.5. I. The maps F and G seen as maps on the projective space are respectively the first and the second Schur maps restricted on the pencil R(λ, µ) and the semigroup S = F, G is a free semigroup. II. The set Σ is invariant with respect to F and G, i.e.,
III. The set Σ is the set shown on Figure 6 . IV. The set Σ n is the union of the line λ + µ − 2 = 0 and hyperbolas Figure 5 .2 for the spectrum
Proof. We restrict ourselves here only to computation of the Schur maps. The rest can be found in [3] .
We have
For getting the first Schur map observe that t = (b+c+d−1)/2 is an idempotent. Hence Figure 6 . The spectrum Σ Figure 7 . The spectrum Σ 5 and
Remark. The map G is semi-conjugate to the map x → 2x 2 − 1 and this is the crucial point in computation of the spectrum of R n (λ, µ). It looks like F is not semi-conjugate to any one-dimensional map, although we do not have a rigorous proof of this. Consider the two-parametric family of elements of the C * -algebra A mes .
Permuting rows and columns and dividing them into blocks we get the matrix 
Computation of Schur complement with respect to the given partition of the matrix yields
These rational functions were calculated in [18] using a different base. As it was observed in [18] , the map F : (x, y) → (x ′ , y ′ ) is semiconjugate to the map f :
The spectrum of ∆(x, y) is in this case the union A part of the spectrum is drawn on Figure 8 .
Example 21. Let B = IMG z 2 − 1 be the Basilica group, studied in [25, 26, 6, 2, 36] . It is realized as a self-similar group acting on the binary tree and generated by a, b, which are given by the matrix recursions
Consider the pencil
We have where "∼" means "proportional". We get hence the rational map
This rational map is quite complicated and the structure of the spectrum of the pencil R(λ, µ) is unclear. Computer experiments show that it has to have a structure of a "strange attractor". Most probably the map (12) is not semiconjugate to any one-dimensional map.
The pencil R(λ, µ) is not invariant with respect to the first Schur complement (because the inverse of b + b −1 − µ is not a finite sum). This example shows that in some cases one of Schur complements may lead to a solution while the other will not.
Example 22. Let G = IMG z 2 + i be the group studied in [2, 36, 9, 5] . It is generated by a, b, c given by the matrix recursions
It is a branch group of intermediate growth.Consider the pencil
y(z−λ−y)(z−λ+y) . It is not known if Φ is semiconjugate to a map of a smaller dimension and therefore there is no information about the structure of the spectrum of the pencil M (y, z, λ). It is quite probable that it is a set invariant with respect to Φ. Results of computer experiments are shown on Figure ? ?. It looks like here we also have an example of a "strange attractor".
Example 23. Consider now the free group from Example 2. The corresponding matrix recursion is
For the inverses we have
The problem is to find the spectrum of the matrix
, but introduction of new parameters and computation of Schur complements unfortunately does not lead us to a success.
Question 6.
What is the spectrum of the matrix M n ? Does there exist ǫ > 0 such that for every n the spectrum of M n belongs to the set [−6 + ǫ, 6 − ǫ] ∪ {6, −6}? If the answer is "yes", then the sequence of the Schreier graphs of the action of a, b, c on the levels of the tree X * is a sequence of expanders. (Here a Schreier graph of a group generated by a finite set S and acting on a set M is the graph with the set of vertices M in which two vertices x, y ∈ M are connected by an edge if one is the image of the other under the action of an element of S.) Example 24. Consider the group generated by the transformations a, b, c of X * for X = {0, 1} given by the recurrent relations a(0w) = 1b(w), a(1w) = 0b(w),
i.e., the group generated by the automaton shown on Figure 9 .
This group is isomorphic to the free product C 2 * C 2 * C 2 of three groups of order 2, see [36] The corresponding matrix recursions are a n+1 = 0 b n b n 0 , b n+1 = a n 0 0 c n , c n+1 = c n 0 0 a n . Figure 9 . An automaton generating C 2 * C 2 * C 2 Question 7. What is the spectrum of the matrices M n = a n + b n + c n = a n−1 + c n−1 b n b n a n−1 + c n−1 ?
In particular, is the spectrum of M a subset of (−2 √ 2, 2 √ 2) ∪ {3}? If it is, then the Schreier graphs of the action of the group on the levels of the tree X * are Ramanujan.
Analytic families
Let ψ : H −→ H 1 ⊕ H 2 be an isomorphism and let
be an analytic on some domain Ω operator valued function. Assume that D(z) s invertible on Ω. Then
is analytic on Ω. We get therefore the partially defined Schur map on the space of analytic operator valued functions.
Example 25. Let M = A B C D and consider the function
It is mapped by the Schur map to 
We can consider functions M from the projective space CP n−1 to B(H). Selfsimilarity of such functions is defined analogically.
Example 26. Let G be a self-similar group generated by {a 1 , . . . , a k } and acting on a rooted d-regular tree X * . Consider the pencil of Hecke type operators
where π is the self-similar representation of G on L 2 (X ω , ν). The operators M (z) belong to the algebra A mes .
Assume that M (z) is a self-similar function with respect to S i . This means that
. . , k are some functions. We get hence a map
Proof. We have
, where z) ) is invertible. This shows that in a "typical case" the set Σ should be backward invariant, i.e., F −1 Σ = Σ. In all the examples that were treated this is the case.
In all treated examples the map F is rational. Therefore the problem of finding the spectrum of a pencil in a self-similar group is often related to the problem of description of invariant subsets of multidimensional rational mappings. This subject is of independent interest in dynamical systems, multidimensional complex analysis, etc. 
where I is the identity operator (or a matrix of the same size as D).
Following Virag, Bartholdi [6] and Kaimanovich [28] , we are going to apply the probabilistic Schur maps to study random walks on self-similar groups.
Let (G, X) be a self-similar group acting on a d-regular tree and let µ be a probability distribution on G. Thus, every element g of G has a mass µ g , 0 ≤ µ g ≤ 1 and g∈G µ g = 1. The set supp µ = {g : µ g = 0} is called the support of µ. The measure µ is non-degenerate if supp µ generates G. We will identify µ with the element µ = g∈G µ g g of ℓ 1 (G). Moreover, µ belongs to the simplex
The left random walk on G generated by µ starts at some element of G (usually at the identity) and at each step makes the move g → hg with probability µ(h). When started at e (the identity element of G) the distribution at the moment n is given by the nth convolution µ (n) = µ * · · · * µ n of µ and the probability of return
e,e is equal to µ (n) (e). Left random walk on G is invariant with respect to the right action of G on itself.
The main topics that interest specialist in random walks are:
(1) norm of the Markov operator
, where L g are the operators of the left regular representation. We identify here the elements of ℓ 1 (G) with the left convolution operators on ℓ 2 (G); (2) spectrum of M ; (3) asymptotic behavior of P (n)
e,e when n → ∞; (4) Liouville property (i.e., when all harmonic functions are constant). and other asymptotic characteristics of the random walks.
Let u be one of the vertices of the first level of the tree and let H = St G (u) be its stabilizer in G. As H has finite index in G, the random walk hits H with probability 1. Let µ H be the distribution on H given by the probability of the first hit, i.e.,
where f n e,h is the probability to hit H at the element h for the first time at step n. As H < G is a recurrent set as a subgroup of finite index in G, we have h∈H µ H (h) = 1. Let p i : H −→ G be the ith projection map h → h| i and let µ i be the image of µ H under p i .
The next theorem and its proof are analogous to the theorem 2.3 of V. Kaimanovich [28] , but they are formulated a bit differently.
Theorem 7.1. In the above conditions
Proof. Let M = (m ij ) 1≤i,j≤d be the matrix representation of the Markov operator M coming from the wreath recursion φ : G ֒→ Symm (X) ≀ X G. Let us extend it to the map ℓ
Then the measures µ i can be expressed as (14) µ
where M ii (respectively, M ii ) denotes the row (m ij ) j =i (respectively, the column (m ji ) j =i ) of the matrix M with deleted element m ii , and M ii is the (d−1)×(d−1)-matrix obtained from M by removing its ith row and ith column. The first term in (14) corresponds to staying at the point i, while the first factor of the second term corresponds to moving from i to X \ {i}, the second its factor corresponds to staying in X\{i} and the third factor of the second term corresponds to moving back from X \ {i} to i.
Comparing (14) with (13) we get the statement of the theorem.
In case St G (i) = St G (1) for all i ∈ X (for instance, if X * is a binary tree, or if G acts on the first level by powers of a transitive cycle σ) we can interpret the above fact as that we have a sequence of stopping times τ (n) such that if
is image of the nth step Y (n) of the random walk under the wreath recursion φ,
i.e., the random element at time τ (n) belongs to the stabilizer of the first level, and Z
is the random walk on G determined by the measure µ i . Thus we can treat asymptotic characteristics of µ-random walk on G via µ i -random walks on G. Of course for complete reconstruction of (G, µ) we also need to know the joint distributions of the processes (G, µ i ) (as they are usually not independent). Nevertheless, some information about the random walk can be obtained without the independence.
The maps k i : M −→ M : µ → µ i on the simplex of measures on G are continuous and their fixed points are of a special interest for us. The fixed points always exist (for example the unit mass concentrated on the identity), but we are interested only in non-degenerate fixed points (i.e., with support generating the group).
Remark. Invariance of the hyperplane L = {x ∈ ℓ 1 (G) : g∈G x g = 0} under the Schur map (the proof of which is analogous to the proof of Proposition 6.1) implies k i -invariance of the hyperplane L = {λ : g∈G λ g = 1}. The probabilistic meaning of the maps k i shows that the simplex of probability measures M ⊂ L is also k i -invariant. Now we are going to describe briefly V. Kaimanovich's approach to testing amenability of G by entropy method (which develops the ideas previously expressed in [6] ).
Having a left random walk g n+1 = h n+1 g n , given by (G, µ), where (h n ) n≥0 is a sequence of independent µ-distributed random variables, we consider the induced Markov chain (X · G, µ) on the G-bimodule X · G (seen as a left G-space):
If we start the Markov chain (X · G, µ) at the point x = x · 1 ∈ X · G, we get a projection Π x : g n → g n · x = g n (x) · g n | x of the random walk on G onto the Markov chain on X · G. If the action (G, X) is self-replicating (Definition 2.2), then the map Π x : G −→ G · X : g → g · x is onto.
The tuple (Π 1 (g), . . . , Π d (g)) = (g(1) · g| 1 , . . . , g(d) · g| d ) determines g uniquely, since it means that the image of g in Symm (X) ≀ X G is π(g| 1 , . . . , g| d ), where π is the permutation i → g(i), i ∈ X.
The right action of G on the bimodule X·G commutes with the left action, hence the Markov chain (X · G, µ) is invariant under the right action of G. The quotient of X · G by the right G-action is naturally identified with X (the orbit of x · g is labeled by x). Consequently, we get a Markov chain on X equal to the quotient of the chain (X · G, µ) by the right G-action. It is easy to see that this chain is given by the action of G on X:
x → y, with probability g(x)=y µ(g).
This chain is irreducible when G acts transitively on the first level X and µ is non-degenerate. Consider now the trace of the Markov chain (X · G, µ) on the right G-orbit x · G = {x · g : g ∈ G} for a fixed letter x ∈ X, which is a recurrent set (due to irreducibility of the quotient chain), i.e., consider the Markov chain with the first return transitions. We can identify the points of the orbit x · G with the group G using the map x · g → g and get in this way a Markov chain on G. It is not hard to check that this Markov chain is the left random walk defined by the measure µ x = k x (µ), constructed above. −→ b −1 (0) = 1 · a −1 g,
See a graphical description of the random walk on {0, 1} · B on Figure 10 . Figure 11 shows the graph of the induced random walk on {0, 1} = X.
The main characteristics of a random walk (G, µ) on groups are:
(i) the spectral radius of the random walk r = lim sup n→∞ n µ (n) (e); Figure 11 . The induced random walk on X
(ii) the drift
where {g n } n≥1 is a random trajectory and |g| is the length of an element; (iii) entropy
where H is the entropy of a probability distribution.
The fundamental inequality states that
where v = log log γ(n) n for γ(n) equal to the growth function of G, i.e., the number of elements of G of the length ≤ n.
Vanishing of λ implies vanishing of the entropy, which implies amenability of G (in case of a non-degenerate measure µ [27] ), while r = 1 for a symmetric measure µ is equivalent to amenability (see [30] ).
Kaimanovich's approach to amenability is based on the inequalities (see [28] which holds for the projections µ i , i = 1, . . . , d, described above. His main observation based on these inequalities and properties of the entropy is that if µ is non-degenerate and self-affine, i.e., if there is α > 0 such that µ i = (1 − α)δ e + αµ for some i, then the inequalities imply h(µ) = 0 and hence that G is amenable (and moreover, has Liouville property). Kaimanovich calls the measure µ satisfying the self-affinity condition self-similar. Self-similar measures are fixed points of the maps
which are continuous maps of the simplex of probability measures on G. The simplex is compact with respect to the weak topology. For all i there is a φ i -invariant measure (indeed, the measure δ e concentrated in identity is such a measure) but the problem is to find a non-degenerate fixed point if such exist.
Question 9. Which self-similar groups have such a measure and moreover, when it has finite entropy or even when it is finitely supported.
The next few examples show when this is indeed the case. Here we follow [28] . In therms of the parameter α ∈ (0, 1/2) the corresponding transformations φ i take the form
The only fixed point for φ 2 corresponds to α = 0 and µ is degenerate in this case, while for φ 1 the value α = 1/3 gives a fixed point corresponding to a non-degenerate self-affine measure . This map has no fixed points, but is periodic of period 2; Λ 2 = id. This fact is used in [6] to prove amenability of B. At the same time, as it is shown in [28] , the map φ 1 has a fixed point, which represents a non-degenerate measure and this gives another way to prove amenability of B. Question 10. Find other self-similar groups having non-degenerate self-affine measures with finite support.
