Abstract-It is shown that the ratio of the precision of the stable Kronrod extension to the precision of the stable version of the Gauss rule for Cauchy principal-value integrals is approximately the same as the ratio of the precision of the Kronrod extension to that of the Gauss rule for ordinary integrals.
We shall be concerned here with the numerical evaluation of the Cauchy principal-value (CPV) integral and f satisfies a Holder condition of order c1 in [ -1, 11, f E H,, 0 < a < 1. We restrict p to the range 0 < p < 2 which insures the existence of a Kronrod extension (KE) to the Gauss-Gegenbauer integration rule 
i-l the abscissas xin are the zeros of the Gegenbauer polynomial C.,(x), and the weights w'in are interpolatory. The KE of equation (4) 
and where, as before, the weights wX and ujn are interpolatory. As shown by &ego [I] , for p E [0,2], the zeros vi. of En+ ,.# (x) are all real, lie in the closed interval [ -1, 11, and interlace the zeros x, of C,,,,(x). For more information on Stieltjes polynomials and KEs, see Monegato [2] . The only additional item of interest here is the result in Ref. [3] that, except for the cases p = 0, 1, K,,f is of exact precision it4 = 2[(3n + 1)/2] + 1, so that the ratio of the precision of Knf to that of G,f is M/(2n -I).
We shall now consider an integration rule for Z(f; i) based on the points x,. It turns out that there are two such rules. One 
P. Rxm,~owrr z is based only on the points x,., assumed distinct from 2. Here Q~.(x) is the function of the second kind defined by 
i=l These rules are given in Ref. [4] and have been studied extensively; see, for example, Gautschi [5] . Whereas the rule G.(f; 2) is only of precision n -1, except for isolated values of 2, while (~. +t(f; 2) is of precision 2n, nevertheless G. (f; 2) can be evaluated in a stable manner for all 2 e (-I, 1) though not by using equation (7), whereas the evaluation of d.+~(f; 2) may be unstable for 2 close to one of the points xt.. This difference in the stability properties of these two rules may reflect a difference in the convergence behavior of these rules. As stated in Ref. [5] This formula, as well as the corresponding formula for the KE of t~. +,(f; 2), share with formulas (7) and (9) the property of being numerically unstable for :. close to the xi. and, in addition, for ~. close to the y~,. However, as shown by Paget and Elliott [7] , and previously by KorneT~uk [8] , there is a stable way to evaluate G. (12) and the discrete inner product (g, h) is given by and this last term can be evaluated in a stable manner using the Clenshaw backwardrecurrence algorithm [7] . Note that Elliott and Paget [9] give a similar algorithm for the evaluation of G.+ ~(f; 2):
k-I where However, it is clear from equation (17) that the evaluation of d~ is unstable for 2 close to some x.,. Now, when we apply this idea to the KE of 6;. (f; 2), we find an interesting phenomenon which we point out below. Proceeding as above, we approximate f(x) by the finite
However, in contrast to the Gauss case, f need not be equal to s~, if f E Pz.. This is so since K.g is not of precision 4n + 1 but only of precision M. Hence, the best we can say is that if then the approximation We note further that if we need to evaluate l(f; ).) for p values of 2, p > n 4-I, then the use of G~.+ l(f; )~) which is of the same precision as (~,+ l(f; 2) requires 2n 4-I function evaluations while the use of ¢~. + i(f; ~-) requires a total of n 4-p evaluations. Hence, the use of G,,+,(f; 2) is not only more stable but also more efficient.
2. Once we have computed the f(x~,) and f(y),) we can evaluate a~' for any k and consequently approximate l(f; :.) by
The precision of this approximation will be less than N; however, for an arbitrary function f(x), it may be more accurate than formula (21). To see this, we note that the error
Ex(f ; ).) = I(f ; 2) -I(s~; ).)
can be expressed in the form 
bk --al = [/(fCk,) --K.(fC~,)]/I([C~,l 2) and its size depends on how well the Kronrod rule integrates the function f(x)Ck,(x).
Since the optimal value of K depends on so many unknown factors, one can only choose something by analogy and the choice K = 2n appears as a reasonable alternative to K = N and, in our example, we shall compare the two choices. We note that for K = 2n, the precision of the approximation is n + 2. 3. For the case # = 0 (1) corresponding to the Gauss-Chebyshev integration rule of the first (second) kind, the precision of K.f is 4n -1 (4n + 1) and we can replace N in formula (21) by
Again the ratio of the precision of K.f to G.f will be about the same as that of l(s~; :.)
to G.(f; ).). 4. One could extend this idea in an obvious way to the further optimal extensions proposed by Patterson [12] . Similarly, one can apply it to the KEs of the LobattoGegenbauer rules which were also discussed in Ref. [4] .
Example. In this example we illustrate some of the points mentioned above. We (23) by formulas (21) , (22) with K 1 2n, (10), (7) and (15) with n = I I using single-precision arithmetic ,;. Formula (21) Formula (22) Formula (10) Formula (7) In Table 1 , we also give the results of approximating formula (23) using the l l-point Gauss rule G~tf in its two formulations, (7) and (15). We see here the larger errors incurred using the unstable formula (7), especially for the values 2 = 0.01, 0.5, 0.7, 0.9, corresponding to the Gauss points 0, 0.519, 0.73 and 0.887. We also carried out some computations with the Gauss rule Gr(f; 2) since we wanted to compare its accuracy with that of G~l(f;2) inasmuch as both of these rules are of precision 10. Since we are interested here in truncation error rather than roundoff error, we give in Table 2 the relative errors in the double-precision calculations. The results indicate that the two formulas have about the same accuracy so that when we wish to calculate l(f; 2) for many values of 2, the use of G,(f; 2) may be advantageous.
We also give in Table 3 the results of a single-precision calculation using three different Table 3 , The relative errors in the approximation of equation (23) by formulas (9) , (16), (24) and (26) with n = 5 using single-precision arithmetic 2 Formula (9) Formula (16) Formula (24) Formula (26) 
This formula arises by rewriting l(f; 2) as l(f ; :.) = Ig + Qo,,(;.)f().)
and approximating Ig by G,g. As shown in Ref. [6] , the r.h.s, of formula (24) is mathematically identical to formula (9) for 2 ~ x~, i = 1 ..... n. The results show that formula (24) is the most stable followed by formula (16) with formula (9) in last place. We also computed the KE of (~6(f; 2) by applying the KE to g leading to the approximation
l(f ; ).) ~-K,(g(x;
:.)) + Q0,(i.)f(:-),
the precision of which is one greater than the precision of K,f. The results given in Table 3 are of surprisingly good accuracy. For a further discussion of stability questions in the numerical evaluation of CPV integrals, see van der-Sluis and Zweerus [13] .
