The aim of this paper is to introduce a new numerical algorithm for solving the continuous time nonlinear filtering problem. In particular, we present a particle filter that combines the Kusuoka-Lyons-Victoir (KLV) cubature method on Wiener space to approximate the law of the signal with a minimal variance 'thinning' method, called the tree-based branching algorithm (TBBA) to keep the size of the cubature tree constant in time. The novelty of our approach resides in the adaptation of the TBBA algorithm to simultaneously control the computational effort and incorporate the observation data into the system. We provide the rate of convergence of the approximating particle filter in terms of the computational effort (number of particles) and the discretization grid mesh. Finally, we test the performance of the new algorithm on a benchmark problem (the Beneš filter).
Introduction
The main goal of stochastic filtering is to estimate the state of a dynamical system based on partial observation. We model the dynamical system by a stochastic process X = {X t } t≥0 , called the signal. We do not observe the signal directly. Instead, we make use of the information provided by observing another process Y = {Y t } t≥0 , called the observation process. The information process is, at each instant of time, a functional of the signal until that time and some measurement noise, i.e. Y t = Γ ({X s } s≤t , W t ), where {W t } t≥0 is another stochastic process modelling the noise. In mathematical terms, the problem reduces to compute the following conditional expectation, E[ϕ(X t ) | Y t ] = ϕ(x)π t (dx), ϕ ∈ H, where H is a suitable space of test functions, and Y t σ {Y s , s ∈ [0, t]} is the filtration generated by the observation process. In other words, we are interested in computing the conditional distribution of the signal X t given Y t , which can be viewed as a probability measure-valued process π = {π t } t≥0 . With notable exceptions (such as the Kalman-Bucy filter and the Beneš filter), π is an infinite-dimensional process. One cannot find an analytical computable expression for π and has to rely on numerical approximations for inference purposes. In the numerical experiments below, we will make use of the explicit solution for the Beneš filter to test the accuracy of our algorithm. There are a number of different numerical methods for solving the filtering problem, ranging from the solution of partial differential equation to Wiener chaos expansions [1, ch. 8] . One of the most successful approaches, which is widely used in practice, is the class of the particle approximations. In this approach, the conditional distribution π t is approximated by the empirical distribution of a system of random-weighted particles. The classical particle filter, first introduced by Gordon et al. [2] , uses a correction mechanism that eliminates, at particular times, the particles with small weights and multiplies those with bigger weights, maintaining the total number of particles in the system constant. However, this procedure adds some randomness to the system, diminishing the accuracy of the approximation. Hence, it is appropriate to use a technique that minimizes this undesired effect. Crisan & Lyons [3] introduced the tree-based branching algorithm (TBBA), which satisfies a minimal variance property. Using the TBBA, the correction in the particle system can be performed optimally. Another aspect of these branching particle filters is the choice of the resampling times. Most of the theoretical results assume fixed, deterministic times of resampling and this is the approach that we will follow. Nevertheless, in practice, these times are randomly selected in terms of some overall characteristics of the particle systems, see Del Moral et al. [4] and Crisan & Obanubi [5] for a theoretical study of this problem.
In the standard particle filter, the component particles follow the law of the signal. Usually, we model the signal by means of a stochastic differential equation (SDE) driven by a Brownian motion. A classical result tells us that π t (ϕ) can be expressed as the expected value of a functional of the signal parametrized by the given observation path. Naturally, an efficient approximation of the law of the signal would give a good approximation of π t (ϕ). In recent years, Kusuoka [6] , Lyons & Victoir [7] and Kusuoka [8] among others have introduced high-order schemes for solving SDEs, known as cubature on Wiener space or Kusuoka-Lyons-Victoir (KLV) methods. Surprisingly, these methods are essentially deterministic. They involve the construction of a discrete (deterministic) measure with support given by leaves of an n-ary tree, with the nodes being obtained by solving ordinary differential equations (ODEs). Unfortunately, this tree-like structure makes the number of ODEs to be solved increase exponentially. In order to counter this feature, the KLV cubature methods can be combined with a partial sampling procedure, particularly useful when the dimension of the SDE to solve is high or the final time is large. The use of cubature methods for solving the stochastic filtering problem has been suggested in Crisan & Ghazali [9] and Litterer & Lyons [10] . Moreover, the area of application of these methods is expanding continuously, see, for instance, Crisan & Manolarakis [11] , where they are used to solve backward SDEs.
In this paper, we present a new numerical algorithm to solve the nonlinear stochastic filtering problem. This algorithm is based on a combination of the KLV method and the TBBA. The KLV method is used to compute a high-order approximation of the law of the signal X, whereas the TBBA is used to partially prune the KLV tree in a coherent manner. In our approach, the weights of the TBBA are computed taking into account both the cubature weights (the weights of the discrete measure) and the likelihood weights. In this way, we can simultaneously control the computational effort at each time step and mitigate the sample degeneracy.
The paper is organized as follows. In §2, we introduce some basic notation on multi-indices and vector fields necessary to present the cubature on Wiener space. In §3, we introduce the basic results on cubature; in particular, we give the main bound on the local and global error of the method. Section 4 is devoted to the detailed description of the filtering problem. In addition, we also introduce the Crisan-Ghazali approach to apply cubature methods to filtering. In §5, we recall the TBBA algorithm, recall the basic properties of the random variables generated by the method and describe in detail the construction of the associated trees. In §6, we introduce the new algorithm and prove the convergence of the particle approximation. A variation of the algorithm where the likelihood weights are not taking into account when pruning the KLV-tree is also introduced. Finally, in §7, we test the new algorithm on the Beneš filter.
Basic notation and preliminaries
Here, we introduce some basic notation on vector fields and multi-indices used to present the Stratonovich-Taylor expansion and the main results on cubature.
Let p ∈ N, and let A be the set of all multi-indices with values in {0, . . . , p}, i.e. A {∅} ∪ ∞ k=1 {0, . . . , p} k . For any (non-empty) multi-index α = (α 1 , . . . , α k ) ∈ A, define its length by |α| k, its degree by α k + card{j : α j = 0}, the truncated index of
Consider the probability space (Ω,
Borel σ -algebra and P the Wiener measure. Also consider the coordinate mapping process B j t (ω) = ω j (t), t ∈ [0, T], ω ∈ Ω, which under P is a Brownian motion starting at 0. For ω ∈ Ω, we make the convention ω 0 (t) = t and B 0 t (ω) = t. Let X t,x be the unique solution of the following d-dimensional SDE written in Stratonovich form
where
Given f , a sufficiently smooth function, and X t,x , the solution of (2.1), we can expand f (X t,x ) in terms of iterated Stratonovich integrals. The precise statement is as follows (see proposition 2.1 in Lyons & Victoir [7] , and Kloeden & Platen [12] for more details on stochastic Taylor expansions).
Lemma 2.1 (Stratonovich-Taylor expansion
where C = C(m) is a positive constant that only depends on m.
Cubature method on Wiener space
The cubature method on Wiener space is an infinite-dimensional extension of cubature methods on R d . In this framework, the role of polynomials is played by iterated Stratonovich integrals, and the role of Taylor expansions is played by Stratonovich-Taylor expansions.
(a) One-step cubature measure 
The constant c d = c d (m, p) only depends on the degree and the dimension of the Brownian motion.
Lyons & Victoir [7] proved that one can always find a cubature measure supported on at most card(A(m)) continuous paths of bounded variation, see theorem 2.4 therein. They also gave an explicit expression of degree-five cubature measure. Gyurkó & Lyons [13] have constructed cubature formulae of higher degrees and for various dimensions of the driving Brownian motion.
Definition 3.3.
We define the cubature approximation of degree m of
Remark 3.4. Let u(t, x) be the solution at time t of ∂u/∂t(t, x)
is an approximation of the semigroup P T f (x), which has infinitesimal generator L. In other words, the cubature on Wiener space can be used to produce a high-order approximation method for solving second-order parabolic differential equations.
The main tool to bound the approximation error relies on the Stratonovich-Taylor expansion and is stated in lemma 3.5, which is proved in Litterer & Lyons [10, lemma 27.2].
is a positive constant that only depends on p, m and Q m 1 .
Using lemma 3.5, lemma 2.1 and the triangule inequality, one obtains a bound for the error of the one-step cubature approximation, see Lyons & Victoir [7, proposition 3.2] . 
(b) Iterated cubature measure
In general, the bound obtained in proposition 3.6 does not allow to directly obtain a good approximation of P T f (x) when T is large. To overcome this difficulty, one iterates the cubature measure along a partition 
Definition 3.7. Let the measure
where ω •ω denotes the concatenation of the paths ω andω.
It is also useful to view the cubature formulae on Wiener space as Markov operators acting on discrete measures on R d . This interpretation justifies the following definition introduced by Litterer & Lyons [10] . 
Note that one can identify the measure μ in definition 3.8 as a discrete distribution over all initial conditions x ∈ R d . One can also iterate the KLV m operation along a partition Π n,T .
and
Some remarks are in order. 
Then, the global cubature measure along Π n,T can be written as the following discrete measure on paths Q m Π n,T = β∈B,|β|=n λ β δ s 1 ,ω β 1 ⊗···⊗ s n ,ω βn , whereas the KLV m operation along Π n,T can be written as the following discrete measure on
Remark 3.11. The iterative procedure to generate Q m Π n,T can be viewed as an c d -ary tree, which we will call the cubature tree. Hence, the support of the measure Q m Π n,T (and of KLV m (Π n,T , x)) grows exponentially with the number of subintervals of the partition. In particular, we have to solve (c
ODEs to obtain the points in the support of KLV m (Π n,T , x). When n is large, the computational cost associated to solving these ODEs cannot be ignored, and some mechanism to control the size of the support of Q m Π n,T is needed. The basic approach is to allow the size of the tree to grow only up to a constant decided by the user and then to keep it constant by culling the branches with small weights. The procedure can be random, as in Ninomiya [14] , where it is proposed to use the TBBA algorithm of Crisan and Lyons. Litterer & Lyons [10] have recently introduced a deterministic recombination procedure that essentially allows to change the original cubature measure with a measure with smaller support, without increasing the error. Remark 3.12. As our results will be based on the cubature approximation to Picard's filter in Crisan & Ghazali [9] , see theorem 4.4, we refrain to present a detailed study of the error for the global cubature measure. For further details and developments (e.g. the application of cubature to Lipschitz test functions), we refer the reader to Lyons & Victoir [7] , Kusuoka [8] , Crisan & Ghazali [9] , Cass & Litterer [15] and Nee [16] . 
Cubature applied to filtering
Here, we introduce the set-up for the filtering problem [1, ch. 3] . We also present the approach by Crisan & Ghazali [9] to the application of cubature on Wiener space to filtering.
(a) Stochastic filtering set-up Let (Ω, F , P) be the probability space defined on §2, assumed to accommodate a k-dimensional Wiener process W independent of B. Let F = {F t } 0≤t≤T be a filtration satisfying the usual conditions of completeness and right continuity. In this probability space, we consider a partially observed system (X, Y) = {(X t , Y t )} 0≤t≤T . The unobserved process X = {X t } 0≤t≤T , called the signal, is the solution of the d-dimensional Stratonovich SDE (2.1). The observed component Y = {Y t } 0≤t≤T , called the observation process, is given by the following k-dimensional process
Let {Y t } 0≤t≤T be the usual augmentation of the filtration generated by the process Y, i.e.
where N are the P-null sets of (Ω, F , P). The stochastic filtering problem consists in determining the conditional distribution π T of the signal X at time T given the information accumulated from observing Y in the time interval [0, T]; that is, for ϕ bounded Borel measurable, it consists in computing
is an F-martingale. For a fixed 0 ≤ t ≤ T, we can define a new probability measureP t on F t via (dP t /dP) | F t Z t . By the martingale properties ofZ t , the family of probability measures {P t } 0≤t≤T is consistent and this property allows us to define a new probabilityP which is equivalent to P on 0≤t<∞ F t . By means of Girsanov's theorem, Y becomes, underP, a Brownian motion independent of the signal X. Note also that the law of X is invariant under this change of probability measure. In order to construct numerical algorithms to approximate π T one relies, crucially, in the Kallianpur-Striebel (KS) formula, see Kallianpur & Striebel [17] ,
, where ρ t , called the un-normalized conditional distribution, is given by
Thanks to the KS formula, the problem is reduced to find an approximation of the above functional.
Remark 4.1. ρ T (ϕ) is the expected value of a functional of the signal X, which is parametrized by the observation process Y. This representation shows the fact that the signal X enters the problem only through the evolution of its law, whereas its path properties are not relevant. On the other hand, the observed path of Y determines the functional to be integrated and the distribution of Y only plays a secondary role. In practice, we will know only the values of Y along the points in a partition of [0, T] and we may not know the law of X. Hence, we will need to approximate the Y-dependent functional of X as well as the law of X. Therefore, the filtering problem can be viewed as a particular case within the theory of weak approximations of SDEs.
It follows from remark 4.1 that the design of an approximating scheme for ρ T (ϕ) should contain the following three components:
-the discretization the Y-dependent functional of X. -the approximation of the law of the signal X. -the control of the computational effort.
(b) Picard's filter
Here, we introduce the discretization of the Y-dependent functional of X to be integrated. This discretization was first introduced by Picard [18] and we shall call it Picard's filter, see also Clark [19] and Talay [20] . Assume that we have a uniform partition Π n,T {t i = iT/n} i=0,...,n of the interval [0, T] and that we know {Y t i } i=0,...,n , the values of the observation process Y on Π n,T . For any ϕ ∈ C ∞ b , we can define the function Θ n,ϕ :
The following result was proved in theorem 1 of Picard [18] . See also Crisan [21] for an updated account on the discretization of the continuous time filtering problem.
Theorem 4.2. Let ϕ be a bounded and Lipschitz continuous function. Then, there exists a constant
Remark 4.3. Theorem 4.2 shows that, for uniform partitions, ρ n T is a first-order approximation of ρ T . As the algorithms we are going to develop will be based on the Picard discretization, the error of these algorithms when approximating ρ T will not be better than C/n.
(c) The cubature approximation
The second step is to approximate the law of the signal X. We define the cubature approximation of Picard's filterρ n T byρ n
. In order to analyse the error when approximating ρ n T (ϕ) byρ n T (ϕ), it is convenient to introduce an alternative representations for Picard's filter and its cubature approximation. We define operators
To simplify the notation, we also define R i,j
The main result concerning the cubature approximation of Picard's filter is theorem 4.1 proved in Crisan & Ghazali [9, theorem 4.3] . The result basically says thatρ n T is an approximation of order (m − 1)/2 of ρ n T , where m is the degree of the cubature measure.
Theorem 4.4. There is a positive constant C = C(T, m, p) such that for all
where 
Corollary 4.5. There is a positive constant C
= C(T, m, ϕ ∞,m+2 ) such that for all ϕ ∈ C m+2 b (R d ; R), we have EP[|π n T (ϕ) − π T (ϕ)|] ≤ C/n.
Proof. Using the triangle inequality and the estimates in theorems 4.2 and 4.4, we have that
The result follows from applying the Cauchy-Schwarz inequality to the following inequality
and the fact that ρ T (1) −1 p is finite for any p ≥ 1.
We will need the following lemmas regarding the cubature approximation of Picard's filter. Proof. Note thatR n t ϕ(
, where we have used the notation x (β n ) (x) X δ,x δ, ω βn . ApplyingR
where we have used the notation
Iterating this procedure we obtain the result.
Remark 4.7. From lemma 4.6, it follows that the computation of the cubature approximation of Picard's filter requires knowledge of all intermediate nodes in the cubature tree, contrasting to the typical use of cubature methods where the knowledge of the leaves is sufficient to compute the approximation. Obviously, this is due to the particular form of the functional to be integrated that depends explicitly on the values of X t along the points of the partition and not just on the terminal value. ). By the definition of the filtering weights, we can write
As Y is a k-dimensional standard Brownian motion underP, we have that Hence,
The control of the computational effort
The TBBA is a method that assigns a number of particles to different sites, according to a probability distribution with finite support on the sites. The computational effort is controlled as it is proportional to the number of particles. One can see the TBBA as a method to generate rational-valued random distributions which are unbiased estimators of the original probability distribution. The interesting feature of the method is that the assignment is carried out, so that it satisfies a certain minimum variance property. The results presented here can be extended to probability distributions with infinite support, see Crisan & Lyons [3] . Let X = {x i } k i=1 be a given set and Γ = {γ i } k i=1 be a set of non-negative numbers adding up to 1, which can be seen as a probability distribution with support X . The problem is to generate a family of random variablesΓ = {γ i } k i=1 , defined on some probability space (Ω * , F * , P * ), with values in {0, . . . , N} and such that It can be helpful to use a 'particle' picture to describe the random variables in the setΓ . Essentially, one can think thatΓ is the (un-normalized) empirical measure associated to a set of N particles that are allocated to the sites X . Hence,γ i represents the number of particles allocated to site x i . This number is random and its mean is given by Nγ i (which is not necessarily integer). However, its generation is not straightforward as condition (5.2) makes the random variables corresponding to different sites x i to be correlated. The TBBA precisely allows to construct a family of random variables satisfying (5.1), (5.3) and the additional condition (5.2). The name of the algorithm comes from the fact that it can be described using a binary tree structure, see Crisan & Lyons [3] , Ninomiya [14] and Ninomiya [22] . The description is as follows.
1. We start with a k-ary tree. This tree has a root node initially storing N particles and k leaves that represent the sites where the particles have to be allocated. 2. We embed the k-ary tree into a binary tree satisfying the following rules. 3. We move the N particles down along the tree until they obtain to the leaves using the following TBBA rules: (a) We start by allocating all N particles to the root node (the corresponding weight of the root is
We then proceed recursively as follows: let z be a node withγ z particles and weight γ z . If z has two child nodes z 1 and z 2 , then γ z = γ z 1 + γ z 2 and we will split theγ z particles associated to z intoγ z 1 particles associated to z 1 andγ z 2 particles associated to z 2 , i.e.γ z =γ z 1 +γ z 2 , according to the following two possible cases.
•
Note that for each intermediate node in the tree, we need to generate a random variable u m . These random variables are independent of each other. Assume that we have an n-times iterated k-ary tree such that at the first level of the tree, we have a probability distribution
. Moreover, assume that the probability distributions in the next levels are generated by iterating the distribution in the first level, i.e.
. The TBBA provides an approximation of the probability distribution not just at the final level, but also at all intermediate levels. Let z be a node in the iterated k-ary tree withγ z particles assigned and γ z weight. The algorithm that allocates theγ z particles in z to its k direct descendants according to the probability law {γ i } k i=1 is as follows:
Using this notation, the approximation to the probability measure Γ with support X is given by TBBA (N, N, 1, {γ 
). The algorithm generates a (random) measure supported on at most N sites of the original k, as it is the empirical distribution of N particles. Some of the properties satisfied by the random variables
) are stated in the following proposition, see proposition 9.3. in Bain & Crisan [1] .
Proposition 5.1. The random variables {γ
Note that for any bounded function ϕ : X → R, we obtain that where we have used that {γ i } k i=1 are negatively correlated, the bound on the variance ofγ i stated in proposition 5.1 and that {γ i } k i=1 is a probability distribution. The previous bound entails that γ i /N is an unbiased approximation to γ i in L 2 (P * ), i = 1, . . . , k.
Convergence results for the Kusuoka-Lyons-Victoir particle filter
Here, we present the main results of the paper. Let (Π j,T , x) , the discrete measure obtained by the j-iteration of the KLV operation or cubature measure along the partition Π n,T . According to remark 3.10, we can see the global cubature measure along the partition Π n,T as discrete measure on R d with points indexed by B n . Recall also the expression for the cubature approximation of Picard's filterρ n T given in lemma 4.6. In the following two sections, we are going to introduce two different approximation procedures forρ n T . Both procedures will be based on the TBBA and equation (4.1). The first approximation, denoted byρ n,N T , will only use the cubature weights to allocate the particles along the cubature tree, whereas the second one will combine both the cubature and the filtering weights. Hence, the second approximation, denoted byρ n,N T , incorporates a correction mechanism similar to the one in the classical particle filters where law of the signal is approximated using the Euler scheme. We will assume that the probability space (Ω, F ,P) is rich enough to carry the auxiliary random variables needed to apply the TBBA. As Y is also defined on (Ω, 
Proof. We have that 
where we have used the TBBA properties ofΓ n . The previous computation yields that
, and the integrability ofC(m, T, ϕ, Y) is deduced using similar arguments as in lemma 4.8. 
