Lifelong machine learning methods acquire knowledge over a series of consecutive tasks, continually building upon their experience. Current lifelong learning algorithms rely upon a single learning agent that has centralized access to all data. In this paper, we extend the idea of lifelong learning from a single agent to a network of multiple agents that collectively learn a series of tasks. Each agent faces some (potentially unique) set of tasks; the key idea is that knowledge learned from these tasks may benefit other agents trying to learn different (but related) tasks. Our Collective Lifelong Learning Algorithm (CoLLA) provides an efficient way for a network of agents to share their learned knowledge in a distributed and decentralized manner, while preserving the privacy of the locally observed data. We provide theoretical guarantees for robust performance of the algorithm and empirically demonstrate that CoLLA outperforms existing approaches for distributed multi-task learning on a variety of data sets.
Introduction
Collective knowledge acquisition is common throughout different societies, from the collaborative advancement of human knowledge to the emergent behavior of ant colonies (Kao et al. 2014) . It is the product of individual agents, each with their own interests and constraints, sharing and accumulating learned knowledge over time.
Recent work in lifelong machine learning (Thrun 1996; Ruvolo and Eaton 2013) has explored the notion of a single agent accumulating knowledge over its lifetime. Such an individual lifelong learning agent reuses knowledge from previous tasks to improve its learning on new tasks, accumulating an internal repository of knowledge over time. This lifelong learning process improves performance over all tasks, and permits the design of adaptive agents that are capable of learning in dynamic environments. Although current work in lifelong learning focuses on a single learning agent that incrementally perceives all task data, many real-world applications involve scenarios in which multiple agents must collectively learn a series of tasks that are distributed amongst them. Consider the following cases:
• Task data could only be partially accessible by each agent.
For example, financial decision support agents may have Copyright c 2018, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. access only to one data view or a portion of the data distribution (He and Lawrence 2011). • Local data processing can be inevitable, such as when health care regulations prevent medical data from being shared between learning systems (Zhang et al. 2012 ). • Data communication may be costly. For instance, home service robots must process perceptions locally due to the volume of perceptual data, or wearable devices may have limited communication bandwidth (Jin et al. 2015) . • Data must be processed in parallel. Big data often necessitates parallel processing in the cloud across multiple virtual agents, i.e. CPUs or GPUs .
Inspired by the above scenarios, this paper explores the idea of multi-agent lifelong learning. We consider multiple lifelong learning agents, each facing their own series of tasks, that transfer knowledge to collectively improve task performance and increase learning speed. Note that this paper does not address the privacy considerations that may arise from transferring knowledge between agents. Existing methods in the literature have only investigated special cases of this setting for distributed multi-task learning (MTL) (Dinuzzo, Pillonetto, and De Nicolao 2011; Chen, Richard, and Sayed 2014; Parameswaran and Weinberger 2010; Jin et al. 2015) . To our knowledge, this problem has not yet been explored in a lifelong learning setting.
To develop multi-agent distributed lifelong learning, we follow a parametric approach and formulate the problem as an online MTL problem over a network of agents. Each agent seeks to learn parametric models for its own series of (potentially unique) tasks. The network topology imposes communication constraints among the agents. For each agent, the corresponding task model parameters are represented as a task-specific sparse combination of atoms of its local knowledge base (Kumar and Daume III 2012; Ruvolo and Eaton 2013; Maurer, Pontil, and Romera-Paredes 2013) . The agents share their knowledge bases with their neighbors, update them to incorporate the learned knowledge representations of their neighboring agents, and come to a local consensus. We use the Alternating Direction Method of Multipliers (ADMM) algorithm (Boyd et al. 2011) to solve this global optimization problem; our approach decouples this problem into local optimization problems that are individually solved by the agents. ADMM allows for transferring the learned local knowledge bases without sharing the specific learned model parameters among neighboring agents. We call our approach the Collective Lifelong Learning Algorithm (CoLLA). We provide theoretical analysis on the convergence of CoLLA and empirically validate the practicality of the proposed algorithm on variety of datasets.
Related Work
This paper considers scenarios where multiple lifelong learning agents learn a series of tasks distributed among them. Our approach draws upon various subfields of machine learning, which we briefly survey below. Multi-Task and Lifelong Learning: Multi-task learning (MTL) (Caruana 1997) seeks to share knowledge among multiple related tasks. Compared to single task learning (STL), MTL increases generalization performance and reduces the data requirements for learning. One major challenge in MTL is modeling task similarities to selectively share information and enable knowledge transfer between tasks (Caruana 1997) . If this process identifies incorrect task relationships, sharing knowledge can degrade performance through the phenomenon of negative transfer. Various techniques have been developed to model task relations, including modeling a task distance metric (Ben-David et al. 2007 ), using correlations to determine when transfer is appropriate (Wang, Ruan, and Si 2014) , building models based on nearest neighbors (Parameswaran and Weinberger 2010), and regularizing task parameters (Argyriou, Evgeniou, and Pontil 2008 ). An effective parametric approach is to group similar tasks by assuming that task parameters can be represented sparsely in a dictionary domain. Then, by imposing sparsity on task-specific parameters, similar tasks can be grouped together and the learned dictionary would model task relations (Kumar and Daume III 2012) . Upon learning the dictionary, similar tasks would share a subset of dictionary columns which helps to avoid negative transfer.
Lifelong learning (Thrun 1996 ; Ruvolo and Eaton 2013) is a special case of MTL in which an agent learns tasks consecutively. To improve learning performance on each new task, the agent transfers (Pan and Yang 2010) knowledge obtained from the previous tasks, and then stores new or revised knowledge for future use. Ruvolo and Eaton (2013) extended the MTL method proposed by Kumar and Daume III (2012) to an online setting, creating an efficient algorithm for lifelong learning. Our approach is partially based upon their formulation (Ruvolo and Eaton 2013), which serves as the foundation to develop our novel collective lifelong learning framework. Note that unlike our work, most prior MTL and lifelong learning work consider the case where all tasks are accessible by a single agent in a centralized scheme. Distributed Machine Learning: There has been a growing interest in developing scalable learning algorithms using distributed optimization (Zhang and Kwok 2014) , motivated by the emergence of big data, security and privacy constraints, and the notion of cooperative and collaborative learning agents. Distributed machine learning allows multiple agents to collaboratively mine information from largescale data. The majority of these settings are graph-based, where each node in the graph represents a portion of data or an agent. Communication channels between the agents then can be modeled via edges in the graph. Some approaches assume there is a central server (or a group of server nodes) in the network, and the worker agents transmit locally learned information to the server(s), which then perform knowledge fusion (Xing et al. 2015) . Other approaches assume that processing power is distributed among the agents, which exchange information with their neighbors during the learning process (Chen, Richard, and Sayed 2014) . We formulate our problem in the latter setting, as it is less restrictive.
These algorithms formulate learning as an optimization problem over the network and use techniques from distributed optimization to acquire the global solution. Various techniques have been explored, including stochastic gradient descent (Xing et al. 2015) , proximal gradients ADMM (Xing et al. 2015) . Within the ADMM framework, it is assumed that the objective function over the network can be decoupled into a sum of independent local functions for each node (usually risk functions) (Mairal et al. 2010) , constrained by network topology. Through a number of iterations on primal and dual variables of the Lagrangian function, each node solves a local optimization, and then through information exchange, constraints imposed by the network are realized by updating the dual variable. Distributed Multi-task Learning:
Although it seems natural to consider MTL agents that collaborate on related tasks, most prior distributed learning work focuses on the setting where all agents try to learn a single task. Only recently have MTL scenarios been investigated where the tasks are distributed (Jin et al. 2015; Mateos-Núñez, Cortés, and Cortes 2015; Wang, Kolar, and Srerbo 2016; Baytas et al. 2016; Xie et al. 2017; Liu, Pan, and Ho 2017) . In such a setting, data must not be transferred to a central node because of communication and privacy/security constraints. Only the learned models or high-level information can be exchanged by neighboring agents. These distributed MTL methods are limited to off-line (batch) settings where each agent handles only one task (Mateos-Núñez, Cortés, and Cortes 2015; Wang, Kolar, and Srerbo 2016) . Jin et al. (2015) consider an online setting, but require the existence of a central node, which is restrictive. In contrast, our work considers decentralized and distributed multi-agent MTL in a lifelong learning setting, without the need for a central server. Our approach employs homogeneous agents that collaborate to improve collective performance over consecutive distributed tasks.
Similar to prior works (Mateos-Núñez, Cortés, and Cortes 2015; Wang, Kolar, and Srerbo 2016), we use distributed optimization to tackle the collective lifelong learning problem. These existing approaches can only handle an offline setting where all the task data is available in batch. In contrast, we propose an online learning procedure which can address consecutively arriving tasks. In each iteration, the agents receive and learn their local task models. Once the task is learned, a message-passing scheme is then used to transfer and update knowledge between the neighboring agents. In this manner, knowledge will disseminate among all agents over time, improving collective performance. Sim-ilar to most distributed learning settings, we assume there is a latent knowledge base that underlies all tasks and that each agent is trying to learn a local version of that knowledge base based on its own (local) observations and knowledge exchange with neighboring agents.
Lifelong Machine Learning
Consider a set of T related (but different) supervised regression or classification tasks, each with training data, i.e.
x M ] ∈ R d×M represents M task data instances characterized by d features, and y (t) = [y 1 , . . . , y m ] ∈ Y M are the corresponding targets. Typically, Y = {±1} for classification tasks and Y = R for regression tasks. We assume that for each task, the mapping from each data point x m to the corresponding target y m , f :
An agent can learn the task models by solving for the optimal parameters Θ * = [θ (1) , . . . , θ (T ) ] in the following problem: (1) where L(·) is a loss function for measuring data fidelity, E(·) denotes the expectation on the task's data distribution D (t) , and Ω(·) is a regularization function that models task relations by coupling model parameters. Almost all parametric MTL and lifelong learning algorithms solve instances of (1) given Ω(·) and optimization mode, i.e. online or batch offline.
To model task relations, the GO-MTL algorithm (Kumar and Daume III 2012) uses classic Empirical Risk Minimization (ERM) and solves the objective (1) by assuming that the task parameters can be decomposed into a shared knowledge dictionary base L ∈ R d×u to facilitate knowledge transfer and task-specific sparse coefficients s (t) ∈ R u , such that θ (t) = Ls (t) . This factorization has been analytically shown to enable knowledge transfer when dealing with related tasks (Kumar and Daume III 2012; Maurer, Pontil, and Romera-Paredes 2013) . Following this assumption, the objective (1) can be expressed as:
] is the matrix of sparse vectors, L(·) is the empirical loss function on task data, · F is the Frobenius norm to regularize complexity, · 1 denotes the L 1 norm to impose sparsity on s (t) , and µ and λ are regularization parameters. For a convex loss function, Eq. (2) is convex in each individual variable and can be solved in an offline batch-mode by alternating optimization.
Solving Eq.
(2) offline is not suitable for lifelong learning, since a lifelong learning agent (Thrun 1996; Ruvolo and Eaton 2013) faces tasks sequentially, where each task should be learned using knowledge transfered from past experience. In other words, for each task Z (t) , the corresponding parameter θ (t) is learned using knowledge obtained from tasks {Z (1) , . . . , Z (t−1) }. Upon learning Z (t) , the learned or updated knowledge is stored to benefit future learning. To solve Eq. (2) in an online setting, Ruvolo and Eaton (2013) approximate the loss function using a second-order Taylor expansion around a single-task ridge-optimal parameters. This technique reduces the objective (2) to the problem of online dictionary learning (Mairal et al. 2010) :
where x 2 A = x Ax, α (t) ∈ R d is the ridge estimator, and Γ (t) is the Hessian of the lossL(·) which is assumed to be strictly positive definite. When a new task arrives, only the corresponding sparse vector s (t) is computed using L to update t F (L). In this setting, Eq. (4) is a task-specific online operation that leverages knowledge transfer. Finally the shared basis L is updated via Eq. (3) to store the learned knowledge from Z (t) . While this technique leads to an efficient algorithm for lifelong learning, it requires centralized access to all tasks' data. The approach we explore, COLLA, benefits from the idea of the second-order Taylor approximation proposed by Ruvolo and Eaton (2013), but eliminates the need for a centralized data access. CoLLA achieves a distributed and decentralized knowledge update by formulating a multi-agent lifelong learning problem over a network of collaborating agents that can be solved in a distributed setting, enabling collective learning, as we describe next.
Multi-Agent Lifelong Learning
We consider a network of N collaborating lifelong learning agents with an arbitrary order on the agents. Each agent receives a potentially unique tasks at each time-step. There is also some true underlying hidden knowledge base for all tasks, and each agent learns a local view of this knowledge base based on its own task distribution. We assume that each agent i solves a local version of the objective (3) to estimate its own local knowledge base L i . We represent the communication mode of these agents by an undirected graph G = (V, E), where the set of static nodes V = {1, . . . , N } denotes the agents and the set of edges E ⊂ V × V, with |E| = e, specifies possibility of communication between the agents. We assume for each edge (i, j) ∈ E, the nodes i and j are connected or they can communicate information, with j > i for uniqueness and set orderability. The neighborhood N (i) of node i is the set of all nodes that are connected to it. To allow for knowledge follow between all the agents, we further assume that the graph is connected.
We use the graph structure to formulate a LML problem on this network. Although each agent learns its own individual dictionary, we encourage local dictionaries of neighboring nodes (agents) to be similar by adding a set of soft equality constraints on neighboring dictionaries, i.e. L i = L j , ∀(i, j) ∈ E. These e equality constraints can be written compactly as (H ⊗ I d×d )L = 0 ed×u , where H ∈ R e×N is the node arc-incident matrix of G (for a given row 1 ≤ l ≤ e, corresponding to the l th edge (i, j), H lq = 0 except for H li = 1 and H lj = −1), I d×d is the identity matrix,L = [L 1 , . . . , L N ] , and ⊗ denotes the Kronecker product. Let E i ∈ R ed×d be a column partition of E = (H ⊗ I d ) = [E 1 , ..., E N ]; we can compactly write the e equality constraints as i E i L i = 0 ed×u . Following this notation, we can reformulate the MTL objective (3) for multiple agents as the following constrained problem on G:
In order to deal with the dynamic nature and timedependency of the objective (5), we assume that at each time step t, each agent receives a task and computes F (t) i (L i ) locally via (4) based on this local task. Then, through K information exchanges during that time step, the local dictionaries are updated such that the agents reach a local consensus. To split the constrained objective (5) into a sequence of local unconstrained agent-level problems, we use the extended ADMM algorithm (Mairal et al. 2010; Mota et al. 2013 ). This algorithm generalizes ADMM to account for linearly constrained convex problems with a sum of N separable objective functions. We first form the augmented Lagrangian for problem (5) at time t:
where tr(·) denotes the matrix trace operator, ρ is a regularization penalty term parameter, and Z = [Z 1 , . . . , Z e ] ∈ R ed×u is the ADMM dual variable. The extended ADMM algorithm solves (5) using the following iterations:
The first N problems are primal agent-specific problems to update each dictionary and the last problem updates the dual variable. These iterations split the objective (6) into local primal optimization problems to update each of the L i 's, and then synchronize the agents through updating the dual variable. Note that the j'th column of E i is only nonzero when j ∈ N (i) [E i ] j = 0 d , ∀j / ∈ N (i), hence the update rule for the dual variable is indeed e block updates,
for the l th edge (i,j). This means that to update the dual variable, agent i solely needs to keep track of copies of those blocks Z l that are shared with neighboring agents, reducing (8) to a set of distributed local operations. Note that iterations in (9) are performed K times at each instance t to allow for agents to converge to a stable solution. At each time step t, the stable solution from the previous time step t − 1 is used to initialize dictionaries in (7).
Dictionary Update Rule
The local primal updates in (7) can be solved in closed form. We null the gradients of the primal problems, which leads to systems of linear problems for each local dictionary L i :
Note that despite our compact representation, primal iterations in (7) involve only dictionaries from neighboring agents (∀j / ∈ N (i) : E i E j = 0 and [E i ]j = 0 d , ∀j / ∈ N (i)). Moreover, only blocks of dual variable Z that correspond to neighboring agents are necessary. This means that iterations in (9) are also fully distributed local operations.
After applying a property of Kronecker, Eq. (9) simplifies to the following update rules for local dictionaries:
where vec(·) denotes the matrix to vector and mat(·) denotes the vector to matrix operations. To avoid the sums on t, we construct both A i and b i incrementally as tasks are learned. Our method, the Collective Lifelong Learning Algorithm (CoLLA), is summarized in Algorithm 1.
Theoretical Convergence Guarantees
In this section, we provide a proof for convergence of Algorithm 1. Then, we use techniques from Ruvolo and Eaton (2013), adapted originally from Mairal et al. (2010) to demonstrate that Algorithm 1 converges to a stationary point of the risk function. We consider the following assumptions: (A) The data distribution has a compact support. This assumption enforces boundedness on α (t) andΓ (t) , and subsequently on L i and s (t) (Mairal et al. 2010 ).
(B) The LASSO problem in Eq. (4) admits a unique solution according to one of uniqueness conditions for LASSO. As a result, the functions F (t) i are well-defined.
Algorithm 1 CoLLA (k, d, λ, µ, ρ) 
i ← Equation 4 9:
while k ≤ K do 10:
end while 17: end while 18: end while (C) The matrices L i Γ (t) L i are strictly positive definite. As a result, the functions F (t) i are all strongly convex. Our proof involves two steps. First, we show that the inner loop with variable k in Algorithm 1 converges for all t. Next, we prove that the outer loop on t is also convergent, showing that the collectively learned dictionary stabilizes as more tasks are learned. For the first step, we outline the following theorem on the convergence of extended ADMM. i (L i ) is a quadratic function of L i with a symmetric positive definite Hessian and thus g i (L i ) as an average of strongly convex functions is also strongly convex. So the required condition for Theorem 1 is satisfied and at each time step, the inner loop on k would converge. We represent the consensual dictionary of the agents after ADMM convergence at time t = T with L T = L i | t=T , ∀i (solution obtained via Eq. (8) and Eq. (5) at t = T ) and demonstrate that this matrix becomes stable as t grows (outer loop converges), proving overall convergence of the algorithm. More precisely, L T is minimizer of the augmented Lagrangian J T (L 1 , . . . , L N , Z) at t = T and L 1 = . . . = L N . Also note that upon convergence of ADMM, i E i L i = O. Hence L T is the minimizer of the following risk function, derived from Eq. (6):
We also use the following lemma in our proof: Lemma 1.R T (·) is a Lipschitz function: ∀ L 1 and L 2 ,
F are quadratic forms with positive definite Hessian matrices and hence are Lipschitz functions, all with Lipschitz parameters upperbounded by the largest eigenvalue of all Hessian matrices. Using the definition for a Lipschitz function, it is easy to demonstrate thatR T (·) is also Lipschitz with Lipschitz parameter O( 1 T ), because of averaged quadratic form terms in Eq. (11). Now we can prove the convergence of Algorithm 1:
showing that Algorithm 1 converges to a stable dictionary as T grows large.
Proof: First note thatR T (·) is a strongly convex function for all T . Let η T be the strong convexity modulus. From the definition, for two points L T +1 and L T , we have:
(12) On the other hand, from Lemma 1: (12) and (13), it is easy to show that
, concluding the proof. Thus, Algorithm 1 converges as t increases. We also show that the distance between L T and the set of stationary points of the agents' true expected costs R T = E X (t) ∼D (t) (R T ) converges almost surely (a.s.) to 0 as T → ∞. We use two theorems from Mairal et al. (2010) for this purpose. with F (t) as defined in (4) and the true risk function q T (L) = E X (t) ∼D (t) (ĝ(L)), and make assumptions (A-C). Then both risk functions converge a.s. as lim T →∞qT (L) − q T (L) = 0.
Note that we can apply this theorem on R T andR T , because the inner sum in (12) does not violate the assumptions of Theorem 2. This is because the functions g i (·) are all well-defined and are strongly convex with strictly positive definite Hessians (the sum of positive definite matrices is positive definite). Thus, lim T →∞RT − R T = 0 a.s. Again, this theorem is applicable on R T andR T and thus Algorithm 1 converges to a stationary point of the true risk.
Experimental Results
We validate our algorithm by comparing it against: 1) STL, a lower-bound to measure the effect of positive transfer among the tasks, 2) ELLA, to demonstrate that collaboration between the agents improves overall performance compared to ELLA, 3) offline CoLLA, as an upper-bound to our online distributed algorithm, and finally 4) GO-MTL, as an absolute upper-bound (since GO-MTL is a batch MTL method) to assess the performance of our algorithm from different perspectives. Throughout all experiments, we present and compare the average performance of all agents.
Datasets
We used four MTL datasets in our experiments, including two classification and two regression datasets: 1) land mine detection in radar images (Xue, Ya and Liao, Xuejun and Carin, Lawrence and Krishnapuram 2007) , 2) facial expression identification from photographs of a subject's face (Valstar et al. 2011) , 3) predicting London students' scores using school-specific and student-specific features (Argyriou, Evgeniou, and Pontil 2008) , and 4) predicting ratings of customers for different computer models (Lenk et al. 1996) . Below we describe each dataset. Note that we used different numbers of agents across the datasets to explore various sizes of the multi-agent system.
Land Mine Detection: This dataset consists of binary classification tasks to detect whether an area contains a land mine from a radar image. There are 29 tasks, each corresponding to a different geographical region, with a total 14,820 data points. Each data point consists of nine features, including four moment-based features, three correlationbased, one energy-ratio, and one spatial variance feature (Xue, Ya and Liao, Xuejun and Carin, Lawrence and Krishnapuram 2007) , all extracted from radar images. We added a bias term as a 10 th feature. The dataset has a dichotomy between foliated and dessert regions. We assumed there are two collaborating agents, each dealing solely with one region type.
Facial Expression Recognition: This dataset consists of binary facial expression recognition tasks (Valstar et al. 2011) . We followed Ruvolo and Eaton (2013) and chose tasks detecting three facial action units (upper lid raiser, upper lip raiser, and lip corner pull) for seven different subjects, resulting in 21 total tasks, each with 450-999 data points. Each data point consists of the first 100 PCA components of Gabor features extracted from images of a subject's face (see Ruvolo and Eaton 2013 for details). We used three agents, each of which learns seven randomly selected tasks.
London Schools: This dataset was provided by the Inner London Education Authority. It consists of examination scores of 15,362 students (each assumed to be a data point) in 139 secondary schools (each assumed to be a single task) during three academic years. The goal is to predict the score of students of each school using provided features. We used the same 27 categorical features as described by Kumar and Daume III (2012) , consisting of eight school-specific features and 19 student-specific features, all encoded as binary features. We also added a feature to account for the bias term. For this dataset, we considered six agents and allocated 23 tasks randomly to each agent.
Computer Survey: The goal in this dataset is to predict the likelihood of purchasing one of 20 different computers by 190 subjects. Each subject is assumed to be a task and its ratings determines the task data points. Each data point consists of 13 binary features, e.g. guarantee, telephone hot line, etc. (see Lenk et al. 1996 for details). We added a feature to account for the bias term. The output is a rating on a scale 0-10 collected in a survey from the subjects. We considered 19 agents and randomly allocated ten tasks to each.
Evaluation methodology
For each experiment, we randomly split the data for each task evenly into training and testing sets. We performed 100 trials and reported the average performance on the testing sets for these trials as well as the performance variance. For the online settings (CoLLA and ELLA), we also randomized the order of task presentation in each trial. For the offline settings (GO-MTL, offline GO-MTL, STL), we reported the average performance on all task because all tasks are presented and learned simultaneously. We used brute force search to cross validate the parameters k, λ, µ, and ρ for each dataset; these parameters were selected to maximize the performance on a validation set for each algorithm independently. Parameters λ, µ, and ρ are selected from the set {10 n | − 6 ≤ n ≤ 6} and k from {1, . . . , max(10, T 4 )}. At each time step t, we report the average performance of online algorithms on all learned tasks up to that instance. This would allow us to assess whether consistently positive transfer has occurred. A progressive increase in the average performance on the learned tasks demonstrates that positive transfer has occurred and allows plotting learning curves.
For the two regression problems, we used root meansquared error (RMSE) on the testing set to measure performance of the algorithms. For the two classification problems, we used the area under the ROC curve (AUC) to measure performance. We used AUC because both classification datasets have highly unbiased distributions, making RMSE less informative. Unlike AUC, RMSE is agnostic to the trade-off between false-positives and false-negatives, which can vary in different applications.
Results
For the first experiment on CoLLA, we assumed that E = {(i, i + 1)|1 ≤ i ≤ N }. This is a minimal connected tree which allows for information flow among the agents. Figure 1 compares CoLLA against ELLA (which does not use collective learning), GO-MTL (Kumar and Daume III 2012), and single-task learning. Moreover, we also performed an offline distributed batch MTL optimization of Eq. (5), i.e. offline CoLLA, and plot the learning curves for the online settings and the average performance on all tasks for offline settings. The shaded regions on the plots denote the standard error. Figure 1 shows that collaboration among agents expectedly improves lifelong learning, both in terms of learning speed and asymptotic performance, to a level that is not feasible for a single lifelong learning agent. Also, performance of offline CoLLA is comparable with GO-MTL, demonstrating that our algorithm can be used as a distributed MTL algorithm. These results demonstrate the effectiveness of our algorithm for both offline and online optimization settings. We also measured the improvement in the initial performance on a new task due to transfer (the "jumpstart") in Table 1, highlighting COLLA's effectiveness in collaboratively learning knowledge bases suitable for transfer.
We conducted a second set of experiments to study the effect of the communication mode (i.e., the graph structure) on distributed lifelong learning. We performed experiments on four graph structures visualized in Figure 2a : tree, server, complete, and random. The server graph structure connects all agents through a central server (depicted in black in the figure) , and the random graph was formed by randomly selected half of the edges of a complete graph while still ensuring that the resulting graph was connected. Note that some of these structures coincide when the network is small (for this reason, results on the land mine dataset are not presented for this second experiment). Performance results for these structures on the London schools, computer survey, and facial expression recognition datasets are presented in Figures 2b-2d . Note that for facial recognition data set, results for the only two possible structures are presented. From these figures, we can roughly conclude that for network structures with more edges, the learning rate is faster. Intuitively, this empirical result signals that more communication and collaboration between the agents can increase learning speed. 
Conclusion
We proposed a distributed optimization algorithm for enabling collective multi-agent lifelong learning. Collaboration among the agents not only improves the asymptotic performance on the learned tasks, but enables the agent to learn faster (i.e. using less data to reach a specific performance threshold). Our experiments demonstrated that the proposed algorithm outperforms other alternatives on a variety of MTL regression and classification problems.
