Abstract. We prove that the moduli space of Calabi-Yau 3-folds coming from eight planes of P 3 in general positions is not modular. In fact we show the stronger statement that the Zariski closure of the monodromy group is actually the whole Sp(20, R). We construct an interesting submoduli, which we call hyperelliptic locus, over which the weight 3 Q-Hodge structure is the third wedge product of the weight 1 Q-Hodge structure on the corresponding hyperelliptic curve. The non-extendibility of the hyperelliptic locus inside the moduli space of a genuine Shimura subvariety is proved.
Introduction
In the study of geometry of moduli space, it is important to characterize those moduli spaces which are locally Hermitian symmetric varieties. We refer the reader to [20] , [21] , [12] for such a theory based on the Arakelov equality. On the other hand, in order to prove a negative result it is also important to find some necessary conditions, which can be checked quite easily for explicitly given moduli spaces. In this paper, we will work with an interesting moduli space of CY 3-folds, which comes from the hyperplane arrangements in P 3 consisting of eight planes in general positions. The aim of our present work is to disprove the modularity of this moduli space by two different methods. Before stating the main theorem, we shall make the meaning of modularity precise, since it could be ambiguous in certain cases. For example, the moduli space of six lines of P 2 in general positions, which is identical to the moduli space of six points of P 2 in general positions, can be openly embedded either into an arithmetic quotient of type four bounded symmetric domain [11] or into an arithmetic ball quotient [1] , [5] by different period mappings.
Let M be the coarse moduli scheme representing a moduli functor M of polarized algebraic manifolds of dimension n. After a finite base change of M, one obtains a universal family f : X → S. The rational primitive middle cohomologies of the 
̺
where ̺ : G → G ′ is the group homomorphism determined by W.
Now let M CY be the moduli space of CY 3-folds from eight planes of P 3 in general positions. The classfying space of the polarized Hodge structure on the middle cohomology of such a CY 3-fold is D ′ = Sp(20, R) U(1) × U (9) .
The natural Hermitian symmetric space in this case is

D = SU(3, 3) S(U(3) × U(3))
, and the locally homogenous PVHS W is the Calabi-Yau like PVHS over Γ\D (cf. [19] ), which is induced from the group homomorphism To keep our theorem in perspective, we would like to point out that the analogous moduli spaces of CY n-folds for n ≤ 2 are modular (cf. [11] ). It would be very interesting to extend the present work to the n ≥ 4 cases. At this point, we would like to remind the reader of the early work [18] . They disproved a modularity result similar to Theorem 1.1 in a more general setting. It seems that the theory used in [18] has not been widely accepted within the community of algebraic geometricians. We hope our purely Hodge theoretical proof will at least clarify some serious issues about the disproof of modularity. Furthermore, by a study of possible real groups of Hodge type contained in Sp (20, R) and an application of the plethysm method we can deduce a stronger result about the Zariski closure of the monodromy group. 
In the work of [11] , a special submoduli, which is isomorphic to an arithmetic quotient of Sp(4, R)/U(2), was constructed. We shall generalize their construction to our case. Since this submoduli arises from the moduli of hyperelliptic curves of genus 3, we simply call it the hyperelliptic locus. We show that over the five dimensional hyperelliptic locus the weight 3 VHS of CY 3-folds is isomorphic to the wedge product of weight 1 VHS (cf. Prop. 2.4). It is then natural to ask if one can extend the hyperelliptic locus in M CY to a six dimensional submoduli which is isomorphic to an arithmetic quotient of Sp(6, R)/U(3). Using the concept of characteristic subvarieties we arrive at a negative answer of this extension problem. The paper is organized as follows. In §2 we will construct two different CalabiYau manifolds from a given hyperplane arrangement, and describe the relation between them. The construction of the hyperelliptic locus concludes the second section. In §3 we will describe our methodology to disprove the modularity. Two different methods will be presented respectively. The actual computations for our moduli space are realized using the theory of Jacobian rings. We have to adapt the current knowledge of Jacobian ring to our case. This is done in the fourth section. Section 5 contains the results of our computations and the proof of the main theorems stated in §1.
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2. Calabi-Yau manifolds from eight planes of P 3 in general positions
Let H 1 , · · · , H 8 denote eight planes of P 3 in general position. They sum up to a simple normal crossing divisor
Since B is even, we can form the double cover X of P 3 with branch locus B.
Obviously, X is only a singular variety because B is singular. This construction can actually be extended to all 2n+2 hyperplane arrangements of P n in general positions, and the Hodge numbers of the primitive middle cohomology of the resulting smooth CY n-foldX are
For the details, we refer to chapter 3 of [14] .
It is easy to see that the moduli space of ordered eight hyperplane arrangements of P 3 in general positions is of dimension 9. Hence, by fixing an ordering of the index set
the above constructions gives rise to a complete moduli scheme M CY of smooth CY 3-folds. We note that a different ordering of I yields a different birational minimal model of the singular CY X. Now we consider the embedding determined by the starting hyperplane arrangement (H 1 , ..., H 8 ), namely
where ℓ i : C 4 → C denotes a linear form such that H i = {x ∈ P 3 | ℓ i = 0} for In particular, the moduli space of complex structures on Y is of dimension 65. The covering map
restricts to p : Y → j(P 3 ). The composite map, denoted again by p,
exhibits Y as the Kummer covering of P 3 , branched along B with degree 2 7 . Clearly,
There is a canonical surjection
Its kernel of order 2 is generated by (1, ..., 1).
Furthermore, we have a distinguished index 2 normal subgroup N 1 ⊳ G 1 given by
The following proposition reveals the geometric relation between two CY manifolds coming from the same hyperplane arrangement. 
Proof. The quotient map p factors as 
We putB to be the strict transform of B under σ. Then the projectionp is the Kummer covering map of degree 2 7 with branch locusB. Argued as previously,p factors asỸα
, and as bothX and Y are smooth,
Therefore, combining the last two isomorphisms, we obtain the isomorphism stated in the proposition.
We proceed to construct the hyperelliptic locus H CY inside our moduli space M CY , generalizing the construction in [11] . We first recall that there is a natural Galois covering γ : (
with Galois group S 3 , the symmetric group of three letters. Explicitly, let
be the homogenous coordinates of i-th factor of (P 1 ) 3 , such that the components of the quotient map γ are given by the t-coefficients of the polynomial f (t) = Proof. Let (z 0 : z 1 : z 2 : z 3 ) be the homogenous coordinates of P 3 , and p = (a : b)
be a point of P 1 . Then using the expression of γ, the defining equation of the image set γ({p} × P 1 × P 1 ) is easily seen to be
Therefore, H i is obviously a hyperplane in P 3 . We can choose an appropriate system of coordinates on P 1 such that the eight points have coordinates (−a i : 1)
Then the columns of the following matrix give the defining equations of the arrangement (
Now the property of the hyperplane arrangement to be in general position is equivalent to that all 4×4-minors of the above matrix are nonzero. Since a 1 , a 2 , ..., a 8 are distinct from each other by our assumption, all 4 × 4-minors are in Vandermonde form and thus non-zero. The lemma is proved. Now let C be the hyperelliptic curve over P 1 branched at p 1 , · · · , p 8 , and let q denote the corresponding covering map. The Galois group G 2 of the composition of morphisms
is isomorphic to the semi-direct product N 2 ⋊ S 3 , where N 2 = ι 1 , ι 2 , ι 3 is the group generated by the hyperelliptic involutions on each factor of C × C × C. One observes that there is a distinguished index two subgroup G
of the multiplication map. This gives the following commutative diagram of Galois coverings: 
Proof. The Galois group of π is generated by
By the commutativity of the above diagram, the branch locus of π is the image of the fixed locus of ι 1 under the morphism γ •q 3 . By Lemma 2.2, it is clear that the image is
By this lemma, the moduli of hyperelliptic curves of genus 3 are embedded into the moduli space M CY . We call the image H CY the hyperelliptic locus, which is five-dimensional. In [11] , the analogous submoduli were also characterized as those six lines in general positions tangential to a smooth conic of P 2 , and it was shown that this submoduli gives the family of Kummer surfaces. The Hodge structure of CY threefold over the hyperelliptic locus is also special in our case.
Proposition 2.4. LetX be the canonical resolution of X. We have an isomorphism of rational polarized Hodge structures
Proof. As a consequence of Proposition 2.1, we know that
So it suffices to prove the isomorphism for X. For this purpose we consider the following commutative diagram where ϕ is the Abel-Jacobi map, δ 1 is the quotient map by the subgroup S 3 ≤ G ′ 2 and δ 2 is the projection map. One notes that, since S 3 is not normal in G ′ 2 , the map δ 2 is only a finite morphism. However, δ induces the embedding
gives the embedding
By the Abel-Jacobi theorem, ϕ is a birational morphism and thus induces an isomorphism of Hodge structures on the middle cohomology:
Since we computed before that the dimension of H 3 (X, Q) is also 20, the map δ * 2 is in fact an isomorphism. The composition map
gives the isomorphism required in the proposition.
Remark 2.5. It is worthwhile to remark that the same construction and arguments generalize to n ≥ 4 cases. It will give a (2n − 1)-dimensional hyperelliptic locus in the n 2 -dimensional moduli of CY manifolds, over which the primitive middle dimensional rational Hodge structures are wedge products of weight 1 Hodge structures.
Characteristic Subvariety and Plethysm
In this section, we will present two different methods to disprove the modularity of M CY . Our first method is to study a series of invariants of IVHS, introduced in [19] , which we call characteristic subvarieties. These invariants exploit the geometry of the kernels of iterated Higgs fields of the associated system of Hodge bundles with the given IVHS. In the case of Calabi-Yau like PVHS over bounded symmetric domain, these invariants are proved to be the characteristic bundles introduced in [10] by N. Mok, which played a pivotal role in the proof of the metric rigidity theorem of compact quotient of bounded symmetric domains of rank ≥ 2. The second method uses the idea of plethysm in representation theory (cf. [6] ). For a fixed simple complex Lie algebra g the plethysm describes the decompositions of representations derived from a given irreducible representation of g.
3.1. Characteristic Subvariety. We first recall some results in [19] . The bounded symmetric domain
is of rank 3. Let W be the Calabi-Yau like PVHS over Γ\D and (F, η) be the associated system of Hodge bundles. By Theorem 3.3 in [19] we have the following Lemma 3.1. For k = 1, 2 the k-th characteristic subvariety S k of (F, η) coincides with k-th characteristic bundle. In particular, for every point x ∈ Γ\D,
and (S 2 ) x is isomorphic to the determinantal hypersurface in P 8 .
Now we take a universal family f :
be the corresponding system of Hodge bundles. Since V is of weight 3, we have also two characteristic subvarieties of (F, η), which are denoted by R k for k = 1, 2. If f is a modular family, then the period mapping φ : S ֒→ Γ\D will induce an isomorphism
. This implies the isomorphisms
Using Lemma 3.1, we then have the following
Remark 3.3. It was first pointed out by E. Viehweg that the iterated Higgs fields for (E, θ) are surjective. Namely, the maps
are surjective for 1 ≤ k ≤ 3, where T S denotes the tangent bundle over S. If one of these maps were not surjective, then the disproof of modularity of M CY would have been obtained at this stage already. This phenomenon (or difficulty) actually motivated the two latter authors to study the characteristic subvariety in [19] . It turned out that the present work gives a non-trivial application of the theory of characteristic subvarieties.
3.2. Plethysm. The simple real Lie group SU(3, 3) is a real form of SL(6, C). By Weyl's unitary trick, one has an equivalence of categories of finite dimensional complex representations of SU(3, 3) and finite dimensional complex representations of g := sl(6, C). So the plethysm problem for SU(3, 3) is transformed into the plethysm problem for g.
Let V := C 6 be the standard representation of g. We shall study the plethysm for the fundamental representation W := 3 (V ). In other words, we shall study the decomposition of S λ (W ) for a Schur functor S λ . The two simplest Schur functors are S 2 and 2 . By Exercise 15.32 in [6] we have the following decompositions:
By formula (15.17) in [6] it is easy to compute that
and dim C Γ 00200 = 175. However, 2 W will be of no use for us. That is because, 
where
Furthermore, the dimensions of Hodge bundles of E 1 are respectively 0, 0, 9, 17, 9, 0, 0 and those of E 2 are 1, 9, 45, 65, 45, 9, 1.
Proof. The modularity of f will imply a factorization of the monodromy representation
Thus for any Schur functor S λ the derived PVHS S λ (V) will decompose into irreducible SU(3, 3)-representations. By the formula (3.1) and Deligne [4] Prop. 1.13, we have an decomposition of PVHS
The system of Hodge bundles S 2 (E, θ) decomposes into a direct sum of system of Hodge bundles accordingly,
Since W is of weight 3, S 2 (W) is of weight 6. One can compute the Hodge numbers of (E i , θ i ) for i = 1, 2 by restricting the irreducible representations of SU (3, 3) to the center U(1) of its maximal compact subgroup S(U(3) × U(3)). If ½ denotes the 3 × 3-identity matrix, then
is the center of S(U(3) × U(3)). We choose the standard basis (e 1 , ..., e 6 ) of V = C
One notes that Γ 10001 is the unique nontrivial component in Γ 10000 ⊗ Γ 00001 . It is easy to compute that C z acts on Γ 10001 with three characters z 2 , z 0 , z −2 , and the dimensions of their eigenspaces are respectively 9, 17, 9. Then the characters of C z on the other direct component Γ 00200 are
, and their dimensions of eigenspaces are computed to be 1, 9, 45, 65, 45, 9, 1, respectively. The proof of the proposition is complete.
The Jacobian Ring
In the subsequent part we will carry out the strategies described in section 3 to the special family of CY 3-folds constructed in section 2. For this purpose we let S denote the moduli space of eight planes in P 3 in general positions. Every point s ∈ S can be determined by a matrix A ∈ C 4×8 with the property that all (4 × 4)-minors of A are non-zero. Furthermore, we let
denote the universal family of M CY such that for every every fiberX :=X s is obtained by resolution of singularities from the ramified double cover X → P 3 associated to a certain matrix A as described in section 2. For our purposes it will be necessary to give an explicit description of the PVHS V := R 3 f * C X and the associated system (E, θ) of Higgs fields in every fiber.
First we give a description of V as a local system of graded C-vector spaces. Let O S denote the sheaf of holomorphic functions on S and a ij ∈ Γ(S, O S ) the coordinate functions for 1 ≤ i ≤ 4 and 1 ≤ j ≤ 8. Furthermore, we let
denote the free O S -algebra in 12 indeterminates. For p ∈ N 0 we define R p to be the O S -submodule of elements which have total degree deg X = 2p in the variables x j and total degree deg Y = p in the variables y i . We define a global sections
generate an ideal sheaf in R which we denote by I . Finally, we let the group G 1 from section 2 act on the sheaf R by sending a = (a 1 , ..., a 8 ) → σ a with
Then obviously σ a (I ) ⊆ I holds for all a ∈ G 1 . Now we obtain the following explicit description of our PVHS V.
Proposition 4.1. There is a canonical isomorphism of local systems
Proof. Let g : Y → S denote the family of intersections of four quadrics in P 7 as constructed in section 2, i.e. for every s = A = (a ij ) ∈ S the fiber Y s in the intersection of quadrics given by the equations (2.1). Furthermore, by W := R 3 g * C Y we denote the associated PVHS. According to Proposition 2.1 we have a canonical isomorphism V ∼ = W N1 , so that it remains to establish the isomorphism
First we show that W ⊗ C O S ∼ = R/I . This is a special case of Proposition 2.2.10 in [13] , and although it is stated only for individual varieties, the result carries over to algebraic families. Here we just sketch the essential steps. Let P
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S denote the projective 7-space over S on which the coherent sheaf
is defined, and let P := P(E ) denote the associated projective bundle. Then P contains a toric hypersurfaceŶ given by the equation F = 4 i=1 y i f i from above. Let π : P → P 7 S denote the canonical projection, extend g to a map g : P
S → S and let h := g • π. Then the embedding π −1 (Y) ֒→Ŷ induces a natural isomorphism
of PVHS on S, the right part of the tensor product being constant of rank one. Now let V := P \ Y denote the open complement of Y. Then the Gysin sequence relating the PVHS's of P ,Ŷ and V gives rise to an isomorphism R 9 h * CŶ ∼ = R 10 h * C V of PVHS. In order to compute the latter, we make use of de Rham's theorem which enables us to describe the cohomology
in terms of the sheaf Ω · P |S ( * Ŷ) of relative differentials on P with poles alongŶ, where the functor Ê 10 h * denotes hypercohomology. Since the sheaves Ω i P |S (mŶ) are acyclic for i, m > 0, it can be computed by taking global sections. That is, if Z P |S ⊆ Ω 10 P |S ( * Ŷ) denotes the subsheaf of closed differentials and B P |S the subsheaf of exact ones, then simply
The sections of h * Ω 10 P |S ( * Ŷ) can be described in terms of the O S -algebra R. Namely, let ω 0 denote the homogeneous differential form
and define the vector fields ϑ i := ∂/∂x i and λ j := ∂/∂y j for 1 ≤ i ≤ 8 and 1 ≤ j ≤ 4. If we put
and Ω := θ 1 θ 2 (Ω), then every section ω of h * Ω · P |S (pŶ) can be written in the form
where H is a section of R p .
In degree 9, any section ψ of h * Ω 9 P |S ( * Ŷ) can be written as
. Its exterior derivative is dψ = HΩ/F
p+5 where
We see that ω can be reduced to lower pole order if and only if the section h is a section of the ideal sheaf I . This shows that
Combing all isomorphisms, the desired assertion W ⊗ C O S ∼ = R/I follows. Observing that the action of G 1 on W ⊗ C O S is compatible with the action defined above on R/I , we obtain
In order to prove the refined statement on the grading, notice that by the above construction
By the comparison of Hodge and pole filtration, the part (
cides with the subsheaf of Ê 10 h * Ω · P |S ( * Ŷ) generated by differentials of pole order ≥ p + 4. This shows that W 3−p,p ⊗ C O S corresponds to the subsheaf of R/I generated by R p .
The description of the local system V in terms of the Jacobian ring R/I admits an explicit computation the Gauss-Manin connection and the Higgs field in oneparameter families. Let h :Ŷ → S denote the family of toric hypersurfaces that we used in the proof of Proposition 4. 
is obtained by projecting the images of the basis elements inside the R p T -part onto the subspace generated by R p+1 T , for 0 ≤ p ≤ 3. By the canonical isomorphism of Proposition 4.1 this also yields a local representation matrix of θ :
For our purposes it will be sufficient to compute the map (4.4) in the infinitesimal neighborhood of a point x ∈ T , which turns out to be much easier. LetX :=X x denote the fiber at x. We have an exact sequence of vector bundles overX given by
where the vertial bars mean restriction. The bundle on the right hand side is trival with generic fiber T S,x , the tangent space of S at x. SinceX is compact, all sections of the trivial bundle are constant, so that
holds. Now the long exact cohomology sequence associated to the short exact sequence (4.5) yields a map
the Kodaira-Spencer map. It is know to be an isomorphism.
Let R denote the stalk of the local system (R/I ) N1 at x, and by R p the stalks of the images of R p , for 0 ≤ p ≤ 3. Then R = 3 p=0 R p is a finite-dimensional C-algebra.
Lemma 4.2. There is a canonical isomorphism
Proof. SinceX is a Calabi-Yau manifold, the canonical bundle KX = Ω 3X is trivial, which gives rise to a natural identification
It implies that H 1 (X, TX ) is isomorphic to H 2,1 (X) = H 1 (X, Ω 2X ). On the other hand, if we specialize the isomorphism from Proposition 4.1 to the stalks at x, we obtain H 2,1 (X) ∼ = R 1 . Proof. It is known that the derivation of a cohomology class in H 3−p,p (X) with respect to a tangent direction v ∈ T S,x is given by the cup product
with the Kodaira-Spencer class ρ(v) (see e.g. [2] , Lemma 5.3.3). In the de Rham cohomology of the toric hypersurfaceŶ, the cup product between cohomology classes corresponds to the wedge product between differential forms. Furthermore, we have seen in (4.2) that every differential is defined by a polynomial in R. It can be checked easily that the multiplication of polynomials corresponds to the wedge product of the corresponding differential forms.
For later use we need an explicit, fiberwise description of the characteristic subvarieties R k introduced in section 3 associated to our special universal family f :X → S. To this end we introduce the symmetric algebra S · (R * 1 ) over the dual of R 1 , which is the homogeneous coordinate ring of P(R * 1 ). Taking the multiplication map to its dual, we obtain a linear map
, and we let a 1 denote the ideal generated by the image of µ * . Similiarly, we let a 2 denote the ideal generated by the image of the dualized multiplication map
We recall the definition of the k-th characteristic subvariety as given in [19] . For our system (E, θ) of Hodge bundles, the (k + 1)-st iterated Higgs field defines a map
whose kernel we denote by I k . Then R k = Proj(I k ) as a subvariety of P(T S ). For k = 1 the stalk (I 1 ) x at x ∈ S is the kernel of
the first isomorphism coming from Lemma 4.2 and the Kodaira-Spencer map, the second being a consequence of the fact that R 3 is one-dimensional. If we dualize this map, up to a non-zero constant we obtain µ * , and the kernel of θ 2 x is isomorphic to S 2 (R * 1 )/a 1 , the cokernel of µ * . Since this quotient generates A 1 , we obtain
The proof for k = 2 is similar.
Proofs of the Main Theorems
We recall some basic notions from computational commutative algebra. Let K be a field and R := K[x 1 , ..., x n ] the polynomial ring in n indeterminates. A monomial ordering is a total ordering ≺ on the set of monomials in R such that f ≺ g implies f h ≺ gh for monomials f, g, h ∈ R. In our computations we will use the graded lexicographical ordering, which is defined as follows: First one fixes an ordering on the set of indeterminates by requiring x 1 ≻ x 2 ≻ · · · ≻ x n . Now let f = y 1 y 2 · · · y r and g = z 1 z 2 · · · z s with y i , z i ∈ {x 1 , ..., x n } for all i such that y i ≻ y j or y i = y j for i ≤ j, and similary for the factors of g. Then by definition f ≻ g if either r > s or r = s and there is an m ∈ N 0 such that y i = z i for 1 ≤ i ≤ m and y m+1 ≻ z m+1 .
The total ordering on the monomials extends to a partial ordering on R by defining f ≺ g iff the maximal monomial of f is smaller than the maximal monomial of g. Furthermore, zero is defined to be the least element in R. If a ⊆ R is an ideal, then we say that an element f ∈ R is in normal form with respect to a and write f = NF(f ) if f is minimal inside the coset f + a. It can be shown that the normal form is unique; in particular, NF(f ) = 0 if and only if f ∈ a.
Let f :X −→ S denote the family of CYs defined at the beginning of section 4. In order to prove the theorems from section 1, it suffices to consider one particular fiber of this family. Let λ j := j for 1 ≤ j ≤ 8 and define the matrix A ∈ C
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by a ij := λ i j for 1 ≤ i ≤ 4 and 1 ≤ j ≤ 8. We define x 0 ∈ S to be the point corresponding to the matrix A and letX :=X x0 denote its fiber. For p = 0, ..., 3 let R p be the ring defined before Lemma 4.2. By Proposition 4.1, R N1 p is isomorphic to H 3−p,p (X) for 0 ≤ p ≤ 3. 
Proof. For each p we list all monomials with deg X = 2p and deg Y = p. If we let e 1 , ..., e 8 denote the canonical basis of (Z/2Z) 8 , then N 1 is generated by the set
We remove all elements g from the list with σ a (g) = g for some a ∈ B or with NF(g) = g. By uniqueness and linearity of the normal form, the remaining elements are linearly independent in R N1 p . Since the Betti numbers ofX are 1, 9, 9, 1, respectively, the assertion follows. Proof. By Lemma 4.4 we have to compute the ideal a 1 ⊂ S · (R * 1 ) which is generated by the image of the dual multiplication map µ
.., v 9 denote the basis of R 1 and w 1 , ..., w 9 the basis of R 2 as defined in 5.1. Furthermore, we fix a bijection ϕ :
and put u ϕ(i,j) := v i v j . The first step is to compute a representation matrix of the multiplication map µ :
with respect to the basis u 1 , ..., u 45 and w 1 , ..., w 9 . By computing the normal forms of elements with respect to the Jacobian ideal
Then C := (c ℓk ) ∈ C 45,9 is the desired representation matrix. Its transpose represents µ * with respect to the dual basis w * 1 , ..., w * 9 and u * 1 , ..., u * 45 .
Thus if we definẽ 
then the variety in P 8 defined by f 1 = · · · = f 9 = 0 is isomorphic to (R 1 ) x0 . Since the matrixC is known in explicit term, we can use computer algebra to compute its dimension. We obtain dim(R 1 ) x0 = 2.
In order to prove the non-modularity of f , by Proposition 3.2 it is sufficient to determine a single points x ∈ S such that the fiber (R 1 ) x is not isomorphic to P 2 × P 2 . By Proposition 4.4, the fiber (R 1 ) x0 is only two-dimensional. Thus both f and M CY cannot be modular, and Theorem 1.1 is proved.
Proof of Theorem 1.3: The proof will be achieved by contradiction. Let H CY ⊂ H ′ CY ⊂ M CY be an extension as described in the theorem, and let f : X → S denote a universal family. Let Z be the sublocus in S mapping to H ′ CY , and g = f | Z : X| f −1 (Z) → Z be the corresponding subfamily. Then g is a modular family with respect to (Sp(6, R)/U(3), W) where W is the Calabi-Yau like PVHS over Sp(6, R)/U(3)(cf. [19] ). Let (F, η) be the corresponding Higgs bundle of the subfamily g. By Theorem 3.3 in [19] , the Higgs bundle (F, η) has two characteristic subvarieties and the fibers of the first characteristic subvariety are all isomorphic to P 2 . Take one point x ∈ Z, and denote by (R ′ 1 ) x be the fiber over x of the first characteristic subvariety of (F, η). By the geometric description of the characteristic subvariety in Lemma 3.2 [19] , we know that in P(T S,x ) the equality
holds. Now if dim(R 1 ) x = 2, then we neccessarily have an isomorphism
Since our computation is local, we simply take the point x to be the same point as used in the above proof of Theorem 1.1. The arithmetic genus of (R 1 ) x is calculated to be -41, whereas the arithmetic genus of P 2 is 0. So (R 1 ) x is non-isomorphic to P 2 . Therefore such an extension does not exist.
Now we give a second proof of Theorem 1.1 which is based on the plethysm method described in subsection 3.2. As before by (E, θ) we denote the Hodge bundle associated to the family f :X → S. The Higgs field
induces in a natural way a linear map
on the symmetric 2-space. By threefold iteration we obtain
Proof. By Proposition 4.3 it is sufficient to compute the image of the linear map
induced by the multiplication map µ :
.., v 20 denote the basis of R = ⊕ 3 p=0 R p specified in Lemma 5.1; in particular, we assume that the elements w k := v k+1 span the subspace R 1 , where 1 ≤ k ≤ 9. For each k we determine the coefficients c (k) ij ∈ C such that
This is done by reduction modulo I x0 as in the proof of Theorem 5.2. Then
ij is a representation matrix of the linear map
with respect to v 1 , ..., v 20 . With these matrices it now an easy task to compute the induced action of µ w k on S 2 (R). Fix a bijection
and define a basis u 1 , ..., u 210 of S 2 (R) by u ϕ(i,j) := v i v j for 1 ≤ i ≤ j ≤ 20. Then S 2 (µ w k ) acts on this basis by
The subspace U 6,0 of S 2 (R) of degree zero is one-dimensional and generated by u ϕ(0,0) . Now the space S 2 (µ)(U 6,0 ) is generated by the images of all maps S 2 (µ w k ) (k = 1, ..., 9) applied to u ϕ(0,0) . By (5.1) and computational linear algebra it turns out to be 9-dimensional and thus all of U 5,1 . Applying all maps
we obtain a subspace of S 2 (R) of dimension 45 contained in U 4,2 , and a third application yields a 78-dimensional subspace of U 3,3 .
Now we explain how Proposition 5.3 implies Theorem 1.1. If f :X → S were modular, by Proposition 3.4 there would be a decomposition of Hodge bundles
such that each graded piece E 6−p,p i has a specific dimension. This decomposition would exist in any fiber. In particular, the image of S 2 (E 2,x0 )
under the iterated Higgs field
would be contained in S 2 (E 2,x0 ) 3,3 and thus be at most 65-dimensional. But since the image of S 2 (θ 3 x0 ) has dimension 78, the decomposition cannot exist.
Proof of Theorem 1.2: Let ρ : π 1 (S) → Sp(20, R) be the monodromy representation. We know that ρ is irreducible since the VHS V is irreducible. Let G be the Zariski closure of the monodromy group in Sp(20, R). Then we have a factorization:
ρ :
and ̺ : G → Sp(20, R) is irreducible. If G is not the whole group, G must be a proper Lie subgroup of Sp(20, R). We will now derive a contradiction by a sequence of steps.
Step 1. Differentiating ̺ we pass to the real Lie algebra monomorphism
where g = Lie(G). By Deligne [3] Cor. 4.2.9 we know that g is semi-simple. We then complexify χ to obtain χ C : g C → sp(20, C), which is irreducible in the sense that after composition with the natural representation
χ C is an irreducible representation of the semi-simple complex Lie algebra g C .
Step 2. In this step we classify all possible complex Lie algebra monomorphism χ C : g C → sp(20, C) where g C is semi-simple and χ C is irreducible in the sense described above. In order to classify (g C , χ C ), we observe that it suffices to consider all 20-dimensional irreducible representations of complex semi-simple Lie algebras g C . Actually, an irreducible representation g C → gl(V C ) with dim(V C ) > 20 admits no factorization
The reason is that, since g C is mapped onto a proper subspace of sp(20, C), the composition must decompose and hence is reducible. We can list all such possibilities. Our method is first to find all 20-dimensional representation of a semi-simple Lie algebra, and then exclude those whose images do not lie in sp(20, C).
Case 1. g C has only one simple factor:
Case 2. g C has two simple factors: 
there is no one dimensional component.
Step 3. All possible simple real groups of Hodge types are listed in §4 [16] . Based on this and the classification given in the last step we can now discuss them case by case by applying the plethysm method. However, the following general result about the C-PVHS structures on a tensor product will simplify our argument to a large extent. Since this result is of interest in itself, we would like to include a proof in this paper.
Let V be an irreducible C-PVHS over a quasi-projective manifold X \ S and with unipotent local monodromy around S. Let
be the corresponding representation of the fundamental group and G be the Zariski closure of ρ. Assume G = G 1 × G 2 with G i simple. Then according to Schur's lemma V is decomposed into
where V i corresponds to a representation
each V i admits a C-PVHS structure such that their tensor product on V i coincides with the C-PVHS on V.
Proof of Proposition 5.4:
We write dim V i = n i for i = 1, 2 and we assume that n 1 ≥ n 2 without lose of generality. We first need the following lemma.
Lemma 5.5. Each factor ρ i has quasi-unipotent local monodromy around S.
Proof. By choosing a base point in S, the tensor product decomposition of V gives the tensor product decomposition of the vector space V ≃ V 1 ⊗V 2 with group action, and since G i is simple, G i ⊂ SL(V i ) for i = 1, 2. Now we apply n2 on the above isomorphism. Ex. 6.11(b) in [6] tells us that, for V considered as a representation space of SL(V 1 ) × SL(V 2 ), there exists an irreducible component
Since V is of unipotent local monodromy, each direct component of n2 (V ) is of unipotent local monodromy, too. In particular, S n2 (V 1 ) is of unipotent local monodromy. Let T be one of local monodromy operators of ρ 1 , and λ be one of eigenvalues of T . Then clearly, λ n2 is one of eigenvalues of T on S n2 (V 1 ), hence is equal to one. This proves that ρ 1 is of quasi-unipotent local monodromy. And by the unipotency of ρ, ρ 2 is of quasi-unipotent local monodromy as well. This completes the proof of Lemma 5.5.
Since ρ i : π 1 (X \ S) → G i is a Zariski dense representation into the simple algebraic group G i and with quasi-unipotent local monodromy around S, by JostZuo [8] there exists a pluri-harmonic metric on the flat bundle V i with finite energy, which makes V i into a Higgs bundle (E, θ) i over X \ S. Furthermore, T. Mochizuki [9] has analyzed the singularity of this harmonic metric in detail and has shown that (E, θ) i admits a logarithmic extension (Ē,θ) i over X, i.e.Ē i is an extension of E i ,θ i is an extension of θ i and such that θ :Ē i →Ē i ⊗ Ω 1 X (log S).
Such a pluri-harmonic metric is called tame. In this case the residue ofθ along S is nilpotent.
From the proof of Lemma 5.5, we know that, by applying the Schur functor n2 , one finds a direct factor of n2 (V 1 ⊗ V 2 ) of the form
and S n2 is non-trivial. Since G 2 is simple, det(V 2 ) is the trivial representation.
We consider G 1 as a simple algebraic subgroup of GL(V 1 ). Since the Schur functor S n2 is non-trivial and G 1 is a simple algebraic group, the representation
is faithful. Since ρ 1 is Zariski dense in G 1 , S n2 (ρ 1 ) is irreducible. Since n2 (V 1 ⊗V 2 )
is semi-simple, there exists a decomposition is a C-PVHS on V 1 . In general S = ∅. We take a curve C \ S ⊂ X \ S, which is a complete intersection of ample hypersurfaces. Taking the restrictions
we have S n2 (ρ 1 )| C\S ∈ M (π 1 (C \ S), GL(S n2 (V 1 ))) s.s .
We consider the map Similarly, we also show that V 2 admits a C-PVHS. The tensor product of C-PVHS on V 1 and on V 2 is a C-PVHS on V 1 ⊗ V 2 . By Deligne's uniqueness theorem on C-PVHS on irreducible local systems, this tensor product coincides with the original C-PVHS on V 1 ⊗ V 2 . Proposition 5.4 is completed. Now we start with the analysis of case 2. By the above proposition, we know that in this case we have an isomorphism (E, θ) ≃ (E 1 , θ 1 ) ⊗ (E 2 , θ 2 ), used in Prop. 5.3, the rank of the stalk of the Higgs subsheaf generated by the first Hodge bundle is not less than 1 + 9 + 45 + 78 = 133.
This gives the desired contradiction for case (1c). The proof is complete.
