The present paper deals with the numerical solution of the incompressible Navier-Stokes equations using high-order discontinuous Galerkin (DG) methods for discretization in space. For DG methods applied to the dual splitting projection method, instabilities have recently been reported that occur for coarse spatial resolutions and small time step sizes. By means of numerical investigation we give evidence that these instabilities are related to the discontinuous Galerkin formulation of the velocity divergence term and the pressure gradient term that couple velocity and pressure. Integration by parts of these terms with a suitable definition of boundary conditions is required in order to obtain a stable and robust method. Since the intermediate velocity field does not fulfill the boundary conditions prescribed for the velocity, a consistent boundary condition is derived from the convective step of the dual splitting scheme to ensure high-order accuracy with respect to the temporal discretization. This new formulation is stable in the limit of small time steps for both equal-order and mixed-order polynomial approximations. Although the dual splitting scheme itself includes inf-sup stabilizing contributions, we demonstrate that spurious pressure oscillations appear for equal-order polynomials and small time steps highlighting the necessity to consider inf-sup stability explicitly.
Introduction
The numerical solution of the incompressible Navier-Stokes equations is a key issue in computational fluid dynamics. With respect to discretization in time and space, two aspects are of primary importance regarding the present work. On the one hand, operator splitting techniques are well established solution approaches for the incompressible Navier-Stokes equations that are particularly efficient for high Reynolds number flows [1] . On the other hand, high-order discontinuous Galerkin methods have gained significance as compared to state-of-the-art discretization methods like Finite Volume Methods and Finite Element Methods. They exhibit favorable properties such as high-order accuracy and hp-adaptivity, stability in convection-dominated flows, and geometric flexibility [2] . The present work is devoted to the problem of instabilities reported and analyzed in [3, 4] for the discontinuous Galerkin method proposed in [2] that is based on the high-order dual splitting scheme developed in [5] .
Splitting methods for the incompressible Navier-Stokes equations
The coupling of velocity and pressure in the momentum equation in combination with the incompressibility constraint poses a major challenge in terms of the numerical solution of the incompressible Navier-Stokes equations [6] . For monolithic solution approaches, discretization in space and time leads to a system of equations of indefinite saddle point type for velocity and pressure unknowns. Splitting methods, instead, aim at seperating the computation of velocity and pressure in the solution algorithm in order to obtain a set of equations that can be solved more efficiently from a linear algebra point of view such as a convection-diffusion type problem for the velocity and a Poisson equation for the pressure.
Splitting methods for the incompressible Navier-Stokes equations may be subdivided into the four main groups of pressure-correction schemes, velocity-correction schemes, consistent splitting schemes, and algebraic splitting schemes, see [1, 6] for a comprehensive overview. In the present work the focus is on velocity-correction methods [5, 7, 8] and pressure-correction methods [9, 10, 11, 12, 13, 14] . In case of pressure-correction methods the momentum equation is solved in the first step using an extrapolation of the pressure gradient term. The pressure and a divergence-free velocity field are obtained in the second step by projecting the intermediate velocity onto the space of divergence-free vectors. This order is reversed for velocity-correction schemes. While the pressure and a divergence-free velocity field are calculated in the first step taking into account the convective term, the viscous term is considered in the second step.
When using projection methods, a Neumann boundary condition has to be prescribed for the pressure on Dirichlet boundaries. Inconsistent formulations of this pressure Neumann boundary condition can cause unphysical boundary layers which also limit the temporal accuracy of projection schemes [1, 6] . To obtain higher order accuracy with respect to the temporal discretization, consistent formulations of the pressure Neumann boundary condition are crucial leading to so-called rotational formulations.
Discontinuous Galerkin methods for the incompressible Navier-Stokes equations
The local discontinuous Galerkin method (LDG) is analyzed in [15] for the steady Stokes equations, in [16] for the Oseen equation, and a locally conservative LDG method for the steady incompressible Navier-Stokes equations is proposed in [17] . A stable equal-order formulation for the steady Navier-Stokes equations using a pressure-stabilization term is proposed in [18] considering the local discontinuous Galerkin method and the interior penalty method for the discretization of the viscous term and an upwind flux formulation for the convective term. Regarding the discontinuous Galerkin methods proposed in [19, 20] , both the symmetric and the non-symmetric interior penalty method are considered for the viscous term, Lesaint-Raviart upwinding fluxes for the convective term, and central fluxes for the pressure gradient term and velocity divergence term. The DG method of [21, 22] for unsteady incompressible flow solves a local Riemann problem to compute the inviscid numerical fluxes.
Similar approaches in terms of the DG discretization of the convective term and the viscous term are proposed in [2] and [23] . The convective term is written in divergence form to ensure local conservativity and is discretized using the local Lax-Friedrichs flux. The discretization of the viscous term is based on the symmetric interior penalty Galerkin (SIPG) method. The temporal discretization is based on the highorder dual splitting scheme in [2] and on an algebraic splitting scheme in [23] . This DG discretization of the convective term and viscous term is also applied in [24, 25] . The DG discretization of the convective term and viscous term used in the present work follows the approach of [2, 23] . While central fluxes are used for the velocity divergence term and pressure gradient term in [23, 24, 25] , no integration by parts of these terms is considered in [2] . As discussed below, the DG discretization of the velocity-pressure coupling terms is of particular importance with respect to the stability of the method for small time step sizes and both variants are analyzed in the present work.
DG formulations applied to pressure-correction schemes are proposed in [26] using mixed discontinuouscontinuous approximations for velocity and pressure and in [27] using a fully discontinuous formulation. A hybridizable discontinuous Galerkin method is proposed in [28] and hybrid discontinuous Galerkin methods are considered in [29] using a standard DG discretization for the convective term and an H(div)-conforming HDG discretization for the velocity occuring in the Stokes operator.
Novel contributions of the present paper
A discontinuous Galerkin formulation for the high-order dual splitting scheme [5] has first been proposed in [2] using equal-order approximations for velocity and pressure. Instabilities of this method have been reported in [3] in the limit of small time steps. These instabilities are analyzed in more detail in [4] where the instabilities occuring for small time step sizes are related to inf-sup instabilities. A stabilization is proposed in [4] by scaling the penalty parameter of the interior penalty method used to discretize the pressure Poisson equation by the inverse of the time step size. Instabilities have also been reported in [30] for the under-reolved and low viscosity regime where a stabilization is proposed that is based on a postprocessing step projecting the intermediate velocity onto the space of exactly divergence-free vectors. The instabilities considered in [4] and [30] might also be related as discussed in [31] , where several stabilization approaches are reviewed and where a stabilization similar to the postprocessing in [30, 32] is proposed by adding a consistent div-div penalty term to the projection equation. The analysis in [33] suggests that the instabilities might be related to the discretization of the velocity divergence term and pressure gradient term, but the formulation is unclear regarding the imposition of boundary conditions. The approach proposed recently in [34] to overcome these instabilities has already been proposed by [35, 36] in a different context and has been analyzed in [31] in the context of instabilities for small time step sizes and discontinuous Galerkin discretizations. Instabilities for the standard projection are also reported in [27] in the context of pressure-correction methods, where the div-div penalty based projection is compared to a postprocessing technique using H(div) reconstruction with Raviart-Thomas spaces. To the best of the authors' knowledge, no clear understanding of the instabilities for small time step sizes is currently available. Our numerical investigations indicate that these instabilities are neither related to inf-sup instabilities nor to inaccuracies of the spatially discretized projection operator resulting in velocity fields that do not exactly fulfill the divergence-free constraint.
For the DG formulation proposed in [2] and analyzed in [3, 4] , the velocity divergence term and pressure gradient term are not integrated by parts when deriving the weak formulation. This might be due to the following reasons:
• For the high-order dual splitting scheme (and more general projection methods), one is not forced to perform integration by parts of these terms as they appear on the right-hand side of the pressure Poisson equation and projection equation. Hence, the resulting systems of equations are still solvable without integration by parts. Note that this is fundamentally different for a monolithic solution approach. In that case, the system of equations is not solvable which becomes obvious when looking at the fact that performing integration by parts and defining numerical fluxes for the pressure gradient term is a necessary prerequisite to enforce continuity of the pressure solution in a weak sense.
• Performing integration by parts and defining numerical fluxes also requires a treatment of boundary conditions. In case of the high-order dual splitting scheme, this is not straight-forward because the intermediate velocity does not fulfill the Dirichlet boundary conditions prescribed for the velocity. Integration by parts of the velocity divergence term is mentioned in [30] , however, without defining a numerical flux function and specifying boundary conditions. Integration by parts of both terms using central fluxes is considered in [31, 33, 34] but uncertainties with respect to the treatment of boundary conditions are avoided by defining exterior values on domain boundaries as a function of interior values only, or by using inconsistent velocity Dirichlet boundary conditions.
Using the discontinuous Galerkin formulation proposed in [2] , we demonstrate that we can reproduce the instabilities analyzed in [3, 4] in the limit of small time steps and that these instabilities occur similarly for both equal-order and mixed-order approximations. The discontinuous Galerkin formulation of the velocitypressure coupling terms occuring on the right-hand side of the pressure Poisson equation and the projection step play a crucial role with respect to the instabilities described above. Integration by parts of these terms with consistent boundary conditions should be performed in order to obtain a stable and robust method. In this respect, we propose a stable and high-order accurate boundary condition for the intermediate velocity field. By means of numerical investigation we demonstrate that this new formulation is stable in the limit of small time steps for both equal-order and mixed-order approximations. In addition, we show that infsup instabilities in form of spurious pressure oscillations are present when using equal-order polynomial approximations. Hence, our results significantly differ from the conclusions drawn in [4] and [34] . As a means of verification of our results we compare the results for the high-order dual splitting scheme to alternative solution strategies such as a fully coupled, monolithic solution approach and pressure-correction schemes.
Outline
The outline of this paper is as follows. Section 2 describes the mathematical model of the incompressible Navier-Stokes equations. Aspects related to the temporal discretization are discussed in Section 3 where we present different solution strategies such as a coupled solution approach and splitting methods with an emphasis on the description of boundary conditions. Section 4 is devoted to the discontinuous Galerkin discretization of the incompressible Navier-Stokes equations using a general framework for the different solution strategies. In Sections 3 and 4 we intentionally choose a comprehensive discussion of boundary conditions and weak forms for reasons of reproducibility and clarity. Numerical evidence for our hypotheses is given in Section 5. In Section 6 we summarize our results.
Mathematical model
We consider the incompressible Navier-Stokes equations in a domain Ω ⊂ R d , consisting of the momentum equation
and the continuity equation
where the unknowns are the velocity u = (u 1 , ..., u d ) T and the kinematic pressure p. The body force vector is denoted by f = (f 1 , ..., f d )
T . The convective term is written in conservative (divergence) formulation where the convective flux is F c (u) = u ⊗ u. The viscous term is written in Laplace formulation so that the viscous flux is given as F v (u) = ν∇u with the constant kinematic viscosity ν.
The incompressible Navier-Stokes equations (1) and (2) are subject to the initial condition
where u 0 (x) has to be divergence-free and fulfills the velocity Dirichlet boundary condition g u described below. On the boundary Γ = ∂Ω, Dirichlet and Neumann boundary conditions are prescribed
where the Dirichlet and Neumann part of the boundary are denoted by Γ D and Γ N , respectively, with
The outward pointing unit normal vector is denoted by n. For the projection methods considered in this work a splitting of the Neumann boundary condition according to h = h u − g p n into a viscous part h u and a pressure part g p is necessary due to the operator splitting. Accordingly, the viscous forces and the pressure have to be prescribed seperately on Γ
In case of pure Dirichlet boundary conditions, Γ = Γ D , the velocity Dirichlet boundary condition (4) has to fulfill the constraint Γ D g u · n dΓ = 0. In that case, the pressure is only defined up to an additive constant and a unique pressure solution can be obtained by requiring Ω p dΩ = 0.
The unsteady (generalized) Stokes equations and their temporal and spatial discretization are obtained from the incompressible Navier-Stokes equations by neglecting the convective term in equation (1) . In the following sections we discuss the full incompressible Navier-Stokes equations.
Temporal discretization
As solution strategies for the incompressible Navier-Stokes equations (1) and (2) we consider a fully coupled solution approach as well as projection type solution methods such as pressure-correction schemes and velocity-correction schemes. For the latter, an operator splitting of the incompressible Navier-Stokes equations is performed at the level of differential equations when discretizing the equations in time. As a time integration method we consider BDF (backward differentiation formula) time integration.
Coupled solution approach
To discretize the incompressible Navier-Stokes equations (1) and (2) . Let n = 0, ..., N − 1 denote the time step number. Then, the equations are advanced from time t n = n∆t to time t n+1 = (n + 1)∆t in time step n. Applying the BDF scheme to the incompressible Navier-Stokes equations yields
In the present work we consider BDF schemes of order J = 1, 2 which are A-stable time integration schemes. The coefficients of the time integration scheme are given as γ 0 = α 0 = 1 for J = 1 and γ 0 = 3/2, α 0 = 2,
High-order dual splitting scheme
The high-order dual splitting scheme [5] treats the convective term, the pressure term, and the viscous term seperately in different substeps, where the convective term is formulated explicitly and the viscous term implicitly in time. Discretization in time is based on BDF time integration and an extrapolation scheme is used in order to extrapolate the convective term to time t n+1 .
Convective step
In the first substep, the convective term and the body force term are considered. An intermediate velocity fieldû is obtained from the following equation
where Dirichlet boundary conditions are imposed for the velocity field on Γ D at old time instants t n−i
For the convective term an exptrapolation scheme of order J is used, where the coefficients β i are β 0 = 1 for J = 1 and β 0 = 2, 
∇ ·û = 0 .
To solve these equations a Poisson equation is derived for the pressure by taking the divergence of equation (12) and making use of equation (13) . The second intermediate velocityû is then obtained from equation (12) by projectingû onto the space of divergence-free vectors
The pressure Poisson equation (14) is subject to the boundary conditions
The consistent Neumann boundary condition h p is derived by multiplying the momentum equation of the incompressible Navier-Stokes equations by the normal vector n and solving for the pressure term [1, 5] 
where we added the time derivative term and the body force term compared to the formulation in [5] in order to extend the formulation to the more general case of time dependent boundary conditions and right-hand side vectors f = 0. The time derivative term is calculated using the given boundary values g u on Γ D . The convective term and the viscous term are formulated explicitly using an extrapolation scheme of order J p and the known velocity solution at previous time instants. Note that the viscous term is written in rotational form ∇ × ω, where ω = ∇ × u denotes the vorticity. This formulation is obtained by applying the vector identity
and making use of the incompressibility constraint ∇ · u = 0. The rotational formulation has first been proposed and analyzed in [7, 5] . It is well known that the rotational formulation effectively reduces boundary divergence errors as compared to the Laplace formulation and is essential in obtaining high-order accuracy in time, see also [6, 1] . An alternative point of view is provided in [35] , where it is shown that the ellipticity of the Stokes operator is lost with the viscous term written in Laplace formulation.
Viscous step
In the final step of the dual splitting scheme the viscous term is considered, leading to the following Helmholtz-like equation
where the velocity u n+1 has to fulfill the boundary conditions
Remark For velocity-correction schemes theoretical rates of convergence are available for the case of pure Dirichlet boundary conditions. As shown in [8] , the high-order dual splitting scheme with J = 2 and J p = 1 is formally equivalent to the rotational velocity-correction scheme proposed by Guermond and Shen [8] who proved stability and theoretical rates of convergence of order ∆t 2 in the L 2 -norm of the velocity and ∆t 3/2 in the L 2 -norm of the pressure for the velocity-correction scheme in rotational form. Numerical investigations in [36] show that the rate of convergence of ∆t 3/2 for the pressure is related to the first order extrapolation J p = 1 in the pressure Neumann boundary condition and that J p = 2 has to be used to obtain optimal rates of convergence (of order ∆t 2 ) also for the pressure. 1 Moreover, an eigenvalue analysis [36] reveals that the high-order dual splitting scheme is only conditionally stable for J p > 2, while it is unconditionally stable for J p ≤ 2 independent of the order 1 ≤ J ≤ 4 of the BDF scheme. According to that analysis, among the schemes that provide unconditional stability, the method with J = 3 and J p = 2 achieves the highest rates of convergence of order ∆t 3 for the velocity and ∆t 5/2 for the pressure. In the present paper, the analysis is restricted to the choice J p = J ≤ 2 ensuring that instabilities considered in the present work are not related to the temporal discretization scheme.
Pressure-correction scheme
This section describes the operator splitting and temporal discretization of pressure-correction schemes and presents different formulations of pressure-correction schemes that are summarized in [6] . For more detailed information as well as theoretical aspects the reader is referred to [6] and references mentioned therein. With respect to the convective term an implicit formulation is considered in the present work.
Momentum step
The momentum equation is solved in the first substep, where the pressure gradient term is either neglected (non-incremental formulation) or an extrapolation of the pressure gradient term based on the pressure solution at previous instants of time (incremental formulation) is used. An intermediate velocity fieldû is calculated in the momentum step by solving the equation
where the boundary conditions for the intermediate velocity fieldû arê
The order of the extrapolation of the pressure gradient term is denoted by J p where schemes with J p = 0 are called non-incremental and schemes with J p ≥ 1 incremental pressure-correction schemes [6] .
Pressure step and projection step
In the second substep, the velocity u n+1 and the pressure p n+1 at time t n+1 are obtained as the solution of the following projection method
where the formulation is called standard for χ = 0 and rotational for χ = 1. 2 Again, a Poisson equation for the pressure increment can be derived by taking the divergence of equation (25) and making use of the divergence-free constraint (26) . Subsequently, the pressure solution p n+1 and velocity solution u n+1 2 The standard/rotational terminology is explained in [14] and originates from the following consideration. By inserting equations (25) and (27) into equation (22) a Neumann boundary condition can be derived for the pressure. If the divergence correction term is used in equation (27) , χ = 1, a boundary condition similar to equation (18) is obtained with the viscous term written in rotational formulation, while for the standard form, χ = 0, the viscous term is written in Laplace formulation.
are given by reformulating equations (27) and by projectingû onto the space of divergence-free vectors according to equation (25) 
The pressure Poisson equation (28) is subject to the boundary conditions
The above boundary conditions (31) and (32) are in line with the boundary conditions (10.3) in [6] , except that we extend the formulation towards the more general case of inhomogeneous and time-dependent pressure boundary conditions on the Neumann part Γ N of the boundary.
Remark Theoretical rates of convergence of pressure-correction schemes are derived in [14] and summarized in [6] . The non-incremental pressure-correction scheme with J = 1, J p = 0 in standard form is ∆t accurate in the L 2 -norm of the velocity and ∆t 1/2 accurate in the L 2 -norm of the pressure. The incremental pressurecorrection scheme with J = 2, J p = 1 is ∆t 2 accurate in the L 2 -norm of the velocity for both the standard formulation and the rotational formulation. While the standard formulation achieves an accuracy of order ∆t in the L 2 -norm of the pressure, the rotational form is ∆t 3/2 accurate in the L 2 -norm of the pressure. As reported in [6] , numerical results give evidence that pressure-correction schemes are only conditionally stable for J p ≥ 2. For this reason, we only consider schemes with J p = J − 1 and J = 1, 2 in the present work which are unconditionally stable.
Spatial discretization
In this section, the discontinuous Galerkin spatial discretization is derived for the different solution strategies discussed in Section 3. The local Lax-Friedrichs flux is used to discretize the convective term and the symmetric interior penalty Galerkin (SIPG) method to discretize both the viscous term and the Laplace operator in the pressure Poisson equation when dealing with projection methods. The velocity divergence term and pressure gradient term are integrated by parts using a central flux formulation. As demonstrated in what follows, the DG discretization of these terms plays a decisive role in terms of stability and is a central aspect of the present work.
Notation
The physical domain Ω is approximated by the computational domain
e=1 Ω e consists of N el nonoverlapping finite elements Ω e , where we consider quadrilateral/hexahedral element geometries in this work. The velocity u(x, t) and pressure p(x, t) are approximated by functions u h (x, t) ∈ V u h and p h (x, t) ∈ V p h . In the context of discontinuous Galerkin finite element methods, the solution is polynomial inside elements but discontinuous between elements. The spaces of test and trial functions for velocity and pressure are defined as
respectively, where P k (Ω e ) denotes the space of polynomials of tensor degree ≤ k on the reference ele-
In the above equations, x(ξ) :Ω e → Ω e denotes the mapping from reference space to physical space. We use a nodal approach so that the approximate solutions of velocity and pressure on element e can be written as
where u 
are the Lagrange polynomials of degree k based on the Legendre-Gauss-Lobatto nodes. For geometries with curved boundaries a polynomial mapping x(ξ) of degree k u is used for a high order accurate interpolation of the geometry. In this work, both equal-order polynomials for velocity and pressure (k p = k u ) and mixed-order polynomials (k p = k u − 1) are analyzed.
The interface of two adjacent elements Ω e − and Ω e + is denoted by f e − /e + = ∂Ω e − ∩ ∂Ω e + where the outward pointing normal vectors on f e − /e + are denoted by n − for Ω e − and n + for Ω e + . Furthermore, let u − h and u + h denote the solution u h on f e − ,e + evaluated from the interior of element e − and element e + , respectively. Following [21, 22] , the average operator {{·}} and jump operator · are defined as {{u}} = (u − + u + )/2 and u = u − ⊗ n − + u + ⊗ n + , respectively. We note that both operators can be applied to a scalar, vectorial or tensorial quantity u and that defining numerical fluxes in terms of these operators guarantees conservativity of the numerical flux.
We use an element-by-element formulation when deriving the weak formulation, i.e., we use a notation where volume integrals are performed over the current element Ω e and face integrals over the boundary ∂Ω e of element e. Integrals over Ω e and ∂Ω e are abbreviated by using the shorthand notation (v, u) Ωe = Ωe v u dΩ and (v, u) ∂Ωe = ∂Ωe v u dΓ, where the operator symbolizes inner products, i.e., vu for rank-0 tensors, v · u = v i u i for rank-1 tensors, and v : u = v ij u ij for rank-2 tensors. Moreover, we introduce the convention that interior information on the current element Ω e is denoted by the superscript (·) − and exterior information from neighboring elements by the superscript (·) + . Accordingly, the normal vector n of the current element Ω e is equal to n − , while n + = −n − = −n.
General form of spatial discretization of coupled solution approach
In the following, the weak discontinuous Galerkin formulation of the incompressible Navier-Stokes equations using a coupled solution approach described in Section 3.1 is derived in two steps:
(i) by requiring the time discrete residuals of the momentum equation (8) and the continuity equation (9) to be orthogonal to all test functions v h ∈ V u h and q h ∈ V p h , respectively, and (ii) by performing integration by parts including the definition of numerical fluxes, which represents the core of discontinuous Galerkin methods.
Multiplying the residual of the momentum equation by test functions v h and the residual of the continuity equation by test functions q h as well as integration over Ω h yields the following set of equations
for all elements e = 1, ...N el . Terms involving spatial derivative operators are then integrated by parts. In this step, Gauss' divergence theorem is applied in order to transform volume integrals into surface integrals.
Subsequently, physical fluxes are replaced by numerical fluxes in order to enforce continuity in a weak sense. Numerical fluxes are defined as a function of the approximate solution on both elements adjacent to an interior face and as a function of the interior solution and prescribed boundary data on boundary faces. By the example of the convective term, this second step can be generically written as
As a result, we obtain the following weak discontinuous Galerkin formulation of the fully discrete, incompressible Navier-Stokes equations: Find u
h,e and for all elements e = 1, ..., N el . The minus sign is inserted in equation (37) and equation (40) to ensure that the matrix representation of the (linearized) system of equations corresponding to the weak formulation (39) and (40) is symmetric with respect to the pressure gradient term and the velocity divergence term.
The velocity mass matrix operator is given in elementwise notation as m
Since these terms do not contain spatial derivative operators, there is no need to perform step (ii) described above. Consequently, the mass matrix operator is block-diagonal and can be inverted locally (element-by-element). A detailed description of the convective term c + on domain boundaries as a function of interior values (·) − and prescribed boundary data for velocity and pressure in order to weakly impose boundary conditions using a mirror principle.
3. DG formulation of basic operators
Convective term
In order to derive the discontinuous Galerkin formulation of the convective term we perform step (ii). Integration by parts of the convective term (v h , ∇ · F c (u h )) Ωe and replacing the physical flux
The local Lax-Friedrichs flux is defined as [2, 23, 24 ]
where Λ = max (λ − , λ + ). The maximum eigenvalue λ (in terms of absolute values) of the flux Jacobian is
In the above equation, u ± h is the local velocity evaluated in each quadrature point. Note that mean values of the velocity are used in [2, 23, 24] . Boundary conditions are imposed by calculating exterior values u + h on Γ h as defined in Table 1 . In order to highlight that the convective term depends on the prescribed boundary data g u on Dirichlet boundaries Γ D h , we use the notation c e h (v h , u h , g u ).
Velocity divergence term
The DG formulation of the velocity divergence term is derived by performing integration by parts of (q h , ∇ · u h ) Ωe and replacing the physical flux u h by the numerical flux u * h to obtain
As numerical flux function we use the central flux
Inserting equation (45) into equation (44) 
Remark As a reference formulation we consider a modified formulation of the velocity divergence term used in [2] in the context of the high-order dual splitting scheme
This formulation does not perform integration by parts as described in step (ii) above. Accordingly, this formulation does not depend on boundary conditions prescribed for the velocity.
Pressure gradient term
The procedure detailed above is applied to obtain the DG formulation g
As for the divergence term, the numerical flux p * h is defined as the central flux
where exterior values p + h on domain boundaries Γ h are calculated as listed in Table 1 . Inserting equation (49) along with the respective boundary conditions into equation (48) yields
Remark As a reference formulation we consider a modified formulation of the pressure gradient term used in [2] in the context of the high-order dual splitting scheme
This formulation does not perform integration by parts as described in (ii) above. Accordingly, this formulation does not depend on boundary conditions prescribed for the pressure.
Negative Laplace operator
In case of the velocity-correction scheme and pressure-correction scheme the pressure solution is obtained by solving a Poisson equation. To derive the DG formulation of the negative Laplace operator we consider the following Poisson-type model problem
subject to boundary conditions
Note that the role of Dirichlet and Neumann boundaries is interchanged for the pressure Poisson equation as compared to the definition of Dirichlet and Neumann boundaries for the incompressible Navier-Stokes equations. In the DG context, the weak formulation for this problem including second derivatives is typically derived by rewriting the original equation as a system of first order equations and applying the above procedure separately for each of the first order equations [2] . These equations can then be recombined to obtain the primal formulation for the unknown solution
and for all elements e = 1, ..., N el , where l e h is given as
We consider the symmetric interior penalty Galerkin (SIPG) method for which the numerical fluxes are defined as [37, 38] 
The penalty parameter of the SIPG method is denoted by τ and has to be large enough to ensure coercivity of the bilinear form. Essentially, the penalty parameter depends on the polynomial degree k and a characteristic element length h. An explicit expression for the penalty parameter of the SIPG method is derived in [39] for triangular/tetrahedral elements and in [40] for other element geometries. For quadrilateral/hexahedral elements the penalty parameter τ e associated to element e is defined as [40] τ e = (k + 1)
with the element volume V (Ω e ) = Ωe dΩ and the surface area A(f ) = f ⊂∂Ωe dΓ. On interior faces, the penalty parameter τ is obtained by taking the maximum value of both elements adjacent to face f
Boundary conditions are imposed in the weak formulation by defining exterior values for both the pressure p + h and the pressure gradient in normal direction ∇p h + · n. By inserting the numerical fluxes (57) and (58) as well as the boundary conditions specified in Table 1 into equation (56) the weak formulation of the Laplace operator l e h can be seperated into a homogeneous part l e h,hom and an inhomogeneous part l e h,inhom according to
where l e h,inhom contains the inhomgoneous parts of boundary face integrals and is shifted to the right-hand side of equation (55) when solving the linear system of equations.
Viscous term
The viscous operator represents a generalization of the Laplace operator to vectorial quantities with the viscosity ν as a scaling factor. In analogy to the Laplace operator considered in Section 4.3.4, the primal formulation of the viscous term is given as
For the symmetric interior penalty Galerkin (SIPG) method the numerical fluxes are defined as
where the interior penalty parameter is defined as in equation (60) 
Remark In the weak formulation of the momentum equation of the coupled solution approach, equation (39) , and for the derivation of the weak formulation of the viscous term and the pressure gradient term, a splitting of the Neumann boundary condition into a viscous part and a pressure part according to equations (6) and (7) is used, although equation (5) defines the Neumann boundary condition to be prescribed in case of the coupled solution approach. However, the inhomogeneous boundary face integrals of the viscous term
and the pressure gradient term according to equation (50) are added in equation (39) so that any decomposition h = h u − g p n ensures a correct imposition of the Neumann boundary condition (5)
Without loss of generality one can use h u = h and g p = 0 for the coupled solution approach. A decoupled treatment of the Neumann boundary condition according to equations (6) and (7) is, however, necessary for the projection methods discussed below.
High-order dual splitting scheme
In this section, we briefly summarize the discontinuous Galerkin discretization of the dual splitting scheme using the DG formulation of basic operators derived in Section 4.3.
Convective step
The weak DG formulation of the convective step (10) is given as follows:
for all v h ∈ V u h,e and for all elements e = 1, ..., N el .
Pressure step
The weak formulation of the pressure Poisson equation (14) reads:
for all q h ∈ V p h,e and for all elements e = 1, ..., N el . In order to evaluate the discrete divergence operator on the right-hand side of the pressure Poisson equation, a boundary condition gû(t n+1 ) has to be specified on Γ (46) . Note that applying g u (t n+1 ) as boundary condition is inconsistent and, hence, does not yield optimal rates of convergence with respect to the temporal discretization. To obtain a consistent boundary condition, we derive the boundary condition gû(t n+1 ) by solving equation (10) for the intermediate velocity
where the fact has been used that u satisfies the boundary condition g u on Γ D according to equation (20) . We note that this boundary condition is essential in order to obtain a method that is both stable in the limit of small time step sizes and that ensures higher order accuracy of the temporal discretization.
The boundary values g p and h p in the above pressure Poisson equation are defined in equation (17) and equation (16), respectively. To evaluate gû(t n+1 ) and h p (t n+1 ) on the right-hand side of equation (69) according to the boundary conditions (70) and (18), the convective term and the viscous term have to be calculated on ∂Ω e as a function of the approximate velocity solution u h on element e. In the discrete case, the divergence of the convective term is calculated as
The viscous term in equation (18) involves second derivatives and is calculated in two steps so that the computation of second derivatives is replaced by a sequence of first derivatives. The vorticity
The viscous term is then evaluated by calculating the curl of the vorticity ω h on the respective boundary.
Projection step
In elementwise notation, the weak form of the projection step (15) is to findû h ∈ V u h such that
for all v h ∈ V u h,e and for all elements e = 1, ..., N el . Note that the evaluation of the discrete pressure gradient term as defined in equation (50) 
Viscous step
The viscous step completes time step n of the dual splitting scheme by solving a Helmholtz-like equation for the velcity u 
for all v h ∈ V u h,e and for all elements e = 1, ..., N el . Remark When considering the reference formulation used in [2] that does not perform integration by parts of the velocity divergence term and the pressure gradient term, the terms d 
Pressure-correction scheme
Based on the DG formulation of basic derivative operators derived in Section 4.3, we summarize the discontinuous Galerkin discretization of pressure-correction schemes in this section.
Momentum step
The discontinuous Galerkin discretization of the time discrete momentum equation (22) to be solved in the first substep of the pressure-correction scheme reads:
for all v h ∈ V u h,e and for all elements e = 1, ..., N el . The boundary conditions g u and h u prescribed for the intermediate velocityû h are defined in equations (23) and (24), repectively. When solving the incremental formulation of the pressure-correction scheme, a boundary condition g p according to equation (7) has to be prescribed for the pressure on Γ N h in order to evaluate the discrete pressure gradient operator.
Pressure step
The discontinuous Galerkin formulation of the pressure Poisson equation (28) is given as:
for all q h ∈ V p h,e and for all elements e = 1, ..., N el . The boundary values g φ and h φ are defined in equations (32) and (31), respectively.
The approximate pressure solution p n+1 h at time t n+1 is obtained from equation (29) . In elementwise notation, the weak formulation of this pressure update reads: Find p 
for all q h ∈ V p h,e and for all elements e = 1, ..., N el . The pressure mass matrix operator in the above equation is m e h,p (q h , p h ) = (q h , p h ) Ωe . In contrast to the dual splitting scheme, the intermediate velocity fieldû fulfills the velocity Dirichlet boundary condition g u which can be seen from equation (23) . Consequently, this boundary condition is used to evaluate the discrete divergence operator applied to the intermediate velocityû h on the right-hand side of equations (76) and (77).
Projection step
The projection defined in equation (30) finalizes time step n of the pressure-correction scheme. In terms of the weak discontinuous Galerkin formulation this local problem can be stated as:
for all v h ∈ V u h,e and for all elements e = 1, ..., N el . The pressure boundary condition g φ is defined in equation (32) .
Remark When considering the reference formulation that does not perform integration by parts of the velocity divergence term and the pressure gradient term, the terms d 
Numerical integration
Volume and surface integrals occuring in the weak formulations derived above are calculated using Gaussian quadrature. The number of quadrature points in each coordinate direction is selected in order to ensure exact integration on affine element geometries with constant Jacobian. In detail, n q = k u + 1 quadrature points are used to integrate the velocity mass matrix term, the viscous term, the velocity divergence term, the pressure gradient term, and the body force term. Similarly, n q = k p + 1 quadrature points are used to integrate the Laplace operator occuring in the pressure Poisson equation and the pressure mass matrix operator. Due to the nonlinearity of the convective term we use n q = 3ku 2 + 1 quadrature points for the integration of the convective operator as well as for boundary face integrals containing the convective term to avoid aliasing effects.
Numerical results
In the following, we present numerical results for three different test cases. For an unsteady Stokes problem, instabilities in the limit of small time steps are analyzed for different formulations of the velocity divergence term and pressure gradient term and for both equal-order and mixed-order polynomials. As a means of verifying the results, the dual splitting scheme is compared to the pressure-correction scheme and coupled solution approach. Additionally, the aspect of inf-sup instabilities is analyzed by performing spatial convergence tests for equal-order and mixed-order polynomials. Subsequently, using mixed-order polynomials we demonstrate optimal rates of convergence with respect to the temporal discretization and spatial discretization by considering an analytical solution of the full incompressible Navier-Stokes equations with non-trivial and time-dependent Dirichlet and Neumann boundary conditions. Finally, laminar flow around a cylinder with unsteady vortex shedding is considered in order to verify stability and accuracy of the presented approach for more complex flow problems.
Implementation
The solution of nonlinear systems of equations is based on a Newton-Krylov type solution approach. Linear(ized) system of equations are solved by using state of the art iterative methods such as the conjugate gradient (CG) method and the generalized mininum residual (GMRES) method. Unless otherwise specified, we use a relative solver tolerance of 10 −8 and an absolute solver tolerance of 10 −12 as tolerance criterion for all system of equations to be solved. In case of pure Dirichlet boundary conditions the pressure level is undefined resulting in a system of equations that is singular. In order to obtain a consistent system of equations we apply a transformation based on a subspace projection as described in [31] .
For the convergence tests presented in this section we use relative L 2 -errors that are defined as
where Gaussian quadrature is used to calculate the volume integrals in the above expressions. The number of one-dimensional quadrature points is k u + 3 for the velocity error and k p + 3 for the pressure error in order to ensure that the calculation of errors is not affected by quadrature errors. Experimental rates of convergence for two meshes with characterisitic element lengths h 1 and h 2 are calculated as log(e h1 /e h2 )/ log(h 1 /h 2 ). The code is implemented in C++ and makes use of the object-oriented finite element library deal.II [41] . The incompressible Navier-Stokes solvers described above are implemented using a high-performance framework for generic finite element operator application developed in [42, 43] that is based on a matrix-free implementation.
Unsteady Stokes equations
We consider the unsteady Stokes flow problem analyzed in [3, 4] in the context of instabilities occuring for small time step sizes. The analytical solution of the two-dimensional unsteady Stokes equations with f = 0 is defined as
where the parameters λ, ν, a are given as λ = ν(1 + a 2 ) with ν = 1 and a = 2.883356. The Dirichlet boundary condition g u , the time derivative term ∂g u /∂t in equation (18), and initial conditions are deduced from the analytical solution. The solution at previous instants of time t −J+1 , ..., t −1 required by the BDF scheme for J > 1 is obtained by interpolation of the analytical solution. Note that ∇p · n = 0 on domain boundaries. Hence, this flow example is a suitable test case to assess the temporal convergence properties of the projection-type solution methods. A uniform Cartesian grid consisting of quadrilateral elements of length h = L/2 l in x 1 and x 2 -direction is used, where l denotes the level of refinement. To fix the pressure level the mean value of the vector containing the pressure degrees of freedom is set to zero. This is consistent with the exact pressure solution due to the symmetry of the analytical solution and the uniformity of the mesh.
Instabilities in the limit of small time step sizes
To investigate the stability of the different solution approaches in the limit of small time step sizes we perform temporal convergence tests and vary the time step size ∆t/T over a wide range. Since the instabilities reported in [3, 4] occur primarily for coarse spatial resolutions, we select a coarse mesh with refine level l = 2. Moreover, the results are compared for both equal-order polynomials and mixed-order polynomials and varying polynomial degree. To show the impact of the temporal discretization error this analysis is performed for first order time integration schemes, J = 1. We note, however, that qualitatively similar results in terms of stability are obtained when using second order accurate time integration schemes.
The results for the coupled solution approach presented in Figure 1 show the expected behavior. The error is proportional to ∆t for large time steps. For small time steps the temporal error becomes negligible as compared to the spatial discretization error and the overall error approaches a constant value. The pressure error is significantly larger for equal-order polynomials than for mixed-order polynomials while the velocity error is almost the same for both equal-order and mixed-order polynomials. This apsect is analyzed in more detail in Section 5.2.3. Figure 2 shows results obtained for the dual splitting scheme. As a reference method we consider the DG discretization proposed in [2] which is based on a modified formulation of the velocity divergence term and pressure gradient term as explained in Section 4.4. As in [3, 4] , we observe instabilities in the limit of small time step sizes. We emphasize that these instabilities occur similarly for equal-order and mixed-order polynomials. The situation changes completely, however, when applying the DG formulations d (46) and (50), repectively, along with the consistent boundary condition (70) for the intermediate velocity field proposed in the present paper. For this formulation, stability is obtained for both equal-order and mixed-order polynomials and the behavior in the limit of small time steps is comparable to the coupled solution approach.
As a further verification of the results, we perform the same simulations for the non-incremental pressurecorrection scheme in standard formulation. The results are shown in Figure 3 . Again, we compare the DG formulation used in the present work to a reference method that is based on the modified discretization of the velocity divergence term and pressure gradient term as explained in Section 4.5. The stability behavior is the same as for the dual splitting scheme. We note that for the pressure-correction scheme the reference slope is ∆t 1/2 for the pressure, representing the expected theoretical rate of convergence. The above results lead to the following conclusions. Our results are clearly in contradiction to the conlusions drawn in [4] where it is stated that the instabilities in the limit of small time steps are related to the temporal discretization and inf-sup instabilities but not to the spatial discretization. Instead, our results suggest that these instabilities are clearly related to the discontinuous Galerkin formulation of the velocity divergence term and the pressure gradient term. The discretization of these operators is a basic building block of any incompressible Navier-Stokes solver independent of the temporal discretization approach. In fact, the increased pressure error observed for the equal-order formulation is an indication of inf-sup instabilities and is discussed in more detail below. As for the Stokes flow problem analyzed here, we observed a qualitatively similar behavior in terms of instabilities for small time step sizes and the different formulations of the velocity divergence term and pressure gradient term when considering the full Navier-Stokes equations, e.g., for the two-dimensional vortex problem considered in Section 5.3 or the three-dimensional Beltrami flow problem [44] .
Temporal convergence test
To assess the temporal accuracy of the considered solution approaches for different orders of the time integration scheme, the relative L 2 -errors of velocity and pressure are calculated for time step sizes ∆t/T = 1/2 m with m = 1, ..., 12 and we use a refine level of l = 4 with mixed-order polynomials (k u , k p ) = (6, 5) so that the spatial discretization error has a negligible impact on the overall accuracy. BDF schemes of order J = 1 and J = 2 are analyzed for all solution strategies. In case of the pressure-correction scheme the order of extrapolation of the pressure gradient term is J p = J − 1 and both the standard formulation (χ = 0) and the rotational formulation (χ = 1) are considered, see equation (27) .
Results of the temporal convergence test are presented in Figure 4 . For the coupled solution approach and the dual splitting scheme, both velocity and pressure converge with optimal rates of convergence of order ∆t 1 for the BDF1 scheme and ∆t 2 for the BDF2 scheme. For the pressure-correction scheme, the velocity error converges also with optimal rates of convergence of order ∆t J . The velocity error is almost the same for the standard formulation and the rotational formulation, but the absolute error is approximately a factor of 3 larger as compared to the coupled solution approach. For the standard formulation of the pressure-correction scheme the pressure converges with a rate between ∆t 1/2 and ∆t 1 for the BDF1 scheme (experimental rates of convergence are between 0.6 and 0.7) and a rate of convergence close to ∆t 3/2 for BDF2 (a transition of the convergence rate from ∆t 3/2 to ∆t 2 can be observed where the point of transition depends on the spatial resolution as described in [6, Section 7] ). Using the rotational formulation significantly reduces the pressure error and optimal convergence rates of order ∆t J are obtained as for the coupled solution approach and the dual splitting scheme.
Spatial convergence test and numerical investigation of inf-sup stability
In this section, we analyze the inf-sup stability of projection methods numerically by performing simulations for both equal-order polynomials and mixed-order polynomials. As argued in [6] , the fact that the pressure Poisson equation and Helmholtz equation for the velocity are solvable independently of the polynomial spaces used to represent the velocity and pressure solutions in case of projection methods does not 
(a) equal-order polynomials 
(b) mixed-order polynomials Figure 3 : Stability analysis of pressure-correction scheme in the limit of small time step sizes for BDF1.
mean that the inf-sup condition is irrelevant for projection methods. Instead, the corresponding steady-state Stokes problem of projection methods is the decisive metric to evaluate the need of the inf-sup condition. Following [6] and [4] , we briefly derive the steady-state Stokes equations for the dual splitting scheme and the pressure-correction scheme from the equations shown in Section 3 as a basis for the interpretation of numerical results shown below. For the ease of notation, we consider the equations at the level of differential operators, but similar relations can be derived for discretized operators or matrix formulations. For the dual splitting scheme, the following system of equations can be derived for the steady Stokes problem
The first equation is obtained by adding equations (10), (12) and (19) , neglecting the convective term in equation (10), assuming steady state u n+1 = u n = ... = u n−J+1 = u, and using the fact that the BDF time integration constants fulfill the property γ 0 = J−1 i=0 α i . The second equation is obtained by taking the divergence of equation (12) and inserting equations (13) and (10) . Equation (81) highlights that the dual splitting scheme introduces an inf-sup stabilization term ∆t/γ 0 ∇ 2 p that is scaled by the time step size ∆t. According to this relation, the impact of the stabilization diminishes for small time step sizes ∆t. 
Figure 4: Stokes flow problem: temporal convergence tests for coupled solver (CS), dual splitting scheme (DS), and pressurecorrection scheme (PC) in standard form (χ = 0) and rotational form (χ = 1) for BDF schemes of order J = 1 and J = 2. The spatial resolution is l = 4 and (ku, kp) = (6, 5).
Similarly, the following system of equations can be derived for the pressure-correction scheme
To derive these equations one assumes that the solution reaches a steady state, u n+1 = u n = ... = u n−J+1 = u and p n+1 = p n = ... = p n−Jp+1 = p, and uses the fact that the time integration constants fulfill γ 0 = J−1 i=0 α i and Jp−1 i=0 β i = 1. The first equation is obtained by adding equations (22) and (25) , neglecting the convective term in equation (22), and replacing φ n+1 by equation (27) . The second equation is derived by taking the divergence of equation (25) and inserting equations (26) and (27) . Equation (82) highlights that the pressure-correction scheme introduces an inf-sup stabilization term in case of the nonincremental formulation (J p = 0) but not in case of the incremental formulation since 1 − Jp−1 i=0 β i = 0 for J p ≥ 1. As a means of verifying the above considerations on inf-sup stabilization, we perform spatial convergence tests for both equal-order and mixed-order polynomials. Moreover, the results for the dual splitting scheme and pressure-correction scheme are compared to the results obtained for the coupled solution approach. Table 2 provides information on spatial convergence tests for equal-order polynomials (k u , k p ) = (k, k) and mixed-order polynomials (k u , k p ) = (k, k − 1) for k = 2, 3, 4, 5. The refine level is varied from l = 1 to l = 4 for all polynomial degrees. With respect to the temporal discretization we use BDF2 time integration and a small time step size of ∆t/T = 10 −4 for all simulations to ensure that the spatial discretization error is dominant. For the pressure-correction scheme the incremental formulation with J p = 1 and the rotational formulation is used, resulting in the most accurate scheme as shown in Section 5.2.2.
Using equal-order polynomials for velocity and pressure, both the coupled solution approach and the pressure-correction scheme yield suboptimal rates of convergence. With respect to the approximation of the velocity solution, experimental convergence rates between k u and k u + 1 are obtained. For the pressure, convergence rates are between k p and k p + 1 for k p = 2, 4 but considerable lower than the theoretical values for polynomial degrees k p = 3, 5. The convergence behavior is significantly improved when using the dual splitting scheme: The velocity converges with rates between k u + 1/2 and k u + 1 and also for the pressure convergence rates between k p + 1/2 and k p + 1 are obtained for higher refine levels. These results are in agreement with the above theoretical considerations, equations (81) and (82). There is no stabilization term in case of the incremental pressure-correction scheme considered here similar to the coupled solution approach. However, the dual splitting scheme introduces an inf-sup stabilization term according to equation (81) where the impact of the stabilization increases for fine spatial resolutions due to the presence of second derivatives in the stabilization term. This could explain the improved convergence observed for the dual splitting scheme.
Using mixed-order polynomials, optimal rates of convergence of order h ku+1 for the velocity and h kp+1 = h ku for the pressure are obtained for all solution approaches. We assume that the occurrence of superconvergence effects of the pressure solution with rates of convergence higher than k p + 1 in case of the mixed-order formulation is related to this specific flow problem. Consider also the spatial convergence results in Section 5.3 where convergence rates of the pressure very close to the theoretical optimum h kp+1 are obtained for the mixed-order formulation.
While velocity errors are comparable for the equal-order formulation and the mixed-order formulation, pressure errors are significantly smaller when using the mixed-order formulation instead of the equal-order formulation especially for the coupled solution approach and the pressure-correction scheme. This indicates the presence of spurious pressure oscillations in case of the equal-order formulation related to the inf-sup stability condition.
In addition to the spatial convergence tests, we consider varying time step sizes for given spatial resolutions. Focusing on the dual splitting scheme, Figure 5 displays the pressure solution at final time t = T for equal-order and mixed-order polynomials of varying degree as well as for different time step sizes of ∆t/T = 10 −1 and ∆t/T = 10 −3 . Since inf-sup instabilities are expected to be pronounced for coarse meshes, we consider comparably low spatial resolutions and simultaneously reduce the level of refinement when increasing the polynomial degree. For equal-order polynomials, the time step size has a huge influence on the pressure solution and artificial pressure modes show up for small ∆t. This is in agreement with equation (81) predicting that the stabilizing effect is related to ∆t and will diminish when decreasing the time step size. For the mixed-order formulation the pressure solution is smooth and results for ∆t/T = 10 −1 and ∆t/T = 10 −3 are indistinguishable. Hence, we only present results for the smaller time step size which is the critical one in this respect. We performed the same simulations for the nonincremental pressure-correction scheme in standard formulation. For the equal-order formulation and the two time step sizes ∆t/T = 10 −1 and ∆t/T = 10 −3 , very similar results are obtained as for the dual-splitting scheme in terms of spurious pressure oscillations which is in line with equations (81) and (82). Figure 6 shows results for the same stability experiment using the incremental pressure-correction scheme in rotational formulation. In contrast to the dual splitting scheme, inf-sup instabilities also occur for very large time step sizes when using equal-order polynomials. Again, no oscillations occur for the mixedorder formulation. We also note that the coupled solution approach yields results similar to those for the incremental pressure-correction scheme in rotational form. These results can be seen as a numerical verification of equation (82) stating that the incremental pressure-correction scheme and the coupled solution approach behave similarly in terms of inf-sup stabilization.
Unsteady Navier-Stokes equations: Vortex problem
In order to verify the implementation of the different solution strategies for the incompressible NavierStokes equations including the convective term and to demonstrate optimal rates of convergence with respect to the temporal and the spatial discretization, we consider the vortex problem analyzed in [2] . This test case is an analytical solution of the unsteady incompressible Navier-Stokes equations in two dimensions for f = 0
The viscosity is set to ν = 0.025.
2 is a square of length L = 1 and the simulations are performed for the time interval 0 ≤ t ≤ T = 1. On domain boundaries, Dirichlet boundary conditions are prescribed at the inflow part of the boundary and Neumann boundary conditions at the outflow part so that the coordinate axes split each of the four sides of the rectangular domain into a Dirichlet part and a Neumann part, see also [2] . Initial conditions as well as the solution at previous instants of time t n−J+1 , ..., t n−1 required by the BDF scheme and extrapolation scheme for J > 1 are obtained by interpolation of the analytical solution. The velocity Dirichlet boundary condition g u , the time derivative term ∂g u /∂t, the velocity gradient in normal direction h u /ν, and the pressure Dirichlet boundary condition g p are derived from the analytical solution. In case of the coupled solution approach the Neumann boundary condition is then given as h = h u − g p n. Since the velocity boundary conditions g u and h u and the pressure boundary condition g p are nontrivial and time-dependent, this flow problem is an appropriate test case to verify the temporal accuracy of the different solution approaches with their respective boundary conditions. As for the Stokes flow problem, a uniform Cartesian grid is used for discretization in space where the element length is h = L/2
l with the refinement level l. For this flow problem, we only consider mixed-order formulations for reasons explained above.
Temporal convergence test
We perform temporal convergence tests for BDF schemes of order 1 and 2. For the pressure-correction scheme we use an order of extrapolation of the pressure gradient term of J p = J − 1 and analyze both the standard formulation and the rotational formulation. A high spatial resolution (refine level l = 3 and polynomial degrees k u = 8, k p = 7) is used so that the spatial discretization error is negligible compared to the temporal discretization error.
Results of the temporal convergence test are presented in Figure 7 . All methods show optimal rates of convergence of order ∆t 1 for the BDF1 scheme and ∆t 2 for the BDF2 scheme. In terms of absolute errors, the coupled solution approach is the most accurate method while the pressure-correction scheme is the least accurate one for this problem. For the pressure-correction scheme, the errors are almost the same for the standard formulation and the rotational formulation which might be explained by the fact that the pressure gradient in normal direction, ∇p · n, is zero on Γ D according to the analytical solution (83).
Remark A more detailed analysis of the absolute errors of the different solution strategies reveals that the increased error of the dual splitting scheme as compared to the coupled solver is due to the explicit treatment of the convective term, i.e., using an extrapolation of the convective term of order J in case of the coupled solution approach leads to results that are very close to those obtained for the dual splitting scheme. Interestingly, using an explicit treatment of the convective term slightly reduces the errors in case of the pressure-correction scheme. However, the error is still a factor of approximately 2 larger compared to the coupled solution approach or dual splitting scheme in that case.
Spatial convergence test
Results of the spatial convergence tests are shown in Figure 8 for mixed-order formulations (k u , k p ) = (k, k − 1) and polynomial degrees in the range k = 2, ..., 5. To ensure a small temporal discretization error the BDF2 scheme is used and a fix time step size of ∆t/T = 5 · 10 −5 . For the pressure-correction scheme, the incremental formulation with J p = 1 and the rotational formulation is used. Deviating from the solver tolerances specified in Section 5.1, the absolute tolerance of the Newton solver for the momentum equation of the pressure-correction scheme is set to 10 −10 to obtain convergence for all spatial resolutions. For all solution approaches, experimental rates of convergence very close to the optimal rates of convergence of order h ku+1 for the velocity and h kp+1 for the pressure are obtained. Moreover, the errors are virtually the same for all solution techniques.
Unsteady Navier-Stokes equations: Laminar flow around a cylinder
In order to demonstrate the geometric flexibility of the present Navier-Stokes solvers and to analyze the efficiency of high-order polynomial spaces for the approximation of velocity and pressure on complex domains with curved boundaries, we consider laminar flow around a cylinder with unsteady vortex shedding. This test case has been proposed in the 1990s by [45] as a benchmark problem and has found widespread use in terms of the verification of incompressible Navier-Stokes solvers. In the present work we focus on the two-dimensional, unsteady test case named 2D-3 for which an accurate reference solution is available [46] .
The geometry is displayed in Figure 9 . The cylinder with center (x 1,c , x 2,c ) = (0.2, 0.2) and diameter D = 0.1 is located slightly asymmetrically in a rectangular channel of length L = 2.2 and height H = 0.41. The inflow boundary (left boundary), the channel walls (upper and lower boundary) and the cylinder surface are treated as Dirichlet boundaries. At the inflow boundary a parabolic velocity profile is prescribed [45] 
where the time interval is 0 ≤ t ≤ T = 8. The Reynolds number Re =Ū D/ν is defined using the mean inflow velocityŪ = 2U m /3 and the cylinder diameter D. The maximum inflow velocity is given as U m = 1.5 and the viscosity is ν = 10 −3 so that the Reynolds number reaches a maximum value of Re max = 100 at time t = T /2. On the cylinder surface and the channel walls no slip boundary conditions are prescribed for the velocity, g u = 0. The outflow boundary (right boundary) is treated as a Neumann boundary where the benchmark itself does not define a specific boundary condition on Γ N . For the decoupled solution approaches we prescribe h u = 0 and g p = 0 and for the coupled solution approach h = 0.
The accuracy of the numerical solution is evaluated by calculating the maximum drag coefficient c D,max , the maximum lift coefficient c L,max , and the pressure difference ∆p(t = T ) = p(x a , t = T ) − p(x e , t = T ) between the front and the back of the cylinder at final time t = T , where x a = (x 1,c − D/2, x 2,c )
T and x e = (x 1,c + D/2, x 2,c )
· ndA acting on the cylinder, where A denotes the cylinder surface and n the outward pointing normal vector of the computational domain. Reference solutions of these quantities are listed in Table 3 . The mesh is visualized in Figure 9 for the coarsest refine level l = 0 which consists of N el,l=0 = 50 quadrilateral elements. Finer meshes are obtained by uniform refinement so that the number of elements on level l is N el,l = N el,l=0 (2 d ) l . The total number of degrees of freedom is N dofs = N el,l N dofs,el , where the number of unknowns per element is N dofs,el = d(k u + 1) d + (k p + 1) d . In order to accurately resolve the flow near the cylinder, the mesh is refined towards the cylinder and an isoparametric mapping is used for an improved approximation of the curved cylinder boundary. In this respect, the first two layers of elements around the cylinder are subject to a cylindrical manifold description to enable high-order accuracy. For the third layer of cells we implemented a volume manifold description allowing to prescribe a cylindrical manifold for one of the four faces of the quadrilateral element with straight edges on the other faces. In Table 4 we present spatial convergence results for mixed order polynomials (k u , k p ) = (k, k − 1) with polynomial degrees in the range k = 2, 4, 6, 8, 10. For this analysis, the high-order dual splitting scheme with J = 2 is used but very similar results are obtained for the pressure-correction scheme and the monolithic solver. Since there is no analytical solution for this test case, the time integration scheme is started using J = 1 in the first time step. The time step size is chosen small enough so that the overall error is dominated by the spatial discretization error. The results for the maximum drag and lift coefficients and the pressure difference agree with the reference solution [45] . While the values obtained for maximum lift coefficient and the pressure difference can be seen as exact regarding the reference solution [46] , the maximum drag coefficient converges to a slightly different value. In Table 3 we also list an accurate reference solution obtained for the present discretization approach using very fine spatial and temporal resolutions. Since this reference solution is obtained for two different spatial resolutions (refine level l = 3 and polynomial degrees k = 8 and k = 10) as well as different time step sizes, this reference solution is assumed to be accurate up to all decimal places and is used to calculate the relative errors in Table 4 . The results in Table 4 indicate that the use of higher order discontinuous Galerkin discretizations allows to obtain significantly more accurate results for a given number of unknowns as compared to low order methods. To further investigate this aspect quantitatively we compare in Figure 10 the efficiency of different polynomial degrees where we use the quotient of accuracy (inverse of error) and the number of unknowns as a measure of efficiency. An alternative definition of efficiency could be based on the computational costs (in terms of the wall time) rather than the number of unknowns. The results in Figure 10 clearly demonstrate that high-order polynomial degrees can significantly reduce the number of unknowns required to obtain a certain level of accuracy and are essential to obtain solutions of high accuracy for a given (maximum) number of unknowns. This can be seen by comparing the curves for (k u , k p ) = (6, 5) and (k u , k p ) = (2, 1). At the same time, we observe that the increase in efficiency saturates for polynomial degrees (k u , k p ) = (6, 5) and higher. Especially for the maximum drag and lift coefficients no noticeable advantage in terms of efficiency can be observed for high polynomial degrees (k u , k p ) = (10, 9) and (k u , k p ) = (8, 7) as compared to (k u , k p ) = (6, 5).
Conclusion
We have analyzed the stability of projection methods for incompressible flow based on discontinuous Galerkin discretizations and compared the results to a fully coupled, implicit solution approach. Our main results are twofold: Firstly, by means of numerical investigation we have shown that the DG discretization of the velocity-pressure coupling terms substantially affects the stability of projection methods in the limit of small time step sizes. Using a proper DG discretization of these terms including the definition of consistent boundary conditions is crucial to obtain a stable and higher order accurate method. Our results are in contrast to previous publications where instabilities in the limit of small time steps have been ascribed to an inaccurate projection operator resulting in a velocity field that is not exactly divergence-free or to inf-sup instabilities. We emphasize that with the modifications presented in this work we did not observe differences between projection methods and the monolithic solver in terms of stability issues related to the small time steps limit. Secondly, it has been shown that, although some projection methods include an infsup stabilization term, spurious pressure oscillations show up for equal-order polynomial approximations resulting in suboptimal rates of convergence in space. Using a mixed-order formulation optimal rates of convergence for velocity and pressure have been demonstrated.
