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Abstract
We investigate the formal deformation theory of (rank 1) branes on
generalized complex (GC) manifolds. This generalizes, for example, the
deformation theory of a complex submanifold in a fixed complex manifold.
For each GC brane B on a GC manifold (X, J), we construct a formal
(pointed) groupoid DefB(X, J) (defined over a certain category of real
Artin algebras) that encodes the formal deformations of B. We study the
geometric content of this groupoid in a number of different situations.
Using the theory of (bi)semicosimplicial differential graded Lie algebras
(DGLAs), we construct for each brane B a DGLA LB that governs the
“locally trivializable” deformations of B. As a concrete application of this
construction, we prove an unobstructedness result.
1 Introduction
Let X be a complex manifold, and Z ⊂ X a complex submanifold. A classical
problem in complex geometry is to understand the possible deformations of Z in
X , i.e. the collection of complex submanifolds of X that are “close to” Z, in an
appropriate sense. In the most well-behaved situation, there exists a universal
family of such deformation; this is described, for example, in [Kod] (where
Kodaira calls it a “maximal family”). Such a family consists of an auxiliary
complex manifold M with basepoint 0 ∈ M, and a complex submanifold Zˆ ⊂
X×M, such that, for each m ∈M, the fiber Zˆm := Zˆ∩(X×{m}) is a complex
submanifold of X × {m} ∼= X ; the fiber over 0 ∈ M corresponds to Z itself.
For every other family (M′, Zˆ ′), there exists a neighborhood U ⊂ M′ of the
basepoint, and a unique (pointed) holomorphic map ϕ : U →M such that, for
each m′ ∈ U we have Zˆ ′m′ = Zˆϕ(m′) (regarded as complex submanifolds of Z).
We may regard M (or more precisely the universal family) as a (local) moduli
space for the deformations of Z. For a given X and Z, such a moduli space may
or may not exist.
At a formal level, the possible deformations of Z in X may be encoded as a
functor
DefZ : ArtC → Set,
where ArtC is the category of local Artin algebras over C (with residue field
C) [Kol][M1]. Heuristically, given an Artin algebra A ∈ ArtC, we may view
an element of DefZ(A) as a family of complex submanifolds of X deforming
Z, which is parameterized by Spec(A) (with basepoint the unique geometric
point of Spec(A), i.e. the maximal ideal). In the situation that there is a well-
defined moduli space M as above, we may identify DefZ(A) with the set of
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(pointed) maps Spec(A)→M; for example, the value of DefZ on the so-called
“dual numbers” A = C[ǫ]/(ǫ2) gives the (geometric) tangent space of M at 0.
Appealing to the functor of points philosophy, we may view DefZ itself as a
formal stand-in for the moduli space that can always be defined. Even whenM
itself does not exist, the “tangent space” DefZ(C[ǫ]/(ǫ
2)) still has an interesting
geometric interpretation. We summarize this as a theorem (although the result
is a straightforward consequence of the definition of DefZ).
Theorem 1. There is a one-to-one correspondence between elements of
DefZ(C[ǫ]/(ǫ
2)) and holomorphic sections of the normal bundle NZ. In other
words, there is a natural bijection
DefZ(C[ǫ]/(ǫ
2)) ∼= H0(Z;ONZ).
In fact, by a general argument (independent of Theorem 1), DefZ(C[ǫ]/(ǫ
2))
inherits the structure of a C-vector space; Theorem 1 is then better formulated
as an isomorphism of vector spaces.
Another way in which DefZ encodes the geometry of the putative mod-
uli space involves the obstruction properties of DefZ . Given an Artin algebra
A ∈ ArtC, a deformation Zˆ ∈ DefZ(A), and a surjective map µ : A
′ → A in
ArtC, consider the problem of finding an extension of Zˆ to DefZ(A
′), i.e. an
element Zˆ ′ ∈ DefZ(A
′) satisfying DefZ(µ)(Zˆ
′) = Zˆ. In general, there will be an
obstruction to the existence of such an extension. If a smooth moduli space M
exists, however, then it is always possible to solve this extension problem and
we say DefZ is unobstructed. From a different perspective, we might allow M
to be a more general (possible singular) type of space than a complex manifold;
the obstruction problem for DefZ then relates to the smoothness of M at 0.
This explains the importance of the following well-known result [Kol][M1].
Theorem 2. Let Z ⊂ X be a complex submanifold satisfying the condition
H1(Z;ONZ) = 0.
Then the deformation functor DefZ is unobstructed.
Compared to Theorem 1, which has a very clear geometric interpretation,
Theorem 2 is perhaps harder to understand intuitively (and is correspondingly
more difficult to prove).
The goal of the present paper is to extend the above constructions and results
as far as possible into the realm of generalized complex geometry [Hi1][G1]. A
generalized complex structure on a manifoldX is an endomorphism of the vector
bundle TX⊕T∨X (the direct sum of the tangent bundle and cotangent bundle),
which squares to minus the identity, preserves the natural pairing of TX⊕T∨X
with itself, and satisfies an integrability condition defined with respect to the
Dorfman bracket
J(ξ, a), (η, b)K := ([ξ, η],£(ξ)b − ι(η)da).
As the name suggests, an ordinary complex structure J : TX → TX may be
viewed as a particular example of a GC structure; a symplectic structure on X
also gives an example, however, so the subject could just as well be called “gen-
eralized symplectic geometry”. Indeed, a fundamental appeal of GC geometry
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is that it provides a framework for treating complex and symplectic geometry in
a unified way. The subject also admits a wide variety of interesting examples:
these range from examples that may be viewed as hybrids (or deformations)
of complex and symplectic manifolds, to more exotic structures that exhibit
features not present in either of the two “classical” cases [G1].
To motivate the generalization of complex submanifolds whose deformation
theory we study in this paper, as well as to explain some of the issues that arise
in generalizing from the case of complex submanifolds, consider the following
situation. Let (X,ω) be a symplectic manifold, and consider the problem of
constructing a well-behaved moduli space of Lagrangian submanifolds of X . An
issue that immediately arises–not present in the complex case–is the need to
incorporate the so-called Hamiltonian symmetries of (X,ω). Recall that, to
any smooth function f : X → R we may associate its Hamiltonian vector field,
which is characterized (up to a sign convention) by the equation [Ca]
ι(Xf )ω = −df.
Every such vector field is an infinitesimal symmetry of the symplectic structure;
in particular the flow {ϕt}t∈R generated by Xf (when it exists) satisfies
ϕ∗tω = ω
for each t ∈ R. The symplectomorphisms of (X,ω) that arise in this way are
known as Hamiltonian symmetries,1 and they form a subgroup of the group of
all symplectomorphisms of (X,ω). When forming a moduli space of Lagrangian
submanifolds, it is custumary to identity two Lagrangians L,L′ ⊂ X if L′ =
ϕ(L) for some Hamiltonian symmetry ϕ. This is necessary, for example, to have
any hope of constructing a finite dimensional moduli space [F1].
From the point of view of mirror symmetry (and string theory), it is actually
more natural to consider a slightly different moduli space; namely, the collection
of all pairs (Z,L), where Z ⊂ X is a Lagrangian submanifold, and L is a
Hermitian line bundle with a flat connection supported on Z [Kon][F1, F2].
Adopting terminology from physics [KO], such an object may be called a (rank
1) Lagrangian brane. A nice property of this moduli space (when it can be
defined), is that it carries a natural complex structure. An added subtlety is
the need to keep track of the possible equivalences between line bundles with
connection.
On any GC manifold (X, J), a (rank 1) GC brane is similarly defined2 as a
submanifold Z ⊂ X , together with a Hermitian line bundle with unitary con-
nection L supported on Z; the pair B = (Z,L) must satisfy a certain condition
defined with respect to J. In the case of a complex manifold X , the compatibil-
ity condition implies that Z must be a complex submanifold, and the curvature
form F ∈ Ω2(Z) of L must be of type (1, 1) with respect to the induced complex
structure on Z (i.e. the connection must induce a holomorphic structure on L)
[G1][KL]. In particular, any complex submanifold–equipped with the trivial line
bundle–gives an example of a GC brane. In the symplectic case, the Lagrangian
1More generally, one can consider flows generated by time-dependent Hamiltonian vector
fields corresponding to smooth functions X × [0, 1]→ R.
2In [G3], Gualtieri uses the term “generalized complex brane” to refer to a different type
of object compared to the ones studied in this paper; our terminology is adopted from [KL].
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branes described above give one type of example, but there are actually oth-
ers as well. These so-called “coisotropic” A-branes were first introduced by
Kapustin and Orlov in [KO], motivated by considerations coming from string
theory and homological mirror symmetry; the fact that these more exotic ob-
jects arise naturally in the context of GC geometry is another appealing feature
of this framework [G1].
In this paper we will study the formal deformation theory of GC branes. In
analogy to the symplectic case described above, it will be important to incor-
porate the action of the generalized Hamiltonian symmetries of (X, J) on GC
branes. On a GC manifold (X, J), one may associate to any complex -valued
function f : X → C its generalized Hamiltonian vector field, which is a section
Xf ∈ C
∞(TX⊕T∨X). As in the symplectic case, Xf is an infinitesimal symme-
try of (X, J), and may (at least locally) be integrated to a family of symmetries
(a “flow”). Such a symmetry consists of a pair (ϕ, u), where ϕ : X
∼= // X is a
diffeomorphism and u ∈ Ω1(X) is a 1-form. Roughly speaking, the diffeomor-
phism component acts on a brane by pulling it back, and the 1-form component
acts by changing the connection on the line bundle.
Let describe the main constructions and results of the paper. For each GC
brane B, we construct a functor3
DefB : ArtR → Set
encoding the formal deformations of B (Definition 25). This functor is defined
as the truncation of a certain formal groupoidDefB(X, J) (Definition 24), which
encodes all the relevant notions of equivalence for deformations (including those
induced by generalized Hamiltonian symmetries). The construction of this func-
tor is more intricate than in the case of complex submanifolds discussed above,
and is done in several steps.
As a first step in studying the deformations of a GC brane B, we consider the
value of the functor DefB on the dual numbers R[ǫ]/(ǫ
2); these are the first-order
deformations of B. It was argued in [KM] that such first-order deformations
should correspond to elements of a certain Lie algebroid cohomology group
associated to B; we recover their result in a rigorous framework.
Theorem 3. For every GC brane B, there is a natural bijection between ele-
ments of DefB(R[ǫ]/(ǫ
2)) and elements of the Lie algebroid cohomology group
H1(B).
The calculation needed to prove this result is somewhat involved–and differ-
ent from the one in [KM]–so the fact that we reach the same conclusion may be
regarded as a check on our Definition 25. To explain the connection to Theorem
1 stated above, suppose Z ⊂ X is a complex submanifold, regarded as a GC
brane BZ . There is a natural isomorphism
H1(BZ) ∼= H
0(Z;ONZ)⊕H
0(Z; Ω1(Z)),
where Ω1(Z) denotes the sheaf of holomorphic one-forms on Z. The first compo-
nent H0(Z;ONZ) corresponds to the possible deformations of the submanifold
Z, as discussed above. The second component H0(Z; Ω1(Z)) corresponds to
3For simplicity, we define the functor on ArtR in this paper, but an extension to ArtC is
also possible.
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deformations of the trivial holomorphic line bundle on Z. From a different per-
spective, if we denote by EZ the coherent sheaf of OX -modules determined by Z
(the push-forward of its structure sheaf), then there are natural isomorphisms
Hk(BZ) ∼= Ext
k(EZ , EZ)
for each k. In particular, first-order deformations of BZ as a GC brane cor-
respond to first-order deformations of EZ as a coherent sheaf (since these are
parameterized by Ext1(EZ , EZ)).
To go deeper into the geometric content of the deformation functor (and
formal groupoid) associated to a GC brane, we next take a closer look at the re-
lationship between symmetries of the GC manifold (X, J) and the deformations
of B. It is here we encounter the first fundamental difference from the complex
and Lagrangian cases described above. In the case of a complex submanifold Z
of a complex manifold (X, J), for instance, every deformation of Z is locally in-
duced by a (local) symmetry of (X, J). To explain this, consider the case of 1st
order deformations, which by Theorem 1 correspond to holomorphic sections of
the normal bundle NZ. Given such a section ξ, for each z ∈ Z it is always possi-
ble to extend ξ to a holomorphic vector field ξ˜ on some neighborhood U ⊂ X of
z; heuristically, the corresponding deformation is then given near z by “flowing”
Z along ξ˜ for an infinitesimal time. An analogous construction in the case of
an arbitrary GC brane is not always possible, however. We call deformations
that have this property locally trivializable. Although an arbitrary GC brane
may have deformations which are not locally trivializable, we introduce a large
class of branes, which we call leaf-wise Lagrangian (LWL) branes, and prove
that their deformations are always locally trivializable (Theorem 7). This is
a non-trivial statement about the geometry of such branes, and relies on the
existence of a local normal form (which we prove in Theorem 6).
The final part of the paper is devoted to proving a version of Theorem 2 for
GC branes. The result we prove applies only to those branes with locally trivial-
izable deformations (in particular, by Proposition 7, to holds for LWL branes).
We prove the theorem using the machinery of (bi)semicosimplicial differential
graded Lie algebras (DGLAs), as developed in [FMM][I][BM]. Specifically, by
adapting a construction given in [I], we construct, for each brane B, a DGLA
LB (depending on a choice). We prove that LB governs the locally trivializable
deformations of B. A concrete calculation involving LB then allows us to prove
the following result.
Theorem 4. Let B be a leaf-wise Lagrangian brane on a GC manifold (or more
generally a brane with locally trivializable deformations). If the Lie algebroid
cohomology group H2(B) vanishes, then the functor DefB is unobstructed.
This result can clearly be sharpened in various situations: for example, in
the case of a Lagrangian brane B, it is not hard to see that the DGLA LB is
(homotopy) abelian, so that in this case DefB is always unobstructed. We leave
the problem of strengthening Theorem 4–as well as extending it to arbitrary
branes–for future work.
1.1 Organization of the paper
In §2 through §5, we present the definitions and results in GC geometry that
will be needed for the rest of the paper. Although much of this material is
5
well-known, there are a few definitions and results that have not–to the best
of our knowledge–appeared before. This includes, for example, the notion of a
leaf-wise Lagrangian submanifold (or brane), which we introduce in Definition
12. Our treatment of the symmetries of the standard Courant algebroid is also
somewhat non-standard.
In §6, we recall the basic definitions and results about Artin algebras and
nilpotent Lie algebras we will need to formulate the definition of the functor
DefB associated to a GC brane (Definition 25). In particular, we introduce
a “formal” (infinitesimal) version of the group of symmetries of the Courant
algebroid, and establish some of its basic properties. In §7, we construct the
formal groupoid DefB(X, J) of deformations of a GC brane (Definition 24); the
deformation functor DefB : ArtR → Set of B is formed by taking π0 of this
groupoid (Definition 25).
After defining the deformation functor (and formal groupoid), we proceed in
§8 to prove Theorem 3 about first-order deformations. In §9 we study the behav-
ior of the deformation groupoid under equivalences between different branes, and
in particular prove the invariance of the deformation functor under such equiva-
lences. In §10 we consider the deformations of leaf-wise Lagrangian branes; the
main result of this section is Theorem 7, which implies that every deformation
of a LWL brane is locally induced by a symmetry of the ambient GC manifold.
In §11-13 we investigate the relationship between deformations and symmetries
in more detail.
The remainder of the paper is devoted to applying the theory of DGLAs
to the deformation theory of GC branes. In §14, we recall some material from
[FMM][I][BM] concerning DGLAs, the construction of the Deligne groupoid,
and semicosimplicial objects. We then use this setup to construct a DGLA LB
governing the locally trivializable deformations of a GC brane B. In the final
section (§14.5), we use this construction to prove Theorem 4. Finally, there is
a short appendix in which we prove a technical result stated in the main body
of the paper.
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2 The standard Courant algebroid and its sym-
metries
Let X be a smooth manifold, with tangent bundle TX and cotangent bundle
T∨X . We denote by TX the direct sum TX ⊕ T∨X . We have the natural
pairing
〈·, ·〉 : TX ⊕ TX → X × R
(ξ, a), (η, b) 7→
1
2
(ι(ξ)b + ι(η)a),
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as well as the Dorfman bracket
J·, ·K :C∞(TX)× C∞(TX)→ C∞(TX) (1)
(ξ, a), (η, b) 7→ ([ξ, η],£(ξ)b − ι(η)da),
which is closely related to the Courant bracket [G1]. The vector bundle TX
equipped with these structures, together with the projection π : TX → TX have
the structure of an exact Courant algebroid [G1, G2]. In this paper we work
with this “standard” Courant algebroid, leaving for future work the extension
of our results to a more general setting.
Let Diff(X) denote the group of diffeomorphisms of X , and G(X) denote
the opposite group Diff(X)op. Given a diffeomorphism ϕ : X
∼= // X , we
denote the corresponding element of G(X) by ϕ∗, so that multiplication in
G(X) is given by ϕ∗ψ∗ = (ψϕ)∗. There is a left action of G(X) on Ω•(X) ⊕
C∞(TX) by pullback, where by definition the pull-back of a vector field ξ by a
diffeomorphism ϕ is the push-forward of ξ by ϕ−1:
ϕ∗ξ := (ϕ−1)∗ξ.
This action is compatible with the differential graded commutative algebra
structure on Ω•(X), the Lie bracket on C∞(TX), and the operation of con-
tracting a vector field with a differential form. By the formula (1) for the Dor-
man bracket, it follows the action is also compatible with the Courant algebroid
structure on TX in the following sense: given any sections X,Y ∈ C∞(TX),
and any g = ϕ∗ ∈ G(X), we have
〈gX, gY〉 = g〈X,Y〉, (2)
JgX, gYK = gJX,YK, (3)
and
π(gX) = gπX. (4)
A key feature of the Courant algebroid (TX, 〈·, ·〉, J·, ·K, π) is that it admits a
group of symmetries which is larger than Diff(X) [G1]. Namely, given a closed
2-form B ∈ Ω2(X), the bundle map eB : TX → TX given by
(ξ, a) 7→ (ξ, a− ι(ξ)B)
is compatible with the Dorfman bracket and preserves the pairing and the pro-
jection map. In particular, any 1-form u ∈ Ω1(X) determines a symmetry of the
Courant algebroid by setting B = du. This motivates the following definition.
Definition 1. Let Gˇ(X) denote the semi-direct product G(X) ⋉ Ω1(X), i.e.
as a set Gˇ(X) = G(X) × Ω1(X), and the group multiplication is given by the
formula
(ϕ∗, u)(ψ∗, w) = ((ψϕ)∗, u+ ϕ∗w). (5)
Proposition 1. There is a left action of Gˇ(X) on C∞(TX) given as follows:
for each g = (ϕ∗, u) ∈ Gˇ(X), and each X ∈ C∞(TX), we define
g · X = eduϕ∗X. (6)
Moreover, for each g ∈ Gˇ(X), the identities (2), (3), and (4) hold.
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Remark. Since the action of a group element (ϕ∗, u) ∈ Gˇ(X) on C∞(TX) de-
pends only on the diffeomorphism ϕ and the 2-form du ∈ Ω2(X), one might
ask why we did not define Gˇ(X) to be the semi-direct product of Diff(X)op
with the space of closed 2-forms on X (as is perhaps more standard, see for
example [G2]). The reason is that this group would not act on the collection of
branes on X . As discussed in the introduction, such a brane consists of a pair
B = (Z,L), where Z ⊂ X is a submanifold, and L is a Hermitian line bundle
with unitary connection supported on Z. As discussed below in Remark 4.3, a
diffeomorphisms acts on such a brane B by pull-back, whereas an element of the
form (0, u) ∈ Gˇ(X) acts by altering the connection on L (by adding −2πiu|Z).
From a more fundamental point of view, we should view Gˇ(X) as a stand-in
for a certain 2-group G (a group object in categories). An object of G is a pair
(ϕ∗, E), where ϕ is a diffeomorphism of X , and E is a Hermitian line bundle
with unitary connection (or equivalently, a principal U(1)-bundle) over X . The
bundle component E acts on a brane (Z,L) by first restricting E∨ to Z and
then tensoring with L. This 2-group G is the symmetry group of the trivial
gerbe (with connective structure) on X ; such symmetries naturally act on the
category of branes on X.
Given an element (ϕ∗, u) ∈ Gˇ(X), for example, we may view it as an object
(ϕ∗, E) of G, where E is the trivial Hermitian line bundle on X with connection
∇ = d + 2πi. Viewed in this way, a morphism between two elements (ϕ∗, u)
and (ϕ∗, u′) of Gˇ(X) (with the same diffeomorphism component) consists of a
function g : X → U(1) satisfying
g−1dg = 2πi(u′ − u).
Roughly speaking, the elements of Gˇ(X) correspond to the objects of the “iden-
tity component” of G; for the purposes of this paper these are all the symmetries
we need.
Because we treat only the standard Courant algebroid TX ⊕ T∨X in this
paper (corresponding to the trivial gerbe on X), the extra categorical structure
of the 2-group will not be needed explicitly. In order to extend to the case of
more general Courant algebroids, however, it will almost certainly be necessary
to replace Gˇ(X) with the relevant 2-group.
We now return to the main exposition, and prove Proposition 1.
Proof. Let X = (ξ, a). We have
(ϕ∗, u) · ((ψ∗, w) · X) = (ϕ∗, u) · (ψ∗ξ, ψ∗a− ι(ψ∗ξ)dw)
= (ϕ∗ψ∗ξ, ϕ∗ψ∗a− ϕ∗(ι(ψ∗ξ)dw) − ι(ϕ∗ψ∗ξ)du)
= ((ψϕ)∗ξ, (ψϕ)∗a− ι(ϕ∗ψ∗ξ)d(ϕ∗w)− ι(ϕ∗ψ∗ξ)du)
= ((ψϕ)∗ξ, (ψϕ)∗a− ι((ψϕ)∗ξ))d(u + ϕ∗w))
= ((ψϕ)∗, u+ ϕ∗w) · X
= ((ϕ∗, u)(ψ∗, w)) · X
Since for each 1-form u ∈ Ω1(X) its exterior derivative du ∈ Ω2(X) is closed,
it follows that equations (2), (3), and (4) hold.
Remark. More generally, we may define a groupoid Gˇ whose objects are smooth
manifolds, such that a morphism from a manifold X to a manifold Y is a pair
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(ϕ∗, u), where ϕ : Y
∼= // X is a diffeomorphism and u ∈ Ω1(Y ). Composition
of morphisms in this groupoid is given by the formula (5). For a fixed manifold
X , the group Gˇ(X) is then recovered as the automorphism group of X . Note
also that a morphism fromX → Y in Gˇ determines an isomorphism C∞(TX)→
C∞(TY ) using the same formula (6).
Remark. For each g = (ϕ∗, u) ∈ Gˇ(X), the action (6) on C∞(TX) is induced
by a bundle map TX → TX covering the diffeomorphism ϕ−1 : X
∼= // X . In
particular, for every bundle endomorphism F : TX → TX , the map C∞(TX)→
C∞(TX) given by
X 7→ g · F (g−1 · X)
is induced by a unique bundle endomorphism TX → TX , which we denote by
g ·F . Clearly, the map F 7→ g ·F defines an action of Gˇ(X) on C∞(End(TX)).
We next introduce a Lie algebra that is the infinitesimal version of Gˇ(X),
in the same way that the infinitesimal version of G(X) = Diffop(X) is the Lie
algebra of vector fields on X .
Definition 2. Let g(X) denote C∞(TX), viewed as a real Lie algebra with
respect to the Jacobi-Lie bracket. We define gˇ(X) to be the semi-direct product
g(X)⋉Ω1(X), where the action of g(X) on Ω1(X) is given by the Lie derivative.
Explicitly, as a vector space we have
gˇ(X) = g(X)⊕ Ω1(X) ∼= C∞(TX),
and the bracket is given by the formula
[(ξ, a), (η, b)] = ([ξ, η],£(ξ)b −£(ξ)a) (7)
for each ξ, η ∈ g(X) and a, b ∈ Ω1(X).
Remark. Returning briefly to the discussion in Remark 2, it is actually more
natural to view elements of gˇ(X) as objects of a certain Lie 2-algebra, cor-
responding to the infinitesimal symmetries of the trivial gerbe on X . Such
symmetries were introduced and studied in the author’s Ph.D. thesis [Co]. As
mentioned in Remark 2, the fact that we deal only with the standard Courant
algebroid TX ⊕ T∨X allows us to avoid the use of the full Lie 2-algebra struc-
ture explicitly. Even in this case, however, the reader may find the categorical
perspective conceptually useful.
Note that, although the underlying vector space of gˇ(X) is isomorphic to
C∞(TX), the Lie bracket (7) is not the same as the Dorfman bracket (1); in
particular, the latter is not even a Lie bracket [G1]. On the other hand, the
two brackets are compatible in a certain sense, as explained in the following
proposition.
Proposition 2. 1. There is a left action of the Lie algebra gˇ(X) on C∞(TX)
given by the same formula as the Dorfman bracket (1), i.e. for each ξ =
(ξ, a) ∈ gˇ(X) and each α = (τ, c) ∈ C∞(TX) we define
X · α = ([ξ, τ ],£(ξ)c − ι(τ)da).
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2. Let F : TX → TX be a bundle map. For each ξ ∈ gˇ(X), the map
C∞(TX)→ C∞(TX) given by
α 7→ X · (Fα)− F (X · α) (8)
for all α ∈ C∞(TX) is induced by a unique bundle endomorphism TX →
TX, which we denote by X · F . The map F 7→ X · F defines a Lie algebra
action of gˇ(X) on C∞(End(TX)).
Proof. To prove the first part, we must show that for every X,Y ∈ gˇ(X), and
every α ∈ C∞(TX), we have
X · (Y · α)− Y · (X · α) = [X,Y] · α. (9)
Writing X = (ξ, a),Y = (η, b) ∈ gˇ(X), and α = (τ, c) ∈ C∞(TX), we calculate
(ξ, a) · ((η, b) · (τ, c)) = (ξ, a) · ([η, τ,£(η)c − ι(τ)db)
= ([ξ, [η, τ ]],£(ξ)£(η)c −£(ξ)ι(τ)db − ι([η, τ ])da.
Therefore
X · (Y · α)− Y · (X · α)
= ([ξ, [η, τ ]] − [η, [ξ, τ ]],£(ξ)£(η)c −£(η)£(ξ)c −£(ξ)ι(τ)db +£(η)ι(τ)da − ι([η, τ ])da + ι([ξ, τ ])db.
(10)
By the Jacobi identity for vector fields, we have
[ξ, [η, τ ]] − [η, [ξ, τ ]] = [[ξ, η], τ ]. (11)
To calculate the one-form part, recall the following identities: given vector fields
ξ, η, we have [£(ξ),£(η)] = £([ξ, η]), ι([ξ, η]) = [£(ξ), ι(η)], and £(ξ) = dι(ξ) +
ι(ξ)d. The one-form component of (10) is therefore equal to
[£(ξ),£(η)]c −£(ξ)ι(τ)db +£(η)ι(τ)da −£(η)ι(τ)da + ι(τ)£(η)da +£(ξ)ι(τ)db − ι(τ)£(ξ)db
= £([ξ, η])c+ ι(τ)(£(η)da −£(ξ)db)
= £([ξ, η])c+ ι(τ)(dι(η)da − dι(ξ)db)
= £([ξ, η])c− ι(τ)d(£(ξ)b −£(η)a). (12)
Combining (11) and (12) we see that (10) is equal to
([ξ, η], τ), (£([ξ, η])c − ι(τ)d(£(ξ)b −£(η)a)) = [(ξ, a), (η, b)] · (τ, c).
This includes the proof of the first part of the Proposition.
As for the second part, let X = (ξ, a) ∈ g(X), T ∈ C∞(End(TX), and
α = (η, b) ∈ C∞(TX). We have
X · (fα) = ([ξ, fη],£(ξ)(fb)− ι(fη)da)
= (f [ξ, η] + ξ(f)η, f£(ξ)b + ξ(f)b− fι(η)da)
= fX · α+ ξ(f)α.
Since T is linear over C∞(X), we see that
(X · T )(fα) = fX · T (α) + X(f)Tα− fTX · α− X(f)Tα
= f(X · T )(α)
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This shows that the map C∞(TX)→ C∞(TX) defined by the right-hand side of
equation (8) is linear over functions, and therefore is induced by a well-defined
section of C∞(End(TX)). It is also easy to see that equation (9) implies that
X · (Y · T )− Y · (X · T ) = [X,Y] · T
holds for every X,Y ∈ gˇ(X).
Recall that a vector field ξ ∈ g(X) = C∞(TX) is called complete if it
generates a flow
Φ :X × R→ X
(x, t) 7→ ϕt(x).
Given such a vector field ξ ∈ g(X), we define
etξ = ϕ∗t ∈ G(X).
The (left) action of g(X) on Ω•(X)⊕C∞(TX) by Lie derivative is the infinites-
imal version of the (left) action of G(X) = Diffop(X) on Ω•(X)⊕ C∞(TX) in
the sense that for every complete ξ ∈ g(X), and every α ∈ Ω•(X)⊕ C∞(TX),
we have
d
ds
|s=te
sξα = £(ξ)etξα,
where the derivative with respect to s is defined point-wise.
Similarly, we say that an element X = (ξ, a) ∈ gˇ(X) is complete if the vector
field ξ is. In this case, define
atξ =
∫ t
0
esξads,
and
etX = (etξ, atξ) ∈ Gˇ(X).
We then have the following result, similar to [G2, Prop 2.3].
Proposition 3. Let X ∈ gˇ(X) be complete. Then
1. for every t, t′ ∈ R, we have
etXet
′
X = e(t+t
′)X.
2. For every every α ∈ C∞(TX) and every t ∈ R, we have
d
ds
|s=te
sX · α = X · (etξ · α),
where the derivative with respect to s is defined point-wise.
Proof. Given X = (ξ, a), we have
etXet
′
X = (ϕ∗tϕ
∗
t′ , a
tξ + ϕ∗ta
t′ξ). (13)
We have
ϕ∗ta
t′ξ =
∫ t′
0
ϕ∗t+sads =
∫ t+t′
t
ϕ∗s′ads
′,
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where the second equality follows from the change of variables s′ = s+ t. There-
fore
atξ + ϕ∗ta
t′ξ =
∫ t
0
ϕ∗sads+
∫ t+t′
t
ϕ∗sads
=
∫ t+t′
0
ϕ∗sads = a
(t+t′)ξ.
Substituting into equation (13) we obtian the desired result
etXet
′
X = e(t+t
′)X. (14)
Given Y = (η, b) ∈ C∞(TX), consider
d
dt
|t=0(e
tX · Y) = (
d
dt
|t=0(ϕ
∗
t η),
d
dt
|t=0(ϕ
∗
t b)−
d
dt
|t=0(ι(ϕ
∗
t η)d
∫ t
0
ϕ∗sads). (15)
We have
d
dt
|t=0(ϕ
∗
t η) = [ξ, η] (16)
and
d
dt
|t=0(ϕ
∗
t b) = £(ξ)b. (17)
Since atξ vanishes at t = 0, the Leibnitz rule together with the fundamental
theorem of calculus implies that implies that
d
dt
|t=0(ι(ϕ
∗
t η)d
∫ t
0
ϕ∗sads = ι(η)da. (18)
Substituting equations (16), (17), and (18) into (15), we see that
d
dt
|t=0(e
tX · Y) = JX,YK. (19)
Finally, combining (14) with (19), easily verify the second part of the propo-
sition.
3 Generalized complex structures
3.1 Basic definitions and examples
A good reference for the material in this subsection is [G1]. As described in the
introduction, a generalized complex structure on a manifold X is an endomor-
phism
J : TX → TX
that preserves the pairing 〈·, ·〉, satisfies J2 = −idTX , and satisfies a certain
integrability condition. To describe this condition, note that, since J squares to
minus the identity, we may decompose
TX ⊗ C = L⊕ L¯,
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where L and L¯ are the +i and −i eigen-bundles of (the complex-linear extension
of) J, respectively. We require that C∞(L) be involutive with respect to the
Dorfman bracket, i.e. we require that
JC∞(L), C∞(L)K ⊂ C∞(L).
Given a GC structure J on X , the restriction of the Dorfman bracket to
C∞(L) endows L with the structure of a complex Lie algebroid over X , with
anchor map given by projection π : L → TX ⊗ C. In particular, we may
associate to J its generalized Dolbeault complex
C∞(Λ0L∨)
δL // C∞(Λ1L∨)
δL // C∞(Λ2L∨)
δL // · · · .
For future reference, let us explicitly describe the first two differentials in this
complex. Given f : X → C (viewed as a section of Λ0L∨), the section δLf ∈
C∞(ΛL∨) is given by
δLf(X) = π(X) · f
for every X ∈ C∞(L), where we recall π : L→ TX⊗C is the projection (anchor)
map. Given α ∈ C∞(ΛL∨), for every X,Y ∈ C∞(L) we have
δLα(X,Y) = π(X) · α(Y)− π(Y) · α(X)− α([X,Y]).
Remark. A useful observation is that, since both L and L¯ are maximally isotropic
sub-bundles of TX ⊗ C (with respect to the C-linear extension of the pairing),
the pairing determines an isomorphism
L¯
∼= // L∨.
Example. Any ordinary complex structure J on X determines a GC structure
given by
JJ :=
(
−J 0
0 J∨
)
. (20)
In this case we have
L = (TX)0,1 ⊕ (T∨X)1,0
and
L∨ ∼= L¯ = (TX)1,0 ⊕ (T∨X)0,1.
The generalized Dolbeault complex is isomorphic to Ω0,•(X ; Λ•(TX)1,0) with
differential the ∂¯-operator corresponding to the standard holomorphic structure
on Λ•(TX)1,0 [G1].
Example. Let ω be a symplectic structure on X , viewed as an isomorphism
TX → T∨X . This determines a GC structure given by
Jω :=
(
0 −ω−1
ω 0
)
. (21)
In this case, we have
L = eiω(TX ⊗ C) = {(ξ,−iωξ) : ξ ∈ TX}.
13
The bundle map
eiω : TX ⊗ C→ L
is an isomorphism of complex Lie algebroids, and in particular the generalized
Dolbeualt complex is isomorphic to (Ω•(X ;C), ddR), the ordinary de-Rham com-
plex of X with complex coefficients.
Example. Given a GC manifolds (X, J) and (X ′, J′), the productX×X ′ inherits
a natural GC structure J× J′.
Given a GC manifold (X, J) with +i eigen-bundle L ⊂ TX ⊗ C, the type of
J at a point x ∈ X is the complex dimension of L ∩ (T∨X ⊗ C); equivalently,
it is the complex codimension of the projection πTX⊗C(L) ⊂ TX ⊗C. The GC
manifold is said to be regular at a point x ∈ X if the type of J is constant on
some neighborhood of x.
An equivalent definition of the type can be given as follows. Decompose J
as
J =
(
J11 J12
J21 J22
)
, (22)
where J11 : TX → TX , J21 : TX → T
∨X , J12 : T
∨X → TX , and J22 : T
∨X →
T∨X . The fact that J preserves the natural pairing and squares to minus the
identity implies that P := J12 : T
∨X → TX is skew-symmetric, i.e. for every
a, b ∈ T∨X we have
a(P (b)) = −b(P (a)).
In fact, the integrability of J implies that P is a Poisson structure onX . Defining
R = Ker(P ) ⊂ T∨, we easily check that J22 : T
∨ → T∨ preserves R and in fact
restricts to a complex structure on R. It is then easy to check that the type
of J is equal DimC(R) =
1
2DimR(R). In particular, J is regular at a point
x ∈ X if and only if the Poisson structure P is regular at x, i.e. if and only if
DimR(P (T
∨X)) is constant on a neighborhood of x ∈ X .
As an example, given a symplectic manifold (X,ω) and a complex manifold
(Y, J) of complex dimension k, the product (X × Y, Jω × JJ) is of type k at
every point; in particular, it is everywhere regular. Conversely, the generalized
Darboux theorem, due to Gualtieri [G1], says if x is a regular point of an arbitrary
GC manifold (X, J), then there exists some neighborhood of x on which J is
equivalent to such a product. Let us give a precise statement of this result in
a form convenient for our purposes. Endow R2m ∼= (Rm)∨ with the standard
symplectic structure
ω = dxm+1 ∧ dx1 + · · ·+ dx2m ∧ dxm,
andR2n ∼= Cn with the standard complex structure. LetX
m,n
0 = (R
2m+2n, Jm,n0 =
Jω × JJ) be the product GC manifold. We may then state (a slight variation)
of the generalized Darboux theorem [G1, Th. 4.35].
Theorem 5. Let (X, J) be a GC manifold of dimension 2(m + n), and let
x ∈ X be a regular point such that J is of type n at x. Then there exists a
neighborhood U of x, a neighborhood U0 of the origin in X
m,n
0 , a diffeomorphism
Φ : U
∼= // U0 taking x to the origin, and a 1-form u ∈ Ω1(U), such that
Φ∗(Jm,n0 |U0) = e
u · (J|U ).
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3.2 Generalized Holomorphic Vector Fields
Let J be a GC structure on X , and consider the projection maps
πL : TX ⊗ C→ L
given by
X 7→ X(1,0) :=
1
2
(X− iJX).
and
πL¯ : TX ⊗ C→ L¯
given by
X 7→ X(0,1) :=
1
2
(X+ iJX).
Also define µ : TX → L∨ by
µ(X) = 2〈X, ·〉|L. (23)
We easily check that
J
∨µ(X) = µ(−JX),
so that if we regard TX as a complex vector bundle with complex structure −J,
µ is a map of complex vector bundles. We also note that, since X = X(1,0)+X(0,1)
and L is isotropic, we have
µ(X) = 2〈X(0,1), ·〉|L.
Since πL¯ : (TX,−J)
∼= // L¯ is an isomorphism of complex vector bundles, and
L¯ pairs non-degenerately with L, it follows that µ is an isomorphism.
Definition 3. A section X ∈ gˇ(X) ∼= C∞(TX) is a generalized holomorphic
vector field if it satisfies
δLµ(X) = 0. (24)
We denote the space of all generalized holomorphic vector fields by T (X) ⊂
gˇ(X).
Notation. The space of generalized holomorphic vector fields of course depends
on the GC structure J. When necessary, will use the more precise notation
T (X, J) to indicate which GC structure is appearing in the condition (24).
The next proposition shows that we may view the space of generalized holo-
morphic vector fields as the infinitesimal symmetries of the GC structure J.
Proposition 4. For each X ∈ gˇ(X), we have
X · J = 0
if and only if
δLµ(X) = 0.
In particular, if X is complete then
eXJ = J.
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Remark. It is easy to see from this Proposition that the subspace T (X) ⊂ gˇ(X)
is closed under the Lie bracket (7).
Proof. The following lemma will be useful for the proof of the proposition.
Lemma 1. For each X ∈ gˇ(X), we have X · J = 0 if and only if
X · C∞(L) ⊂ C∞(L).
Proof. Suppose X · J = 0. Then for every v ∈ C∞(L) we have
0 = X · (Jv)− J(X · v) = iX · v − J(X · v)
so that
J(X · v) = iX · v,
so we see that X · v ∈ C∞(L). Conversely, suppose that X · C∞(L) ⊂ C∞(L).
Since X is real it follows that X · C∞(L¯) ⊂ C∞(L¯) also. For arbitrary v ∈
C∞(TX ⊗ C), we see that
X · πL(v) = πL(X · πL(v)) = πL(X · v)
and
X · πL¯(v) = πL¯(X · πL¯(v)) = πL¯(X · v).
Therefore
(X · J)(v) = X · (Jv)− J(X · v)
= iX · πL(v)− iX · πL¯(v)− iπL(X · v) + iπL¯(X · v)
= 0.
By the lemma, to prove the Proposition, we must show that δLµ(X) = 0 if
and only if X · C∞(L) ⊂ C∞(L). Since L is a maximal isotropic subspace of
TX ⊗ C, we have X · C∞(L) ⊂ C∞(L) if and only if for every pair of sections
v, w ∈ C∞(L) we have
〈X · v, w〉 = 0. (25)
We claim that the left-hand side of equation (25) is equal to 12δL(µ(X))(w, v),
so that it vanishes for arbitrary v and w if and only if X ∈ T (X). To see this,
recall the following two identities satisfied by the Dorfman bracket (see e.g. [G1,
§3.2])
1. For every A,B ∈ C∞(TX)
JA,BK = −JB,AK + 2(0, d〈A,B〉). (26)
2. For every A,B,C ∈ C∞(TX)
π(A)〈B,C〉 = 〈JA,BK, C〉 + 〈B, JA,CK〉. (27)
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Using these we have
〈X · v, w〉 = 〈JX, vK, w〉
= −〈Jv,XK, w〉 + 2〈d〈X, v〉, w〉
= −(π(v)〈X, w〉 − 〈X, [v, w]〉) + π(w)〈X, v〉
= π(w)〈X, v〉 − π(v)〈X, w〉 − 〈X, [w, v]〉
=
1
2
δL(µ(X))(w, v).
Example. Given a complex structure J onX , let JJ be the induced GC structure
described in Example 3.1. It is straightforward to check that a vector field
ξ ∈ C∞(TX) and a 1-form u ∈ Ω1(X) determine a generalized holomorphic
vector field X = (ξ, u) on (X, JJ) if and only if
∂¯ξ1,0 = 0 (28)
and
∂¯u0,1 = 0. (29)
Note that condition (28) is equivalent to requiring
£(ξ)J = 0,
whereas condition (29) is equivalent to requiring that du be of complex type
(1, 1).
Example. Given a symplectic structure ω on X , let Jω be the induced GC
structure described in Example 3.1. In this case, a vector field ξ ∈ C∞(TX) and
1-form u ∈ Ω1(X) determine a generalized holomorphic vector field X = (ξ, u)
on (X, Jω) if and only if
£(ξ)ω = 0
and
du = 0.
Thus, an infinitesimal symmetry of Jω consists of an infinitesimal symplecto-
morphism ξ together with a closed 1-form u.
3.3 Generalized Hamiltonian Vector Fields
Given a symplectic manifold (X,ω) and a real-valued function f : X → R,
recall that the Hamiltonian vector field associated to f is defined (up to a sign
convention) by
Xf = −ω
−1(df). (30)
This vector field is an infinitesimal symmetry of the symplectic structure in the
sense that
£Xfω = 0,
and the collection of all Hamiltonian vector fields form a sub-algebra ofC∞(TX).
We next introduce a generalization of this construction. Namely, given a GC
manifold (X, J), for every complex -valued function f : X → C we will define
infinitesimal symmetry Xf of J.
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Definition 4. Let (X, J) be a GC manifold. For every smooth function f :
X → C, the generalized Hamiltonian vector field Xf ∈ C
∞(TX) associated to
f is given by
Xf = −Re(2i(0, df)
(0,1)) = Re(J(0, df)− (0, idf)). (31)
The author learned of this construction (for real-valued f) in [Hi2, Prop 6],
where it is shown that Xf is an infinitesimal symmetry of (X, J). We give a
different proof of this result (for complex-valued f) as part (1) of the following
proposition. To the best of our knowledge, part (2) of Proposition 5 has not
appeared before.
Proposition 5. 1. For every f : X → C, the generalized Hamiltonian vector
field Xf is an element of T (X), i.e. satisfies
δLµ(Xf ) = 0.
2. The collection H of generalized Hamiltonian vector fields is a Lie sub-
algebra of T (X).
Proof. Given f : X → C, one easily calculates using Definition 4 and and (23)
that
µ(Xf ) = −iδLf,
where on the right-hand side f is regarded as a section of Λ0L∨. The first part of
the proposition therefore follows from the identity δ2
J
= 0. To prove the second
part, we must show that given any f, g : X → C, there exists h : X → C such
that [Xf ,Xg] = Xh. First, suppose that f and g are purely imaginary. Writing
f = ifI and g = igI , we have
[Xf ,Xg] = [(0, dfI), (0, dgI)] = 0,
so the result is trivial in this case. Next, suppose that f is purely real and
g = igI is purely imaginary. Decomposing the GC structure as
J =
(
J P
σ K
)
, (32)
we have
[Xf ,Xg] = [(Pdf,Kdfr), (0, dgI)] = (0,£(Pdf)dgI).
Using the Cartan formula for the Lie derivative, we see that this is equal to
(0, dι(Pdf)dgI) = Xiι(Pdf)dgI .
The last case, where both f and g are purely real, is more difficult, and uses the
integrability of J in a crucial way. It will be useful to rewrite the integrability
condition for J. To do so, first recall the definition of the Courant Bracket
on sections of TX , which is given by a formula closely related to that for the
Dorfman bracket [G1]:
[(ξ, a), (η, b)]C = ([ξ, η],£(ξ)b −£(η)a−
1
2
d(ι(ξ)b − ι(η)a)).
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Given an almost generalized complex structure J, we define the Nijenhuis tensor
NijJ : TX ⊗ TX → TX of J by the formula
NijJ(A,B) = [JA, JB]C − J[JA,B]C − J[A, JB]C − [A,B]C
for every pair of sections A,B ∈ C∞(TX). Integrability of J is equivalent to
the vanishing of NijJ [AB].
Returning to the proof of Proposition 5, the integrability of J implies that,
for every pair of real-valued functions f and g we have
0 = NijJ((0, df), (0, dg))
= [J(0, df), J(0, dg)]C − J[J(0, df), (0, dg)]C − J[(0, df), J(0, dg)]C − [(0, df), (0, dg)]C .
(33)
In terms of the decomposition (32) of J, we have [J(0, df), J(0, dg)]C=
([Pdf, Pdg],£(Pdf)Kdg −£(Pdg)Kdf −
1
2
dι(Pdf)dg +
1
2
dι(Pdg)df). (34)
It is easy to check that P : T∨X → TX must be skew-symmetric, in the
sense that for every a, b ∈ Ω1(X) we have a(P (b)) = −b(P (a). Therefore the
expression (34) is equal to
([Pdf, Pdg],£(Pdf)Kdg −£(Pdg)Kdf − dι(Pdf)dg). (35)
Similarly, we calculate
J[J(0, df), (0, dg)]C = J(0,£(Pdf)dg −
1
2
dι(Pdf)dg)
= (P£(Pdf)dg −
1
2
Pdι(Pdf)dg,K£(Pdf)dg −
1
2
Kdι(Pdf)dg)
= (Pdι(Pdf)dg −
1
2
Pdι(Pdf)dg,Kdι(Pdf)dg −
1
2
Kdι(Pdf)dg)
= (
1
2
Pdι(Pdf)dg−,
1
2
Kdι(Pdf)dg), (36)
and
J[(0, df), J(0, dg)]C = (−P£(Pdg)df +
1
2
Pdι(Pdg)df,−K£(Pdg)df +
1
2
Kdι(Pdg)df)
= (−Pdι(Pdg)df +
1
2
Pdι(Pdg)df,−Kdι(Pdg)df +
1
2
Kdι(Pdg)df)
= (−
1
2
Pdι(Pdg)df,−
1
2
Kdι(Pdg)df). (37)
Also, we easily see that [(0, df), (0, dg)]C = 0. Adding the 1-form components
of (35), (36), and (37) (and again using the skew symmetry of P ), the 1-form
component of equation (33) yields:
0 = £(Pdf)Kdg −£(Pdg)Kdf − d(ι(Pdf)Kdg)−Kdι(Pdg)df,
or equivalently
£(Pdf)Kdg −£(Pdg)Kdf = d(ι(Pdf)Kdg) +Kdι(Pdg)df. (38)
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On the other hand, adding the vector field components of (35), (36), and (37)
we see that
[Pdι(Pdf)dg, Pdι(Pdg)df) = Pdι(Pdg)df. (39)
With equations (38) and (39) in hand, we calculate
[Xf ,Xg] = [(P (0, df),K(0, df), (P (0, df),K(0, df))]
= ([P (0, df), P (0, dg)],£(P (0, df))K(0, dg)−£(P (0, dg))K(0, df))
= (Pdι(Pdg)df,Kdι(Pdg)df) + (0, dι(Pdf)Kdg). (40)
If we define h = ι(Pdg)df + iι(Pdf)Kdg, we see that
[Xf ,Xg] = Xh.
Example. In the case that J is induced by an ordinary complex structure J , the
generalized Hamiltonian vector field associated to f : X → C is given by
(0, 2Re(∂¯f)).
Example. Suppose J is induced by a symplectic structure ω. Given f : X → C,
write f = fR+ifI for real-valued functions fR, fI . The generalized Hamiltonian
vector field associated to f is given by
Xf = (XfR , dfI),
where XfR is the ordinary Hamiltonian vector field for the function fR : X → R
given by formula (30).
4 Generalized complex submanifolds and branes
4.1 Generalized submanifolds
The following definition is a special case of [G1, Def. 7.4].
Definition 5. A generalized submanifold of a smooth manifold X is a pair
(Z, F ), where Z ⊂ X is a submanifold, and F ∈ Ω2(Z) is a closed 2-form.
Remark. As discussed in the introduction, we will primarily be interested in a
related structure, which we call (following [KL]) a (rank 1) brane on X . Such
an brane is a pair B = (Z,L), where Z ⊂ X is a submanifold, and L is a
Hermitian line bundle with unitary connection supported on Z. In particular,
by setting F ∈ Ω2(Z) to be the curvature form of L, every such B determines
a generalized submanifold (which we sometimes call the underlying generalized
submanifold of B) . When we study the deformation theory of such branes
later in the paper, it will actually be conventient to use a slightly different–but
essentially equivalent–definition (Definition 19)
Given a submanifold Z ⊂ X , let i : Z →֒ X denote the inclusion, and let
(TX)|Z and (T
∨X)|Z denote the restrictions to Z of the tangent and cotangent
bundles of X . We then have the push-forward
i∗ : TZ → (TX)|Z
and pull-back
i∗ : (T∨X)|Z → T
∨Z.
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Definition 6. [G1, Def. 7.5] The generalized tangent bundle T(Z, F ) of a
generalized submanifold (Z, F ) is the sub-bundle of TX |Z whose fiber at z ∈ Z
is given by
Tz(Z, F ) = {(i∗ξ, a) ∈ TzX ⊕ T
∨
z X : ξ ∈ TzZ, i
∗a = ι(ξ)F}.
Remark. The generalized tangent bundle T(Z, F ) is a maximal isotropic sub-
bundle of TX |Z with respect to the (restriction of) the pairing 〈·, ·〉. It fits into
an exact sequence
0 // Ann(TZ) // T(Z, F ) // TZ // 0 .
When F = 0, there is a natural splitting of this sequence TZ → T(Z, F ) given
by
ξ 7→ (i∗ξ, 0),
which exhibits T(Z, F ) as the direct sum TZ ⊕Ann(TZ).
Definition 7. Let
r : gˇ(X) = C∞(TX)→ C∞(TX |Z)
denote the restriction map. We define K(Z,F ) ⊂ gˇ(X) by
K(Z,F ) = r−1(C∞(T(Z, F ))).
In other words, K(Z,F ) consists of those section of TX which extend section of
T(Z, F ).
Lemma 2. The subspace K(Z,F ) ⊂ C∞(TX) is closed under the Dorfman
bracket.
Proof. Let X = (ξ, v), Y = (η, w) be elements of K(Z,F ). By the assumption
that X and Y are elements of K(Z,F ), the vector fields ξ and η are tangent to Z,
so there exist unique vector fields τ, ζ ∈ C∞(TZ) such that the restriction of ξ
to Z is equal to i∗τ and the restriction of η to Z is equal to i∗ζ. Furthermore,
we have i∗v = ι(τ)F and i∗w = ι(ζ)F . Since ξ and η are both tangent to Z,
their Lie bracket [ξ, η] is as well; in fact its restriction to Z is equal to i∗[τ, ζ].
We have
JX,YK = ([ξ, η],£(ξ)w − ι(η)dv),
so we need to show that
i∗(£(ξ)w − ι(η)dv) = ι([τ, ζ])F.
Expanding the right hand side using the identity ι([τ, ζ]) = [£(τ), ι(ζ)] and the
Cartan formula we obtain
ι([τ, ζ])F = £(τ)ι(ζ)F − ι(ζ)£(τ)F
= £(τ)ι(ζ)F − ι(ζ)dι(τ)F − ι(ζ)ι(τ)df
= £(τ)ι(ζ)F − ι(ζ)dι(τ)F
= £(τ)i∗v − ι(ζ)di∗w
= i∗(£(ξ)v − ι(η)dw).
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The following definition is taken from [KM].
Definition 8. The generalized normal bundle of the generalized submanifold
(Z, F ) is the quotient
N(Z, F ) = TX |Z/T(Z, F ).
Remark. Let q : TX |Z → N(Z, F ) denote the quotient map. Since T(Z, F ) ⊂
TX |Z is maximal isotropic, it follows that the there is a well-define pairing of
N(Z, F ) with T(Z, F ) given by
〈q(X),Y〉 = 〈X,Y〉,
which identifies N(Z, F ) with the dual of T(Z, F ).
4.2 Compatibility with a GC structure
Definition 9. [G1, Def. 7.6] Let (X, J) be a GC manifold. A generalized
submanifold (Z, F ) of X is compatible with J if
J|Z(T(Z, F )) = T(Z, F ). (41)
In the case we say that (Z, F ) is a generalized complex submanifold of (X, J).
Remark. Given a brane B = (Z,L) on X , as described in Remark 4.1, we say
that B is compatible with J if its underlying generalized submanifold (Z, F ) is.
In this case, we simply call B a generalized complex (GC) brane. As mentioned
above, the definition we use later (Definition 21) is actually slightly different.
Remark. It will be convenient to recast the compatibility condition (41) in a
slightly different form. Given a GC manifold (X, J), define
QJ : TX × TX → X × R
by
QJ(X,Y) = 〈JX,Y〉. (42)
We easily verify that QJ is skew-symmetric and non-degenerate. Furthermore,
since T(Z, F ) is a maximal isotropic sub-bundle of TX |Z , it follows that T(Z, F )
is preserved by J if and only if the restriction of QJ to T(Z, F ) vanishes. If we
define
IZ(X) = {f ∈ C∞(X) : f |Z = 0}, (43)
then a generalized submanifold (Z, F ) is compatible with J if and only if
QJ(K
(Z,F ),K(Z,F )) ⊂ IZ .
Example. In the case where J = JJ comes from a complex structure J on X , it
is shown in [G1, Ex. 7.7] that a generalized submanifold (Z, F ) is compatible
with J if and only if Z is a complex submanifold of X , and F is of type (1, 1)
with respect to the induced complex structure on Z.
Example. Suppose J = Jω comes from a symplectic structure on X . If Z ⊂ X
is a Lagrangian submanifold, then (Z, F ) is compatible with J if and only if
F = 0. Conversely, a generalized submanifold of the form (Z, 0) is compatible
with J if and only if Z is Lagrangian. On the other hand, there exist more
exotic examples where F is non-zero, and Z is coisotropic but of dimension
greater than DimR(X)/2 [G1, Ex. 7.8]
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4.3 The action symmetries on GC submanifolds
Definition 10. Let (Z, F ) be a generalized submanifold of a manifold X. Let Y
be another manifold, ϕ : Y → X , a diffeomorphism, and u ∈ Ω1(Y ) a 1-form.
Let g = euϕ∗ : X → Y be the morphism in the groupoid Gˇ introduced in Remark
2. Consider the submanifold ϕ−1(Z) ⊂ Y , and let ϕZ : ϕ
−1(Z) → Z denote
the diffeomorphism induced by ϕ. We define g · (Z, F ) to be the generalized
submanifold of Y given by (ϕ−1(Z), (ϕZ)
∗F − di∗ϕ−1(Z)u).
Proposition 6. 1.
g ·K(Z,F ) = Kg·(Z,F ).
2. Given a GC structure J on X, a generalized submanifold (Z, F ) on X
is compatible with J if and only if g · (Z, F ) is compatible with the GC
structure g · J := g · J · g−1 on Y .
Proof. First, let consider the case where g is of the form g = (idX , u) for some
u ∈ Ω1(X); we then have
g · (Z, F ) = (Z, F + di∗Zu).
Set F ′ = F + di∗Zu. Given X = (ξ, a) ∈ K
(Z,F ), let X′ = g ·X = (ξ′, a′); we then
have ξ′ = ξ and a′ = a− ι(ξ)du. Since X ∈ K(Z,F ), ξ is tangent to Z. Denoting
the restriction of ξ to Z by τ ∈ C∞(TZ), we than have
i∗a = ι(τ)F.
This implies that
i∗a′ = ι(τ)F − ι(τ)di∗u = ι(τ)F ′,
and we therefore have X′ ∈ K(Z,F
′).
Set Z ′ = ϕ−1(Z) and F ′ = ϕ∗ZF ∈ Ω
2(Z ′), so that g · (Z, F ) = (Z ′, F ′). Let
iZ : Z →֒ X and iZ′ : Z
′ →֒ X the inclusion maps, and note that by construction
we have
iZϕZ = ϕiZ′ (44)
and
iZ′ϕ
−1
Z = ϕ
−1iZ . (45)
Given z ∈ Z, and z′ = ϕ−1(z) ∈ Z ′, let Ψz : TzX → Tz′ denote the linear
isomorphism induced by the pair (ϕ, u); in other words, for each section X ∈
C∞(TX), we have
(g · X)z′ = Ψ(Xz).
Part (1) of the Proposition is equivalent to the statement that, for each z ∈ Z
we have
Ψz(Tz(Z, F )) = Tz′(Z
′, F ′).
Given X = (ξ, a) ∈ Tz(Z, F ), by definition we have ξ = (iZ)∗τ for some τ ∈ TzZ,
i∗Za = ι(τ)F . Let us write (ξ
′, a′) = Ψz(ξ, a) ∈ Tz′X . Defining τ
′ = (ϕ−1Z )∗τ ∈
Tz′Z
′, the equality (45) implies that
ξ′ = ϕ−1∗ (ιZ )∗τ
= (ϕ−1ιZ)∗τ
= (iZ′ϕ
−1
Z )∗τ
= (iZ′)∗τ
′.
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Similarly, using (44) we see that
i∗Z′a
′ = i∗Z′ϕ
∗a
= (ϕiZ′)
∗a
= (iZϕZ) ∗ a
= ϕ∗Z i
∗
Za
= ϕ∗Z(ι(τ)F )
= ι(τ ′)F ′.
This completes the proof of part (1).
Let J′ denote g · J. Using part (1) as well as Proposition 1 we have
〈J′K(Z
′,F ′),K(Z
′,F ′)〉 = 〈gJg−1gK(Z,F ), gK(Z,F )〉 = ϕ∗〈JK(Z,F ),K(Z,F )〉.
On the other hand, we clearly have ϕ∗IZ = IZ
′
, so it follows that 〈J′K(Z
′,F ′),K(Z
′,F ′)〉 ⊂
IZ
′
if and only if 〈JK(Z,F ),K(Z,F )〉 ⊂ IZ . Recalling the discussion in Remark
4.2, this proves part (2) of the Proposition.
Remark. Continuing with Remarks 4.1 and 4.2, we may define a similar action of
Gˇ(X) on the set of branes onX . Given a brane B = (Z,L) and a diffeomorphism
ϕ : X
∼= // X , define
g · B := (ϕ−1(Z), ϕ∗ZL),
where as above ϕZ : ϕ
−1(Z)
∼= // Z denotes the diffeomorphism induced by ϕ.
Given a 1-form u ∈ Ω1(X), the group element (idX , u) acts on B changing the
connection ∇ on L according to
∇ 7→ ∇− 2πiu|Z.
Using Proposition 6, it is then easy to check that for any g ∈ G, if the brane
B is compatible with a GC structure J then g · B is compatible with the GC
structure g · J. In particular, the symmetries of a fixed J act on the set of GC
branes on (X, J).
4.4 The Lie algebroid complex of a GC submanifold
Let (Z, F ) be a GC submanifold of (X, J). Since J restricts to an endomorphism
of T(X,F ) which squares to minus the identity, we have the decomposition
T(Z, F )⊗ C = l ⊕ l¯,
where l is the +i-eigenbundle of T(Z;F ) ⊗ C and l¯ the −i-eigenbundle. By
construction, l is a sub-bundle of L|Z. Furthermore, as described in [G1], the Lie
algebroid bracket on L (i.e. the restriction of the Dorman bracket to L) induces
a well-defined bracket on sections of l, giving l the structure of a complex Lie
algebroid over Z with anchor map the projection π : l → TZ ⊗ C. Explicitly,
given sections X,Y ∈ C∞(l), choose sections X˜, Y˜ ∈ C∞(L) that extend X and
Y, i.e. such that r(X˜) = X and r(Y˜) = Y. Then it is straightforward to check
that r(JX˜, Y˜K) ∈ C∞(L|Z) lies in C
∞(l) and is independent of the choice of
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extensions X˜ and Y˜. We therefore have a well-defined bracket given by the
formula
JX,YKB = r(JX˜, Y˜K). (46)
Just as we did for the Lie algebroid L, we construct from l a differential complex
C∞(Λ0l∨)
δl // C∞(Λ1l∨)
δl // C∞(Λ2l∨)
δl // · · · .
Recall that we defined a linear isomorphism µ : TX → L
∨
on any GC
manifold. Similarly, for any GC submanifold (Z, F ), we have a linear bijection
µ : N(Z,F ) → l∨
characterized by the equation
µ(q(X))(v) = 〈X, v〉
for any pair of sections X ∈ C∞(TX |Z) and v ∈ C
∞(l), where q : TX |Z →
N(Z,F ) is the quotient map introduced above.
Definition 11. A generalized holomorphic section of the generalized normal
bundle is a section X ∈ C∞(NZ) satisfying
δlµ(X) = 0.
The following proposition is an easy consequence of the definitions, and we
omit the proof.
Proposition 7. Let X ∈ C∞(TX) be a generalized holomorphic vector field on
X. Then r(X) ∈ C∞(N(Z, F )) is a generalized holomorphic section of N(Z, F ).
5 Leaf-Wise Lagrangian GC Submanifolds
Let J be an a generalized complex structure on a manifold X . As discussed in
§3, J induces a Poisson structure P : T∨X → TX . Let S = P (T∨X) ⊂ TX be
the (not necessarily constant rank) distribution induced by P . The distribution
S inherits symplectic structure, i.e. a non-degenerate, skew-symmetric pairing
ω (which is “closed” in an appropriate sense) defined by
ω(ξ, η) = a(ξ), (47)
where a ∈ C∞(T∨X) is any section with P (a) = η. For example, when J is
induced by a symplectic structure as in Example 3.1, then S = TX and the
induced pairing ω is given by the original symplectic form.
Definition 12. Let (Z, F ) be a GC submanifold of (X, J), such that J is regular
at each point of Z. We say that (Z, F ) is leaf-wise Lagrangian if for each z ∈ Z
the intersection TzZ ∩ Sz is a Lagrangian subspace of Sz with respect to the
pairing (47).
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Example. Let (Xm,n0 = R
2m+2n, Jm,n0 = Jω×JJ) be the “standard” GC manifold
that appeared in Theorem 5. Introduce coordinates (s0, · · · , s2m, t0, · · · , t2n)
on Xm,n0 , where s0, · · · s2m are standard coordinates on R
2m, and t0, · · · t2n are
standard coordinates on R2n ∼= Cn. For a natural number k ≤ n, and let
Zk0 ⊂ X
m,n
0 be the product of the Lagrangian submanifold R
m ⊂ R2m with
the complex submanifold Ck ⊂ Cn; explicitly, Zk0 is defined by the conditions
sm+1 = · · · = s2m = t2k+1 = · · · = t2n = 0. We easily check that Z
k
0 , equipped
with the zero 2-form, is a leaf-wise Lagrangian GC submanifold of (X0, J0).
The following result, giving a local normal form for LWL GC submanifolds,
is a variation on the generalized Darboux theorem (Theorem 5).
Theorem 6. Let (Z, F ) be a LWL GC sub manifold of (X, J), where X is of
dimension 2(m+n), Z is of dimension m+2k, and J is of type n at each point
of Z. Then for each z ∈ Z, there exists a neighborhood U of z in X, a 1-form
u ∈ Ω1(U), a neighborhood U0 of the origin in X
m,n
0 , and a diffeomorphism
Φ : U → U0 such that
1. Φ(Z ∩ U) = Zk0 ∩ U0 and Φ(z) = 0,
2. Φ∗(Jm,n0 |U0) = e
u · J|U , and
3. F |U∩Z = dρ(u), where ρ : Ω
1(U)→ Ω1(U∩Z) is the pull-back (restriction)
map.
Proof. For simplicity write (X0, J0) = (X
m,n
0 , J
m,n
0 ) and Z
k
0 = Z0. By the
generalized Darboux Theorem 5, we may assume without loss of generality that
X is an open subset of X0, and z = 0. Decompose that tangent space of
X0 = R
2m × Cn at the origin as
T0(R
2m × Cn) = T0R
2m ⊕ T0C
n.
Define E = T0Z ∩ T0R
2m, and let K ⊂ T0C
n be the projection of T0Z onto
T0C
n. By assumption, E is a Lagrangian subspace of T0R
2m ∼= R2m.
Lemma 3. K is a complex subspace of T0C
n ∼= Cn.
Proof. Introduce the notation S = T0R
2m, W = T0C
2m, so that we have a
decomposition T0X = S ⊕W ⊕ S
∨⊕W∨. For every v ∈ K, there exists u ∈ S,
a ∈ S∨ and b ∈W∨ such that ((u, v), (a, b)) ∈ T0(Z, F ). We have
J(((u, v), (a, b))) = ((−ω−1(a),−J(v)), (ω(u), J∨(b))).
Since by assumption this is again an element of T0(Z, F ), we must have
(−ω−1(a),−J(v)) ∈ T0Z.
Therefore
−J(v) = πT0Cn(−ω
−1(a),−J(v)) ∈ K,
so we see that J(K) = K.
Recall that the set of linear symplectomorphisms of R2m acts transitively
on the set of Lagrangian subspaces, and that the set of complex linear au-
tomorphisms of Cn acts transitively on the set of complex subspaces of fixed
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dimension. Therefore, by applying a linear change of coordinates on X0, we may
assume without loss of generality that E is the subspace spanned by { ∂∂si }
m
i=1,
and K is the subspace spanned by { ∂∂ti }
2k
i=1. In particular, if we let π : Z → Z0
denote the projection map, then we see that
π∗TZ → TZ0
is an isomorphism at the origin. We may therefore choose a neighborhood Z˜ ⊂ Z
of the origin, such that the restriction of π to Z˜ give a diffeomorphism from Z˜
to Z˜0 := π(Z˜).
Introduce the alternate coordinates {x1, · · ·xd:=m+2k, y1, · · · yd
′:=m+2n−2k}
given by x1 = s1, · · ·xm = sm, xm+1 = t1, · · · , xm+2k = t2k and y1 = sm+1 · · · ym =
s2m, ym+1 = t2k+1 · · · ym+2n−sk = t2n. These coordinates are compatible with
the decomposition X0 ∼= Z0 × Y , where (x
1, · · · , xd) are coordinates on Z0 and
(y1, · · · , yd
′
) are coordinates on Y ∼= Rm+2n−2k. In particular, the restriction
of (x1, · · · , xd) give coordinates on Z˜, and we may write
Z˜ = {(x1, · · · , xd, ψ1(x1, · · ·xd), · · ·ψd
′
(x1, · · · , xd) : (x1, · · ·xd)) ∈ Z˜0}
for unique smooth functions {ψI ∈ C∞(Z˜0)}. Introduce the notation X˜0 =
Z˜0 × Y ⊂ X0, and define Ψ : X˜0 → X˜0 by
(x1, · · ·xd, y1, · · · yd
′
) 7→ (x1, · · ·xd, y1 − ψ1(x), · · · , yd
′
− ψd
′
(x)).
By construction, we have
Ψ−1(Z˜0) = Z˜.
Choose an ǫ-ball Y˜ ⊂ Y around the origin such that
Ψ−1(Z˜0 × Y˜ ) ∩ Z = Z˜.
Define
U0 = Z˜0 × Y˜ ,
U = Ψ−1(Z˜0 × Y˜ ),
and let the diffeomorphism
Φ : U → U0
be the restriction of Ψ to U .
Let F˜ be the restriction of F to Z˜. By shrinking Z˜ if necessary, we can find
w ∈ Ω1(Z˜) such that dw = F . Let πZ˜ : X˜0 → Z˜ be the projection, and define
u′ = π∗
Z˜
w; if we denote by ρZ˜ : Ω
•(X˜0) → Ω
•(Z˜0), then clearly ρ(u
′) = w.
Finally, let u ∈ Ω1(U) be the restriction of u′ to U .
Consider the quadruple (U,U0,Φ, u). By construction, we have Φ(Z ∩ U) =
Z0 ∩ U0, Φ(0) = 0, and dρZ∩U (u) = F |Z∩U . Therefore, the proof of Theorem 6
will be complete if we can show that
euΦ∗(J0|U0) = J0|U . (48)
Defining g = eu
′
Ψ∗ ∈ Gˇ(X˜0) and J˜0 = J0|X˜0 , we will show that
g · J˜0 = J˜0,
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which clearly implies the condition (48).
LetR ⊂ TX be the sub-bundle spanned by {( ∂∂yI , 0), (0, dx
i)}i,I and S ⊂ TX
the sub-bundle spanned by {( ∂∂xi , 0), (0, dy
I)}i,I . The following facts are clear
by inspection:
1. TX = R ⊕ S. Furthermore, both R and S are maximal isotropic so the
pairing gives an identification S ∼= R∨ and R ∼= S∨.
2. J0(R) = R and J0(S) = S.
3. S|Z0 = T(Z0, 0).
Let Y be the set of vector fields on X0 of the form
∑
I c
I ∂
∂yI for real constants
{cI}I . Define also R ⊂ C
∞(R) and S ⊂ C∞(S) to be the subspaces of elements
X ∈ C∞(R), C∞(S) satisfying (ξ, 0) · X = 0 for all ξ ∈ Y.
Lemma 4. (1) JR,SK ⊂ R,
(2) JR,RK = 0.
(3) J0(S) = S, J0(R) = R.
(4) For every X ∈ R, we have (X·J0)(R) = 0, (X·J0)(S) ⊂ R, and X·(X·J0) = 0.
(5) Every X ∈ R is complete, and satisfies
eXJ0 = J0 + X · J0. (49)
Proof. Every X ∈ R is of the form
X = (ξI(x)
∂
∂yI
, ai(x)dx
i), (50)
whereas every element Y ∈ S is of the form
Y = (ηi(x)
∂
∂xI
, bI(x)dy
I). (51)
We calculate
[ξI(x)
∂
∂yI
, ηi(x)
∂
∂xi
] = −ηi
∂ξI
∂xi
∂
∂yI
, (52)
£(ξI(x)
∂
∂yI
)bI(x)dy
I = ι(ξI(x)
∂
∂yI
)(
∂bI
∂xi
dxi ∧ dyI) + d(ξIbI)
= −ξI
∂bI
∂xI
dxi +
∂ξI
∂xi
bIdx
i + ξI
∂bI
∂xi
dxi
=
∂ξI
∂xi
bIdx
i, (53)
and
ι(ηi
∂
∂xi
)d(aidx
i) = ηj(
∂ai
∂xj
−
∂aj
∂xi
)dxi. (54)
Using (52), (53), and (54), we see that for X given by (50) and Y by (51) the
Dorfman bracket JX,YK is equal to
(−ηi
∂ξI
∂xi
∂
∂yI
,
∂ξI
∂xi
bIdx
i + ηj(
∂ai
∂xj
−
∂aj
∂xi
)dxi) ∈ R.
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This verifies part (1) of the lemma. Part (2) is verified by a similar computation,
which we omit.
Part (3) follows from an easy calculation using the explicit form of J0 =
Jω × JJ given by (21) and (20). For example, for i = 1, · · · ,m we have
J0((
∂
∂xi
, 0)) = (0,−dyi),
J0((
∂
∂yi
, 0)) = (0, dxi),
J0((0, dx
i)) = (−
∂
∂yi
, 0),
J0((0, dy
i)) = (
∂
∂xi
).
Part (4) follows from combining parts (1), (2), and (3).
To prove part (5), recall that X = (ξ, a) ∈ C∞(TX) is complete if and
only its vector field component ξ ∈ C∞(TX) is complete, i.e. if and only if it
generates a well-defined flow {ϕt : X → X} for all t ∈ R. If X ∈ R, its vector
field component is of the form ξi(x) ∂∂yi , for which the flow is explicitly given by
the formula
ϕt(x
1, · · · , xd, y1, · · · , yd
′
) = (x1, · · · , xd, y1 + ξ1(x), · · · yd
′
+ ξd
′
(x).
Given Y ∈ C∞(TX), for each t ∈ R define Yt = e
tX · Y. It follows from
Proposition 3 that the map t 7→ Yt is characterized by the conditions Y0 = Y,
and
d
ds
|s=tYs = JX,YtK. (55)
We claim that, if Y is an element of either R or S, then
Yt = Y+ tJX,YK, (56)
and in particular
eXY = Y+ JX,YK. (57)
To see this, note that Y0 = Y, and that the left-hand side of (55) is equal to
JX,YK for all t ∈ R. If Y ∈ R, then by part (4) of the Lemma JX,YK = 0,
so that both sides of (55) vanish. If Y ∈ S, then JX,YK ∈ R and therefore
JX, JX,YKK = 0, so that the right-hand side of (55) is equal to
JX,Y+ JX,YKK = JX,YK,
and again we see that equation (55) holds.
By inspection, eXJ0 is clearly determined by its action R ⊕ S ⊂ C
∞(TX),
so that part (5) of the lemma follows from equation (57).
Consider the vector field on V × Y given by ξ(x, y) = ψI(x) ∂∂yI . It is easy
to check that e(ξ,0) = ϕ∗ in Gˇ(V × Y ). Furthermore, since (ξ, 0) and (0, u) are
both elements of R, it follows from Lemma 4 that
(0,£(ξ)u) = J(ξ, 0), (0, u)K = 0,
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so that eξu = u. Therefore, defining X = (ξ, u) ∈ R, we see that
g := euϕ∗ = eX.
Therefore, to complete the proof of the Proposition, it will be sufficient to show
that
X · J0 = 0.
Actually, we will prove the equivalent statement −X ·J0 = 0. Since −X ∈ R,
it follows from Lemma 4 that −X · J vanishes if and only if
〈(−X · J0)S,S〉 = 0;
since g−1 · J0 = J0 − ξ · J0 and J0(S) = S, this is equivalent to
〈(g−1 · J)S,S〉 = 0,
which is in turn equivalent to
〈J(g · S), g · S〉 = 0.
It follows from Proposition 6 that
g ·K(Z0,0) = K(Z,F ).
Since S ⊂ K(Z0,0) and (Z, F ) is compatible with J, it follows that
〈J(g · S), g · S〉 ⊂ IZ .
On the other hand, since for each x, y ∈ S the quantity 〈J(g ·x), g ·y〉 is invariant
under the flow generated by the vector field ξ, it follows that if 〈J(g · x), g · y〉
vanishes on Z then it must vanish on all of X˜0, so we see that
〈J(g · S), g · S〉 = 0.
6 Formal symmetries of generalized complex struc-
tures
The remainder of the paper will be devoted to studying the deformation theory
of generalized complex branes. As discussed in the introduction, our first task
will be to define, for every GC brane B, a functor
DefB : ArtR → Set
encoding the formal deformations of B; we do this in Definition 25. Before we can
formulate Definition 25, however, it will be necessary to introduce a framework
that includes certain “formal” versions of geometric structures studied in §2-§5.
We therefore begin by recalling some basic facts about local Artin algebras, as
well as nilpotent Lie algebras and their exponentiation. We then use this theory
to recast some of the definitions and results about GC geometry presented in
the previous sections.
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6.1 Artin algebras, nilpotent Lie algebras, and exponen-
tiation
Recall that a ring is called Artinian if it satisfies the descending chain condition
on ideals.
Definition 13. Let ArtR denote the category of local, unital Artinian R-algebras
with residue field R.
For a discussion of Artin algebras and their use in deformation theory, see
[KS][Ha]. The basic facts stated below about ArtR may be found in these
references.
Remark. Every A ∈ ArtR may be decomposed, as a real vector space, as
A = R · 1A ⊕m,
where m ⊂ A is the unique maximal ideal. Furthermore, m is finite dimensional
over R, and coincides with the set of nilpotent elements of A. Any R-algebra
homomorphism ϕ : A′ → A for A,A′ ∈ ArtR necessarily satisfies ϕ(mA′) ⊂ mA.
Example. For each natural number N , the R-algebra
A = R[ǫ]/(ǫN+1)
is an object of ArtR, with maximal ideal (ǫ
N ).
Definition 14. Given A ∈ ArtR, a small extension of A is a pair (A
′, π), where
A′ is an object of ArtR, and π : A
′ → A is a surjective map of R-algebras, such
that the kernel of π is a principal ideal I ⊂ A′ satisfying mA′I = 0.
Example. Continuing with the previous example, for each natural number N
we have a small extension
R[ǫ]/(ǫN+2)→ R[ǫ]/(ǫN+1).
The following basic result will enable us to prove a number of results by
inducting on small extensions [Ha].
Proposition 8. Any surjective map in ArtR can be factored through a finite
sequence of small extensions. In particular, for any A ∈ ArtR, the quotient map
A→ R can be factored through a finite sequence of small extensions.
Let g be a real Lie algebra. Then g determines a functor from ArtR to the
category of real Lie algebras, given by
A 7→ gA := m⊗R g. (58)
We will refer to such a functor as a Lie algebra over ArtR. As a slight abuse
of notation, we will sometimes use the same symbol “g” to refer both to the
Lie algebra itself and the Lie algebra over ArtR it determines; the meaning will
always be clear from context.
Remark. More generally, for any category C, we may define an object of C over
ArtR to be functor ArtR → C, and a morphism (over ArtR) between such objects
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to be a natural transformation. For example, a real vector space V determines
two different vector spaces over ArtR, given respectively by
A 7→ A⊗R V
or
A 7→ m⊗R V.
A representation of a group G over ArtR on a vector space V over ArtR consists
of a representation of GA on VA for each A ∈ ArtR, the collection of which must
be suitably compatible with morphisms A→ A′ in ArtR.
The groups over ArtR we consider in this paper all have the property that
their value on the trivial Artin algebra R ∈ ArtR is the trivial group. We will
refer to such a group as a formal group over ArtR, or more succinctly as a formal
group.
To each real Lie algebra g, recall that we can associate a formal group over
ArtR as follows. For each A ∈ ArtR, the Lie algebra gA := m ⊗R g is nilpotent,
and may therefore be “exponentiated” it to form a group egA . By definition,
there is a canonical bijective map from the underlying set of gA to the underlying
set of egA , which we write as x 7→ ex. For each pair of elements x, y ∈ gA, the
product of ex with ey is defined using the Baker-Campbell-Hausdorff formula
exey = ex+y+
1
2 [x,y]+···,
where the formally infinite sum x+y+ 12 [x, y] · · · terminates after a finite number
of terms due to the nilpotence. This construction g 7→ eg is functorial: every
homomorphism of Lie algebras ϕ : g → g′ induces a homomorphism of formal
groups eϕ : eg → eg
′
, given for each Artin algebra A ∈ ArtR and each x ∈ gA
by the formula ex 7→ eϕA(x).
We record here for later use some well-known facts about this construction.
Proposition 9. Let g be a real Lie algebra with corresponding formal group eg.
1. Every action of g on a real vector space V induces an action of eg on V
(viewed as a vector space A 7→ A ⊗R V over ArtR ). This action is given
by the exponential formula: for each Artin algebra A ∈ ArtR, each x ∈ gA,
and each v ∈ A⊗R V , we set
exv = v + x · v +
1
2
x · (x · v) · · · . (59)
2. Consider the action of eg on g obtained by exponentiating the adjoint
representation of g on itself, i.e. for every Artin algebra A and every
x, y ∈ A⊗R g have
exy = y + [x, y] +
1
2
[x, [x, y]] + · · · .
Then for every x, y ∈ gA, we have the identity
exeye−x = ee
xy.
3. Fix A ∈ ArtR. Every group homomorphism ϕ : R→ e
gA is of the form
t 7→ etx (60)
for a unique x ∈ gA. Conversely, for each x ∈ gA, the formula (60)
determines a homomorphism R→ egA .
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6.2 The formal symmetries of a Courant algebroid
Fix a smooth manifold X . As in §2, we denote by g(X) the real Lie algebra
of vector fields on X , and by gˇ(X) = g(X) ⋉ Ω1(X) the semi-direct product
Lie algebra introduced in Definition 2. Following the convention introduced
above, we may also regard g(X) and gˇ(X) as a Lie algebras over ArtR, which
assign to each A ∈ ArtR with maximal ideal m ⊂ A the nilpotent Lie algebras
gA(X) := m⊗ g(X) and gˇA(X) = m⊗R gˇ(X), respectively. More generally, we
have sheaves of Lie algebras over ArtR, which assign to each open set U ⊂ X
and each A ∈ ArtR the Lie algebras gA(U) = m⊗R g(U) and gˇ(U) = m⊗R g(U).
We also introduce the notation for differential forms
Ω•A(X) := A⊗R Ω
•(X)
and
Ω•m(X) := m⊗R Ω
•(X),
and similarly
C∞A (TX) := A⊗R C
∞(TX),
C∞m (TX) := m⊗R C
∞(TX),
C∞A (TX) := A⊗R C
∞(TX),
and
C∞m (TX) := m⊗R C
∞(TX).
A potentially confusing point about this notation: while C∞(TX) and g(X)
both denote the space of vector fields on X , given A ∈ ArtR the spaces C
∞
A (TX)
and gA(X) are not the same. This corresponds to the different roles played by
the space of vector fields in our development.
Consider the formal group eg(X), whose elements may be viewed as infinites-
imal diffeomorphisms of X . The action of g(X) on the spaces Ω•(X) and
C∞(TX) via the Lie derivative may be exponentiated (as described in Propo-
sition 9) to an action of eg(X). Unsurprisingly, this action is compatible with
the relevant structures on Ω•(X), and C∞(TX), such as the wedge product
of differential forms, and the contraction operation between vector fields and
forms. This is summarized in the following Proposition, whose proof is deferred
to the appendix.
Proposition 10. Fix an Artin algebra A ∈ ArtR. For each g ∈ e
gA(X), each
a, b ∈ A⊗R Ω
•(X), and each ξ, η ∈ A⊗R C
∞(TX) we have
g(da) = dg(a),
g(a ∧ b) = g(a) ∧ g(b),
g(ι(ξ)a) = ι(g(ξ))g(a),
and
g([ξ, η]) = [g(ξ), g(η)].
Turning next to the formal group egˇ(X), we may similarly exponentiate the
action of gˇ(X) on C∞(TX) (described in Proposition 2) to give an action of
egˇ(X). Using Proposition 10), we may then easily prove the following.
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Proposition 11. For each A ∈ ArtR, the action of egˇA
(X) on C∞A (TX) is
compatible with the (A-linear extensions of the) Dorfman bracket (1), the natural
pairing 〈·, ·〉, and the projection π : C∞A (TX)→ C
∞
A (TX).
It will be convenient to have a formal version of Proposition (3), which
gives an explicit formula for the exponential map gˇA(X) 7→ e
gˇA(X) in terms of
the subgroups egA(X) and em⊗RΩ
1(X); introducing the notation h(X) for Ω1(X)
(regarded as an abelian Lie algebra), the latter group may be denoted by ehA(X).
Adapting the same notation used in the statement of Proposition (3), for each
ξ ∈ gA(X) and each a ∈ hA(X), we define
aξ =
∫ 1
0
etξ(a)dt, (61)
where the precise meaning of the right-hand side is as follows: for each ξ ∈
gA(X) and a ∈ hA(X), the expression
etξ(a) := a+ t£(ξ)a+
t2
2
£(ξ)£(ξ)a+ · · ·
defines a polynomial in t, i.e. an element of hA(X)[t]. The integral with respect
to t in (61) is then defined algebraically: for each natural number n and each
b ∈ hA we set ∫ 1
0
btndt :=
b
n+ 1
.
Proposition 12. For all (ξ, a) ∈ gA(X)⋉ hA(X), we have
e(ξ,a) = e(0,a
ξ)e(ξ,0).
Proof. Given (ξ, a) ∈ gˇA(X), consider the map
ϕ : R→ egˇA(X)
given by
t 7→ e
∫
t
0
esξadsetξ.
By Proposition 9, for each ξ ∈ gA(X) and each a ∈ hA(X) we have
eξeae−ξ = ee
ξ(a);
the same calculation used in the proof of Proposition 3 may then be used to
show that ϕ : R→ egˇA(X) is a group homomorphism. Therefore, by part (2) of
Proposition 9, it follows that ϕ is of the form
t 7→ etX (62)
for a unique X ∈ gˇA(X). Note that
atξ =
∫ t
0
esξads = ta+ t
∞∑
k=1
tk
(k + 1)!
ξk · a := ta+ th(t),
where h(t) is an element of gˇA(X)[t] (depending on ξ and a), so that by the
Baker-Campbell-Hausdorff formula we have
ea
tξ
etξ = et(ξ+a)+t
2h˜(t), (63)
where h˜(t) is an element of gˇA(X)[t]. Comparing equations (62) and (63), we
see that h˜(t) = 0 and X = (ξ, a).
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By construction, we have inclusions of egA(X) and ehA(X) as sub-groups of
egA(X)⋉hA(X). Proposition 12 implies that these subgroups (which have trivial
intersection) generate egA⋉hA(X), so that egA(X)⋉hA(X) may be identified with
the semi-direct product egA(X) ⋉ ehA(X) (this is of course a special case of a
more general result about the exponentiation functor). In particular, we have
the following corollary, recorded here for later use.
Corollary 1. For each ξ ∈ gA(X), the linear map hA(X) → hA(X) mapping
a 7→ aξ is a bijection.
Next, let J be a GC structure on X . Recall from §3 the Lie algebra T (X)
of generalized holomorphic vector fields (Definition 3), which are the infinites-
imal symmetries of J, as well as the sub-algebra H(X) ⊂ T (X) of generalized
Hamiltonian vector fields (Definition 4). For each A ∈ ArtR we may then define
the nilpotent Lie algebra TA(X) as well as the subalgebra HA(X) ⊂ TA(X). By
inspection of the exponential formula (59), we immediately see the following
Proposition 13. For each X ∈ TA(X) we have
eX · J = J.
7 The deformation functor of a generalized com-
plex brane
Using the framework introduced in the last section, we now to turn to the
problem of defining for each GC brane B a functor
DefB : ArtR → Set
encoding the formal deformations of B. As mentioned in the introduction, this
functor (given in Definition 25), will be constructed in terms of a formal groupoid
Def
B(X, J) over ArtR (Definition 24), which encodes the appropriate notions of
equivalence between deformations of B.
7.1 Deformations of a Hermitian line bundle with unitary
connection
Given a brane B = (Z,L), we may simultaneously deform both Z and L. As
a preliminary to studying the general situation, we first consider the deforma-
tions of L only, i.e. the deformations of a Hermitian line bundle with unitary
connection over a fixed space.
Let X be a smooth manifold, andW = {WI} an open cover of X . We denote
by WI1I2···Ik the k-fold intersection WI1 ∩ · · ·WIk .
Definition 15. The set Herm(X) consists of triples L = ({WI}, {cIJ}, {aI}),
where {WI} is an open cover of X, {cIJ ∈ C
∞(WIJ )} is a collection of real-
valued functions satisfying
cJK − cIK + cIJ ∈ Z,
and {aI ∈ Ω
1(WI)} is a collection of (real) 1-forms satisfying
aJ − aI = dcIJ
on the intersections WIJ .
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Remark. Given an element L = (W , {cIJ}, {aI}) ∈ Herm(X) as above, we may
construct a Hermitian line bundle with unitary connection on X by gluing. The
line bundle is constructed by gluing trivial (Hermitian) line bundles on eachWI
using transition functions gIJ = e
2πicIJ . The unitary connection is then locally
specified on each WI by
∇ = d+ 2πi.
Furthermore, for each manifold X , there exists an open coverW such that every
Hermitian line bundle with unitary connection is isomorphic to one of this form.
More formally, the gluing construction may be extended to an equivalence of
categories (defined on objects as above).
Notation. For the most part, we will work with a fixed open cover {WI} and
omit it from the notation, i.e. we will simply write L = ({cIJ}, {aI}) to specify
an element of Herm(X).
Remark. An element L = ({cIJ}, {aI}) ∈ Herm(X,W) determines a closed
2-form F ∈ Ω2(X), which is given by F |WI = daI on each open set WI .
Remark. Given an open set U ⊂ X , there is a natural restriction mapHerm(X)→
Herm(U), which we denote by L 7→ L|U for L ∈ Herm(X).
Remark. Recall from Remark 6.1, that for any category C we defined an object
of C over ArtR to be a functor ArtR → C. A similar definition can be made
when C is a 2-category, for example the 2-category Gpd of (small) groupoids.
For example a (strict) groupoid over ArtR may be defined as a (strict) functor
ArtR → Gpd; explicitly, this consists of a groupoid GA for every A ∈ ArtR, and
for every homomorphism A→ A′ ∈ ArtR a functor GA → GA′ . For our present
purposes, we require the composition of these functors to be strictly compatible
with composition in ArtR. The groupoids over ArtR we consider will all have the
property that they map the trivial Artin algebra R ∈ ArtR to a trivial groupoid,
i.e. a groupoid with a single object and a single morphism. We will refer these
as formal groupoids (over ArtR). The notion of a (strict) functor between formal
groupoids is defined in the obvious way. We will sometimes drop the modifier
“formal” when it is clear from context.
To streamline the exposition, we will usually define specific formal groupoids
(and functors between them) by simply describing their value on each A ∈ ArtR.
The additional structure needed to make things completely precise will always
be clear from the context.
Definition 16. Given L = ({cIJ}, {aI}) ∈ Herm(X), we define a formal
groupoid DefL(X) (over ArtR) as follows. For each A ∈ ArtR, an object of
DefLA(X), which we call an A-deformation of L, is a pair Lˆ = ({cˆIJ}, {aˆI}),
where
(i) each aˆI ∈ Ω
1
A(WI), and is of the form
aˆI = aI + uI
for uI ∈ Ω
1
m(UI),
(ii) each cˆIJ ∈ C
∞
A (WIJ ) is of the form
cˆIJ = cIJ + fIJ
for fIJ ∈ C
∞
m (WIJ ),
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(iii) on each overlap WIJ we have
aˆJ − aˆI = dcˆIJ ,
or equivalently uJ − uI = dfIJ ,
(iv) on each 3-fold intersection WIJK we have
cˆJK − cˆIK + cˆIJ ∈ Z,
or equivalently fJK − fIK + fIJ = 0.
Given A-deformations Lˆ = ({cˆIJ}, {aˆI}) and Lˆ
′ = ({cˆ′IJ}, {aˆ
′
I}) of L, an iso-
morphism Lˆ → Lˆ′ is a collection g = {gI ∈ C
∞
m (WI)} such that
1. aˆ′I = aˆI + dgI (⇔ u
′
I = uI + dgI) and
2. cˆ′IJ = cˆIJ + gJ − gI (⇔ f
′
IJ = fIJ + gJ − gI).
The composition of isomorphisms is given by addition. For any A-deformation
of L, the identity isomorphism is given by {gI = 0}.
Remark. Given an open set U ⊂ X , let us introduce the notation
DefL(U) := DefL|U (U).
For every inclusion of open subset V ⊂ U , we then have a natural restriction
functor (between formal groupoids)
DefL(U)→ DefL(V ).
Altogether, we obtain a (strict) sheaf of formal groupoids on X sending U to
the formal groupoid DefL(U).
Proposition 14. Every A-deformation of L is isomorphic to one of the form
Lˆ = ({cIJ}, {aˆI}), i.e. to one with undeformed transition functions cˆIJ = cIJ .
Proof. Given Lˆ = ({cIJ + fIJ}, {aI + uI}), by part (II) of Definition 16 we see
that
fJK − fIK + fIJ = 0.
The functions fIJ ∈ C
∞(WIJ )⊗mA therefore define a Cech cocycle. Since the
sheaf C∞ of smooth, real-valued functions on X admit partitions of unity, so
does the sheaf C∞ ⊗mA. We may therefore choose {gI ∈ C
∞
m (WI)} satisfying
gJ − gI = fIJ
on the overlaps WIJ . This implies that Lˆ is isomorphic to Lˆ
′ = ({cIJ}, {aI +
dgI}).
Definition 17. Let C be a groupoid, and G a group. A strict left action of G
on C is a collection of functors {Fg}g∈G satisfying the following:
1. For every g, g′ ∈ G, we have Fg ◦ Fg′ = Fgg′ .
2. The functor F1 induced by the identity element 1 ∈ G is the identity
functor.
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A strict right action is defined similarly, except that for every g, g′ ∈ G we
require that Fg ◦ Fg′ = Fg′g.
Remark. Given a formal group G and a formal groupoid C, we may define an
action of G on C to consist of an action of GA on CA for each A ∈ ArtR, subject
to some obvious compatibility relations.
Notation. Given a strict left action of G on C, we will use the notation
Fg(x) = g · x
for each g ∈ G and each object x ∈ C. Similarly, given a morphism ϕ : x → y
in C we denote Fg(ϕ) by g ·ϕ. Similarly, if G acts on C on the right, we will use
the notation x · g and ϕ · g.
We now describe an action of egˇ(X) (the formal symmetries of the Courant
algebroid) on DefL(X).
Definition 18. Given A ∈ ArtR, Lˆ = ({cˆIJ}, {aˆI}) ∈ Def
L
A(X), and x =
eueτ ∈ egˇA(Z), let
x · Lˆ = ({eτ |WIJ cˆIJ}, {e
τ |WI aˆI − u|WI}) ∈ Def
L
A(X).
Given an isomorphism {gI} : Lˆ → Lˆ
′ in DefLA(X), define
x · {gI} = {e
τgI} : x · Lˆ → x · Lˆ
′
We then have the following easy result, the proof of which is omitted.
Proposition 15. Definition 15 determines a strict left action of egˇ(X) on
DefL(X).
7.2 Deformations of branes
We now turn to the deformations of GC branes. For each GC brane B on
a GC manifold (X, J), we will define a formal groupoid DefB(X, J) encoding
the infinitesimal deformations of B and their equivalences (Definition 24). By
passing to equivalence classes of deformations, we construct from B a functor
(Definition 25)
DefB := π0(Def
B(X, J)) : ArtR → Set.
We will see that in many situations it is necessary to work with the formal
groupoid Def•(X, J) itself, and not the functor DefB.
The construction of DefB(X, J) will be given in several steps. First, we ig-
nore the GC structure J and define a formal groupoid D˜ef
B
(X) that does not
encode any compatibility condition with respect to J. We then define a sub-
groupoid D˜ef
B
(X, J) whose objects are those deformations compatible with J.
The formal group eT (X) of symmetries of (X, J) acts on D˜ef
B
(X, J); in particu-
lar, there is an action of eH(X), the formal generalized Hamiltonian symmetries.
Incorporating this action leads to the formal groupoid Def•(X, J).
Definition 19. Let X be a smooth manifold. A (rank 1) brane on X is a pair
B = (Z,L), where Z ⊂ X is a smooth submanifold and L is an element of
Herm(Z). We denote the collection of all such branes on X by Br(X).
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Remark. Given such a brane (Z,L), applying the gluing construction described
in Remark 7.1 to L determines a GC brane in the sense of Remark 4.1.
Definition 20. Given a manifold X, and a brane B ∈ Br(X), let D˜ef
B
(X) be
the following formal groupoid.
1. For each A ∈ ArtR, an object of D˜ef
B
A(X) is a pair Bˆ = (ρˆ, Lˆ), where
(a) ρˆ : Ω•A(X) → Ω
•
A(Z) is of the form ρˆ = ρe
ξ for some ξ ∈ gA(X),
where ρ : Ω•(X)→ Ω•(Z) denotes the pull-back map for the inclusion
i : Z →֒ X.
(b) Lˆ is an object of DefLA(Z), as in Definition 16.
We will refer to such an object as an A-deformation of B.
2. Given two A-deformations Bˆ = (ρˆ, Lˆ) and Bˆ = (ρˆ′, Lˆ′), an equivalence
Bˆ
∼= // Bˆ′ is a pair Ψ = (eτ , {gI}), where
(a) eτ ∈ egA(Z) satisfies
ρˆ′ = eτ ρˆ,
and
(b) {gI} is a morphism
ψ : Lˆ′ → eτ · Lˆ
in the groupoid DefLA(Z).
3. Given equivalences Ψ = (eτ , {gI}) : Bˆ
∼= // Bˆ′ and Ψ′ = (eτ
′
, {g′I}) :
Bˆ
∼= // Bˆ′′, their composition is defined by
Ψ′ ◦Ψ = (eτ
′
eτ , {eτ
′
gI + g
′
I}) : Bˆ
∼= // Bˆ′′.
For any A-deformation Bˆ of B, the identity isomorphism Bˆ → Bˆ is given
by (1, idLˆ).
Remark. Let us examine the composition in D˜ef
B
A(X) in a little more detail
(and in particular verify that it is well-defined). Suppose Ψ = (eτ , {gI}) is
an equivalence from B = (ρˆ, Lˆ) to B′ = (ρˆ′, Lˆ′) and Ψ′ = (eτ
′
, {g′I}) is an
equivalence from Bˆ′ to Bˆ′′ = (ρˆ′′, Lˆ′′). By definition, we have ρˆ′ = eτ ρˆ, ρˆ′′ =
eτ
′
ρˆ′, {gI} is an equivalence Lˆ
′ → eτ Lˆ and {g′I} is an equivalence Lˆ
′′ → eτ
′
Lˆ′.
Defining eτ
′′
= eτ
′
eτ , it follows that ρˆ′′ = eτ
′′
ρˆ. Furthermore, eτ
′
{gI} is an
equivalence from eτ
′
Lˆ → eτ
′
eτL = eτ
′′
L, so that the composition (eτ
′
{gI}) ◦
{g′I}) is an equivalence from Lˆ
′′ → eτ
′′
· Lˆ; therefore
(eτ
′′
, (eτ
′
{gI}) ◦ {g
′
I}) = (e
τ ′eτ , {eτ
′
gI + g
′
I}) (64)
does in fact define a morphism in D˜ef
B
A(X) from Bˆ to Bˆ
′′. Writing the com-
position as on the left-hand side of (64) makes it easy to check its associativity
using Proposition 15.
Proposition 16. There is a strict right action of the formal group egˇ(X) on
D˜ef
B
(X), given as follows:
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1. For each A ∈ ArtR, each g = e
(0,w)e(ξ,0) ∈ egˇA(X), and each Bˆ = (ρˆ, Lˆ) ∈
D˜ef
B
A(X), define
Bˆ · g = (ρˆeξ, e−ρˆ(w) · Lˆ),
where we recall that by definition
e−ρˆ(w) · L = ({cˆIJ}, {aˆI + ρˆ(w)|WI }).
2. For each equivalence Ψ = (eτ , {gI}) : Bˆ1
∼= // Bˆ2, define
Ψ · g : Bˆ1 · g → Bˆ2 · g
to be given by the same pair (eτ , {gI}), regarded as an equivalence Bˆ
∼= // Bˆ′.
Proof. First, let us check that if Ψ = (eτ , {gI}) is an equivalence Bˆ1
∼= // Bˆ2,
then the same pair (eτ , {gI}) does in fact define an equivalence Bˆ1 ·g
∼= // Bˆ2 ·g.
Let us write Bˆ1 = (ρˆ1, Lˆ1), Bˆ2 = (ρˆ2, Lˆ2), Bˆ
′
1 := Bˆ1 · g = (ρˆ
′
1, Lˆ
′
1), Bˆ
′
2 :=
Bˆ2 · g = (ρˆ
′
2, Lˆ
′
2), and similarly write Ψ = (e
τ , ψ) with ψ = {gI} : Lˆ2 → Lˆ2, and
Ψ′ = Ψ · g = (eτ
′
, ψ′) with τ ′ = τ and ψ′ = {gI}. Note that since ρˆ2 = e
τ ρˆ1, we
have ρˆ′2 = ρˆ2e
ξ = eτ ρˆ1e
ξ = eτ ρˆ′1 = e
τ ′ ρˆ′1. Furthermore, since ψ is an equivalence
from Lˆ2 → e
τ Lˆ1 in Def
L
A(Z), it follows that e
−ρˆ2(u) · ψ is an equivalence from
L′2 = e
−ρˆ2(u) · Lˆ2 to e
−ρˆ2(u)eτ Lˆ1. But we have
e−ρˆ2(u)eτ Lˆ1 = e
−eτ ρˆ1(u)eτ Lˆ1 = e
τe−ρˆ1(u)Lˆ1 = e
τ ′Lˆ′1,
so that e−ρˆ2(u)ψ is a morphism from Lˆ′2 → e
τ ′Lˆ′1 in Def
L
A(Z). Thus, we see that
Ψ · g = Ψ′ does indeed define an equivalence from Bˆ1 · g to Bˆ2 · g, as claimed.
Since g acts trivially on morphisms, the functoriality property (Ψ′ · g) ◦ (Ψ ·
g) = (Ψ′ ◦ Ψ) · g holds trivially. Furthermore, by construction, the identity
element of egˇ(X) acts as the identity functor. Therefore, to finish the proof of
the proposition we just need to check that (Bˆ · g) · g′ = Bˆ · (gg′) hold for each
object Bˆ ∈ D˜ef
B
A(X) and each g, g
′ ∈ egA(X).
Let Bˆ = (ρˆ, Lˆ) ∈ D˜ef
B
A(X) and g = e
ueξ, g′ = eu
′
eξ
′
∈ egˇA(X). We have
(Bˆ · g) · g′ = (ρˆeξ, e−ρˆ(u)Lˆ)g′ = (ρˆeξeξ
′
, e−ρˆe
ξu′−ρˆuLˆ). (65)
Since gg′ = eu+e
ξu′eξeξ
′
, we see that the right-hand side of (65) is equal to
Bˆ · (gg′).
7.3 Compatibility with a generalized complex structure
Every B = (Z,L) ∈ Br(X) determines a generalized submanifold (Z, F ) on
X , where F is the curvature form of L. In particular, we have the generalized
tangent bundle TB and the generalized normal bundle NB, which by definition
are the generalized tangent bundle and generalized normal bundle of (Z, F ) (as
defined in §4). Similarly, we denote by KB the space K(Z,F ) introduced in
Definition 7, and by H•(B) the Lie algebroid cohomology groups associated to
(Z, F ) (described in §4.4). Recall also the notation
IZ := {f ∈ C∞(X) : f |Z = 0}.
40
Definition 21. Let (X, J) be a GC manifold. A (rank 1) GC brane on (X, J) is
an element B ∈ Br(X) as in Definition 19, such that the underlying generalized
submanifold (Z, F ) of B is compatible with J. We denote the collection of all
such GC branes by Br(X, J).
Definition 22. Given B = (Z,L) ∈ Br(X, J), and an Artin algebra A ∈ ArtR,
an element g ∈ egˇ(X) is said to becompatible with J with respect to B if
Qg·J(K
B
A,K
B
A) ⊂ I
Z
A ,
where Qg·J is the A-linear extension of pairing defined by (42), K
B
A := A⊗RK
B
and IZA := A⊗R I
Z .
Proposition 17. Let B ∈ Br(X, J), and let g = eueξ and g′ = eu
′
eξ
′
be
elements of egˇA(X) such that
1. ρeξ = ρeξ
′
and
2. ρu = ρu′.
Then g is compatible with J with respect to B if and only if g′ is.
Proof. Suppose we are given ξ ∈ C∞m (TX) such that ρe
ξ = ρ : Ω•A(X)→ Ω
•
A(Z);
this is equivalent to requiring that 0 = ρ£(ξ) : Ω•A(X)→ Ω
•
A(Z). Suppose also
that we are given η ∈ C∞A (TX) that is tangent to Z, with ρ(η) = τ ∈ C
∞
A (Z);
this means that ρ(£(ξ)v) = £(τ)ρv for every v ∈ Ω•A(X). We claim that in this
case
eξη ∈ C∞A (TX)
is still tangent to Z with ρ(eξη) = τ . To see this, note that for every v ∈ Ω•A(X)
we have
ρ(£(eξη)v) = ρ(eξ(£(η)e−ξv))
= ρ(£(η)e−ξv)
= £(τ)ρe−ξv
= £(τ)ρv.
Next, suppose we are given h = e(0,u)e(ξ,0) ∈ egˇA(X) such that ρeξ = ρ and
ρu = 0. We claim that in this case
h ·KBA = K
B
A.
To see this, let X = (η, a) be an arbitrary element of KBA. By definition, this
means that η is tangent to Z, say with ρ(η) = τ ∈ C∞A (TZ), and ρ(a) = ι(τ)F .
Write h · X = (η˜, a˜), with
η˜ = eξη
and
a˜ = eξa− ι(η˜)du.
We have already seen that η˜ is tangent to Z with ρ(η˜) = τ . Furthermore, we
see that
ρa˜ = ρ(eξa)− ρ(ι(η˜)du)
= ρa− ι(τ)dρ(u)
= ρa = ι(τ)F,
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so that h · X ∈ KBA, as claimed.
To complete the proof, let g = eueξ and g′ = eu
′
eξ
′
with ρeξ = ρeξ
′
and
ρu = ρu′. Defining h = g′g−1, we see that
h = eu
′−eξ
′
e−ξueξ
′
e−ξ.
Defining ξ˜ by the equation
eξ˜ = eξ
′
e−ξ
and u˜ = u′ − eξ˜u, we see that h = eu˜eξ˜, and that
ρeξ˜ = ρ
and
ρu˜ = 0;
as shown above this implies
h ·KBA = K
B
A.
Therefore, we have
Qg·J(K
B
A,K
B
A) = 〈gJg
−1KBA,K
B
A〉
= 〈h−1g′J(g′)−1hKBA,K
B
A〉
= h−1〈(g′ · J)hKBA, hK
B
A〉
= h−1〈(g′ · J)KBA,K
B
A〉
= h−1Qg′·J(K
B
A,K
B
A). (66)
Since ρh = ρ, in particular both ξ˜ and −ξ˜ are tangent to Z, so that it follows
that h(IZA ) = h
−1(IZA ) = I
Z
A . Combining this with the equality (66), we obtain
the desired result.
With Proposition 17 in hand, we are ready to define what it means for a
deformation of GC brane to be compatible with the GC structure. Let B ∈
Br(X, J), and let Bˆ = (ρˆ, Lˆ) be an A-deformation of B as defined in Definition
20. Choose ξ ∈ gˇA(X) such that ρˆ = ρe
ξ. Also, for each I, let W˜I ⊂ X
be an open set such that W˜I ∩ Z = WI , and choose uI ∈ Ω
1(W˜I) such that
aˆI = aI + ρ(uI). Set ξI = ξ|W˜I , and define gI = e
uIeξI ∈ egˇA(W˜I ).
Definition 23. We say that Bˆ ∈ D˜ef
B
A(X, J) is compatible with J if each gI
(chosen as above) is compatible with J|W˜I with respect to B|W˜I . We denote by
D˜ef
B
(X, J) the formal subgroupoid of D˜ef
B
(.X), whose objects for each A ∈
ArtR are the A-deformations compatible with J.
Remark. It is clear from Proposition 17 that the condition in Definition 23 is
well-defined, i.e. does not depend on the particular choices of ξ, {W˜I} or {uI}.
Remark. Similarly to the situation described in Remark 7.1, the formal groupoid
D˜ef
B
(X, J) extends in a natural way to a presheaf of formal groupoids on X .
The fact that this is actually a sheaf (satisfies the descent condition) is Propo-
sition 28.
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Lemma 5. Let Bˆ, Bˆ′ be isomorphic elements of D˜ef
B
A(X). Then Bˆ is compatible
with J if and only if Bˆ′ is compatible with J.
Proof. Write Bˆ = (ρˆ, Lˆ) and Bˆ′ = (ρˆ′, Lˆ′) (with the same underlying sub-
manifold Z ⊂ X) with Lˆ = ({cˆIJ}, {aˆIJ}) and Lˆ
′ = ({cˆ′IJ}, {aˆ
′
IJ}), and let
Ψ = (eτ , {gI}) be an isomorphism Bˆ → Bˆ
′. As in Definition 23, let {W˜I} be
open sets in X with WI = Z ∩ W˜I , and choose ξ ∈ gA(X) and {uI ∈ Ω
1
m(W˜I)}
such that ρˆ = ρeξ and aˆI = aI + ρ(uI). Define xI = e
uI eξI , where ξI is the
restriction of ξ to W˜I . According to Definition 23, Bˆ is compatible with J if and
only if, for each I we have
〈(xI · J)K
B
A,K
B
A〉 ⊂ I
Z
A , (67)
where KBA and I
Z
A are defined here with respect to W˜I . Let η ∈ gA(X) be an
extension of τ , and define ξ′ ∈ gA(X) by e
ηeξ = eξ
′
. Then
ρˆ′ = eτ ρˆ = eτρeξ = ρeηeξ = ρeξ
′
.
Furthermore, we have
dgI = e
τ aˆI − aˆ
′
I = e
τaI + e
τρ(uI)− aˆ
′
I
which implies that
aˆ′I = aI + (e
τaI − aI + e
τρ(uI)− dgI).
Choose a˜I ∈ Ω
1
m(W˜I) such that ρ(a˜I) = aI , and g˜I ∈ C
∞
m (W˜I) such that
ρ(g˜I) = gI . Then
eτaI − aI − e
τρ(uI)− dgI) = ρ(e
ηa˜I − a˜I + e
ηuI − dg˜I).
Set
u′I = e
ηa˜I − a˜I + e
ηuI − dg˜I ,
and x′I = e
u′Ieξ
′
I , where ξ′I is the restriction of ξ
′ to W˜I . Then Bˆ
′ is compatible
with J if and only if for each I we have
〈(x′I · J)K
B
A,K
B
A〉 ⊂ I
Z
A . (68)
We calculate
x′Ix
−1
I = e
eηa˜I−a˜I+e
ηuI−dg˜Ieηeξe−ξe−uI
= ee
ηa˜I−a˜I−dg˜Ieη
We have
eηa˜I − a˜I = d
∫ 1
0
etηι(η)a˜Idt+
∫ 1
0
etηι(η)da˜Idt.
Defining hI =
∫ 1
0
etηι(η)a˜Idt− g˜I we have
x′Ix
−1
I = e
dhIe(η,ι(η)da˜I).
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Note that X := (η, ι(η)da˜I ) is an element of K
B
A, so that by Lemma 2 we have
e−XKBA = K
B
A.
Using the fact that edhI acts trivially on C∞A (TX), and writing K := K
B
A, we
see that
〈(x′I · J)K,K〉 = 〈(e
XxI · J)K,K〉
= 〈eX(xI · J)e
−XK,K〉
= eη〈(xI · J)e
−XK, e−XK〉
= eη〈(xI · J)K,K〉.
Since η is tangent to Z, it follows that
eηIZA = I
Z
A ,
so we see that condition (69) is indeed equivalent to condition (70).
Proposition 18. Given Bˆ ∈ D˜ef
B
A(X) and g ∈ e
TA(X), the deformation Bˆ · g
is compatible with J if and only if Bˆ is. In particular, the action of egˇ(X) on
D˜ef
B
(X) restricts to give a well-defined right action of the formal subgroup
eT (X) on D˜ef
B
(X, J).
Proof. Given Bˆ = (ρˆ, Lˆ) ∈ D˜ef
B
A(X) compatible with J, choose {W˜I}, {uI},
and ξ, as in Definition 23, and set ξI = ξ|W˜I . By definition, for each I we have
〈(euI eξIJ)KBA,K
B
A
〉 ⊂ IZA . (69)
Given g = eweη ∈ eTA(X), write Bˆ′ := Bˆ · g = (ρˆ′, Lˆ′). Then we have ρˆ′ = ρˆeη =
ρeξeη and Lˆ′ = ({cˆIJ}, {aI + ρuI + (ρe
ξw)|WI }) = ({cˆIJ}, {aI + ρu
′
I}) with
u′I = uI + e
ξIw|W˜I . Defining ξ
′
I by e
ξ′I = eξIeη|W˜I , we see that the compatibility
of Bˆ′ with J is equivalent to the conditions
〈(eu
′
I eξ
′
IJ)KBA,K
B
A
〉 ⊂ IZA . (70)
Letting gI = gW˜I = e
w|W˜I eη|W˜I , we see that
eu
′
Ieξ
′
I = euI eξIgI .
Since by assumption g is a symmetry of the GC structure J, it follows that the
left-hand sides of (69) and (70) are equal.
Recall from Definition 4 and Proposition 5 the subalgebra H(X) ⊂ T (X) of
generalized Hamiltonian vector fields on (X, J). We correspondingly have the
formal subgroupeH(X) ⊂ eT (X) of formal generalized Hamiltonian symmetries.
Definition 24. Given B ∈ Br(X, J), let DefB(X, J) be the following formal
groupoid (over ArtR). For each A ∈ ArtR, the groupoid Def
B
A(X, J) has the same
objects as D˜ef
B
A(X, J). Given objects Bˆ and Bˆ
′, a morphism in DefBA(X, J) from
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Bˆ to Bˆ′ is a pair (ψ, z), where z ∈ eHA(X) and ψ is a morphism in D˜ef
B
A(X, J)
from Bˆ to Bˆ′ · z. Given (ψ, z) : Bˆ → Bˆ′ and (ψ′, z′) : Bˆ′ → Bˆ′′, the composition
is defined by
(ψ′, z′) ◦ (ψ, z) = (ψ′ψ, z′z) : Bˆ → Bˆ′′. (71)
The identity morphism of any Bˆ is the pair (idBˆ, 1), where idBˆ denotes the
identity morphism of Bˆ considered as an object in D˜ef
B
A(X, J).
Remark. One easily checks using Proposition 16 that the composition given by
(71) is well-defined, unital, and associative.
Definition 25. The deformation functor
DefB : ArtR → Set
of B ∈ Br(X, J) is given by
A 7→ π0(Def
B
A(X, J)).
8 First order deformations and Lie algebroid co-
homology
In [KM], an argument was given that first-order deformations of a GC brane B
should correspond to elements of the Lie algebroid cohomology group H1(B).
In our framework, first-order deformations of B are encoded as elements of
DefB(R[ǫ](ǫ
2)); therefore, a natural expectation motivated by [KM] is that ele-
ments of DefB(A)B(R[ǫ](ǫ
2)) should correspond to classes in H1(B). In this sec-
tion, we verify this by unpacking Definition 25 in the special case A = R[ǫ]/(ǫ2).
On the hand hand, this result (stated as Theorem 3 in the introduction) can be
regarded as a rigorous verification of the result obtain in [KM]. Going in the
other direction, we may view Theorem 3 as a check that our Definition 25 is a
reasonable one from a geometric point of view.
We will actually prove Theorem 3 as part of a slightly better statement, given
below as Proposition 19. Namely, we will construct an explicit map H1(B) →
DefB(R[ǫ]/(ǫ
2)), and prove that it is both well-defined and bijective.
We now turn to the construction. Let B = (Z,L) ∈ Br(X, J) be a GC brane,
with generalized tangent bundle TB. Recall that, since B is compatible with
J, the GC structure J preserves TB ⊂ TX |Z , and we define l ⊂ TB ⊗ C to be
the +i-eigenbundle, which is a complex sub-bundle of L|Z . Recall also that the
generalized normal bundle NB is defined as the quotient of TX |Z by TB (with
quotient map q : TX |Z → NB). Since TB is a maximal isotropic subbundle
of TX |Z , the pairing on TX |Z gives a well-defined non-degenerate pairing of
TB with NB. Furthermore, since J preserves TB, it determines a well-defined
complex structure JNB on NB; regarding NB as a complex vector bundle with
complex structure −JNB, we have an isomorphism of complex vector bundles
µ : NB → l∨
given by
µ(q(X))(v) = 〈X, v〉
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for every section X of TX |Z .
Given X = (ξ, u) ∈ C∞(TX |Z), choose a section X˜ = (ξ˜, u˜) ∈ C
∞(TX)
extending X, i.e. such that r(X˜) = X. As described in Proposition 16, the
generalized vector field X˜ determines an object of DefBR[ǫ]/(ǫ2)(X) given by
B · eǫX˜ = (ρeǫξ˜, e−ǫρ(u˜) · L) ∈ DefBR[ǫ]/(ǫ2)(X, J).
Lemma 6. The deformation B · eǫX˜ depends only on X, i.e. not on the choice
of the extension X˜.
Proof. Suppose η ∈ C∞(TX) satisfies r(η) = 0, i.e. η vanishes at each point of
Z. Then for every w ∈ Ω•(X), we have
ρ(ι(η)w) = 0.
This implies that, for every v ∈ Ω•(X), we have
ρ(£(η)v) = dρ(ι(η)v) + ρ(ι(η)dv) = 0.
Therefore, given two different extensions ξ˜, ξ˜′ ∈ C∞(TX) of ξ, we have
ρ£(ξ˜) = ρ£(ξ˜′) : Ω•(X)→ Ω•(Z).
This in turn implies that ρeǫξ˜ = ρ+ ǫρ£(ξ˜) is equal to ρeǫξ˜
′
= ρ + ǫρ£(ξ˜′). It
is also clear that ρ(u˜) depends only on r(u˜), so that ρ(u˜) is independent of the
choice of extension.
Since the deformation depends only on X, we will use the notation BˆX =
B · eǫX˜. Note that the section X also determines a section q(X) ∈ C∞(NB) as
well as a section µq(X) ∈ C∞(l∨).
Proposition 19. (1) The deformation BˆX is compatible with J if and only if
δl(µq(X)) = 0, i.e. if and only if q(X) is a generalized holomorphic section
of NB.
(2) Given X,X′ ∈ C∞(TX |Z) such that both q(X) and q(X
′) are generalized
holomorphic sections of NB, the deformations BX and BX
′
are isomorphic
in DefBR[ǫ]/(ǫ2)(X, J) if and only if the elements [µq(X)], [µq(X
′)] ∈ H1(B)
are equal. In other words, there is a well-defined injective map H1(B) →
DefB(R[ǫ]/(ǫ
2)) mapping [µq(X)] to the equivalence class of BX.
(3) Every element of DefBR[ǫ]/(ǫ2)(X, J) is isomorphic to one of the form B
X for
some X ∈ C∞(TX |Z). In other words, the injective map H
1(B)
∼= // DefB(R[ǫ]/(ǫ
2))
is actually a bijection.
Proof. Let us begin with part (1). By Definition 23, we see that BX will be
compatible with J if and only if eǫX˜ is compatible with J in the sense of Definition
22, i.e. if and only if we have
〈(eǫX˜ · J)KBA,K
B
A〉 ⊂ I
Z
A .
Since eǫX˜ · J = J+ ǫX˜ · J, this is equivalent to
〈(X˜ · J)KBA,K
B
A〉 ⊂ I
Z
A .
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By definition, this means that for every A,B ∈ KBA we have
ρ(〈JX˜, JAK− JJX˜, AK, B〉 = ρ(〈JX˜, JAK, B〉+ 〈JX˜, AK, JB〉) = 0. (72)
Suppose condition (72) holds, and let u, v ∈ C∞(l) be arbitrary sections.
Choose sections u˜, v˜ ∈ C∞(L) which extend u, v, i.e. such that r(u˜) = u and
r(v˜) = v. Since l ⊂ TB ⊗ C, condition (72) implies that
0 = ρ(〈JX˜, Ju˜K, v˜〉+ 〈JX˜, u˜K, Jv˜〉) = 2iρ(〈JX˜, u˜K, v˜〉). (73)
Making use of the identities (26) and (27) satisfied by the Dorfman bracket, we
calculate the the right-hand side of (73) is equal to
2iρ(π(v˜) · 〈X˜, u˜〉 − π(u˜)〈X˜, v˜〉 − 〈X˜, Ju˜, v˜K)
=2i(π(v) · 〈X, u〉 − π(u) · 〈X, v〉 − 〈X, Ju, vKB)
=2iδl(µq(X)(v, u)), (74)
where in the second line the expression 〈X, v〉 − 〈X, Ju, vKB denotes the Lie
algebroid bracket of the sections u, b ∈ C∞(l), as defined in (46). Thus, we see
that if BX is compatible with J, then q(X) is a generalized holomorphic section
of NB.
Conversely, suppose we have δl(µq(X)) = 0. Given u, v ∈ K
B
A, define A,B ∈
C∞(L) by A = u − iJu and B = v − iJv, and note that r(A), r(B) ∈ C∞(l).
Using the above calculation (74), we see that
0 =ρ(〈JX˜, AK, B〉)
=ρ(〈JX˜, u− iJuK, v − iJv〉)
=ρ(〈JX˜, uK, vK+ 〈JX˜, JuK, Jv〉) + iρ(〈JX˜, JuK, v〉+ 〈JX˜, uK, Jv〉).
In particular, this implies
ρ(〈JX˜, JuK, v〉+ 〈JX˜, uK, Jv〉) = 0
holds for arbitrary u, v ∈ KBA; as previously mentioned, this condition is equiv-
alent to the compatibility of BX with J. This completes the proof of part (1) of
Proposition 19.
We will prove part (2) of Proposition 19 via a series of lemmas.
Lemma 7. Suppose we are given X,X′ ∈ C∞(TX |Z) such that q(X) = q(X
′).
Then there exists an isomorphism BˆX
∼= // BˆX
′
in D˜ef
B
R[ǫ]/(ǫ2)(X).
Proof. Let us write B = (Z,L), with L = ({cIJ}, {aI}), and also X = (ξ, u)
and X′ = (ξ′, u′). Also, let X˜ = (ξ˜, u˜) ∈ C∞(TX) be a choice of extension of X
and X˜′ = (ξ˜′, u˜′) ∈ C∞(TX) be a choice of extension of X′. By definition, the
assumption q(X) = q(X′) implies that X′ −X is a section of TB. Thus, we have
that ξ′ − ξ is tangent to Z, and
ρ(u′ − u) = ι(τ)F,
where τ = ρ(ξ′ − ξ) ∈ C∞(TX) and F is the curvature form of L. Defining
g = {gI = ǫι(τ)aI}, we claim that
Ψ = (eǫτ , g)
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is an isomorphism BˆX
∼= // BˆX
′
in DefBR[ǫ]/(ǫ2)(X). Recall that
BˆX = (ρeǫξ˜, ({cIJ}, {aI + ǫ(ρu˜)|WI})
and
BˆX = (ρeǫξ˜
′
, ({cIJ}, {aI + ǫ(ρu˜′)|WI}).
According to Definition 20, we need to check three conditions to show that Ψ
does indeed define an isomorphism from BˆX → BˆX
′
:
1. ρeǫξ˜
′
= eǫτρeǫξ˜,
2. gJ − gI = e
ǫτcIJ − cIJ
3. dgI = e
ǫτ (aI + ǫρ(u˜)|WI )− (aI + ǫρ(u˜
′)|WI ),
Condition (1) is equivalent to ρ(ξ′ − ξ) = τρ, which holds by construction.
To check condition (2), first note that, since we are working over A = R[ǫ]/(ǫ2),
we have
eǫτcIJ − cIJ = ǫ£(τ)cIJ .
On the other hand, we calculate that
gJ − gI = ǫι(τ)(aJ − aI) = ǫι(τ)dcIJ = ǫ£(τ)cIJ .
To check condition (3), first note that it is equivalent to
dgI = ǫ(£(τ)aI + ρ(u)|WI − ρ(u
′)|WI ).
We then calculate
dgI = ǫd(ι(τ)aI ) = ǫ(£(τ)aI − ι(τ)daI)
= ǫ(£(τ)aI − ι(τ)F |WI )
= ǫ(£(τ)aI − ρ(u
′ − u)|WI )
= ǫ(£(τ)aI + ρ(u)|WI − ρ(u
′)|WI ).
Lemma 8. For any smooth function f : X → C, we have the equality
µqr(Xf ) = −iδl(ρ(f)),
where Xf ∈ C
∞(TX) is the generalized Hamiltonian vector field associated to
f .
Proof. For any section v ∈ C∞(l), the vector field component π(v) ∈ C∞(TX |Z⊗
C) is tangent to Z. Therefore, if f : X → C is any smooth function, we have
〈r(0, df), v〉 =
1
2
π(v) · ρ(f).
Writing f = fR+ ifI, recall that the corresponding generalized Hamiltonian
vector field is given by the formula
Xf = J(0, dfR) + (0, dfI).
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Given a section v ∈ C∞(l), we then calculate
µqr(Xf )(v) = 2〈r(Xf ), v〉
= 2〈Jr(0, dfR), v〉+ 2〈r(0, dfI), v〉
= −2〈r(0, dfR), Jv〉+ 2〈r(0, dfI), v〉
= −2i〈r(0, dfR), v) + 2〈r(0, dfI), v〉
= −iπ(v) · ρ(fR) + π(v) · ρ(fI)
= −iπ(v) · (fR + ifI)
− iδlρ(f)(v).
Returning to the proof of part (2) of Proposition 19, suppose [µq(X)] =
[µq(X′)] ∈ H1(B). Then there exists a smooth function f : Z → C such that
µq(X′)− µq(X) = −iδlf.
Choose a smooth function f˜ : X → C that extends f , i.e. such that ρ(f˜) = f .
By Lemma 8, we have
µq(X) = µq(X′ + r(Xf˜ )),
or equivalently
q(X) = q(X′ + r(Xf˜ )).
This implies that
BˆX
′+r(Xf˜ ) = BˆX
′
· eXǫf˜ .
Lemma 7 therefore implies that BX is isomorphic to BX
′
·eXǫf˜ in D˜ef
B
R[ǫ]/(ǫ2)(X, J),
so that by definition BX and BX
′
are isomorphic in DefBR[ǫ]/(ǫ2)(X, J). There-
fore BX and BX
′
determine the same element of the set DefB(R[ǫ]/(ǫ
2)) :=
π0(Def
B
R[ǫ]/(ǫ2)(X, J)).
To finish the proof of part (2) of Proposition 19, it remains to show that if BˆX
and BˆX
′
are isomorphic in DefBR[ǫ]/(ǫ2)(X, J), then [µq(X)] = [µq(X
′)] ∈ H1(B).
Let (Φ, z) be an isomorphism from BˆX to BˆX
′
in DefBR[ǫ]/(ǫ2)(X, J); here z = e
Xǫf
is an element of eHR[ǫ]/(ǫ2)(X), and
Φ = (eǫτ , {ǫgI}) : Bˆ
X
∼= // BˆX
′
· z
is an isomorphism in D˜ef
B
R[ǫ]/(ǫ2)(X, J). Write X = (ξ, u), X
′ = (ξ′, u′), andXf =
(ηf , vf ), a calculation similar to that used in the proof of Lemma 7 implies the
following three conditions:
ξ′ + r(η) − ξ = ι∗τ, (75)
gJ − gI = £(τ)cIJ , (76)
and
dgI = £(τ)aI + ρ(u − u
′ − r(vf ))|WI . (77)
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Define hI : WI → R by hI = ι(τ)aI − gI . Using the assumption that
aJ − aI = dcIJ , together with condition (76), we see that on each overlap
WI ∩WJ we have
hJ − hI = 0,
so that there exists a unique function h : Z → R with hI = h|WI on each WI .
Using the Cartan formula £(τ)aI = dι(τ)aI + ι(τ)daI , we may then rewrite
condition (77) as
− dh|WI = (ι(τ)F )|WI + ρ(u− u
′ − r(vf ))|WI . (78)
Choosing a smooth function h˜ : X → R that extends h, equation (78) is equiv-
alent to
ρ(u′ + r(vf − dh˜)|WI − ρ(u) = ι(τ)F. (79)
Defining f ′ = f − ih˜, we have
Xf ′ = Xf − (0, dh˜) = (ηf , vf − dh˜).
Equation (75) together with equation (79) imply that X′+r(Xf ′)−X is a section
of TB, so that
q(X′)− q(X) = q(r(Xf ′ )),
and therefore
µq(X′)− µq(X) = −µqr(Xf ′ ) = δl(iρ(f
′)),
where in the last equality we used Lemma 8. Therefore, we see that
[µq(X′)] = [µq(X)] ∈ H1(B),
as claimed.
Finally, part (3) of Proposition 19 follows easily from Proposition 14.
9 Functoriality and Invariance
In this section we explain how various equivalence between GC branes B and B′
induce equivalences between the corresponding formal deformation groupoids.
To do so, it will be convenient to rephrase the definition of the formal groupoid
DefB(X, J) from the action of eH(X,J) on D˜ef
B
(X, J) in terms of a general
construction.
Definition 26. Let C be a groupoid, and G a group with a strict right action
on C. We define a new category C//G, called the (right) action groupoid of G
acting on C, which has the same objects as C, and such that for pair of objects
x, y we have
HomC//G(x, y) = {(ϕ, g) : g ∈ G,ϕ ∈ HomC(x, y · g)}.
Composition is defined by
(ϕ, g) ◦ (ψ, h) = ((ϕ · h) ◦ ψ, gh). (80)
For each object x, the identity morphism from x to itself in C//G is defined to
be (idx, 1), where idx ∈ HomC(x, x) is the identity morphism in C, and 1 ∈ G is
the identity group element.
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Remark. It is an easy exercise using Definition 17 to check that the composition
given by equation (80) is well-defined, associative, and unital.
Remark. Given a formal group G (over ArtR) with a right action on a formal
groupoid C, we similarly define a formal groupoid C//G, which associates to
each A ∈ ArtR the groupoid CA//GA defined as above. For example, translating
Definition 24 into this language, we see that
DefB(X, J) = D˜ef
B
(X, J)//eH(X,J).
The proof of the following Proposition follows easily from the definitions,
and is omitted.
Proposition 20. Let C be a groupoid equipped with a strict right action of
the group G, and C′ a groupoid equipped with a strict right action of a group
G′. Let ϕ : G
∼= // G′ be a group isomorphism, and let Φ : C → C′ be a
functor that intertwines the group actions in the sense that, for every x ∈ C
and g ∈ G we have Φ(x · g) = Φ(x) · ϕ(g), and for every ψ : x → y in C we
have Φ(ψ · g) = Φ(ψ) · ϕ(g). Then there is a well-defined functor Φ//G which
agrees with Φ on objects, and which maps a morphism (ψ, g) : x → y in C//G
to (Φ(ψ), ϕ(g)) : Φ(x) → Φ(y) in C′//G. Furthermore, Φ//G is an equivalence
if and only if Φ is.
Remark. This result has an immediate extension to the case that C and C′ are
formal groupoids and Φ,Φ′ are formal groups.
We now return to our main topic. Let B = (Z,L) and B′ = (Z,L′) be
two elements of Br(X, J) supported on the same submanifold Z. Furthermore,
suppose that L and L′ are defined with respect to the same open cover W of
Z. Write L = ({cIJ}, {aI}) and L
′ = ({c′IJ}, {a
′
I}). Suppose we are given
γ = {gI :WI → R} satisfying
c′IJ − cIJ = gJ − gI
and
a′I − aI = dgI .
We say that γ is an equivalence L
∼= // L′.
Proposition 21. The equivalence γ : L
∼= // L′ induces an equivalence of
formal groupoids
Φ˜γ : D˜ef
B
(X, J)
∼= // D˜ef
B′
(X, J)
defined as follows. Given A ∈ ArtR and Bˆ = (ρˆ, Lˆ) ∈ D˜ef
B
A(X, J), write Lˆ =
({cIJ + fIJ}, {aI + vI}), and define
Φ˜γA(Bˆ) := (ρˆ, ({c
′
IJ + fIJ}, {a
′
I + vI})). (81)
Given a morphism
ψ = (eτ , {hI}, z) : Bˆ1 → Bˆ2
in DefBA(X, J), we define
Φ˜γA(ψ) = (e
τ , {hI + e
τgI − gI}, z) : Φ˜
γ
A(B1)→ Φ˜
γ
A(B2). (82)
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Proof. First, note that it is clear by inspection that the right-hand side of (81)
defines an A-deformation of B′. Next, we must check that if ψ = (eτ , {hI}) is
a morphisms from Bˆ1 to Bˆ2, then Φ˜
γ
A(ψ) as defined by equation (82) does in
fact define a morphisms from Φ˜γA(Bˆ1) to Φ˜
γ
A(Bˆ2). Writing Bˆ1 = (ρˆ1, ({cIJ +
fIJ,1}, {aI + vI,1})) and Bˆ2 = (ρˆ2, ({cIJ + fIJ,2}, {aI + vI,2})), by Definition 20,
this means that
ρˆ2 = e
τ ρˆ1, (83)
eτ (cIJ + fIJ,1)− cIJ − fIJ,2 = hJ − hI , (84)
and
eτ (aI + vI,1)− aI − vI,2 = dhI . (85)
We need to check that these same equations hold when cIJ is replaced by c
′
IJ ,
aI is replaced by a
′
I , and hI is replaced by h
′
I := hI+e
τgI−gI . Equation (83) is
unchanged under these replacements, and thus continues to hold automatically.
We calculate
h′J − h
′
I = hJ + e
τgJ − gJ − hI − e
τgI + gI
= hJ − hI + e
τ (gJ − gI)− (gJ − gI)
= eτ (cIJ + fIJ,1)− cIJ − fIJ,2 + e
τ (c′IJ − cIJ)− (c
′
IJ − cIJ)
= eτ (cIJ + fIJ,1 + c
′
IJ − cIJ)− (cIJ + fIJ,2 + c
′
IJ − cIJ)
= eτ (c′IJ + fIJ,1)− (c
′
IJ + fIJ,2),
so we see that the “primed” version of equation (84) holds. Finally, we have
dh′I = dhI + de
τgI − dgI
= eτ (aI + vI,1)− aI − vI,2 + e
τ (a′I − aI)− (a
′
I − aI)
= eτ (a′I + vI,1)− a
′
I − vI,2,
so the “primed” version of equation (85) also holds. This finishes the proof that
Φ˜γA(ψ) does in fact define an isomorphism from Φ˜
γ
A(Bˆ1) to Φ˜
γ
A(Bˆ2).
We need to verify that Φ˜γA is functorial, i.e. we must check that, given
isomorphisms ψ : Bˆ1 → Bˆ2 and ψ˜ : Bˆ2 → Bˆ3 that Φ˜
γ
A(ψ˜) ◦ Φ
γ
A(ψ) = Φ
γ
A(ψ˜ ◦ ψ).
If we write ψ = (eτ , {hI}) and ψ˜ = (e
τ˜ , {h˜I}), then by Definition 20 we have
ψ˜ ◦ ψ = (eτ˜eτ , {h˜I + e
τ˜hI}).
and therefore
ΦγA(ψ˜ ◦ ψ) = (e
τ˜eτ , {h˜I + e
τ˜hI + e
τ˜eτgI − gI}).
On the other hand, we calculate
Φ˜γA(ψ˜) ◦ Φ˜
γ
A(ψ) = (e
τ˜ , {h˜I + e
τ˜gI − gI}) ◦ (e
τ , {hI + e
τgI − gI})
= (eτ˜eτ , {h˜I + e
τ˜gI − gI + e
τ˜ (hI + e
τgI − gI)})
= (eτ˜eτ , {h˜I + e
τ˜hI + e
τ˜eτgI − gI}).
To complete the proof, consider γ−1 := {−gI}, which is an equivalence from
L′ → L. It is clear by inspection that
Φ˜γ
−1
A : D˜ef
B′
A (X, J)→ D˜ef
B
A(X, J)
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is a (strict) inverse for Φ˜γA; in particular, Φ˜
γ
A is an equivalence of groupoids.
Corollary 2. The equivalence γ : L
∼= // L′ induces an equivalence of formal
groupoids
Φγ : DefB(X, J)
∼= // DefB
′
(X, J),
where
Φγ = Φ˜γ//eH(X,J)
is defined as in Proposition 20. In particular, this induces a well-defined natural
isomorphism of functors
DefB
∼= // DefB′ .
Let W = {WI}I∈I be an open cover of Z with indexing set I. Recall that a
refinement of W is a pair (W ′, σ), where W ′ = {W ′I′}I′∈I′ is an open cover of
Z, and σ : I ′ → I is a map of indexing sets such that for each I ′ ∈ I ′ we have
W ′I′ ⊂Wσ(I′).
Given L ∈ Herm(Z) defined with respect to the open coverW , we obtain a new
element σ∗L ∈ Herm(Z) defined with respect to the open coverW ′. Explicitly
σ∗L = ({c′I′J′}, {a
′
I′}) with c
′
I′J′ = (cσ(I′)σ(J′))|W ′I′J′ and a
′
I′ = (aσ(I′))|WI′ . In
particular, if B = (Z,L) is a GC brane on (X, J), then the refinement (W ′, σ)
determines σ∗B = (Z, σ∗2L), which is again a GC brain on (X, J). Furthermore,
there is a natural functor of formal groupoids
σ∗ : DefB(X, J)→ DefB(X, J).
Proposition 22. The functor
σ∗Defσ
∗B
A (X, J)→ Def
σ∗B
A (X, J)
is an equivalence of formal groupoids. In particular, it induces a natural iso-
morphism of functors
DefB
∼= // Defσ∗B.
Proof. Fix A ∈ ArtR, and let Bˆ ∈ Def
σ∗B
A (X). Using Propositions 14 and, it
follows that Bˆ is isomorphic to an object of the form σ∗AB·e
X for some X ∈ gˇA(X);
by definition, eX is compatible with J as in Definition 22. It is also clear that
σ∗AB · e
X = σ∗A(B · e
X). This shows that σ∗ is essentially surjective. On the other
hand, it is also clear that σ∗A is fully faithful, and therefore an equivalence.
Finally, let B be a GC brane on (X, J), and let u ∈ Ω1(X) be a 1-form. This
determines a new GC structure J′ = eu · J. Writing B = (Z,L), define
B′ = eu · B = (Z, eρ(u) · L);
explicitly, if we write L = ({cIJ}, {aI}), we have
L′ = eρ(u) · L = ({cIJ}, {aI − ρ(u)|WI}).
53
Using Proposition 6, it follows that B′ ∈ Br(X, J′). For each A ∈ ArtR, let us
define
Φ˜uA : D˜ef
B
A(X, J)→ D˜ef
B′
A (X, J
′)
as follows: given Bˆ = (ρˆ, Lˆ) ∈ DefBA(X, J), we define
Φ˜uA(Bˆ) = (ρˆ, e
ρˆ(u) · Lˆ).
Proposition 23. (1) Φ˜uA(Bˆ) is an object of Def
B′
A (X, J
′) for each Bˆ ∈ D˜ef
B
A(X, J).
(2) For each equivalence ψ = (eτ , {gI}) : Bˆ1
∼= // Bˆ2 in D˜ef
B
A(X, J), ψ also
determines an equivalence Φ˜uA(Bˆ1)
∼= // Φ˜uA(Bˆ2) in D˜ef
B′
A (X, J
′), which we
denote by ΦuA(ψ).
(3) The map taking Bˆ ∈ D˜ef
B
A(X, J) to Φ˜
u
A(Bˆ) and ψ : Bˆ → Bˆ
′ in D˜ef
B
A(X, J
′)
to Φ˜uA(ψ) defines an equivalence of formal groupoids
D˜ef
B
(X, J)
∼= // D˜ef
B
(X, J′).
Proof. The proof of part (2) is a straightforward computation (similar to that
in the proof of Proposition 21), and is therefore omitted.
To verify part (1), let {W˜I} be a collection of open sets in X chosen as in
Definition 23. Also choose ξ ∈ C∞A (X) such that ρˆ = ρe
ξ and wI ∈ Ωm(W˜I)
such that aˆI = aI + ρ(wI). According to Definition 23, the compatibility of Bˆ
with J means that, for each I we have
〈(ewI eξ · J)KBA,K
B
A〉 ⊂ I
Z
A . (86)
By construction, Bˆ′ := Φ˜uA(Bˆ) is given by
(ρeξ, ({cIJ}, {aI + ρ(wI)− ρe
ξ(u|W˜I )})
=(ρeξ, ({cIJ}, {aI − ρ(u)|WI + ρ(wI + (−e
ξu+ u)|W˜I ))})
=(ρeξ, ({cIJ}, {a
′
I + ρ(w
′
I)}, )
where we have defined a′I := aI+ρ(u)|WI and w
′
I := wI+(u−e
ξu)|W˜I . Therefore,
to verify that Bˆ′ is compatible with J′, we must check that for each I we have
〈(ew
′
I eξI · J′)KB
′
A ,K
B′
A 〉 ⊂ I
Z
A . (87)
We have
ew
′
IeξI · J′ = ewI+u−e
ξI ueξI euJ = ewI+ueξIJ.
Also, by Proposition 6 we have KB
′
A = e
u ·KBA, so that the left hand side of (87)
is equal to
〈(eu · ewIeξI · J)euKBA, e
uKBA〉 = 〈e
u(ewIeξIJ)e−ueuKBA, e
uKBA〉
= 〈(ewI eξIJ)KBA,K
B
A〉 ⊂ I
Z
A .
Therefore, we see that condition (86) is equivalent to condition (86), so the
assumption that the former is satisfied implies that the latter is as well. This
completes the proof of part (1).
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To see why part (3) of the Proposition is true, first note that the functoriality
of Φu follows trivially from its definition. Also, by inspection Φu is a bijection on
both objects and morphisms, and is in particular an equivalence of categories.
Indeed, the functor Φ−uA : D˜ef
B′
A (X, J
′) → D˜ef
B
A(X, J) is easily verified to be
the inverse of ΦuA.
Given u ∈ Ω1(X) and X = (ξ, a) ∈ gA(X), we have
[(0, u),X] = (0,−£(ξ)u)
and
[(0, u), [(0, u),X]] = 0.
The adjoint action of eu on gˇA(X) is therefore given by
Adeu(ξ, a) = (ξ, a− £(ξ)u). (88)
If J is a GC structure on X , we clearly have eueTA(X,J)e−u = eTA(X,e
u·J).
Lemma 9. eueHA(X,J)e−u = eHA(X,e
u·J).
Proof. Recall from Proposition 9 the identity eueXe−u = eAdu(X). Therefore, we
need to show that for every f : X → C there exists f ′ : X → C such that
AduX
J
f = X
J
′
f ′ . Given f = fR + ifI : X → C, recall from Definition 4 that
X
J
f = J(0, dfR) + (0, dfI). (89)
Therefore, setting J′ = eu · J we have
X
J
′
f = e
u
Je−u · (0, dfR) + (0, dfI). (90)
If f = ifI is purely imaginary, we see from (88) that
AdeuX
J
f = Adeu(0, dfI) = (0, dfI) = X
J
′
f .
If f is real, write (ξ, a) = XJf = J(0, df), then we see that
X
J
′
f = e
u · Je−u(0, df) = eu · J(0, df) = (ξ, a− ι(ξ)du).
On the other hand, we have
AdeuX
J
f = (X, a−£(ξ)u)
= (X, a− ι(ξ)du)− (0, dι(ξ)u) = XJ
′
f−iι(ξ)u.
Let Ψ : eH(X,J) → eH(X,e
u
J) be the isomorphism of formal groups given for
each A ∈ ArtR and z ∈ e
HA(X,J) by
z 7→ euze−u.
For fixed z ∈ eHA(X,J), let Rz : D˜ef
B
A(X, J) → D˜ef
B
A(X, J) be the functor
Bˆ 7→ Bˆ·z determined by the right action of eHA(X,J) on D˜ef
B
A(X, J), and similarly
let RΨ(z) : D˜ef
eu·B
A (X, e
u · J)→ D˜ef
eu·B
A (X, e
u · J) be the functor Bˆ 7→ Bˆ ·Ψ(z).
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Lemma 10. Φ˜uA ◦Rz = RΨ(z)Φ˜
u
A.
Proof. The result follows from an explicit calculation very similar to that used
in the proof of Proposition 16.
Therefore, using the construction described in Proposition 20, we may ex-
tend the functor Φ˜u : D˜ef
B
(X, J) → D˜ef
eu·B
(X, eu · J) to a functor Φu :
DefB(X, J) → Defe
u·B(X, eu · J). Furthermore, since Φ˜u is an equivalence,
Proposition 20 implies the following result.
Corollary 3. The functor Φu : DefB(X, J)→ Defe
u·B(X, eu · J) is an equiva-
lence of formal groupoids.
10 Example: Leaf-wise Lagrangian branes
Let (X, J) be a complex manifold, and ϕ : X
∼= // X a diffeomorphism sat-
isfying ϕ∗J = J , i.e. a symmetry of (X, J). Given any complex submanifold
Z ⊂ X , the submanifold ϕ−1(Z) ⊂ X will again be compatible with J : sym-
metries of (X, J) act on its collection of complex submanifolds. Similarly, for
every Artin algebra A and every holomorphic vector field ξ ∈ m ⊗R C
∞(TX),
the action of the formal symmetry eξ on Z induces a deformation of Z, i.e. an
element Zˆ of DefZ(A). Since applying the inverse e
−ξ to Zˆ gives the trivial
deformation (Z itself), we say that Zˆ is trivializable. Of course, not every de-
formation is trivializable in this way; however, for each point z ∈ Z, we can find
an open set U ⊂ X containing z, so that every deformation of Z ∩U in (U, J |U )
is induced by a formal symmetry of (U, J |U ).
Similarly, given a GC brane B ∈ (X, J) and a formal symmetry g = eX ∈
egˇA(X) for some A ∈ ArtR, we saw in Proposition 18 that e
X induces an A-
deformation B · eX of B. Motivated by the complex case described above, a
natural question is whether every A-deformation is locally isomorphic to one of
this form.
Definition 27. Let B = (Z,L) ∈ Br(X, J) be a GC brane. We say that B has
trivializable deformations if for each A ∈ ArtR, and each A-deformation Bˆ of B,
there exists a formal symmetry eX ∈ eTA(X) such that Bˆ is isomorphic to B · eX
in D˜ef
B
A(X, J). Similarly, we say that B has locally trivializable deformations
if for each z ∈ Z there exists an open set U ⊂ X containing z, such that
B|U ∈ Br(U, J |U ) has trivializable deformations.
Examination of examples shows that–unlike in the complex case discussed
above–not every GC brane has locally trivializable deformations. However, in
this section we will prove the following result.
Theorem 7. Let B ∈ Br(X, J) be a leaf-wise Lagrangian brane (that is, a brane
whose underlying GC submanifold is leaf-wise Lagrangian as in Definition 12).
Then B has locally trivializable deformations.
Proof. Let B = (Z,L) be a LWL brane, and z ∈ Z. Given a neighborhood
U ⊂ X of z and a 1-form u ∈ Ω1(U), let J′ = e−uJ|U and B
′ = B|U · e
u. By
Proposition 6, we have B′ ∈ Br(U, J′|U ). Suppose that for every A ∈ ArtR and
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Bˆ′ ∈ D˜ef
B′
A (U, J
′) we can find x′ ∈ eTA(U,J
′) such that Bˆ is isomorphic to B′ · x.
Then by applying Proposition 23, together with the fact that
eueTA(U,J
′)e−u = eTA(U,J|U ),
it follows that same is true when B′ is replaced by B and J′ is replaced by J.
Using Theorem 6, it is therefore sufficient to consider the case where X is a
neighborhood of the origin in Xm,n0 = R
2m × Cn, that Z = Zk0 ∩X for natural
numbers m,n, k (with k ≤ n), and where the curvature form F of L is zero;
here Zk0 ⊂ X0 is submanifold described in Example 5. Furthermore, by applying
Propositions 21 and 22, it is enough to consider the case that L is the trivial
element of Herm(Z).
The rest of the proof will be similar to the proof of Theorem 6, and we begin
by recalling some of the notation introduced there. We introduce coordinates
(s0, · · · , s2m, t0, · · · , t2n) onX0 = R
2m×Cn, where (s0, · · · , s2m) are coordinates
on R2m and (t0, · · · , t2n) are (real) coordinates on C
n ∼= R2n. We then relable
these to obtain new coordinates (x1, · · ·xd, y1, · · · yd
′
), with d = m + k and
d′ = m+ 2n− 2k, defined by
x1 = s1, · · ·xm = sm, xm+1 = t1, · · · , xm+2k = t2k,
and
y1 = sm+1 · · · ym = s2m, ym+1 = t2k+1 · · · ym+2n−sk = t2n.
In terms of these coordinates, Z is defined by the equations yI = 0 for I =
1, · · · , d′.
Let Bˆ = (ρˆ, Lˆ) be an object of DefBA(U, J). Let π : X → Z be the projection
map (x, y) 7→ x, and π∗ : C∞Z → C
∞
X the pull-back homomorphism.
Lemma 11. There exists a unique τ ∈ gA(Z) such that
ρˆ ◦ π∗ = eτ .
Proof. Suppose that µ : A→ A′ is a small extension in ArtR with kernel I, and
let σ : A′ → A be an R-linear splitting of µ. Inductively, assume that the result
holds for the Artin algebra A′. Write Φ = ρˆ ◦ π∗ : C∞A (Z) → C
∞
A (Z), and let
Φ′ = µ(Φ) : C∞A′(Z) → C
∞
A′(Z) , then exists a unique τ
′ ∈ gA′(Z) such that
eτ
′
= Φ′. Let τ˜ = σ(τ ′), i.e. for each f ∈ C∞A (Z) we have
τ˜ (f) = σ(τ ′µ(f)).
Define η ∈ I ⊗R EndR(C
∞(Z)) such that for every f ∈ C∞A (Z) we have
eτ˜ (f) = Φ(f)− η(f).
Define τ = τ˜ + η. Noting that I ⊗ EndR(C
∞(Z)) lies in the center of A ⊗R
EndR(C
∞(Z)), we see that
eτf = eηeτ˜ (f)
= eη(Φ(f)− η(f))
= Φ(f)− η(f) + η(Φ(f)− η(f))
= Φ(f)− η(f) + η(f)
= Φ(f).
57
Furthermore, we claim that η–and therefore τ–is a derivation. To see this, note
that by Proposition 11 Φ˜ = eτ˜ is a homomorphism (actually automorphism) of
R-algebras. Therefore we have
Φ(f)Φ(g) = (Φ˜(f)− η(f))(Φ˜(g)− η(g))
= Φ˜(f)Φ˜(g)− fη(g)− gη(f)
= Φ˜(fg)− fη(g)− gη(f).
By comparing this with the equation
Φ(fg) = Φ˜(fg)− η(fg),
we see that indeed η(fg) = fη(g) + η(f)g for every f, g ∈ C∞A (X).
Therefore e−τ ρˆ ◦ π∗ is the identity. Since Bˆ is isomorphic in D˜ef
B
A(U, J) to
(e−τ ρˆ, e−τ Lˆ), we may assume without loss of generality that
ρˆ ◦ π∗ = idC∞A (Z). (91)
In terms of the coordinates (x, y), this means that
ρˆ(xi) = xi
and
ρˆ(yI) ∈ C∞m (Z).
Let us write φI = ρˆ(yI) ∈ C∞m (Z), and define
ξ = (π∗φI)
∂
∂yI
∈ gA(X).
Lemma 12. ρˆ = ρeξ.
Proof. By definition, there exists some η ∈ gA(X) such that ρˆ = ρe
η. Defining
ζ ∈ gˇA(X) by e
ζ = eηe−ξ, we see that the desired result is equivalent to the
equation
ρeζ = ρ.
Introducing the notation {wα} for the collective coordinates {xi, yI} on U ⊂
X0, by assumption we have ρe
ζwα = ρwα for each α; we want to show that
this implies the identity ρeζf = ρf for arbitrary f ∈ C∞A (X). Let us expand
ζ = ζα ∂∂wα , noting that the component functions ζ
α are elements of C∞m (U).
For every function f ∈ C∞A (X), we have
ρ(ζ(f)) = ρ(ζα)ρ(
∂
∂wα
f);
in particular, if we can show that each component function ζα satisfies ρ(ζα) = 0,
then ρ(ζ(f)) = 0 for every f ∈ C∞A (X); in this case we say that the restriction
of ζ to Z vanishes. Inductively, for each k ≥ 1 we then have ρ(ζk(f)) = 0 for
every f ∈ C∞A (X), which in turn implies that ρe
ζ = ρ. Therefore, it is sufficient
to show that, if ζ is any element of gA(X) such that ρe
ζwα = ρwα holds for each
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α, then each of the component functions ζα satisfies ρ(ζα) = 0 (equivalently,
the restriction of ζ to Z vanishes).
Inductively, assume that this result holds for some A′ ∈ ArtR, and let µ :
A → A′ is a small extension with kernel I. Define ζ′ = µ(ζ) ∈ gA′(X). Since
µ(wα) = wα and µ(ρ) = ρ, it follows that ρeζ
′
wα = ρwα for each α, so by
the inductive hypothesis the restriction of ζ′ to Z vanishes. Let σ : A′ → A
be a linear splitting of µ, and define λ = ζ − σ(ζ′), which by construction is
an element of I ⊗R C
∞(TX). It is easy to see that the vanishing of ζ′ along
Z implies that σ(ζ′) vanishes along Z as well, so that ρeσ(ζ
′) = ρ. For each
f ∈ C∞A (X) we therefore have
ρeζ(f) = ρ(eσ(ζ
′)f + λ(f)) = ρf + ρλ(f).
Expanding λ = λα ∂∂wα , and noting that the component functions satisfy λ
α =
λ(wα), we then have
ρ(λα) = ρeζwα − ρwα = 0.
Therefore λ vanishes along Z, so that ζ = σ(ζ′) + λ does as well.
Let us write Lˆ = L + u = e−uL for u ∈ Ω1m(Z). Define w = π
∗u ∈ Ω1m(X),
and X = (ξ, w). The proof of Theorem 7 then follows from the following lemma.
Lemma 13. 1. Bˆ = B · eX, and
2. X ∈ TA(X).
Proof. As in the proof of Theorem 6, we introduce R ⊂ TX as the sub-bundle
spanned by {( ∂
∂yI
, 0), (0, dxi)}i,I and S ⊂ TX as the sub-bundle spanned by
{( ∂∂xi , 0), (0, dy
I)}i,I . In that proof, we saw that
1. TX = R ⊕ S. Furthermore, both R and S are maximal isotropic so the
pairing gives an identification S ∼= R∨ and R ∼= S∨.
2. J(R) = R and J(S) = S.
3. S|Z = TB.
We also introduced the space Y of vector fields on X0 of the form
∑
I c
I ∂
∂yI for
constants {cI}I , and defined R ⊂ C
∞(R) and S ⊂ C∞(S) to be the subspaces
of elements X ∈ C∞(R), C∞(S) satisfying (ξ, 0) · X = 0 for all ξ ∈ Y. Via
straightforward calculation, we proved the following lemma, which we state
here again for convenience.
Lemma 14. 1. JR,SK ⊂ R,
2. JR,RK = 0.
3. with respect to the isomorphism End(TX) ∼= (R⊕S)⊗ (R⊕S) induced by
the pairing, we have
J ∈ R⊗ S ⊕ S ⊗R.
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By construction, both (ξ, 0) and (0, u) are elements of R, so that we have
0 = J(ξ, 0), (0, u)K = (0,£(ξ)u).
Using Proposition 12, we see that
eX = e(0,u)e(ξ,0),
from which the first part of Lemma 13 easily follows.
It remains to show that
X · J = 0.
Since X ∈ R, it follows from Lemma 14 that X · J ∈ R ⊗ R, and also that
e−X · J = J − X · J. Since the pairing identifies R with S∨, we see that X · J
vanishes if and only if
〈(X · J)S,S〉 = 0;
this is equivalent to
〈(e−X · J)S,S〉 = 0,
which is in turn equivalent to
〈JeX(S), eXS)〉 = 0.
Since S ⊂ KB, it follows from the discussion in Remark 4.2 that
〈JeX(S), eXS)〉 ⊂ IZ .
On the other hand, for each x, y ∈ S the function 〈JeX(x), eXy)〉 ⊂ IZ is inde-
pendent of the yI coordinates, so if it vanishes on Z it vanishes on all of X . We
therefore conclude that
〈(e−X · J)S,S〉 = 0,
which finishes the proof of the lemma.
11 Induced Deformations
In this section, we continue the study of induced (trivializable) deformations.
Fix a GC brane B ∈ Br(X, J). For each A ∈ ArtR and x ∈ e
TA(X), we
introduce the notation
ΣBA(x) = B · x ∈ Def
B
A(X, J).
In this section we will define a formal groupoid DefB(X, J)tr, whose objects for
A ∈ ArtR are the elements of e
TA(X). We then extend the map x 7→ ΣBA(x) to a
functor of formal groupoids
ΣB : DefB(X, J)tr → DefB(X, J),
which we prove is fully faithful; by construction, it is essentially surjective (and
hence an equivalence) precisely when B has trivializable deformations.
In order to define the groupoid DefB(X, J)tr we will need some preliminary
definitions.
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Definition 28. Let rF (Z) be the following Lie algebra: as a vector space
rF (Z) = C∞(TZ)⊕ C∞(Z), and the bracket is given by
[(ξ, f), (η, g)] = ([ξ, η], ξ(g)− η(f) + ι(η)ι(ξ)F ). (92)
Remark. The Jacobi identity for the bracket (92) follows from the fact that F
is closed.
Consider the formal group er
F (Z). For each A ∈ ArtR, by Proposition 9 we
see that for every ξ ∈ gA(Z) and every f ∈ C
∞
m (Z) := m⊗A C
∞(Z) we have
e(ξ,0)e(0,f) = e(0,e
ξf)e(ξ,0). (93)
We also have the following result; the proof is identical to the proof of Propo-
sition 12, and is therefore omitted.
Lemma 15. For each A ∈ ArtR and (ξ, f) ∈ r
F
A(Z), we have
e(ξ,f) = e(0,
∫
1
0
etξfdt)e(ξ,0).
Proposition 24. The map
µ : rF (Z)→ gˇ(Z)
given by
(ξ, f) 7→ (ξ, ι(ξ)F − df)
is a Lie algebra homomorphism.
Proof. Along with the Cartan formula £(ξ) = dι(ξ) + ι(ξ)d, recall also the
identity ι([ξ, η])F = [£(ξ), ι(η)]F . Using these, we calculate [µ(ξ, f), µ(η, g)] to
be
[(ξ, ι(ξ)F − df), (η, ι(η)F − dg)]
=([ξ, η],£(ξ)ι(η)F −£(ξ)dg −£(η)ι(ξ)F +£(η)df)
=([ξ, η], ι([ξ, η])F + ι(η)£(ξ)F − dι(ξ)dg −£(η)ι(ξ)F + dι(η)df)
=([ξ, η], ι([ξ, η])F + ι(η)dι(ξ)F − dι(η)ι(ξ)F − ι(η)dι(ξ)F − d(ξ · g − η · f))
=([ξ, η], ι([ξ, η])F − d(ξ · g − η · f + ι(η)ι(ξ)F ))
=µ(([ξ, η], ξ · g − η · f + ι(η)ι(ξ)F ))
=µ([(ξ, f), (η, g)]).
Let B be a GC brane on (X, J), with underlying GC submanifold (Z, F ).
Denote by T B(X) the Lie sub-algebra of T (X) consisting of elements X =
(ξ, u) ∈ T (X) such that ξ is tangent to Z. This Lie algebra comes equipped
with a restriction homomorphism
ρ : T B(X)→ gˇ(Z).
Definition 29. Let KB(X) be the fiber-product of Lie algebras
KB(X) = T B(X)×gˇ(Z) r
F (Z).
In other words, an element of KB(X) is a pair (X, τˆ ), where X = (ξ, w) ∈
T B(X), τˆ = (τ, f) ∈ rF (Z), such that ρ(ξ) = τ and ρ(w) = ι(τ)F − df. The Lie
bracket is defined component-wise.
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By construction, KB(X) comes equipped with three homomorphisms:
1. χ : KB(X)→ T (X)
2. ρ1 : K
B(X)→ gˇ(Z) and
3. ρ2 : K
B(X)→ rF (Z),
where ρ1 = µρ2. We will denote the group homomorphisms induced by these
Lie algebra homomorphisms by the same symbols.
Definition 30. Let D˜ef
B
(X, J)tr be the following formal groupoid: For each
A ∈ ArtR, the objects of D˜ef
B
A(X, J)
tr are elements of the group eTA(X). A
morphism from x ∈ eTA(X) to x′ ∈ eTA(X) is an element y ∈ eK
B
A(X) such that
x′ = χ(y)x.
Given y, y′ ∈ eK
B
A(X) and x, x′, x′′ ∈ eTA(X) such that x′ = χ(y)x and x′′ =
χ(y′)x′, the composition
( x′
y′ // x′′) ◦ ( x
y // x′ )
is defined by
x
y′y // x′′ ,
where we note that
x′′ = χ(y′)x′ = χ(y′)χ(y)x = χ(y′y)x.
For every x ∈ eTA(X), the identity morphism x→ x is the group identity element
1
eK
B
A
(X) ∈ e
KBA(X).
For each x ∈ eTA(X), denote
Σ˜BA(x) = B · x ∈ D˜ef
B
A(X, J).
Given x, x′ ∈ eTA(X) and y ∈ eKA(X) such that x′ = χ(y)x, we will construct
Σ˜BA(y) : B · x→ B · x
′.
Write x = eueξ, x′ = eu
′
eξ
′
, y = e(Y,τˆ), where Y = (η, v) and τˆ = (τ, h). By
Proposition 12, we have
χ(y) = eweη,
where
w =
∫ 1
0
etηvdt. (94)
The equation x′ = χ(y)x implies that
eξ
′
= eηeξ, (95)
and
u′ = w + eηu. (96)
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Furthermore, by definition of the Lie algebra KBA(X), we have
ρeη = eτρ. (97)
and
ρ(v) = ι(τ)F − dh. (98)
Lemma 16. Σ˜BA(y) = (e
τ , {gI}) with
gI :=
∫ 1
0
(etτ (ι(τ)aI + h|WI )dt (99)
is an equivalence from Σ˜BA(x) to Σ˜
B
A(x
′) in D˜ef
B
A(X, J).
Proof. Write Σ˜BA(x) = B · x = Bˆ = (ρˆ, Lˆ) and Σ˜
B
A(x
′) = B · x′ = Bˆ′ = (ρˆ′, Lˆ′) .
According to Definition 20, we need to check that
ρˆ′ = eτ ρˆ, (100)
and that {gI} is an isomorphism in Def
L
A(X) from Lˆ
′ → eτ Lˆ. By construction,
we have ρˆ = ρeξ and ρˆ′ = ρeξ
′
. Combining equation (95) with equation (97),
we see that (100) is indeed satisfied.
Next, note that by construction
Lˆ′ = ({cIJ}, {aI + ρ(u
′)|WI})
and
Lˆ = ({cIJ}, {aI + ρ(u)|WI});
therefore, we also have
eτ Lˆ = ({eτcIJ}, {e
τaI + e
τρ(u)|WI}).
According to Definition 16, therefore, {gI} is an isomorphism in Def
L
A(Z) from
Lˆ′ → eτ Lˆ if and only if we have
gJ − gI = e
τcIJ − cIJ (101)
and
dgI = e
τaI + e
τρ(u)|WI − aI − ρ(u
′)|WI . (102)
By equation (99) we have
gJ − gI =
∫ 1
0
etτ (ι(τ)(aJ − aI))dt
=
∫ 1
0
(etτ (ι(τ)dcIJ )dt
=
∫ 1
0
(£(τ)etτ cIJdt
=
∫ 1
0
d
dt
etτcIJdt
= eτcIJ − cIJ ,
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which verifies condition (101). To verify condition (102), we calculate
dgI =
∫ 1
0
etτ (dι(τ)aI + dhI)dt
=
∫ 1
0
etτ (£(τ)aI − ι(τ)daI + ι(τ)F − ρ(v))dt
= eτaI − aI − ρ(w)
= eτaI − aI − ρ(u
′ − eηu)
= eτaI − aI − ρ(u
′) + eτρ(u).
Note that, in going from the first line to the second we used the Cartan formula
for the Lie derivative, together with (98); in going from the second to the third
we used that daI = F , e
tτ£(aI) =
d
dte
tτaI , and (94); in going from the third to
the fourth we used (96); and in going from the fourth line to the last we used
(97).
Proposition 25. The map sending x ∈ eTA(X) to Σ˜BA(x) = B·x and y ∈ e
KBA(X)
to Σ˜BA(y) is functorial; that is, for every x, x
′, x′′ ∈ eTA(X) and y, y′ ∈ eK
B
A(X)
such that x′ = χ(y)x and x′′ = χ(y′)x′, we have
Σ˜BA(y
′) ◦ Σ˜BA(y) = Σ˜
B
A(y
′y). (103)
Proof. Suppose x, x′, x′′ ∈ eTA(X) and y, y′, y′′ ∈ eKA(X) satisfy x′ = χ(y)x and
x′′ = χ(y′)x′. Defining y′′ = y′y, we may rewrite the condtion (103) in the
slightly altered form
Σ˜BA(y
′) ◦ Σ˜BA(y) = Σ˜
B
A(y
′′). (104)
Writing Σ˜BA(y) = (e
τ , {gI}), Σ˜
B
A(y
′) = (eτ
′
, {g′I}), and Σ˜
B
A(y
′′) = (eτ
′′
, {g′′I }), by
Definition 20 equation (104) means that
eτ
′
eτ = eτ
′′
, (105)
and that
g′I + e
τ ′gI = g
′′
I (106)
holds for each I. Using formula (93), we see that the conditions (105) and (106)
may be combined into the equations
e(0,g
′
I)e(τ
′
I ,0)e(0,gI)e(τI ,0) = e(0,g
′′
I )e(τ
′′
I ,0) (107)
in the groups er
F
A(WI), where by definition we have τI := τ |WI , τ
′
I := τ
′|WI , and
τ ′′I := τ
′′|WI .
Define hI := h|WI , h
′
I := h
′|WI , and h
′′
I := h
′′|WI , and also fI = ι(τI)aI+hI ,
f ′I = ι(τ
′
I)aI + h
′
I , and f
′′
I = ι(τ
′′
I )aI + h
′′
I . Using the definition (99) together
with Lemma 15, we see that (107) may be rewritten as
e(τ
′
I ,f
′
I)e(τI ,fI) = e(τ
′′
I ,f
′′
I ). (108)
By hypothesis, we have y′′ = y′y; applying the homomorphism ρ2 : e
KBA(X) →
er
F
A(Z) and restricting to WI , this implies that
e(τ
′
I ,h
′
I)e(τI ,hI) = e(τ
′′
I ,h
′′
I ) (109)
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holds in er
F
A(WI ). On the other hand, if we define σI : r
F
A(WI)→ r
F
A(WI) by
(ζ, l) 7→ (ζ, l + ι(ζ)aI),
we see that (τI , fI) = σI(τI , hI), (τ
′, f ′I) = σI(τ
′
I , h
′
I) and (τ
′′, f ′′I ) = σI(τ
′′, h′′I ).
It is easy to check that σI is a homomorphism of Lie algebras; therefore equation
(108) follows from (108) by applying the group homomorphism eσI .
Using Lemma 16 and Proposition 25 in hand, we may now give the following
definition.
Definition 31. The functor Σ˜B : DefB(X, J)tr → DefBA(X, J) is defined as
follows. For each A ∈ ArtR and each x ∈ e
TA(X), we have
Σ˜BA(x) = B · x.
On morphisms Σ˜BA is defined as described in Lemma 16.
Proposition 26. The functor Σ˜B is fully faithful.
Proof. We first prove that Σ˜B is faithful. GivenA ∈ ArtR, let x, x
′ be elements of
eTA(X), and let y, y′ ∈ eK
B
A(X) be elements satisfying x′ = χ(y)x and x′ = χ(y′)x.
In particular, this implies that χ(y) = χ(y′). Let us write y = e((η,v),(τ,h)), where
(η, v) ∈ TA(X) and (τ, h) ∈ K
B
A, such that τ = ρ(η) and ρ(v) = ι(τ)F − dh.
Then y′ is of the form e((η,v),(τ,h
′)), where ρ(v) = ι(τ)F − dh′. By construction,
we have Σ˜(y) = Σ˜(y′) if and only if, on each WI we have∫ 1
0
etτ (ι(τ)aI + h|WI )dt =
∫ 1
0
etτ (ι(τ)aI + h
′|WI )dt.
By Lemma 1, this holds if and only if h|WI = h
′|WI for each I, or equivalently
if h = h′. This in turn holds if and only if y = y′. Therefore we see that Σ˜BA is
faithful.
To show that Σ˜BA is full, suppose we are given x, x
′ ∈ eTA(X) and a morphism
(eτ , {gI}) from Σ˜
B
A(x) → Σ˜
B
A(x
′). Define y˜ = x′x−1. Writing x = eueξ, x′ =
eu
′
eξ
′
, and y˜ = eweη, we have eη = eξ
′
e−ξ, and w = u′ − eηu. Writing B =
(Z, ({cIJ}, {aI})), we have
Σ˜BA(x) = (ρe
ξ, ({cIJ}, {aI + ρ(u)|WI})
and
Σ˜BA(x
′) = (ρeξ
′
, ({cIJ}, {aI + ρ(u
′)|WI}).
The fact that (eτ , {gI}) is an equivalence from Σ˜
B
A(x) to Σ˜
B
A(x
′) is then equiva-
lent to the following three conditions:
(I) ρeξ
′
= eτρeξ, or equivalently eτρ = ρeξ
′
e−ξ = ρeη, which implies that η
is tangent to Z and ρ(η) = τ .
(II) gJ − gI = e
τ cIJ − cIJ and
(III) dgI = e
τ (aI + ρ(u)|WI )− (aI + ρ(u
′)|WI ) = e
τaI − aI − ρ(w)|WI .
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Write y˜ = e(η,v), so that
w =
∫ 1
0
etηvdt
and therefore
ρ(w) =
∫ 1
0
etτρ(v)dt,
we see from condition (III) that
dgI =
∫ 1
0
etτ (£(τ)aI − ρ(v)|WI )dt,
or equivalently
dgI − d
∫ 1
0
etτ ι(τ)aIdt =
∫ 1
0
etτ (ι(τ)F |WI − ρ(v)|WI )dt. (110)
Also write e(0,gI)eτ |WI = e(τ |WI ,kI ) ∈ er
F
A(WI ), so that
gI =
∫ 1
0
etτkIdt.
Defining hI = kI − ι(τ)aI , equation (110) implies that
d
∫ 1
0
etτhIdt =
∫ 1
0
etτ (ι(τ)F |WI − ρ(v)|WI )dt.
Therefore, by Lemma 1 we have
dhI = (ι(τ)F − ρ(v))|WI . (111)
On the other hand, using condition (II), we see that on each overlap WIJ we
have ∫ 1
0
etτ (kJ − kI)dt =
∫ 1
0
etτ ι(τ)dcIJdt
=
∫ 1
0
etτ (ι(τ)aJ − ι(τ)aI)dt,
which implies (again using Lemma 1) that hJ = hI , so there is a unique func-
tion h ∈ C∞m (Z) such that hI = h|WI . By equation (111), it follows that
((η, v), (τ, h)) is an element of KBA(X), and by construction
Σ˜BA(e
((η,v),(τ,h))) = (eτ , {gI}).
This completes the proof that Σ˜BA is full.
Given an open set U ⊂ X , denote D˜ef
B
(U, J) := D˜ef
B|U
(U, J|U ) and D˜ef
B
(U, J)tr :=
D˜ef
B|U
(U, J|U )
tr, as well as Σ˜B(U) := Σ˜B|U .
Corollary 4. Let B = (Z,L) be a GC brane with locally trivializable defor-
mations. Then for every z ∈ Z, there exists a neighborhood U ⊂ X of z such
that
Σ˜B(U) : D˜ef
B
(U, J)ex → D˜ef
B
(U, J)
is an equivalence. In particular, this applies to LWL branes (by Proposition 7).
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Proof. Given B = (Z,L) ∈ Br(X, J) with locally trivializable deformations and
z ∈ Z, by definition there exists a neighborhood U ⊂ X of z such that for every
A ∈ ArtR the functor
Σ˜BA(U) : D˜ef
B
A(U, J)
ex → D˜ef
B
A(U, J)
is essentially surjective. By Proposition 26, it is also fully faithful, and therefore
an equivalence.
The proof of the following Proposition, which we omit, is a straightforward
consequence of Definition 17 and Definition 30
Proposition 27. There is a strict right action of eH(X) on D˜ef
B
(X, J)tr defined
as follows: given x ∈ eTA(X) and z ∈ eHA(X), we define x · z to be the product
xz (recall that eHA(X) is a subgroup of eTA(X)). Given a morphism y : x→ x′,
we define y · z = y, now regarded as a morphism from xz → xz.
For the following definition, recall Definition 26.
Definition 32. Let DefB(X, J)tr be the action groupoid D˜ef
B
(X, J)tr//eH(X).
Explicitly, for A ∈ ArtR an object of Def
B
A(X, J)
ex is an element of eTA(X).
Given x, x′ ∈ eTA(X), a morphism from x to x′ is a pair (y, z) ∈ eK
B
A(X)×eHA(X)
such that x′z = χ(y)x. Composition is given by group multiplication, i.e.
(y′, z′) ◦ (y, z) = (y′y, z′z).
It is clear that the functor Σ˜B : D˜ef
B
(X, J)tr → D˜ef
B
(X, J) is compatible
with the right actions of eHA(X) on both formal groupoids. Therefore, it follows
from Proposition 20 that Σ˜B naturally extends to a functor ΣB : DefBA(X, J)
tr →
DefBA(X, J). Furthermore, Σ
B is an equivalence if and only if Σ˜B is an equiva-
lence. This leads to the following corollary.
Theorem 8. Let B = (Z,L) be a leaf-wise Lagrangian brane on a GC manifold
(X, J) (or more generally a brane with locally trivializable deformations). Then
for every z ∈ Z, there exists a neighborhood U ⊂ X of z such that
ΣB(U) : DefB(U, J)ex → DefB(U, J)
is an equivalence of formal groupoids.
12 Deformations via gluing
Let B be a GC brane on (X, J). As discussed in Remark 7.3, the formal groupoid
D˜ef
B
(X, J) extends in a natural way to a presheaf of formal groupoids on X .
In particular, for any open cover U = {Uα} of X , we may define the groupoid
of descent data for D˜ef
B
with respect to U . This is described explicitly in the
following definition.
Definition 33. Let D˜ef
B
(U , J) be the following formal groupoid. For each
A ∈ ArtR, an object of D˜ef
B
A(U ,U) is pair Bˆ = ({Bˆα}, {Ψαβ}), where
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1. each Bˆα is an object of D˜ef
B
A(Uα, J),
2. each Ψαβ : Bˆβ
∼= // Bˆα is an isomorphism, and
3. on triple overlaps we have Ψαγ = ΨαβΨβγ : Bγ → Bα.
A morphism from Bˆ = ({Bˆα}, {Ψαβ}) to Bˆ
′ = ({Bˆ′α}, {Ψ
′
αβ}) is a collection
{Φα : Bˆα → Bˆ
′
α} such that on each overlap we have Ψ
′
αβΦβ = ΦαΨαβ.
By construction, there is a natural restriction functor
R˜B : D˜ef
B
(X, J)→ D˜ef
B
(U , J).
Explicitly, givenA ∈ |Art and Bˆ ∈ D˜ef
B
A(X, J), we define R˜
B
A(Bˆ) = ({Bˆα}, {Ψαβ})
by setting Bˆα = Bˆ|Uα for each α, and Ψαβ = idBˆ|Uαβ
on each Uαβ . Given a mor-
phism Φ : Bˆ → Bˆ′, we define
R˜BA(Φ) = {Φ|Uα} : R˜
B
A(Bˆ)→ R˜
B
A(Bˆ
′).
Proposition 28. The restriction functor R˜B : D˜ef
B
(X, J)→ D˜ef
B
(U , J) is an
equivalence of formal groupoids.
Proof. Fix A ∈ ArtR. By inspection, it is clear that R˜
B is faithful, i.e. for each
pair of objects Bˆ = (ρˆ, Lˆ) and Bˆ′ = (ρˆ′, Lˆ′) in D˜ef
B
A(X, J) the induced map
Hom
D˜ef
B
A(X,J)
(Bˆ, Bˆ′)→ Hom
D˜ef
B
A(U ,J)
(R˜BA(Bˆ), R˜
B
A(Bˆ
′))
is injective. On the other hand, suppose we are given a morphism {Φα} :
R˜BA(Bˆ) → R˜
B
A(Bˆ
′). By definition, on each open set Uα we have an equivalence
Φα : Bˆ|Uα → Bˆ
′|Uα , and on each overlap we have Φα|Uαβ = Φβ|Uαβ . It is
straightforward to see from Definition 20 that this implies the existence of Φ :
Bˆ → Bˆ′ whose restriction to each Uα is equal to Φα. Thus we see that R˜
B
A is
fully faithful.
To finish the proof, we will show that R˜BA is also essentially surjective. Given
({Bˆα}, {Ψαβ}) ∈ D˜ef
B
A(U , J), write Ψαβ = (e
ταβ , ψαβ). In particular, part (3)
of Definition 33, implies that on each Z ∩ Uαβγ we have
eταβeτβγ = eταγ .
Lemma 17. There exist {σα ∈ C
∞
m (Z ∩ Uα)} such that on Z ∩ Uαβ we have
eταβ = e−σαeσβ .
Proof. By Proposition 8, we may proceed by induction on small extensions.
Thus, suppose the result holds for some A′ ∈ ArtR with unique maximal ideal
m′, and let µ : A → A′ be a small extension. Denote the kernel of µ by I.
Choose a linear splitting ν : A → A′ of µ. Since eταβeτβγ = eταγ holds in
egm(Uαβγ), we also have eµ(ταβ)eµ(τβγ) = eµ(ταγ) in egm′ (Uαβγ). By the inductive
hypothesis, we can find {σ˜α ∈ gm′(Uα)} such that
eµ(ταβ) = e−σ˜αeσ˜β .
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We must then have
e−ν(σ˜α)eν(σ˜β) = eταβ+ζαβ (112)
for some ζαβ ∈ I⊗C
∞(T (Z∩Uαβ)). Since I⊗C
∞(T (Z∩Uαβ) lies in the center of
gm, it is easy to see from equation (112) that on triple overlaps ζβγ−ζαγ+ζαβ =
0, so that we can choose ηα ∈ I ⊗ C
∞(T (Z ∩ Uα)) satisfying ηβ − ηα = −ζαβ .
Setting σα = s(σ˜α) + ηα, it follows from equation (112) that
e−σαeσβ = eταβ .
Returning to the proof of Proposition 28, choose {σα} as in Lemma 17, and
define ρˆ′α = e
σα ρˆα, Lˆ
′
α = e
σα Lˆα, and
Bˆ′α = (ρˆ
′
α, Lˆ
′
α).
Note that, by Lemma 5, for each α we have Bˆ′α ∈ D˜ef
B
A(Uα, J).
By construction, we have equivalences
Φα := (e
σα , idLˆ′α
) : Bˆα → Bˆ
′
α.
If we define Ψ′αβ = ΦαΨαβΦ
−1
β , then by construction Bˆ
′ = ({Bˆ′α}, {Ψ
′
αβ}) ∈
D˜ef
B
A(U , J), and Φ = ({Φα}) defines an isomorphism in D˜ef
B
A(U , J) from Bˆ →
Bˆ′. Furthermore, by construction we have
Ψ′αβ = (e
σα , ideσα·Lˆα)(e
ταβ , ψαβ)(e
−σβ , ide−σβ ·Lˆβ )
= (eσαeταβe−σβ , ψ′αβ)
= (1, ψ′αβ),
where
ψ′αβ = (e
σα · ψαβ) : Lˆ
′
α → Lˆ
′
β .
In particular, on the overlaps Z ∩Uαβ we have ρˆ
′
α = ρˆ
′
β , so there exists a unique
ρˆ : Ω•A(X)→ Ω
•
A(Z) such that each ρˆ
′
α is given by restricting ρˆ.
For each α write Bˆ′α = (ρˆα, Lˆα). Using Proposition 14, we may assume
without loss of generality that each Lˆα is of the form ({(cα)IJ}, {(aˆα)I}), i.e.
has undeformed transition functions {(cˆα)IJ = cIJ |Uα}. Therefore, if we write
Ψ′αβ = (1, {(gαβ)I}), it follows from Definition 20 and Definition 16 that on
each (Uαβ ∩ WI) ∩ (Uαβ ∩ WJ) we have (gαβ)I = (gαβ)J , so that there is a
well-defined function gαβ : Z ∩ Uαβ → R whose restriction to each Uαβ ∩WI is
equal to (gαβ)I . Furthermore, we see that on Uαβγ ∩ Z we must have
gαβ + gβγ = gαγ ,
so we may choose hα ∈ C
∞
m (Z ∩ Uα) such that gαβ = hβ − hα. If we define
{(aˆ′′α)I = (aˆ
′
α)I − d(hα)|WI}, Lˆ
′′
α = ({cIJ}, {(aˆ
′′
α)I}), and
Bˆ′′α = (ρˆα, Lˆ
′′
α),
then Bˆ′′ = ({Bˆ′′α}, {Ψ
′′
αβ = id}) defines an element of D˜ef
B
A(U , J), which by
construction is isomorphic to Bˆ′, and hence also to Bˆ. Also by construction,
there exists a unique Bˆ0 ∈ D˜ef
B
A(X) such that R˜
B
A(Bˆ0) = Bˆ
′′. This completes
the proof that R˜BA is essentially surjective.
69
We saw in Proposition 16 that there is a strict right action of the formal group
eT (X) on D˜ef
B
(X, J). Similarly, for each open set U ⊂ X , we have a strict right
action of eT (X) on D˜ef
B
(U, J) constructed using the restriction homomorphism
eT (X) → eT (U) together with the action of eT (U) on D˜ef
B
(U, J). We then have
the following easy result, the proof of which is omitted.
Proposition 29. There is a strict right action of eT (X) on D˜ef
B
(U , J) defined
as follows: for each A ∈ ArtR, given g ∈ e
TA(X) and Bˆ = ({Bˆα}, {Ψαβ}) ∈
D˜ef
B
A(U , J), we define
Bˆ · g = ({Bˆα · g|Uα}, {Ψαβ · g|Uαβ}).
Similarly, given an isomorphism {Φα} : Bˆ → Bˆ
′ in D˜ef
B
A(U , J), we define
{Φα} · g = {Φα · g}.
Definition 34. Let DefB(U , J) be the formal groupoid
D˜ef
B
(U , J)//eH(X).
Explicitly, for each A ∈ ArtR D˜ef
B
A(U , J) has the same objects as D˜ef
B
A(U , J).
A morphism from Bˆ → Bˆ′ in DefBA(U , J) is a pair (Φ, z), where z ∈ e
HA(X),
and Φ is a morphism in D˜ef
B
A(U , J) from Bˆ to Bˆ
′. Composition is given by
(Φ′, z′)(Φ, z) = (Φ′Φ, z′z).
Clearly, the restriction functor
R˜B : D˜ef
B
(X, J)→ D˜ef
B
(U , J)
is compatible with the actions of eH(X) on both formal groupoids. Using Propo-
sition 20, we may then extend R˜B to a functor
RB : DefB(X, J)→ DefB(U , J).
Furthermore, combining Proposition 20 and Proposition 28, we arrive at the
following result.
Theorem 9. The restriction functor RB : DefB(X, J) → DefB(U , J) is an
equivalence of formal groupoids.
13 Semicosimplicial groupoids and descent
The remainder of the paper will be devoted to constructing a DGLA governing
the deformation theory of branes with locally trivializable deformations. To do
so, we will adapt techniques developed in [I], as well as [FMM][BM]. As a first
step, in this section we review the framework of semicosimplicial groupoids and
the descent groupoid construction. We will use this to reformulate the defini-
tions introduced in the previous section more systematically. This will enable
us to formulate and prove some results which would be much more cumbersome
otherwise.
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Most of the following discussion–including the notation–is taken from [BM].
Let ∆mon be the category whose objects are the finite ordinal sets [n] = {0, 1, · · · , n}
for n = 0, 1, · · · , and whose morphisms are order-preserving injective maps
among them. Recall that a semicosimplicial object in a category C is a functor
A△ : ∆mon → C. This may be pictured as a diagram
A△ = A0
// // A1
////// A2
//
//
//// . . . , (113)
where each An := A
△([n]) is an object of C. The coface maps ∂in : An →
An+1}
n+1
i=0 (for i = 0, · · · , n+1) satisfy a number of relations determined by the
combinatorial structure of ∆mon.
More generally, given a (strict) 2-category C, we may similarly define a
(strict) semicosimplicial object in C: this consists of a diagram of the form
(113), where the entries are objects of C and the arrows are 1-morphisms, which
we require to satisfy cosimplicial relations on the nose. The example we will
need is when C is the 2-category of formal groupoids (over ArtR).
Example. Let F be a sheaf on a topological space X , valued in a category (or
strict 2-category) C. Given an open cover U = {Uα} of X , we may define a
semicosimplicial object A△ in C, called the nerve of F . For each n = 0, 1, · · ·
we take
A△n = Πα0,···αnF(Uα0,···αn).
The coface maps ∂in : A
△
n → A
△
n+1 are constructed using the restriction maps
of the sheaf F : for each n = 0, 1, · · · and each i = 0, · · · , n+ 1, we have
∂in = Πα0,··· ,αn+1F(Uα0···αn+1 , Uα0···αˆi···αk+1),
where for each inclusion of open subset U ⊂ V the notation F(U, V ) : F(V )→
F(U) denotes the restriction map.
Definition 35. [BM, Thm. 2.6] Given a semicosimplicial groupoid G•, the
groupoid of descent data Desc(G•) is defined as follows:
1. An object of Desc(G•) is a pair (l,m) with l an object of G0, and m a
morphism in G1 from ∂0l→ ∂1l, such that the equation
(∂0m)(∂1m)
−1(∂2m) = 1
holds in G2.
2. A morphism from (l,m) to (l′,m′) is a morphism a : l → l′ in G0, such
that the following diagram commutes:
∂0l
m //
∂0a

∂1l
∂1a

∂0l
′ m
′
// ∂1l′.
Example. Continuing Example 13, let us describe explicitly the groupoidDesc(G•)
in the case that G• is the nerve of a strict presheaf of groupoids on X . An object
is a pair ({xα}, {ϕαβ}}, where xα ∈ C(Uα), and the ϕαβ are morphisms
ϕαβ : xβ → xα
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(where both objects have implicitly been restricted to Uαβ). The morphisms
must satisfy
ϕγβϕβα = ϕγα
on the triple intersections Uαβγ . A morphism from x = ({xα}, {ϕαβ}) to x
′ =
({x′α}, {ϕ
′
αβ}) is a collection {ψα} of morphisms ψα : xα → x
′
α that satisfy
ψαϕαβ = ϕ
′
αβψβ
on overlaps Uαβ.
Remark. Definition 35 and Remark 13 extend immediately to the case of formal
groupoids. For example, in the case of the sheaf of formal groupoidsDefB(X, J)
associated to a GC brane B, the formal groupoid in Definition 33 with respect
to an open cover U is precisely the descent groupoid for the nerve ofDefB(X, J).
Given a GC brane B ∈ Br(X, J), recall from §11 the formal groupoid
D˜ef
B
A(X, J)
tr described in Definition 30. This groupoid may also be refined to
a sheaf of formal groupoids over X , which assigns to each open subset U ⊂ X
the formal groupoid D˜ef
B
(U, J)tr := D˜ef
B|U
A (U, J|U )
tr.
Definition 36. Let D˜ef
B
(U , J)tr be the groupoid formal of descent data asso-
ciated to the nerve of the sheaf of groupoids U 7→ D˜ef(U, J)tr with respect to an
open cover U . Explicitly, for each A ∈ ArtR an object of D˜ef
B
A(U , J)
tr is a pair
({xα}, {yαβ}) where
1. xα is an element of e
TA(Uα),
2. yαβ is an element of e
KBA(Uαβ),
3. on each overlap Uαβ we have xα = χ(yαβ)xβ ,
4. on each triple overlap Uαβγ we have yβγy
−1
αγ yαβ = 1.
A morphism from ({xα}, {yαβ}) to ({x
′
α}, {y
′
αβ}) in D˜ef
B
A(U , J)
tr is a collection
{wα}, where
1. wα ∈ e
KBA(Uα),
2. on each Uα we have x
′
α = χ(wα)xα,
3. on each double overlap Uαβ we have y
′
αβwβ = wαyαβ.
The composition of morphisms is given by group multiplication, i.e.
{w′α} ◦ {wα} = {w
′
αwα}.
The identity morphisms is given by the identity group elements.
We then have the following easy result, whose proof is omitted.
Proposition 30. For each A ∈ ArtR, each object ({xα}, {yαβ}) ∈ D˜ef
B
A(U , J)
tr,
and each g ∈ eHA(X), let
({xα}, {yαβ}) · g = ({xα · g|Uα}, {yαβ}.
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For each morphism
{wα} : ({xα}, {yαβ})→ ({x
′
α}, {y
′
αβ}),
let {wα}·g = {wα}, regarded as a morphism from ({xα}, {yαβ})·g to ({x
′
α}, {y
′
αβ})·
g. Then this defines a strict right action of eH(X) on D˜ef
B
(U , J)tr.
Definition 37. Let
DefB(U , J)tr := D˜ef
B
(U , J)tr//eH(X)
be the formal groupoid associated to the right action of eH(X) on D˜ef
B
(U , J)tr,
as described in Definition 26.
The map taking a formal semicosimplicial groupoid to its formal groupoid
of descent data is functorial in a natural sense [BM]. Namely, there is a
(strict) 2-category of semicosimplicial formal groupoids, and the descent con-
struction defines a 2-functor from this category to the two-category of formal
groupoids. For example, a map from a semicosimplicial formalgroupoid G• to
another one H• by definition consists a collection of functors Ψk : Gk → Hk
that are compatible with the boundary maps. Such a map induces a functor
Desc(Ψ•) : Desc(G•)→ Desc(H•).
Proposition 31. [BM] Let Ψ• : G• → H• be a map of semicosimplicial formal
groupoids, such that for each k the functor Ψk : Gk → Hk is an equivalence.
Then Desc(Ψ•) : Desc(G•)→ Desc(H•) is also an equivalence.
Example. Let C and D be (strict) sheaves of formal groupoids on X , and let
Σ : C → D be a strict map of such sheaves, i.e. a collection of functors Σ(U) :
C(U) → D(U) that are strictly compatible with the restriction functors. Then
Σ induces a map of semicosimplicial formal groupoids from the nerve of C to
the nerve of D, which in turn induces a functor Σ(U) of the associated descent
groupoids. Furthermore, if for each open subset U ⊂ X the functor Σ(U) :
C(U) → D(U) is an equivalence of groupoids, then then induced functor Σ(U)
is also an equivalence.
Definition 38. Let Σ˜B(U) : D˜ef
B
(U , J)tr → D˜ef
B
A(U , J) be the functor induced
by the map of sheaves described in Definition 31.
By construction, the functor Σ˜B(U) : D˜ef
B
(U , J)tr → D˜ef
B
(U , J) is com-
patible with the actions of eH(X) on both formal groupoids. Therefore, using
Proposition 20, we may extend Σ˜B to a functor from DefB(U , J)tr to DefB(U , J).
Definition 39. ΣB(U) : DefB(U , J)tr → DefB(U , J) is the functor Σ˜B(U)//eH(X)
induced from Σ˜B(U) using Proposition 20.
Theorem 10. Let B be a leaf-wise Lagrangian GC brane on (X, J) (or more
generally a brane with locally trivializable deformations). Then there exists an
open cover U of X such that
ΣB(U) : DefB(U , J)tr → DefB(U , J)
is an equivalence of formal groupoids. Furthermore, by Theorem 9, the formal
groupoids DefB(U , J)tr and DefB(X, J) are also equivalent.
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Proof. By Corollary 4, we there exists an open cover U = {Uα} of X such that,
for each α, the functor
Σ˜B(Uα) : D˜ef
B
(Uα, J)
tr → D˜ef
B
(Uα, J)
is an equivalence. It then easily follows from Proposition 31 that
Σ˜B(U) : D˜ef
B
(U , J)tr → D˜ef
B
(U , J)
is an equivalence as well. The proof then follows by applying Proposition 20.
14 Construction of the DGLA for branes with
locally trivializable deformations
14.1 DGLA’s and the Deligne functor
For simplicity, in the following we work over the field R. A differential graded
Lie algebra (DGLA) consists of a cochain complex g•, together with a cochain
map (the “bracket”)
[·, ·] : g• ⊗ g• → g•
of degree zero, which is skew-symmetric (in the graded sense), and satisfies a
graded version of the Jacobi identity [I].
Example. Any Lie algebra may be regarded as a DGLA concentrated in degree
zero. Conversely, given an arbitrary DGLA g•, the restriction of the bracket to
g0 gives it the structure of a Lie algebra.
For any DGLA g•, the set of Maurer-Cartan elements of g• are defined as
MC(g•) = {x ∈ g1 : dx+
1
2
[x, x] = 0}.
If g• is nilpotent, the group eg
0
is well-defined (sometimes called the gauge
group). This group has a left action on the set of Maurer-Cartan elements of g•
given by the formula
ey · x = x+
∞∑
n=0
[y,−]n
(n+ 1)!
([y, x]− dy). (114)
Given an arbitrary DGLA g• (not necessarily nilpotent), one may define a formal
groupoid Delg• over ArtR, known as the Deligne groupoid. This is defined for
each A ∈ ArtR (with unique maximal ideal m ⊂ A) as the action groupoid
Delg•(A) := MC(g
• ⊗m)//eg
0⊗m. (115)
Passing to equivalence classes, we obtain a functor Defg• : ArtR → Set, which
assigns to every A ∈ ArtR the set of Maurer-Cartan elements of g⊗ m modulo
the action of eg
0⊗m.
Example. As in Example 14.1, let g be a Lie algebra, regarded as a DGLA con-
centrated in degree 0. Then for each A ∈ ArtR, the Deligne groupoid Delg(A)
may be identified with the groupoid
∗ //eg⊗m. (116)
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By definition, the groupoid (116) has a unique object ∗, and the set of morphisms
from ∗ to itself are the elements of the group eg⊗m, with composition given by
group multiplication.
Consider a functor F : ArtR → Set. Let µ : A
′ → A be a surjective map
in ArtR, and x ∈ F (A). One says that x can be extended to an element of
F (A′) if there exists x′ ∈ F (A′) such that F (µ)(x′) = x. In general there will
be an obstruction to the existence of such an extension. The functor F is called
unobstructed, however, if for every surjective map A′ → A the induced map
F (A′) → F (A) is also surjective. The fact that every surjective map in ArtR
can be factored through a sequence of small extensions (Proposition 8) implies
that F is unobstructed if and only if F (A′)→ F (A) is surjective for every small
extension A′ → A.
Theorem 11. [M2, §3]Let g be a DGLA with H2(g) = 0. Then the functor
Defg : ArtR → Set is unobstructed.
14.2 Bisemicosimplicial DGLAs, totalization, and descent
The notation and terminology in this section (mostly) follows [I]. Let
V △ = V0
// // V1
// //// V2
//
//
//// . . .
be a semicosimplicial cochain complex, i.e. a semicosimplicial object in the
category of cochain complexes (differential graded vector spaces). As in §13, for
each n = 0, 1 · · · , we denote by dn : Vn → Vn the differential on the cochain
complex Vn, and we denote by ∂
i
n : Vn → Vn+1 for i = 0, · · ·n + 1 the coface
maps. From V△ we may construct a cochain complex Tot(V △), called the total
complex or totalization of V △. As a graded vector space, Tot(V △) is equal to
the direct sum
⊕
n≥0 Vn[−n], where for any graded vector space W = ⊕iW
i
and any integer k, the shifted space W [k] is defined by (W [k])i = W i+k. For
each n, let
∂n =
n+1∑
i=0
(−1)i∂in : Vn → Vn+1.
Define
d =
∞∑
n=0
(−1)ndn :
⊕
n≥0
Vn[−n]→
⊕
n>0
Vn[−n]
and
∂ =
∞∑
n=0
∂n :
⊕
n≥0
Vn[−n]→
⊕
n≥0
Vn[−n].
The differential on Tot(V △) is then defined to be the sum
D = d+ δ.
For any category C, the collection of semicosimplicial objects in C them-
selves form the objects of a category: a morphism A• → B• of semicosimplicial
objects in C is by definition a collection of morphisms {ψn : An → Bn} in
C that commute with the coface maps. The totalization construction sending
a semicosimplicial cochain complex V △ to its total complex Tot(V △) extends
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in an natural way to a functor (from the category of semicosimplicial cochain
complexes to the category of cochain complexes).
Next, let g△ be a semicosimplicial DGLA. If we apply the above construc-
tion to the semicosimplicial cochain complex underlying g△, there is no natural
way to give the resulting cochain complex Tot(g△) a DGLA structure. There
is an alternate (functorial) construction, however, that takes as input a semi-
cosimplicial DGLA g△, and gives as output a DGLA TotTW (g
△), known as the
Thom-Whitney totalization of g△. We will not need the explicit form of this
construction, only its existence and the properties summarized in Propositions
32, 33, 34, and 35 below.
Proposition 32. [I, Lemma 2.5] Let g△ be a semicosimplicial DGLA. Then
the cochain complexes TotTW (g
△) and Tot(g△) are quasi-isomorphic.
Since TotTW (g
△) is a DGLA, we may apply the Deligne construction de-
scribed above to construct the formal groupoid DelTotTW (g△). On the other
hand, applying the Deligne construction term by term to g△ produces a semi-
cosimplicial formal groupoid
G△(A) = Delg0
//// Delg1
////// Delg2
//
//
//// . . .
We may then form its descent groupoid Desc(G△).
Proposition 33. [BM, Thm. 2.6] There is a natural equivalence of formal
groupoids
DelTotTW (g△)
∼= // Desc(G△).
Next, let V N be a bisemicosimplicial cochain complex, which is a diagram
...
...
...
V0,1
OO OOOO
//// V1,1
OO OOOO
////// V2,1
OO OOOO
//
//
//// · · ·
V0,0
OO OO
//// V1,0
OO OO
////// V2,0
OO OO
//
//
//// · · ·
(117)
We may succinctly define V N as a functor from the category ∆mon ×∆mon to
the category of cochain complexes. Each individual row V•,n in the above dia-
gram itself forms a semicosimplicial cochain complex, and we alternatively view
V N as a semicomisimplical object in the category of semicosimplicial cochain
complexes:
V N = V•,0
// // V•,1
////// V•,2
//
//
//// . . .
From this point of view, it is clear how to generalize the totalization functor to
the bisemicosimplicial case: first, form the total complex of each row, yielding
a semicosimplicial cochain complex
Tot△(V N) := Tot(V•,0)
// // Tot(V•, 1)
////// Tot(V•, 2)
//
//
//// . . .
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We may then applying the totalization procedure again to form the cochain
complex Tot(Tot△(V N)), which we will simply denote by Tot(V N). Similarly, if
gN is a bisemicosimplicial DGLA, we may iterate the Thom-Whitney totalization
procedure to construct a DGLA TotTW (g
N)
Proposition 34. For any bisemicosimplicial DGLA gN, the cochain complexes
Tot(gN) and TotTW (g
N)) are quasi-isomorphic.
One may similarly define a strict bisemicosimplicial formal groupoid GN to be
a diagram of the form 117, where the entries are groupoids and coface maps are
required to satsify the same compatibility conditions (on the nose). To define
the descent groupoid of GN, we first form the descent groupoid Desc(G•,n) of
each row, resulting in a semicosimplicial groupoid Desc△(GN). We may then
form its formal groupoid of descent data Desc(Desc△(GN)), which we denote
simply by Desc(GN).
Proposition 35. Let gN be a bisemicosimplicial DGLA, and let DelgN be the
bisemicosimplicial formal groupoid formed by applying the Deligne construction
term by term to gN. Then there is a natural equivalence of formal groupoids
between DelTot(gN) and Desc(DelgN).
14.3 Construction of the DGLA
We now apply the theory described in the previous section to the deformation
theory of generalized complex branes. Specifically, for every brane B ∈ Br(X, J)
and open cover U of X , we will construct a DGLA LB,U . Using results from the
previous section, we then prove that the formal groupoid DelLB,U is equivalent
to the formal DefB(U , J) introduced in Definition 39. For B a LWL brane, it
follows from Theorem 10 that DelLB,U is also equivalent to Def
B(X, J). In
particular, there is a natural isomorphism of functors
DefLB,U
∼= // DefB.
As a concrete application of this construction we prove Theorem 4, stated
in the introduction. This generalizes the well-known result in complex geome-
try that the obstructions to deforming a complex submanifold Z of a complex
manifold X are contained in the sheaf cohomology group H2(Z;ONZ).
14.4 The construction
Let B be a GC brane on a GC manifold (X, J), and let U = {Uα} be an open
cover of X . Consider the following diagram of Lie algebras∏
T (Uα)
// //
∏
T (Uαβ)
//////
∏
T (Uαβγ)
//
//
//// · · ·
H(X)⊕
∏
KB(Uα)
OO OO
//// H(X)⊕
∏
KB(Uαβ)
OO OO
////// H(X)⊕
∏
KB(Uαβγ)
OO OO
//
//
//// · · ·
(118)
The maps in the diagram are defined as follows: The top row is the semicosim-
plicial DGLA which is the nerve (with respect to the open cover U) of the sheaf
T of DGLAs on X , as described in Example 13. The bottom row is the direct
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sum of the nerve (with respect to U) of the sheaf KB, and the semicosimplicial
DGLA
H(X) // // H(X) // //// H(X)
//
//
//// . . .
with all maps equal to the identity. Next we describe the vertical maps, which we
denote by ∂iV for i = 0, 1. Given v = (Xf , {yα0α1···αk}) ∈ H(X)⊕
∏
KB(Uα0α1···αk),
we have
∂0V (v) = {(Xf )|Uα0α1···αk }
and
∂1V (v) = {χ(yα0α1···αk)}.
It is easy to see that the diagram (118), extended upwards by zero, defines a
bisemicosimplicial DGLA, which we denote by V NB,U .
Proposition 36. The formal groupoid Desc(DelV N
B,U
) is equivalent to DefB(U , J)tr.
Proof. For each A ∈ ArtR, the bisemicosimplicial groupoid DelV N
B,U
(A) may be
identified with
∗//
∏
eTA(Uα) // // ∗//
∏
eTA(Uαβ)
////// ∗//
∏
eTA(Uαβγ)
//
//
//// · · ·
∗//eHA(X) ×
∏
eK
B
A(Uα)
OO OO
//// ∗//eHA(X) ×
∏
eK
B
A(Uαβ)
OO OO
////// ∗//eHA(X) ×
∏
eK
B
A(Uαβγ )
OO OO
//
//
//// · · ·
Let us label these groupoids as Gij , where i = 1, 2 is the row index, and
j = 0, 1, · · · is the column index. Consider first the descent groupoid C0 :=
Desc(G0,•) of the bottom row. Recall from Definition 35, that an object of C is
a pair (l,m) where l is an object of G00 and m is a morphism in G01 from ∂
0l
to ∂1l, which satisfies the associativity condition
∂0(∂1)−1∂2m = id. (119)
We must have l = ∗ (since this is the only object in G00), and m must be
an element (z, {yαβ})) ∈ e
HA(X) × eKA(X); the associativity condition (119) is
equivalent to
1 = (z, yβγy
−1
αγ yαγ),
so we see that z = 1 must be trivial, and the collection {yαβ} must satisfy
the nonabelian cocycle condition yβγy
−1
αγ yαγ = 1. To simplify the notation, we
will denote the object (∗, (1, {yαβ})) of C0 by {yαβ}. Spelling out part (2) of
Definition 35, we see that a morphism in C0 from {yαβ} to {y
′
αβ} consists of a
pair (z, {wα}), where z is an arbitrary element of e
HA(X), and {wα ∈ e
KBA(Uα)}
are subject to the condition y′αβwβ = wαyαβ .
Similarly, an object of C1 = Desc(G1,•) consists of {xαβ ∈ e
TA(Uαβ)} sat-
isfying xβγx
−1
αγxαβ = 1. A morphism in C
1 from {xαβ} to {x
′
αβ} consists of
{vα ∈ e
TA(Uα)} satisfying x′αβvβ = vαxαβ .
To complete the construction of Desc(DelV N
B,U
(A)), we then then apply the
descent groupoid construction in the vertical direction:
Desc(DelV N
B,U
(A)) = Desc( C0
// // C1 ).
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Here, ∂0V : C0 → C1 is the functor taking and object {yαβ} in C0 to the trivial
object {xαβ = 1}, and a morphism (z, {wα}) : {yαβ} → {y
′
αβ} to the morphism
{z|Uα} from the trivial object to itself. We also see that δ
1
V : C0 → C1 takes
{yαβ} to {χ(yαβ)}, and morphism {(z, wα} : {yαβ} → {y
′
αβ} to the morphism
{χ(w)α} : {χ(yαβ)} → {χ(y
′
αβ)}. Therefore, an object of Desc(DelV NB,U (A))
is a pair ({yαβ}, {xα}) with yαβ ∈ e
KBA(Uαβ) satisfying yβγy
−1
αγ yαβ = 1, and
xα ∈ e
TA(Uα) satisfying χ(yαβ)xβ = xα. A morphism inDesc(DelV N
B,U
(A)) from
({yαβ}, {xα}) to ({y
′
αβ}, {x
′
α}) is a pair (z, {wα}) with z ∈ e
TA(X), wα ∈ e
KBA(Uα)
such that y′αβwβ = wαyαβ and χ(wα)xα = x
′
αz. Comparing this with the
Definition 37 of DefBA(U , J)
tr, we arrive at the desired result.
Introduce the notation LB,U := TotTW (V
N
B,U ). Combining Proposition 36
and Proposition 35, we have the following result.
Corollary 5. There is an equivalence of formal groupoids
DefB(U , J)tr ∼= DelLB,U .
Finally, Corollary 5 with Theorem 10 we arrive at the following result.
Theorem 12. Let B be a leaf-wise Lagrangian GC brane on (X, J) (or more
generally a brane with locally trivializable deformations). Then there exists an
open cover U of X such that DefB(X, J) is equivalent to DelLB,U . In particular,
the deformation functor DefLB,U is isomorphic to the functor DefB associated to
B as described in Definition 25.
14.5 Lie algebroid cohomology and obstructions
Let B ∈ Br(X, J) be a LWL brane (or more generally, a brane with locally
trivializable deformations), and let fix an open cover U of X , chosen as in
Theorem 12. Let V N := V NB,U be the bisemicosimplicial DGLA constructed
in §14.3, and L := LB,U the DGLA TotTW (V
N
B,U ). We may also form the
cochain complex C := Tot(V N), which by Proposition 34 is quasi-isomorphic
to (the underlying cochain complex of) L; in particular the cohomology groups
of C and L are isomorphic. As state in §14.1, the deformation functor DefL is
unobstructed if the cohomology group H2(L) ∼= H2(C) vanishes. By Theorem
12, the condition H2(C) = 0 also implies that the functor DefB is unobstructed.
The following theorem makes use of this fact by relating the group H2(C) to
the more familiar Lie algebroid cohomology groupH2(B) associated to B, which
were described in §4.4.
Theorem 13. There is an injective linear map
Φ : H2(C) →֒ H2(B).
In particular, we obtain Theorem 4 as a corollary.
Proof. Using the explicit construction of the total complex C = Tot(V N) given
in §14.2, we see that
C1 =
∏
α
T (Uα)⊕
∏
αβ
KB(Uαβ)⊕H(X),
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C2 =
∏
αβ
T (Uαβ)⊕
∏
αβγ
KB(Uαβγ)⊕H(X),
and
C3 =
∏
αβγ
T (Uαβγ)⊕
∏
αβγδ
KB(Uαβγδ)⊕H(X).
The differential D from C1 to C2 is given by
({xα}, {yαβ}, {z}) 7→ ({xα−xβ−χ(yαβ)}+z|Uαβγ , {yβγ−yαγ+yαβ}, z), (120)
and from C2 to C3 by
({xαβ}, {yαβγ}, z) 7→ ({−xβγ + xαγ − xαβ − χ(yαβγ) + z|Uαβγ , {δ(y)αβγδ}, 0),
(121)
with
(δy)αβγδ = yβγδ − yαγδ + yαβδ − yαβγ .
Wewish to construct a map Φ : H2(C•)→ H2(B). Let c = ({xαβ}, {yαβγ}, z) ∈
C2 be a cocycle representing a class [c] ∈ H2(C•). From (120), we see that every
element of C2 is cohomologous to one with z = 0, so without loss of generality we
may assume c is of this form. Write yαβγ = (y˜αβγ , fαβγ), with y˜αβγ ∈ TA(Uαβγ)
and fαβγ ∈ C
∞(Z ∩Uαβγ). We claim that c ∈ C
2 is cohomologous to a cocycle
of the form ({x′αβ}, {(y˜
′
αβγ , 0)}, 0). To see this, note using (120) that that the
condition D(c) = 0 implies that
fβγδ − fαγδ + fαβδ − fαβγ = 0.
Therefore, using a partition of unity we may find functions gαβ ∈ C
∞(Z ∩Uαβ)
such that gβ−gα = fαβ . Let {g˜α ∈ C
∞(Uα)} be a choice of functions extending
{gα}. Note that (0, dg˜α) is the generalized Hamiltonian vector field associated
to the complex-function ig˜α, so in particular (0, dg˜α) ∈ TA(Uα). Furthermore,
by construction ((0, dg˜α),−gα) is an element of K
B(Uα). Writing
c+D({0}, {((0, dg˜α),−gα)}, 0) = ({x
′
αβ}, {(y˜
′
αβγ, f
′
αβγ)}, 0),
using (120) we see that f ′αβγ = 0. Therefore, without loss of generality we may
assume that c is of the form
c = ({xαβ}, {(y˜αβγ, 0}, 0).
By Definition 29, we see that y˜αβγ ∈ K
B(Uαβ), so that
qr(y˜αβγ) = 0.
Therefore, if we define ηαβ = qr(xαβ) ∈ C
∞(N|Z∩Uαβ ), then using (121) we see
that
ηβγ − ηαγ + ηαβ = 0.
Choose {σα ∈ C
∞(N|Z∩Uα)} such that σβ−σα = ηαβ . By Proposition 7, the fact
xαβ ∈ T (αβ) implies that δlµ(ηαβ) = 0. It follows there exists a unique section
ζ ∈ C∞(λ2l•) such that on each open set Z ∩ Uα we have ζ|Z∩Uα = δlµ(σα).
By construction we have δlζ = 0, and we define Φ([c]) = [ζ] ∈ H
2(l).
To show that Φ is well-defined, we must check that the class [ζ] does not
depend on the choice of {σα} or the representative c for the class [c]. First,
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suppose that we have another collection {σ′α ∈ C
∞(N|Z∩Uα)} that also satisfy
σ′β − σ
′
α = ηαβ , and that ζ
′ ∈ C∞(Λ2l∨) such that the restriction of ζ′ to
each Z ∩ Uα is equal to δlµ(σ
′
α). Then there is a unique section τ ∈ C
∞(NB)
such that σ′α − σα = τ |Z∩Uα . We then have ζ
′ − ζ = δlτ , which implies that
[ζ′] = [ζ] ∈ H2(B). This verifies that [ζ] does not depend on the choice of {σα}.
To see that [ζ] is also independent of the choice of c, suppose that
c′ = ({x′αβ}, {(y˜
′
αβγ , 0}, 0)
is different cocycle such that [c′] = [c] in H2(C•). Given b ∈ C1 such that
c′− c = Db, by a nearly identical argument to that used above, we may assume
that b is of the form b = ({vα}, {(wαβ , 0)}, 0. We have
x′αβ − xαβ = vα − vβ − wαβ .
Since wαβ ∈ K(Uαβ), it follows that
qr(x′αβ)− qr(xαβ) = qr(vα)− qr(vβ). (122)
Given {σα ∈ C
∞(NB|Z∩Uα)} satisfying σβ−σα = xαβ , define σ
′
α = σα+qr(vα).
It follows from (122) that σ′β − σ
′
α = qr(x
′
αβ). Furthermore, since vα is a
generalized holomorphic vector field, it follows that δlµqr(vα) = 0, so we see
that δlµ(σ
′
α) = δlµ(σα). This finishes the demonstration that Φ is well-defined.
To show that Φ is injective, suppose that Φ([c]) = [ζ] = 0 in H2(B), say
ζ = δlµ(γ) for some γ ∈ C
∞(NB), where c = ({xαβ}, {(y˜αβγ, 0}, 0) and {σα}
are as above. Then on each Uα ∩ Z we have
δlµ(σα − γ|Z∩Uα) = 0.
It is not hard to show (using, for example, the arguments in §10 in the special
case A = R[ǫ]/(ǫ2)) that there exists λα ∈ T (Uα) with qr(λα) = σα − γ|Z∩Uα .
Therefore we also have qr(λβ) − qr(λα) = qr(xαβ), which implies that xαβ −
(λβ − λα) ∈ K
B(Uαβ). Setting
b = ({−λα}, {(λβ − λα − xαβ , 0)}, 0) ∈ C
1,
using the formula (120) we see that D(b) = c. We therefore conclude that [c] = 0
in H2(C•).
15 Appendix
Proof of Proposition 11:
Consider the following general situation: g is a nilpotent Lie algebra acting
on vector spaces V,W, T , we have a bilinear map V ×W → T sending
x, y 7→ x ∗ y,
and for each ξ ∈ g we have
ξ(x ∗ y) = ξ(x) ∗ y + x ∗ ξ(y).
Lemma 18. With these assumptions, the exponentiated action satisfies
eξ(x ∗ y) = eξ(x) ∗ eξ(y).
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Proof. Note that
ξ2(x ∗ y) = ξ2(x) ∗ y + 2ξ(x) ∗ ξ(y) + x ∗ ξ2(y),
and more generally
ξk(x ∗ y) =
k∑
j=0
(
k
j
)
ξj(x) ∗ ξk−j(y).
Therefore
eξ([x ∗ y]) =
∞∑
k=0
1
k!
k∑
j=0
k!
j!(k − j)!
ξj(x) ∗ ξk−j(y)
=
∞∑
j,l=0
1
j!l!
ξj(x) ∗ ξl(y)
=
∞∑
j=0
1
j!
ξj(x) ∗
∞∑
l=0
1
l!
ξl(y)
= eξ(x) ∗ eξ(y). (123)
We note that these assumptions hold in each of the following situations (with
g = gA(X)):
1. In the case that V = W = C∞A (X), the action of gA(X) is by the Lie
bracket, and ∗ the Lie bracket.
2. In the case that V = W = Ω•A(X), the action of gA(X) is by the Lie
derivative, and ∗ is the wedge-product.
3. In the case where V = C∞A (X) with gA(X) acting by the Lie bracket,W =
Ω•A(X) with gA(X) acting by the Lie derivative, and ∗ is the contraction
operation of vector fields with differential forms.
To see that eξ is compatible with the exterior derivative, note that (using
the Cartan formula for the Lie derivative), we have
£(ξ)(da) = (ι(ξ)d + dι(ξ))da = dι(ξ)da = d£(ξ)a.
Iterating, we see that for each k ≥ 0 we have £(ξ)k(da) = d£(ξ)k(a), and
therefore eξ(da) = deξ(a).
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