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Abstract
The climate of North America reflects the natural variability of global atmospheric circula-
tion, and is impacted by two primary anthropogenic forcings: increasing concentrations of
greenhouse gases (GHG) and Land Use/Land Cover Change (LULC). The objective of this
thesis is to quantify the relative impacts that these two anthropogenic forcings have had
on summer climate over North America in the course of the 20th century. Simulations are
conducted spanning the full 20th century over the United States to the east of the Rocky
Mountains, and analysis of model simulations and observations is carried out with a focus on
the Midwestern United States. This region has exhibited significant changes in climate from
the early to late 20th century, and has been impacted not only by increasing GHG concen-
trations but by rapid and extensive agricultural LULC changes. These land use changes can
be broken into three components: expansion of agriculture, expansion of irrigated cropland,
and agricultural intensification in the form of linear productivity gains for corn and soybean.
The simulations in this thesis use a modified version of the MIT Regional Climate Model
(MRCM). New input data sets are used in order to represent contemporaneous and evolving
lateral and surface boundary conditions. Studies in the past have shown a link between LULC
changes and regional/local climate change, and in particular cropland-influenced climatic
change in regions with high agricultural intensity. This thesis adopts an approach involving
the application of long-term simulations of historic LULC evolution in conjunction with
appropriate scenarios of GHG concentrations.
Two sets of simulations are run using either ERA20C or CERA20C 20th century reanaly-
sis data from the European Centre for Medium-Range Weather Forecasting. The simulations
are conducted from 1900 or 1901 to 2005 based on data availability, at 30 km resolution on
18 vertical pressure levels. Analysis of changes from 1920-1949 to 1970-1999 show that in
most cases, the regional climate impacts from vegetation development in the study area over
this period outweigh the impacts from greenhouse gases, but in all variables except temper-
ature, the combined impacts of LULC and GHG alone are not adequate to reproduce the
observed climate changes. The analysis of background conditions points to the potentially
strong impact of internal variability, and the strong influence that the assumed boundary
conditions based on reanalysis data can impose on model results.
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Chapter 1
Introduction
Climate change is a multifaceted issue that affects a complex system. It is anthropogenically
driven on a global scale - the chemical composition of the atmosphere is altered by emissions
of greenhouse gases and other activities - and it impacts a system with inherent natural
variability in response to external forcings. As we continue to deepen our understanding of
the Earth's climate, we discover new ways that internal processes interact and influence one
another, and further ways in which the climate responds to perturbations on a variety of
scales.
Climate change does not just have a global scale cause-and-effect. Humans impose further
changes to the environment at local and regional scales through land use and land cover
conversion. Aside from direct impacts such as desertification and coastal flooding due to
wetland loss, these conversions alter the carbon, water, and energy balances of regional
biomes, and are now being studied with models that can more accurately represent fine-
scale variations. Land use changes have only recently begun to be robustly included in
climate modeling ensembles and aggregate reports on the current scientific state of climate
research, such as those produced by the Intergovernmental Panel on Climate Change (IPCC)
(IPCC, 2014). The exclusion of these factors meant that previously proposed mitigation
and adaptation solutions may have underestimated the locations at greatest risk and the
magnitude of potential climate change. The true effects and mitigations for climate change
will happen on regional and local scales and must be studied at these scales to understand
the unique conditions and development that will occur in countries and states.
One of the most important types of human land cover change is the spread of agriculture.
Agricultural land - arable land, and land occupied by permanent crops and pastures
occupies a substantial portion of the Earth's land area. In 2014, nearly 49 million square
kilometers of agricultural land covered 37.5% of land area on Earth (Figure 1-1 & 1-2) (World
Bank, 2017). The distribution of these areas varies by continent but there are substantial
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agricultural areas located on every inhabited continent (Figure 1-3) (Roser & Ritchie, 2018).
The percentage of arable land area by country in 2014 is shown in Figure B-1 in Appendix B.
The cultivated areas on Earth have expanded rapidly over time, especially in the last several
centuries, keeping pace with a growing population (Figures B-2 & B-3) (Roser & Ortiz-
Ospina, 2018; Roser & Ritchie, 2018). Despite this, the actual percentage of agricultural
(Figure B-4) and arable land (Figure B-5) use per person has decreased over the last several
decades as productivity and yields have increased (Roser & Ritchie, 2018).
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Figure 1-1: Kilometers of agricultural land shown from 1961-2014 (Figure Source: World Bank,
World Development Indicators (World Bank, 2017). Data Source: Food and Agriculture Organiza-
tion )
As reported in the most recent World Population Prospects report from the United Na-
tions Department of Economic and Social Affairs, the world population is expected to rise
from the 2017 value of 7.6 billion to 11.2 billion by 2100 (UN, 2017). As these trends con-
tinue, the world's agricultural regions will either need to expand or become more productive.
However, cropland area has been decreasing in recent decades in population dense areas (Fig-
ure B-2) (Roser & Ritchie, 2018). Similarly, productivity trends show potential danger, as
there is evidence that yields have been stagnant or declining in nearly a third of the world's
key crop areas (those with maize, soybean, rice, and wheat cultivation) over the past half
century (Ray et al., 2012). There are still substantial areas where yields are improving,
but there are questions about whether this will continue, or if these areas will be able to
contribute enough to satisfy needed growth (Ray et al., 2013).
While overall yield trends are important, interannual variability of yields introduces a
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Figure 1-2: Percent of land area occupied by agricultural land shown from 1961-2014 (Figure
Source: World Bank, World Development Indicators (World Bank, 2017). Data Source: Food and
Agriculture Organization)
more acute issue for short-term food security. The FAO estimates that nearly 800 million
people globally were undernourished in 2015 (FAO et al., 2015). While this number has de-
creased from previous decades, issues of food security are made more difficult to manage with
the co-existence of economic and political instability in many of the most vulnerable regions
(FAO & WFP, 2017). Although a definite link between climate-change-induced impacts on
agriculture, water resources, and vulnerability to conflict has not yet been established, it is
an intense area of research with wide reaching consequences regarding the connections be-
tween food and water insecurity, economic, social, and political stability, and mass migration
(Feitelson & Tubi, 2017; Nordas & Gleditsch, 2007; Reuveny, 2007).
Agriculture productivity is tied to climate and to the hydrologic cycle in a more intimate
way than many other biomes. Precipitation amounts and timing, soil moisture levels, and
temperature trends that cause shifts of several days in the length of the frost and growing
season can have significant effects on the yield of a crop (Sacks & Kucharik, 2011). However,
this relationship is not one-way. Alternative vegetative growth can change the evaporative
regime in a region, and causes a resultant shift in the surface energy balance as this study
will show. Irrigation can be used to overcome natural deficits, but in turn introduces a
new soil moisture and transpiration allowance. The extent of this feedback loop is vital for
understanding regional climate change, and what conditions may exist for agriculture in the
future. Therefore, it is reasonable to not only ask how crops will fair in different climate
conditions, but also how crops and agricultural development can impact the climate on land
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Figure 1-3: Agricultural land as a percent of total land by country (Figure Source: Roser &
Ritchie, 2018. Data Source: World Bank, World Development Indicators (World Bank, 2017).
Food and Agriculture Organization).
use scales over long periods of time; this is the driving question behind this study.
This study begins with a review of the region of interest - the Midwestern United States
- and the proposed connections between land use and climate found in the literature. The
MIT Regional Climate Model (MRCM) is then described and calibrated with a focus on
matching the patterns of agricultural productivity that were observed in this region over the
2 0 th Century. Using a set of evolving long-term simulations, the analyses performed here
will attempt to describe the relative contribution of changing atmospheric composition and
land use change (irrigated and non-irrigated cropland development) to the observed regional
climate change in the Midwest from 1900 to 2005.
1.1 Background and Study Focus
The Midwestern United States - encompassing Illinois, Indiana, Iowa, Kansas, Michigan,
Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota, and Wisconsin in this
study - was chosen because it has experienced GHG increases but also dramatic land use
change (Figure 1-4). An increase in cropland extent and a dramatic increase in crop yield
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over the 2 0 th century was accompanied by a less dramatic but still substantial increase in
irrigated areas (Siebert et al., 2015), allowing us to study the relative effects. Additionally,
the increases in productivity and yield in this region have been spatially similar, allowing a
generalized description of trends in this study (See Chapter 4).
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Figure 1-4: Map of the Midwest
The Midwest as a region has already begun to experience the effects of climate change,
and further changes are predicted for the future. Crops have seen changes in growth patterns
through increased C0 2 , and longer growing seasons due to more frost-free days (Melillo et
al., 2014). There is a consensus that patterns of precipitation are shifting, with the Midwest
experiencing heavier rainfall events, and a higher frequency of the heaviest rainfall events
(Melillo et al., 2014). This change in precipitation patterns is expected to continue (Ashfaq
et al., 2016). While overall trends throughout the century tend towards warming, studies of
observational data in the Midwest have shown a cooling and wetting trend, and a period of
significant change in the climate regime from approximately 1950-1970 (Alter et al., 2015a;
Douglas, 2016). Douglas (2016) identified a Region of Significant Change (ROSC) (39 - 480
N and 100 - 82' W) and showed that a comparison of 1920-1949 to 1970-1999 climatologies
identified a period of significant change. This area and comparison period will be used in
later analysis.
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An agriculturally predicated cooling in the Midwest during the mid-20th century would
in no way contradict the warnings of climate change effects that come from the international
scientific community. Anthropogenic climate change builds on a natural system that has
caused warming and cooling of the Earth throughout the millennia, and natural and man-
made effects combine in ways that are regionally and locally unique. Instead, this study
should call even greater attention to the idea that human activities, even on decadal scales,
can have significant impacts on regional and local climate. Additionally, as patterns of agri-
cultural expansion and intensification change in the future, the balance between chemically
induced atmospheric changes and land use impacts will shift, and the trends of previous
decades may not be applicable to future projections. A continuously evolving climate sum-
mary that is able to approximate the relative impacts of land use and greenhouse gas changes
in the region is vital to understanding what may happen in the future and how relevant past
trends may be.
This study is particularly concerned with Midwestern agricultural areas and their rela-
tionship to climate because of their importance within the global food production network.
This area, known colloquially as the Corn Belt, is an area of high productivity for corn as
well as soybean, but is also the area with the world's highest interannual corn yield variabil-
ity (Ben-Ari & Makowski, 2014). It produces approximately 40% of the world's corn on 20%
of the allocated cropland, but extreme years have shown a yield variability of 30% to 50%
relative to the mean (Ben-Ari & Makowski, 2014; Hicke & Lobell, 2004; Kucharik & Ra-
mankutty, 2005). As population and food demand increase, agricultural areas must become
more productive, and high productivity areas for corn and soybean, such as the Corn Belt,
must continue to improve (Ray et al., 2013). Therefore, an understanding of the interaction
between agriculture and the climate in this region, now and into the future, is vital for long
term planning.
1.1.1 Agricultural Expansion in the Midwest
Despite a decline in the total amount of agricultural land in the United States since the
1950's, it continues to be a substantial portion of land use, with cropland, pastureland, and
grazing land accounting for more than 50% of the 2.3 billion total acres in the U.S (Nickerson
& Borchers, 2012). In 2007 there were 408 million acres of cropland (17.8% of total land
area), and in 2015, U.S. farm output totaled $136.7 billion and accounted for 1% of gross
domestic product (ERS, 2016; Nickerson & Borchers, 2012). The Midwest has the highest
proportion of land devoted to cultivation of any region in the United States - approaching
50% (Melillo et al., 2014).
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This study focuses mainly on the data and characteristics associated with corn and
soybean. In most states, harvested corn acreage has been steady or declining through the
last century, with the notable exceptions of Illinois, Iowa, and Minnesota which have seen
increases in excess of 4 million acres (USDA-NASS, 2016). Harvested soybean acreage, on
the other hand, has been increasing consistently in most Midwestern states since the 1920's
when survey data is first available from the USDA, counter to the overall cropland trend.
Series' of harvested acreage by state are available in Appendix C. A dataset to capture the
spatial changes in cropland location throughout the 2 0 th century will be discussed in Chapter
3.
1.1.2 Agricultural Intensification in the Midwest
While the spatial extent of cropland has increased in some areas over the past century, the
main change has been the massive increases in yield, spurred by an increase in productivity
(Hicke et al., 2004). Corn has seen a weighted average increase among all states of 370%
from 1900 to 2016, with almost all the increase occurring after 1935 (Figure 1-5). Soybean
has seen a weighted average increase among all states of 400% from 1924 to 2016 (Figure
1-6). USDA-NASS survey data is not available for soybeans prior to the mid 1920's but
soybeans have experienced increased yield from this point onward, also approximately along
a linear trend. While the larger trends in both of these crops are positive and linear, the
time-series are marked by a large interannual yield variability, a defining characteristic of
the Midwest (Ben-Ari & Makowski, 2014). In the corn yield, large year to year variations
can be seen in 1983, 1988, and 2012 marking drought periods and in 1993 marking a flood
year. These events are seen to a lesser extent in the soybean yield record.
Studies have shown that the dramatic yield increases in corn and soybean have been
mainly due to improved management (including fertilization, breeding and irrigation), but
also to increases in favorable growing conditions (Duvick, 2005; Kucharik & Ramankutty,
2005; Sacks & Kucharik, 2011). The ability to match these advances or take advantage of
changing conditions will determine future yield trends. In order to represent the impacts of
agriculture on Midwestern regional climate, parameters must be chosen in order to represent
the dramatic increases of yield through time. Chapter 4 will include a discussion of the
selection of net primary productivity as a modeling stand in for yield, and the validation of
its use through observational data.
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Figure 1-6: Weighted average Midwestern soybean yield (Data Source: USDA-NASS, 2016)
1.1.3 Irrigated Agriculture in the Midwest
Another component of agricultural evolution in the United States is the expansion of irriga-
tion, which started intensively at around the same time that crop yields began to increase
(Siebert et al., 2015). In 2013 there were approximately 56,000,000 acres of irrigated farm-
land in the United States, with 15,760,000 acres in the Midwest (USDA, 2014). Many past
irrigation studies of the United States have focused on California, which had early and in-
tense irrigation development throughout the 2 0 th century (Bonfils & Lobell, 2007; Jin &
Miller, 2011; Kueppers et al., 2007; Lo & Famiglietti, 2013). The proportion of irrigation
growth has been much smaller in the Midwest in the context of its overall cropland area, but
is still substantial. While the focus is mostly on agricultural development and climate change
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within the Midwestern U.S., there are several other important irrigation areas in the Texas
panhandle and the Mississippi River Valley that are included within the model domain.
Advancements in irrigation technology have been aimed at increasing water use efficiency,
moving from furrowed irrigation to center pivot systems, and now to low pressure sprayers
and drip irrigation systems (Colaizzi et al., 2006). Increased sophistication in irrigation
scheduling has also led to improvements in application. While crop area irrigated went up 950
thousand total acres (+1.5%) from 2005 to 2010, water withdrawals for irrigation decreased
by 9% to 115,000 million gallons per day; this is significant as irrigation withdrawals in 2010
accounted for 38% of all water withdrawals (Maupin et al., 2014).
Irrigation in many parts of the world allows crops to be grown in arid environments that
would not be able to naturally support the crop. In the U.S., irrigation helps to improve
yields but can also decrease inter-annual yield variability (Kucharik & Ramankutty, 2005).
Irrigation is included in this study as a factor that impacts the water and energy budget in
localized areas. A recent dataset for the fractional area of irrigated land will be discussed in
Chapter 3.
1.2 Literature Review
As mentioned before, the aim of this study is to characterize the relative effects of a global and
a regional forcing - GHG and land use change respectively - in a region that has experienced
rapid evolution of both over the 20th century - the Midwest. Several studies are reviewed
here that discuss the issues inherent to land use change in climate research, particularly with
regards to agriculture (both irrigated and non-irrigated).
1.2.1 Land Use & Land Cover Change
Land use and land cover are distinct ways to characterize environments using both their
natural and man-made characteristics. Land cover relates mostly to the physical vegetation
characteristics in any given biome, and is liable to change with natural processes such as
desertification or burning from wildfires. Land use change refers to the ways that humans
change the natural environment and vegetation present in a region in order to make it
suitable for their own purposes. Land use change involves conversion into cropland, pasture
and grazing land, as well as urbanization (Melillo et al., 2014). As land surface models have
become more complex, so has researchers' ability to include detailed representations of land
cover and land use change and its evolution, and, therefore, it has begun to be included as
an important and highly variable climate forcing within large scale climate reviews (IPCC,
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2014; Seneviratne et al., 2010).
The impact of LULC changes on climate is a problem that is distinctly suited for study
at a regional scale (Bounoua et al., 2002). The variability in characteristics associated with
LULC change happen at sub-grid scales relative to a typical global climate model resolution.
The higher resolutions inherent to regional climate models allows the representation of several
different vegetation types in a space that would have been represented by one dominant type
in a global climate model (Malyshev et al., 2015; Ramankutty & Foley, 1999). It is important
to accurately capture the historical evolution of vegetation in an area as well. Studies into
the impacts of vegetation have shown that the magnitude and nature of the climate effects
depend on both the natural and post-development vegetation in a given area, as well as the
location of study (Bounoua et al., 2002; Halder et al., 2016; Twine et al., 2004).
This individuality in the response of various regions highlights the importance of conduct-
ing targeted and long-term climate studies tailored to the domain of interest. Additionally,
several studies suggest that rapidly changing land use conditions in the 2 0 th century may
have partially masked the signal of GHG triggered climate change in the Midwest, (Bon-
fils & Lobell, 2007; Kueppers et al., 2007) or that the effects have been intimately coupled
(Alter et al., 2015a). Therefore, it is important to understand the relationships mentioned
above so that LULC can be robustly integrated into the modeling of future climate scenarios,
and serve as a concurrent forcing mechanism as patterns of human settlement and land use
continue to evolve in the future.
Although there has been past work looking at the climate impact of vegetation changes
in the Midwest region, (Alter et al., 2015a; Diffenbaugh, 2009; Mueller et al., 2016; Twine et
al., 2004) this study will have several important improvements; namely, the consideration of
continuous expansion and intensification of agriculture throughout the 2 0 th century, rather
than a simple sensitivity study within a single time period. Additionally, few studies have
focused on a combination of expansion, intensification, and irrigation in their evolution of
LULC in the Midwest. This study will consider agricultural land as it pertains to cropland,
without consideration of land dedicated to pasture and grazing.
1.2.2 Crops and Climate
As noted earlier, agricultural land is roughly a third of the total land area on Earth, and
roughly half of land in the United States. In the Midwest, agriculture is important because
not only has it been introduced densely as well as broadly, but because agricultural areas
have overtaken grasslands as well as forested areas (Ramankutty & Foley, 1999). Cropland
conversion can impact the hydrologic cycle in unique ways due to existing climatic conditions,
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water availability, and crop phenology variations. For example, Sterling et al. (2012) showed
that agricultural areas have a higher evapotranspiration rate than grasslands when irrigated
and a lower evapotranspiration rate otherwise. Twine et al. (2004), on the other hand,
showed that the longer evapotranspiration period of summer crops actually increased annual
evapotranspiration versus natural grasslands. The influence of crop productivity in either
study is unclear, and irrigation was not considered in Twine et al. (2004). The impact of
conversion to rain-fed cropland on the temperature and evaporative regimes of the Midwest
will be one of the focuses of this study.
Agricultural expansion alone has an impact due to the replacement of natural vegetation,
but increased productivity, another hallmark of Midwest agricultural development, can also
cause major changes. Net Primary Productivity (NPP) is a good proxy for crop yield, as will
be demonstrated in a later section, and NPP is directly related to photosynthetic activity
as shown below:
NPP = GPP - Respiration
Gross Primary Production (GPP) is related directly to the photosynthesis rate, which
determines the growth of a plant through carbon uptake, but also the corresponding loss
of water to transpiration (Roxburgh et al., 2005). Research has shown a linear relationship
between NPP and evapotranspiration (Rosenzweig, 1968).
It is important to note that over the past few decades the increases in crop yield have been
due to a combination of improvements in management, i.e. breeding, fertilization, improved
application of irrigation, and not due solely to direct genetic changes in the plant such as
increased Rubisco activity and higher leaf photosynthesis rates (Duvick, 2005). However,
photosynthesis may be used as a proxy for increased biomass production and higher crop
densities in a given region. The methodology by which this was done will be explained in
Chapter 4.
Another confounding effect is the fact that many studies have discussed the effect of
a changing climate on yields, both over time and interannually. Lobell and Asner (2003)
reported that climate has had a measurable impact on corn and soybean, with 25% of corn
yields and 32% of soybean yields being explained by temperature increases from 1982-1998.
They did not find a link to precipitation. In their attempt to isolate climate effects, Twine
and Kucharik (2009) found that 19% (23%) and 11% (44%) of corn and soybean yield trends
respectively could be linked to temperature (precipitation) trends from 1982-2002. Ray et
al. (2015) found that 42% of the interannual variability in corn yields in the Midwest could
be explained by climate variability, and in some counties this figure is closer to 70%. Because
of the large spatial extent of the area, variability is not uniform, and Ray et al. (2015) also
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found that precipitation-based variability was dominant in the middle of the region while
temperature variations dominated in the north. CO 2 can also have a significant impact on
crop growth and photosynthesis rates, depending on the plant (Twine et al., 2013). Finally,
Sacks and Kucharik (2011) explored the yield boost that has occured in conjuction with
slightly lengthened growing seasons in the Midwest.
It is important to understand the impact of climate on crop yields, as this may become
more important with future regional warming. An appreciation of the feedback that exists
between crops and climate is crucial to understanding the impacts of one on the other.
Additionally, it has been shown that yield increases over the last century may have actually
resulted in crop yields that are more sensitive to stresses imposed by droughts - an important
characteristic in a world that needs to dramatically increase food production while also being
more likely to be plagued by extreme hydrological events (Lobell et al., 2014).
1.2.3 Irrigation Impacts
In many arid and semi-arid areas of the world, natural precipitation amount and timing is not
sufficient to maintain large scale agricultural operations. Irrigation introduces anthropogenic
control to the temporal and spatial availability of water in a given is therefore an important
component of land-surface models.
Irrigation most directly affects soil moisture at the site of application and, through this,
the hydrologic cycle. Evapotranspiration and latent heat flux, a measure of the turbulent
transport of moisture away from the surface and into the atmosphere, are increased over
irrigated areas (Adegoke et al., 2003; Cook et al., 2015; Eltahir, 1998; Harding & Snyder,
2012; Huber et al., 2014; Lo & Famiglietti, 2013; Ozdogan et al., 2010; Qian et al., 2013).
Sensible heat flux, the complementary component of turbulent heat transfer away from the
surface, is reduced as a result. This increase in latent heat flux is accompanied by surface
cooling in irrigated areas (Huber et al., 2014; Jin & Miller, 2011; Kueppers et al., 2007;
Lobell et al., 2008; Mueller et al., 2016; Qian et al., 2013). Jin and Miller (2011) found
that irrigation promoted cooling in both Tmax (daytime) and Tmin (nighttime) temperatures
in a study of the California Central Valley, but that nighttime cooling occured only when
irrigation was significantly intense enough to overcome warming effects from conversion to
cropland. However, the study did not analyze the impacts of greenhouse gas related warming
effects that might have influenced observed increases in Tmin.
The second documented effect of irrigation is an increase in precipitation downwind of the
irrigated area, to a greater degree and even in the absence of precipitation over the area itself
(Alter et al., 2015a, 2015b; DeAngelis et al., 2010; Huber et al., 2014; Im & Eltahir, 2014; Im
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et al., 2014; Lo & Famiglietti, 2013; Lu et al., 2017). These effects are tied to an alteration
of the large-scale circulation, moisture transport, and convective environment (Alter et al.,
2015a, 2015b; Cook et al., 2015; Halder et al., 2016; Im et al., 2014; Kueppers et al., 2007;
Lu et al., 2017; Pal & Eltahir, 2002). Correspondingly, decreases in planetary boundary
layer (PBL) height have been found due to modification of energy and moisture fluxes,
although studies note that there is uncertainty regarding the ultimate impact on convective
potential directly over irrigated areas due to competing effects (Harding & Snyder, 2012;
Im & Eltahir, 2014; Im et al., 2014; Jin & Miller, 2011; Lu et al., 2017; Qian et al., 2013).
Several studies have noted that circulations induced by cooling over irrigated areas can either
augment or counter existing atmospheric patterns such as the Lower Level Jet (LLJ) (Huber
et al., 2014) or monsoonal circulation (Im et al., 2014), and influence the overall pattern of
moisture advection and precipitation change.
Also of interest in the area of irrigation-induced precipitation is the unique mesoscale
circulation pattern that occurs in hot spots of sharp moisture gradients (Frye & Mote, 2010;
Lu et al., 2017). Frye and Mote (2010) noted that there is a soil moisture gradient critical
value that exists based on background conditions (including the presence of a LLJ) that, once
reached, enhances convection along the soil moisture boundary. One of these "hotspots" was
identified in the Midwest by Koster et al. (2004). However, it is noted in the paper that only
half of the models in the study identify this region as a hot-spot, and Green et al. (2017)
questions this designation for this region; they assert that other factors such as large-scale
moisture convection may be more strongly linked to precipitation.
Finally, irrigation is a focus not only because of the past work that has been done showing
it to be a vital component of land use induced climate changes, but also because it plays a key
role in a world that will potentially become drier. Due to overall warming temperatures and
an uncertain distribution of precipitation patterns in the mid-latitudes (Melillo et al., 2014),
there is considerable debate about the future of soil moisture trends and resulting droughts
in areas such as the Midwest (Dai, 2012; Diffenbaugh & Ashfaq, 2010; Mishra et al., 2010;
Winter & Eltahir, 2012a). Irrigation is a solution to combat increasing soil moisture deficits,
but will require a broader conversation about water withdrawals and consumption in water
stressed areas (Melillo et al., 2014).
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Chapter 2
Model Structure and Modifications
2.1 MIT Regional Climate Model (MRCM)
Regional Climate Models (RCMs) have the advantage of higher spatial resolutions than
Global Climate Models (GCMs), allowing for analysis of climate changes on regional and local
scales. While GCMs have grid resolutions that are typically in the hundreds of kilometers,
RCMs are able to simulate results at resolutions in the tens of kilometers (Bhuvandas et al.,
2014). This higher resolution of RCMs helps to address one of the largest problems with
accurate climate modeling - parameterization. Parameterization involves the representation
of physical processes that occur at sub-grid scales, such as cloud formation and convection
(Peixoto & Oort, 1992). Reduction of grid cell size translates to a smaller area over which
conditions are homogenized., However, computation requirements at higher resolutions are
often more demanding depending on the size of the domain, and require the appropriate
downscaling methods when RCMs are nested in GCMs (Bhuvandas et al., 2014). With
current computational capacities, RCMs are valuable tools for climate analysis and are vital
for determining the often-unique local impacts of climate change.
The simulations for this study were performed using the MIT Regional Climate Model
(MRCM). MRCM is an updated version of the Regional Climate Model Version 3 (RegCM3)
climate model, originally developed at the National Center for Atmospheric Research (NCAR)
and maintained by the International Center for Theoretical Physics (ICTP). The model has
been further modified by the Eltahir research group to improve representations of albedo,
dust emissions, cloud and convection schemes, and boundary layer dynamics (Gianotti &
Eltahir, 2014a, 2014b; Gianotti et al., 2012; Marcella & Eltahir, 2010, 2012). MRCM is
composed of an atmospheric circulation model coupled with a land surface model. The
present setup uses the Grell Cumulus Scheme with the Arakawa and Schubert convective
closure assumption (Arakawa & Schubert, 1974; Grell, 1993). This combination has been
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shown as the most appropriate in previous studies of the Midwestern United States (Winter,
2006, 2010; Winter & Eltahir, 2012a). Further description of MRCM components can be
found in Marcella (2013) and Winter (2006).
MRCM has a standard resolution of 30 km horizontal grid increments and 18 vertical
sigma levels from the surface to a top pressure of 50 hPa. The domain is centered on 40.50 N,
91.5' W for this study, with 122 zonal elements and 80 meridional elements in the grid. The
selection of this domain allows for analysis of the Midwest and surrounding regions, without
incorporating much of the mountainous regions in the West. The simulations will be run from
1900-2005 or 1901-2005 depending on the reanalysis data used, with a January 1 start date
for all simulations. This time period is useful because of the large increase in agricultural
productivity that occurred in the Midwest during the later portion of the 20th century. This
time period also captures the spatial expansion of cropland that occurred before it reached
relative stability in mid-century (Ramankutty & Foley, 1999). A full description of the
experimental design is available in Chapter 5.
2.2 Integrated BIosphere Simulator (IBIS)
2.2.1 Structure
A vital development for MRCM was the replacement of the original land surface model, the
Biosphere-Atmosphere Transfer Scheme (BATS), with the Integrated BIosphere Simulator
(IBIS) (Winter, 2006). Several studies have noted the suitability of RegCM3 (Diffenbaugh,
2009; Diffenbaugh et al., 2005; Kueppers et al., 2007), and of a coupled RegCM3-IBIS
framework, for regional climate modeling in the Midwestern United States (Winter & Eltahir,
2012a, 2012b).
IBIS calculates the full energy, water, and carbon budgets and the feedbacks that they
produce (Foley et al., 1996; Kucharik et al., 2000). The momentum, thermal energy, and
water budget equations included in IBIS are largely based on the land-surface-transfer scheme
(LSX) which then works in tandem with the other IBIS components (Pollard & Thompson,
1995). In the documentation of the coupling of IBIS to RegCM3 as a replacement to BATS,
Winter (2006) notes that the addition of dynamic vegetation capabilities, increased soil
layers, more complexity in PFT combinations within single grid cells, and generally improved
parametrizations of plant physiology among other things led to the decision to update the
model. This model, part of the "third generation" of land surface models that include both a
consideration of stomatal resistance and more complex photosynthesis modeling, have greatly
improved researchers' ability to accurately model land-atmosphere interactions (Seneviratne
36
et al., 2010). Despite this increased complexity, studies have still called into question the
ability of lumped models to accurately represent these interactions in the face of fine-scale
variations in parameters that cannot be fully captured with average attributes (Wood, 1997).
This parameterization issue is similar to that dealt with in the representation of atmospheric
processes.
When IBIS and RegCM3 were first coupled, the model underestimated latent heat flux
and consequently evapotranspiration due to an excess absorption of solar radiation, especially
during the summer (Winter, 2006). This was later fixed through the adoption of a new
convection scheme closure and an update to water vapor properties (Winter & Eltahir, 2010),
although extra care should be taken to ensure that these measures are accurately represented
in the model in all scenarios. A study by Cunha et al. (2013) of caatinga vegetation in Brazil
with an offline version of IBIS also shows difficulty in measuring the annual variability of
latent heat flux in response to moisture and vegetation changes, although the setup of the
study makes the comparison to the fully coupled model less ideal (Cunha et al., 2013). Study
of LSX alone, the base land-surface scheme for IBIS, has shown that it can appropriately
represent the hydrologic cycle, of which evapotranspiration is a vital component; however,
the study was similarly performed with an offline model and therefore could not capture the
effects of being coupled to an atmospheric model and the feedbacks that entails (Levis et al.,
1996).
IBIS structure accounts for calculations within two vegetative layers, an upper and a
lower canopy (Foley et al., 1996). Within the modified version of IBIS there are seventeen
biome types that are designated through a user generated land surface file, sixteen of which
are found within the current study domain. There are also thirteen Plant Functional Types
(PFTs) that can exist to varying degrees and in varying combinations in a biome, based on
both climatic variables and user designated fractions of leaf area index (Foley et al., 1996)
(Table 2.1). The PFTs are distributed between the upper and lower canopy, with trees being
assigned to the former while grass and shrub type vegetation are assigned to the latter.
While IBIS can be set to dynamically update vegetative growth and classification, the static
option with an initial land surface boundary condition was used in this study to maintain
consistency between simulations.
The main update from the original IBIS biome and PFT catalogue was the inclusion
of a crop plant functional type, and both non-irrigated and irrigated cropland biome types
(Kucharik, 2003; Kucharik & Brye, 2003; Marcella, 2013). The original tundra biome (13)
was adjusted to reflect the characteristics of irrigated cropland areas, due to there being no
tundra located within the domain. This setup precluded the addition of an entire biome
scheme into the model while still allowing for the division between rain fed and irrigated
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Table 2.1: Plant Functional Types (PFT) in current setup of MRCM-IBIS. Index 1-12 show
original IBIS PFTs (Foley et al., 1996) with the addition of cropland (13)
Plant Functional Type Index
Tropical Broadleaf Evergreen Trees 1
Tropical Broadleaf Drought-Deciduous Trees 2
Warm-Temperate Broadleaf Evergreen Trees 3
Temperate Conifer Evergreen Trees 4
Temperate Broadleaf Cold-Deciduous Trees 5
Boreal Conifer Evergreen Trees 6
Boreal Broadleaf Cold-Deciduous Trees 7
Boreal Conifer Cold-Deciduous Trees 8
Evergreen Shrubs 9
Cold-Deciduous Shrubs 10
Warm (C4) Grasses 11
Cold (C3) Grasses 12
Crops (C4) 13
cropland that exists in the Midwestern United States. The crop PFT is only found in either
non-irrigated or irrigated biomes, and these biomes contain no other vegetation type besides
cropland. Additionally, the physiology of the crop plant functional type is based on corn, a
C4 photosynthesis pathway crop. This leads to a set of necessary assumptions in representing
Midwestern agricultural development that are discussed in Chapter 4. The transition from
the original IBIS biome setup to the current setup can be seen in Table 2.2.
IBIS is structured with six soil layers that increase in thickness with depth (10, 15, 25,
50, 100 and 200 cm respectively) for a total soil depth of up to 4 m, and that allow for
independent calculations of soil temperature, moisture, and ice fraction (Foley et al., 1996).
However, in Winter (2010) it was determined that the unsaturated depth in the Midwest,
and particularly for a test area in Illinois, rarely reached a depth of four meters and the sixth
layer was disengaged, leaving a composite soil depth of 2m across five layers. Additionally,
the model currently uses a free drainage assumption, where a user defined coefficient can
allow either an impermeable bottom layer (bperm = 0) or a fully permeable bottom layer
(bperm = 1). The default value in the model is set to 0.1. Yeh and Eltahir (2005) noted
the problems with the free drainage model, especially in shallow water table areas such as
Illinois, where feedback from the aquifer should be modeled in order to accurately represent
subsurface storage.
Irrigation was initially introduced into MRCM for testing land-atmosphere processes in
semi-arid regions, and the original irrigation scheme was set to return the root zone soil
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Table 2.2: Comparison of the original IBIS biome configuration (Foley et al., 1996) and the current
setup used in MRCM
Original IBIS Biomes Modified IBIS Biomes Index
Tropical Evergreen Forest Tropical Evergreen Forest 1
Tropical Deciduous Forest Tropical Deciduous Forest 2
Temperate Evergreen Broadleaf Forest Temperate Evergreen Broadleaf Forest 3
Temperate Evergreen Conifer Forest Temperate Evergreen Conifer Forest 4
Temperate Deciduous Forest Temperate Deciduous Forest 5
Boreal Evergreen Forest Boreal Evergreen Forest 6
Boreal Deciduous Forest Boreal Deciduous Forest 7
Mixed Forest / Woodland Mixed Forest / Woodland 8
Savanna Savanna 9
Grassland / Steppe Grassland / Steppe 10
Dense Shrubland Dense Shrubland 11
Open Shrubland Open Shrubland 12
Tundra Irrigated Cropland 13
Desert Desert 14
Polar Desert / Rock / Ice Polar Desert / Rock / Ice / Tundra 15
Ocean Non-Irrigated Cropland 16
Inland Water Ocean and Inland Water 17
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moisture at every time step to the weighted average root zone field capacity in each of the
four top layers that make up the root zone (0-100 cm) (Marcella, 2013). The same irrigation
setup was later used to investigate the effects on precipitation in the Gezira region in East
Africa (Alter et al., 2015b) and in West Africa in conjunction with the West African monsoon
(Im & Eltahir, 2014; Im et al., 2014). In the current setup, the model is slightly modified
in order to more realistically represent irrigation in the region. Rather than replenishing
the root zone constantly, irrigation is applied when a threshold of 75% of average root zone
relative field capacity is reached. Additionally, irrigation is restricted to July - September
rather than May - September, which aligns with a restriction on crop growth before July.
40
Chapter 3
Initial and Boundary Condition Data
The scope of the simulations in this thesis was made possible through the availability of new
historical data sets spanning the 2 0 th century. The data are used as initial and boundary
conditions for the domain, and can express long term trends as they evolve throughout the
decades. Many of the boundary conditions use either recently released data or combine
multiple data sources in a way that is most representative of certain land use conditions in
the Midwestern United States throughout the 2 0 th century. This chapter describes all data
sets used, as well as greenhouse gas time series. Any observational data sets that were used
for selection and validation of internal model parameters to represent productivity (yield
and NPP) are described in Chapter 4.
3.1 Reanalysis Products
For historic simulations, MRCM requires the use of boundary conditions on the lateral and
surface boundaries of the domain. The recent development of reanalysis data spanning the
2 0th century provides lateral boundary conditions, and allows forcings to be paired with
contemporary climate conditions. Reanalysis, or "retrospective analysis", datasets are made
by assimilating observational data into a numerical model that provides short-term first guess
forecasts. The benefits of reanalysis data include a representation of climate conditions that
are spatially uniform and physically consistent, and that provide more descriptors of the
climate system than are available from observations alone (Buizza et al., 2017). For all
of the reanalysis data used, the model requires information for air temperature, relative
humidity, geopotential height, and zonal and meridional winds obtained at the synoptic
times 00:00, 06:00, 12:00, and 18:00 GMT.
41
3.1.1 ERA20C
ERA20C was the first 2 0 th century atmospheric reanalysis product produced by the Euro-
pean Centre for Medium-Range Weather Forecasting (ECMWF) as a part of the ERA-CLIM
project. It spans 1900-2010, and was produced using a 24-hr 4D-Var analysis method on
91 model levels with a horizontal resolution of 125 km, and is composed of a single en-
semble member (Poli et al., 2016). The reanalysis is created using an atmospheric general
circulation model that was validated with 10 ensemble members and is forced with ob-
servations of sea surface temperature and sea ice cover (HADISST2.1.0.0), atmospheric
composition changes (ozone, aerosols, and greenhouse gases), and solar forcings (Hers-
bach et al., 2015). This model-only product is available from ECMWF as ERA-20CM.
All ECMWF datasets described here can be downloaded from their public interface at
https://www.ecmwf.int/en/forecasts/ datasets/browse-reanalysis-datasets.
The reanalysis dataset is built from the assimilation of atmospheric surface pressure
data from the International Surface Pressure Databank (ISPD 3.2.6) and the International
Comprehensive Ocean-Atmosphere Data Set (ICOADS 2.5.1). Marine winds are also used
from ICOADS 2.5.1. The number of observations rises dramatically over the period of the
reanalysis, from 30,000 surface pressure observations in 1900 to 3.6 million in 2010 (Poli
et al., 2016). ERA20C was a first attempt by ECMWF to assimilate surface observations
into a long-term analysis with a new assimilation method (Poli et al., 2013). Poli et al.
(2016) notes that there are some deficiencies in the product, such as difficulty capturing
precipitation anomalies in the first quarter of the century and a slight negative impact on
low-frequency variability trends relative to the model-only product. Stickler et al. (2015),
notes that the omission of early century pressure readings associated with hurricanes may
have impacted accuracy.
3.1.2 CERA20C
CERA20C is the follow-up dataset to ERA20C and ERA-20CM and was produced by
ECMWF as a part of the ERA-CLIM2 project (Laloyaux et al., 2016). It currently rep-
resents the most recent available reanalysis dataset covering the full 2 0 th century and is the
first coupled atmosphere-ocean 2 0 th century reanalysis produced by ECMWF. It spans 1901-
2010 and is produced using the Coupled European Reanalysis (CERA) Assimilation System
with an atmospheric resolution of 125 km and 91 vertical levels, a land resolution of 125 km
with 4 soil layers, and an ocean grid resolution of 110 km with 42 layers (ECMWF, 2017).
CERA20C is produced across 10 model ensembles, and because an ensemble mean was not
available at the time of acquisition, member 5 was chosen as a representative member based
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on July-August average temperatures over a subset of the Midwest.
Like ERA20C, CERA20C assimilates surface pressures and marine winds, but also ocean
temperature and salinity profiles. HADISST2 is used as the SST dataset, providing temper-
atures at the air-sea interface. Surface pressure data is from ISPD 3.2.6 and ICOADS 2.5.1,
and marine winds are also obtained from ICOADS 2.5.1 (Laloyaux, 2017).
3.1.3 NOAA 20CR V2c
The first reanalysis dataset for the 2 0 th century, NOAA 20CR, was developed by the National
Oceanic and Atmospheric Administration (NOAA) in collaboration with the Cooperative
Institute for Research in Environmental Sciences (CIRES). The dataset involved the use of
an Ensemble Kalman Filter method and the assimilation of surface pressure observations
only into an atmospheric model forced using SST and sea ices concentrations (HASISST1.1)
(Compo et al., 2011). The current version, V2c, spans 1851-2014, includes observations from
ISPD 3.2.9, and was generated from 56 model ensembles on a horizontal resolution of 210
km and on 28 vertical model levels (Compo et al., 2015). Additionally, V2c includes sea
ice data from COBE-SST2 and sea surface temperature data from the Simple Ocean Data
Assimilation with sparse input (SODAsi.2) (NCAR, 2017).
3.1.4 Reanalysis Comparison
The biggest difficulty in generating long term reanalysis data is the lack of available and reli-
able observations in the early 2 0 th century before the advent of radiosonde and later satellite
derived measurements. Additionally, areas such as the Southern Hemisphere that have lower
record density even in the latter portion of the century may face accuracy issues (Laloyaux,
2017; Poli et al., 2013). The reanalysis datasets discussed here attempt to maintain consis-
tency in data sources, and therefore utilize only select surface observations. For example, the
lack of early data has been shown to be a potential culprit behind the poor representation
of winter high- and low-frequency atmospheric variability in the Northern mid-latitudes in
ERA20C and NOAA 20CR V2c (Dell'Aquila et al., 2016). A recent study from Stryhal
and Huth (2017) looked at the classification of atmospheric circulation patterns and found
significant differences in classifications between reanalysis data that led them to suggest that
the early portions of these datasets (ERA20C and NOAA 20CR V2c) should be used with
caution.
Throughout the course of the study, ERA20C was chosen as the initial reanalysis dataset
for conducting the simulations. This was partially due to the extensive use of a previous
ECMWF product with MRCM (ERA Interim) but also because of its higher resolution
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compared to NOAA 20CR V2c. Ultimately, a second set of simulations was run with the
newer CERA20C due to a troubling feature in the surface temperature trend within the
Region of Significant Change (ROSC) which is defined in Chapter 5. The results from both
of these sets of simulations are analyzed and compared in Chapter 5.
As can be seen in Figure 3-1, ERA20C exhibits a consistent cold bias and an exaggerated
cooling trend in the mid-century that begins in 1930. In comparison, the chosen ensemble
member of CERA20C has a warm bias that remains relatively consistent across the entire
simulation period. While NOAA CR20 V2c most closely matched the observations in most
years, it exhibits a cooling trend in the ROSC from 1950 to 1970 that is roughly twice that
of the observations for this area.
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Figure 3-1: Time series of July-August average surface (2m) temperatures plotted in the Re-
gion of Significant Change (ROSC) (39-48' North, 100-82' West) from 1900 to 2005 for ERA20C,
CERA20C, and NOAA 20CR V2c and compared to CRUTS4.01 and UDELv4.01
3.2 Sea Surface Temperature (SST)
Monthly average sea surface temperature data was used from the Hadley Centre Sea Ice and
Sea Surface Temperature Data Set (HADISST v1.1) provided by the Met Office Hadley Cen-
tre in collabotation with the National Oceanography Centre, Southampton and the Lamont-
Doherty Earth Observatory of Columbia University (Rayner et al., 2003). The dataset
provides monthly average sea surface temperature at 10 by 10 resolution from January 1870
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to November 2016 at the time of download. The dataset replaces GISST, which has been
previously used in conjunction with RegCM3.
Data acquisition and assimilation is described in Rayner et al. (2003). The main data
source was the Met Office Marine Data Bank (MDB), which was augmented after 1982 with
satellite products from the Global Telecommunications System (GTS). Data from the Com-
prehensive Ocean-Atmosphere Data Set (COADS) was also used from 1871-1995 to supple-
ment coverage. Additionally, SSTs from the U.S. National Oceanographic and Atmospheric
Administration (NOAA) Advanced Very High-Resolution Radiometer (AVHRR) were used
from January 1982 onward to supplement deficiencies in the spatial coverage of data. Sea ice
data was obtained through digitized sea ice charts and passive microwave retrievals where
available.
3.3 Land Use
In order to consider land use and land cover (LULC) change as a forcing within the model,
it was necessary to construct a dataset that accounted for cropland expansion and the devel-
opment of irrigation. Cropland is the only land use change considered - no pasture land,
grazing land, or urban land in order to target the effects of crops specifically. A historical
dataset with all necessary components for a progression of years in the 2 0 th century is not
available widely, so one was made, while trying to make sure that the combination would
be as physically consistent as possible. This required the use of three separate datasets and
processing as described below.
3.3.1 Irrigation Data
Irrigation data is obtained from the Historic Irrigation Dataset (HID) which contains global
irrigation data in decadal increments from 1900 to 1980 and five years increments from
1980 to 2005 (Siebert et al., 2015). While there are 8 products of the dataset available for
download, the set used was HYDE-FINAL-IR, which is the best guess of the distribution of
irrigation with a close match to irrigation records while using cropland and pasture extent
from the History Database of the Global Environment (HYDE) Version 3.1. The data
resolution is 5 arcmin by 5 arcmin (1/120), and is given in hectares of irrigation per grid
cell. The area provided in Siebert et al. (2015) is Area Equipped for Irrigation (AEI),
meaning that in any given year the amount of area irrigated may be less than the raw area
provided. The area of irrigated land within the full domain increased in the 1950s with
the introduction of irrigation in the Central Plains (TX, KS, NE) and again with expansion
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along the Mississippi River (Figure 3-2).
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Figure 3-2: Hectares of irrigated area within the domain from decade to decade according to data
from the Historic Irrigation Dataset (HID) (Data Source: Siebert et al., 2015)
Siebert et al. (2015) notes that because less data is available, estimations prior to 1960
may be less accurate but that overall, irrigation extent in the United States is more accurate
than with previous reconstruction methods, particularly in the central U.S..
3.3.2 Cropland Data
It was also necessary to choose a historical croplands dataset. There are several datasets
with long term crop data available but multiple criteria made the Harmonized Global Land
Use Dataset (1500 - 2100) (LUH1) the most appropriate for this study (Chini et al., 2014;
Hurtt et al., 2011). The dataset is available annually at 0.5' by 0.50 resolution for the full
simulation period, and provides the fractional area of cropland coverage for each grid cell.
Like the Historical Irrigation Dataset (HID), cropland estimates were developed from a subset
of HYDE3. 1. This first version was developed as part of the Coupled Model Intercomparison
Project Phase 5 (CMIP5) in preparation for the Intergovernmental Panel on Climate Change
Annual Report 5 (IPCC AR5). Although this study does not look at future projections,
further work will also benefit from the use of this dataset which has data available until the
end of the 2 1st century and is comparable with CMIP5 GCM output that may be used. The
amount of cropland within the domain can be seen in Figure 3-3.
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Figure 3-3: Hectares of cropland within the simulation domain according to data from the Har-
monized Global Land Use Dataset (LUH) (1500-2100) (Data Source: Chini et al., 2014 and Hurtt
et al., 2011)
3.3.3 Potential Vegetation
The irrigation and cropland datasets discussed earlier only denote the areas of irrigated and
non-irrigated cropland with no information about other vegetation. Therefore, a potential
vegetation dataset developed by Ramankutty and Foley (1999) is used. Potential vegetation
is slightly different from natural pre-agricultural vegetation, but describes the vegetation that
would likely exist without human influence. The dataset is available at 5 arcmin resolution.
Importantly, the land use types used in the dataset are consistent with those defined in IBIS
and therefore do not require reclassification or combination. Because this dataset forms the
base of the composite land surface dataset, if an area is converted to cropland and then later
reverts, the underlying before-and-after potential vegetation is identical.
3.3.4 Composite
The full version is made by layering these three separate datasets according to certain thresh-
olds, and downscaling the cropland dataset to 5 arcmin resolution. If a grid cell is occupied
by at least 50% cropland, then the entire grid cell is designated as the non-irrigated crop-
land biome. If a grid cell contains at least 25% irrigation, the grid cell is designated as the
irrigated cropland biome. The final land surface dataset is interpolated by the model in the
pre-processing phase in order to match the 30-km grid cell resolution. An example of the
final biome map for 1990 can be seen in Figure 3-4. Maps of the biome distribution for all
the years used (1900-2000 in ten year increments) can be found in the Appendix (B-6 - B-16)
The static nature of the potential vegetation dataset minimizes the changes that occur
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Figure 3-4: Biome distribution after model pre-processing and interpolation to MRCM grid. Full
biome indexes can be found in Chapter 2. For reference, non-irrigated cropland (16) and irrigated
cropland (13)
throughout the domain from decade to decade and allows the results to be focused on
the impact of agricultural development in both irrigated and non-irrigated areas. There
are several main areas of change that occur throughout the 20 th century between the 11
sequential biome maps that were generated. First is the expansion of non-irrigated cropland
north into the upper Midwest and Canada as well as west into the central and lower Great
Plains. Cropland also replaces savanna in Missouri and Southern Illinois in the mid-century.
However, the majority of cropland area is established by the 1920s and 1930s, as evidenced
in the earlier LUH time-series. There are two main areas of irrigation development. A line
of irrigation stretching from the Texas Panhandle to Nebraska begins to develop robustly in
the 1950s. The second area of irrigation along the Mississippi River is not established until
the 1990s and 2000s. In the east, the opposite cropland trend occurs, with small patches
of cropland disappearing and transitioning within the model to forested areas. This same
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reversal happens in Texas and Oklahoma with the reemergence of savanna, and a reemergence
of mixed grassland in Kansas at the end of the 2 0 th century.
3.4 Greenhouse Gases (GHG)
Two of the full-century runs (VG and NVG) are made using real evolution of greenhouse gas
concentrations. MRCM utilizes a data-file with a 1765-2005 historical time series detailing
the yearly concentrations of 5 greenhouse gases - CO 2 (ppm), CH 4 (ppb), N 20 (ppb), CFC-
11 (ppt), and CFC-12 (ppt). The time-series of concentrations during the simulation period
can be seen in Figure 3-5. Greenhouse gas concentrations were updated in order to reflect
the CMIP5 recommendations made in part in preparation for the Intergovernmental Panel
on Climate Change (IPCC) Annual Report 5 (2013) (Meinshausen et al., 2011). This ensures
consistency with both intended use of the land use (cropland) data set, and with any future
use of CMIP5 component modeling results as comparison or forcing. For the third simulation
(NVNG), the concentrations of all 5 greenhouse gases listed above were set to the 1900 values.
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Chapter 4
Representation of Improvements in
Agricultural Productivity
Along with expansion of cropland area and introduction of irrigation, an increase in crop
productivity has been an important feature in Midwestern agricultural development. Yield
increases on the scale that have been observed represent a dramatic increase in biomass
and plant activity during the summer months, and this must be taken into account in land
use representation. In order to accurately represent yield increases, crop physiology in the
model has been calibrated based on observed values of NPP - a value linked to both the
metric this aims to represent, yield, and ,through photosynthesis rate and evaporation, to
the surface carbon and energy balance.
4.1 Yield Data
Agricultural yield data for corn and soybean were obtained from the U.S. Department of
Agriculture's (USDA) National Agricultural Statistics Service (NASS) (USDA-NASS, 2016).
Survey, rather than census data, was used in order to get full coverage of the period and
data on acres harvested, acres planted, production and yield was collected for each state
annually. Production is provided in bushels (BU) and yield in bushels per acre. Data is
available since 1900 for corn, and begins in the mid 1920s for soybean. Time series plots of
production, acres harvested, and yield for each Midwestern state for corn and soybean can
be seen in Appendix C: Corn and Soybean Yield by State (USDA-NASS, 2016). For use in
validation, a time series of average Midwestern yield for corn and soybean was created by
averaging individual state yield by proportion of production. These figures can be seen in
Chapter 1 (Fig. 1-5 & Fig. 1-6).
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4.2 Choice of Parameters & Validation Method
4.2.1 Photosynthesis Rate
There are several considerations in order to ensure that the chosen parameter causes the
intended vegetation response, while at the same time avoiding physical side effects that are
not representative of historical change. A series of assumptions will need to be made in order
to match current operational capabilities of the model.
First of all, it must be noted that the yield increases over the past century have been due
to a wide range of factors. Much of the improvements in yield over the past century have
been due to changes in management practices - pest control, fertilization, and planting
efficiency, with planting densities for maize increasing by 1000 plants/hectare/year since
the 1950's (Duvick, 2005). Irrigation, as mentioned in Chapter 1, has also contributed to
yield increases (Kucharik & Ramankutty, 2005). Duvick (2005) notes that while 50% of the
improvement in yield may be due to improved management, another 50% is due to breeding
and physiological changes in the plant. IBIS in its current coupled form as a part of the MIT
Regional Climate Model does not have a robust mechanism to represent external changes
related to management and therefore all of the observed increases in crop productivity must
be represented through physiological adjustments to the crop plant functional type within
the model.
With this in mind, a parameter is chosen that can be individually modified for crops alone,
and that can manifest the changes associated with yield improvements - namely an increase
in biomass per area. Net photosynthesis rate is tied in the model to net primary productivity,
and will serve as a proxy for increasing vegetative production in an area. While the increase
in productivity and yield cannot be ascribed solely to an increase in crop photosynthesis,
there is evidence that photosynthesis rate has increased in corn through breeding over the
past century, especially in times of plant stress and recovery (Duvick, 2005). Long et al.
(2006) notes that keeping everything else constant, increasing leaf photosynthesis would
cause an increase in yield. Increasing photosynthesis rate at the leaf level can also serve as
a proxy for increased planting densities that did occur (Duvick, 2005).
In MRCM, photosynthesis rates are calculated for each plant functional type, because
biomes can have differing PFT compositions even within the same designation. Importantly,
IBIS adopts a method of scaling photosynthesis whereby the rates are calculated at the leaf
level and then converted to the canopy level using a scale factor based on canopy character-
istics such as leaf area index (Foley et al., 1996).
For crops, photosynthetic rate at the leaf level is a function of leaf temperature, soil
moisture stress, a leaf respiration coefficient (defined as 0.100 for crops in MRCM), and
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maximum rubisco activity. The photosynthesis can be light limited, rubisco limited, and
carbon dioxide limited (which is governed by the CO 2 efficiency and the intercellular CO 2
concentration) depending on the relative value of the three. This photosynthesis scheme is
representative of a C4 crop such as corn, and does not model the physiology of C3 crops
such as soybean. Using a comparison of these photosynthetic rates, the model calculates a
gross photosynthesis rate which is modified by the dark respiration rate (a function of max
rubisco, leaf temperature, and the leaf respiration rate) to obtain the net photosynthesis rate
(ancr), where
ancr f actor x (agcr - rdarkcr)
This rate can easily be modified by a factor to adjust the net photosynthesis rate for all
crops in the domain. The default factor in the model is 1.0. All of these relationships can
be seen in the code for IBIS as developed by Foley et al. (1996).
This photosynthesis rate is used, among other things, to determine the crop stomatal
conductance and primary productivity, both gross and net. In order to use this parameter
to produce realistic representations of net primary productivity, the nature of the relation-
ship between model output of NPP and any multiplication factor that is applied must be
understood.
In order to do this, the model was run for two-year simulations from 1991-1992 using
the representative land use map for 1992, with the only variation between the models being
the photosynthesis multiplication factor. Simulations were run for a multiplication factor
of 1, 2, 2.5, 5 and 6 to get a wide distribution of net primary productivity levels. Annual
net primary productivity was calculated for 1992 for each of the multiplication factors in
each grid cell designated as either non-irrigated cropland or irrigated cropland, and then
normalized by the values in the simulation where the factor was equal to six. An average
was then taken for all of the grid cells in each cropland type over the domain less the outer
nine grid cells to eliminate edge effects. The results show that the model output NPP has a
linear relationship with the factor, with R2 values of 0.99 for both cropland biomes (Figure
4-1).
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Figure 4-1: Average annual NPP output generated from Pnet multiplication factors. Relationship
is plotted for non-irrigated cropland (left) and irrigated cropland (right)
4.2.2 Net Primary Productivity
Net primary productivity (NPP) is a measure of the amount of carbon fixed into new biomass
in vegetation, and can broadly be represented as the difference between photosynthetic pro-
duction and respiration (Roxburgh et al., 2005). However even this definition causes incon-
sistencies in the ways that NPP is calculated and reported. Roxburgh et al. (2005) notes
that there are two common ways that NPP can be presented. In the first NPP is always
positive, as a measure of the new material being added to the system. In the second, NPP
can be negative in some periods where respiration exceeds photosynthesis. In MRCM, NPP
is presented as an instantaneous flux of mol C0 2 /m 2 /s and therefore fluctuates from negative
to positive following a diurnal cycle (Figure 4-2). By taking the integrand of the instanta-
neous fluxes over the year, the traditional positive NPP profile is seen, where the cropland
areas amass organic material throughout the growing season (Figure 4-2).
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4.2.3 NPP Data and Correlation to Crop Yield
While photosynthesis rate will be used in order to reproduce realistic rates of NPP within
the model, it is important to understand how NPP relates to yield and can be used in order
to represent agricultural productivity increases.
The advent of the satellite era has made high resolution datasets available for variables
that were previously measurable only at individual sites, namely vegetative and soil char-
acteristics. However, researchers must be careful not to make spurious correlations between
indices and plant processes (Glenn et al., 2008). Oftentimes values are heavily dependent
on input datasets, or assumptions about vegetation parameters and must be carefully cali-
brated from ground measurements. Glenn et al. (2008) notes that satellite based vegetation
indices are best used for parameters associated with light uptake, and are less credible for
deriving more involved canopy characteristics. One of the main problems associated with
satellite derived cropland NPP in studies has been the assumption of constant Light Use Ef-
ficiency (LUE) across crop types, leading to underestimation of GPP and NPP in productive
croplands (Bandaru et al., 2013; Jaafar & Ahmad, 2015; Li et al., 2014; Lobell et al., 2002;
Reeves et al., 2005; Turner et al., 2006; Xin et al., 2015; Zhao et al., 2005). MODIS also
has the problem of overestimating cropland area in some cases, causing an overestimation of
total NPP, even when the mean is underestimated (Li et al., 2014).
Instead of a satellite based NPP estimate, this study will use the other main method-
ology for deriving net primary productivity - inventory based calculations. This method
is beneficial to this particular study because it provides a direct physical link between crop
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Table 4.1: Corn specific parameters for crop inventory yield to NPP conversion equation in the
literature
Mass / Unit Moisture Harvest Aboveground Carbon/Biomass
Source Reported Content Index Biomass Equivalence
Yield Fraction (gC/g)
Prince et al., 2001 25.401 13% 0.53 0.85 0.50
Lobell et al., 2002 25.401 11% 0.45 0.80/0.90 0.45
Hicke & Lobell, 2004 25.401 11% 0.45 0.85 0.45
West et al., 2010 25.4 13% 0.53 0.85 0.45
Li et al., 2014 25.4 13% 0.53 0.85 0.45
yield and NPP. The primary dataset and methodology described in this section is obtained
from a study by Prince et al. (2001) which noted that crop inventories in high production
areas can be used to reconstruct detailed temporal and spatial NPP datasets. Prince et al.
(2001) looked at the NPP of corn, soybean, sorghum, sunflower, oats, barley, wheat and hay
for areas in Illinois, Indiana, Iowa, Wisconsin, Michigan, Minnesota, North Dakota and Iowa
for 1992. The dataset provides values for the centroid of 0.50 by 0.5' grid cells including total
NPP, the percentage of cropland and forest cover for the grid cell, and the percentage of that
cropland that was separately corn and soybean. The NPP of non-crop and non-woodland
areas was assumed to be the same as the mean of the crop and wooded areas.
Prince et al. (2001) used agricultural inventory data from the USDA NASS in order to
estimate total NPP estimates. The method consisted of a conversion of yield into plant mass.
Prince et al. (2001) notes that their methodology is accurate within 50 gC/m2 /yr, and while
Hicke and Lobell (2004) note that USDA data for the most productive crops can have a 95%
confidence interval error of 5-10%, inventory statistics are widely accepted as high-quality
measures of yield in the United States. While Prince et al. (2001) does not explicitly provide
the equation, Hicke and Lobell (2004) uses the same methodology and dictates the equation
as:
Yield x Mass per Unit Harvest x (1 - Moisture Content) x Carbon Equivalent
NPP [gCIm2 /yr] Harvest Index x Aboveground FractionHarvested Area
This formulation has been used in several studies (Bandaru et al., 2013; Hicke & Lobell,
2004; Jaafar & Ahmad, 2015; Li et al., 2014; Monfreda et al., 2008; Prince et al., 2010; West
et al., 2010). Importantly, there is consistency in the values of equation parameters across
different studies (Table 4.1)
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Prince et al. (2001) notes that there were two main potential sources of error in the
estimations - root:shoot (R:S) ratio and Harvest Index (HI), factors which have also been
isolated in other studies. R:S ratio relates to the partitioning of belowground and above-
ground biomass and depends greatly on the cultivar. However, the ultimate NPP values in
Prince et al. (2001) were not very sensitive to the exact R:S values. Harvest Index relates to
the ratio of seed yield to aboveground biomass, and it is a parameter that has been shown
to increase dramatically with crop yields, but not for corn (Long et al., 2006; Monfreda et
al., 2008; Tollenaar & Lee, 2006). Tollenaar and Lee (2006) note that this is because both
the dry matter accumulation and the number of kernels within corn have kept pace with
each other and have maintained a constant HI even as corn yields have increased. Therefore,
a consistent relationship can be assumed for corn between yield and NPP throughout the
century based on the stability of these additional parameters. This consistency allows this
study to describe a proportional relationship between yield and NPP that is implied through
the formula and supported in the literature.
Hicke and Lobell (2004) examined agricultural productivity over the Central U.S. South
Dakota, Nebraska, Kansas, Missouri, Iowa, Minnesota, Wisconsin, and Illinois) from 1972-
2002 and found that NPP increased 46% (380 to 550 gC/m 2 /yr) while production increased
51% in the same time-period. This corresponds to an NPP trend of 5.66 gC/m 2/yr. If
it is assumed that this trend has been consistent since crop yields have begun to increase,
a cropland NPP in this region in 1930 can be estimated as approximately 137 gC/m 2 /yr.
This corresponds to a 4 fold increase in NPP from 1930 to 2002. Correspondingly, using
the weighted mean crop yield from all Midwestern states, a yield increase from a 1900-1935
average yield of 32.86 BU/acre in 1930 to 137.08 BU/Acre in 2002, represents a 4.17 fold
increase in yield.
4.2.4 Conversion of Data
IBIS currently simulates cropland as being entirely composed of a C4 crop such as corn, so
the mean cropland NPP given by Prince et al. (2001) must be converted to corn only NPP
to be consistent with the model setup. To do this the average woodland NPP contribution
assumed in Prince et al. (2001) of 12 Mg/ha/yr with a carbon equivalent of 0.5 is subtracted
from the total. It can also be assumed that corn NPP is on average about three times higher
than that of other crops, particularly soybean. This is supported by plotting the proportion
of yield between corn and soybean throughout the years (Figure 4-3), and also through values
presented in Li et al. (2014) for corn and soybean NPP calculated from USDA NASS data.
Li et al. (2014) estimated NPP to be 952 t 163 gC/m 2 /yr for corn and 375 74 gC/m 2 /yr
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for soybean in 2007, and 990 141 gC/m 2 /yr for corn and 352 t 72 gC/m2 /yr for soybean
in 2008.
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Figure 4-3: Comparison of corn yield (dotted line) and soybean yield (solid
the corn yield in any given year. (Data Source: USDA-NASS, 2016)
line) normalized by
The following formula is used to make the conversion:
Corn NPP [gC/m 2 /yr] = NPP x (crop area + forest area) - 600 x forest area
corn area + other crop area x 1
This makes the assumption that all crops included in the percentage given in the Prince
et al. (2001) are either corn or soybean (even when the percentages of corn and soybean given
do not equal 100%). This is an acceptable assumption because corn and soybean are the
dominant crops in this region, and account for roughly 87% of the net primary productivity
(Li et al., 2014). The final transformed Prince et al. (2001) data can be seen in Figure 4-4.
On average the corn NPP is about twice as large as the mean NPP in this region. This
is supported by several figures from the literature. Li et al. (2014) lists the mean cropland
NPP estimated from USDA data to be 660 320 gC/m 2/yr in 2007 and 656 330 gC/m2/yr
in 2008 while citing the USDA derived NPP of corn to be 952 163 gC/m 2/yr and 990 141
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Figure 4-4: Corn equivalent annual NPP data for 1992 (Data Source: Prince et al., 2001)
gC/ m 2 yr for the same years, putting the corn NPP at double that of the ieail within the
range of errors of the estimates, although the paper itself cites corn NPP as being only 30%
above the mean.
Hicke and Lobell (2004) give a mean cropland NPP in 2002 of 550 gC/m2 /yr. For the
assumption of a 1100 gC/m 2 /yr average corn NPP in 2002, and a similar 4 to 5 fold increase
since 1930, the corn NPP trend would need to be approximately 11.46 gC/m 2/yr to 12.22
gC/m 2 /yr. In a separate study, Twine and Kucharik (2009) found that corn in the central
and eastern United States had a trend of 6.43 gC/m2 /yr from 1982-2002 and a trend of
2.55 gC/m 2 /yr for 1950-2002. This study uses the more conservative trend as an estimate,
as it spans a longer proportion of the 20th century. However, Twine and Kucharik (2009)
were attempting to look only at climate impacts on yield, removing all other influence on
NPP. They compared their NPP increases to that of Hicke and Lobell (2004) and found
that their NPP increases likely represented only 20-25% of the actual increase. Using this
it can be assumed therefore that the true NPP corn yield trend was approximately 10.2 to
12.75 gC/m 2/yr for 1950-2002, matching what would be expected using an assumption of
corn being twice as productive as the mean. This is of course dependent on the assumption
that the trends from 1930-1950 matched those of the latter half of the century, but based
on the linear increase in corn yields across this entire period, this is likely an appropriate
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It is important to note again the major assumption that is being made in matching the
NPP magnitude with that of corn. Currently the model is simulating the entire area as if it
was corn. This necessarily means that the amount of biomass produced by the model is higher
than it would be if it simulated a realistic combination of crop type and other vegetation
within cropland areas. However, this study chooses to maintain physical consistency with
the productivity of corn.
4.2.5 Calibration Methodology
The calibration of the model depends entirely on the 1992 distribution of NPP from Prince et
al. (2001) because it provides a corn based spatial estimate over most of the high productivity
areas in the Midwest. Therefore, it is assumed that productivity of cropland in the Midwest
as a whole is consistent on average with the areas that were quantified by the Prince et
al. (2001) study. The goal of this calibration was first to determine a model multiplication
factor for ancr that would reproduce observational NPP data, and then to use the established
relationship between yield increases and NPP increases in order to determine how that factor
would need to change throughout the century in order to accurately represent yield increases
throughout time.
To this end, the same small scale two-year runs that were conducted in order to determine
the model relationship between the multiplication factor and NPP output are again used here.
For each of these, an average model NPP was calculated for each run using the average of
all the irrigated and non-irrigated grid cells within the region 38.25 to 48.75' N and 83.25
to 99.75' W, which captured the extent of the Prince et al. (2001) data. The average
1992 cropland NPP produced by the model was 583 gC/m2 /yr and 1128 gC/m 2 /yr for a
multiplication factor of 1 and 2 respectively (See Figure 4-5). The average derived corn
NPP from Prince et al. (2001) for 1992 was 1064 gC/m2/yr. Using the linear relationship
between multiplication factor and NPP output, it was determined that a multiplication
factor of approximately 1.88 would be appropriate to represent corn NPP in 1992.
It is important to note that there is a restriction on plant growth designated within the
model that will also affect annual NPP production. Growth within cropland areas is not
allowed before July, and is forced within the model by setting the accumulated growing
degree days for crops to zero before July. This helps restrict growth to the correct season
and prevents high NPP too early in the year.
This scheduling is consistent with crop progress data released by the USDA NASS (USDA,
1999, 2016). For the 1994-1998 average, corn and soybean had emerged in significant numbers
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Figure 4-5: Model output of annual NPP (gC/m 2 /yr) shown only for irrigated and non-irrigated
grid cells. Model simulation with multiplication factor of 1 (left). Model simulation with multipli-
cation factor of 2 (right).
by June but did not reach the mid-season silking and blooming phases in large percentages in
any Midwestern states even by the beginning of July. For the 2011-2015 average, this is still
broadly true although a higher percentage of corn and soybean had reached the silking and
blooming phase by the first week of July, albeit with almost no states exceeding 25% of the
total crop at this stage. For both time periods, the majority of the crop had been harvested
by the first week in November and this is also consistent with the yearly cycle of NPP that
the model produces (Figure 4-2 & Figure 4-6). In the future, it would be worthwhile to
examine the impact of shifting and increasing this growth period, as studies have shown
that even slight increases in growing season and changes in the length of crop development
periods can have significant effects on yield and also on the energy balance effects associated
with agriculture (Sacks & Kucharik, 2011).
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4.2.6 Determination of Parameter Series
Now that the correlation between yield increases and NPP increases over the past century
has been shown, the well documented trend in corn yield can be used in order to determine
the appropriate parameter series for NPP. The analysis is anchored in 1992 and uses the
yield trend as an appropriate scale.
The weighted average Midwestern corn yield gives a yield of 125.65 BU/acre in 1992
(Figure 1-5). Based on the data, yields are essentially stagnant from 1900-1935, and a
constant yield of roughly 32.86 BU/acre is appropriate for this period. The ratio of these
two yields is 0.26 which will be used as the ratio applied to the multiplication factor between
these two as well, since it has been shown that the increases in NPP scale roughly as the
increases in yield. This gives a multiplication factor of 0.49 for the early period. Assuming,
in accordance with the yield trend, that the changes between these two periods are linear,
a time-series can be developed for the multiplication factors that will be applied to each
decade of the model run (Table 4.2).
4.3 Model Validation
The Prince et al. (2001) dataset also provides a limited opportunity to determine whether
the calculated multiplication factors were appropriate for creating a time-series of NPP, by
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Table 4.2: Photosynthesis multiplication factors used in each deacde of model simulation in order
to represent increases in crop yield.
Decade Factor
1900 0.49
1910 0.49
1920 0.49
1930 0.49
1940 0.72
1950 0.95
1960 1.19
1970 1.42
1980 1.65
1990 1.88
2000 2.11
comparing to a dataset for the state of Iowa from 1982 to 1996. For this data, no information
about the relative composition of the grid cells was given and so the average conversion of
corn NPP - mean NPP x 2 from the previous data was applied to this Iowa subset of
the Prince et al. (2001) data. This will likely produce higher "corn" NPP values for Iowa
because the state already has both the highest acreage of corn harvested and the highest
production of all Midwestern states (Appendix C). In order to compare to this Iowa time-
series, a simulation was run from 1982-1995 and split into two segments. A January 1982
to December 1985 simulation was run using the 1980 land use map, and a multiplication
factor of 1.65 to match the developed time-series. This was combined with a January 1986
to December 1995 simulation run with the 1990 land use map and a multiplication factor of
1.88. Results of average annual NPP for Iowa from the data and model are shown in Figure
4-7. Cropland NPP was averaged over a region from 40.75 to 43.25'N and 90.75 to 96.5'W
to approximate the Prince et al. (2001) Iowa region.
The 1982-1985 decadal average NPP for the model in this region is 903 gC/m 2 /yr while
the Prince et al. (2001) data yielded 997 gC/m 2/yr - a difference of 94 gC/m 2/yr. The
1986-1995 decadal average of NPP for the model was 1017 gC/m 2 /yr while the Prince et al.
(2001) data yielded gC/m 2 /yr - a difference of 54 gC/m 2 /yr. Note that there are several
periods where the model and the inventory based NPP data are severely mismatched. This
occurs in 1988 and 1993 in correspondence to a major drought and flood year respectively.
Inventory based methods are erroneous when quantifying annual NPP in years where major
events decimate crop yields, because they are based on only the biomass harvested, and not
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Figure 4-7: Comparison of results for Iowa averaged NPP
(solid line) and model simulation output (dotted line)
from Prince et al. (2001) corn equivalent
the growth during the full season. The misstep between the model and the Prince et al.
(2001) data in 1990 is not attributed to any major weather event.
The appropriateness of a spatially uniform application of a multiplication factor must
also be considered. This implies that the increases in NPP have been constant throughout
the majority of the Midwest. It is likely a valid assumption that management practices and
crop breeds have been uniformly adopted throughout the United States over the 20th century
with slight differences in individual farms. Various maps of NPP trends for the latter half of
the century seem to support the assumption of uniformity (Hicke et al, 2004, Fig. 6a; Twine
& Kucharik, 2009, Fig. 3a-b; Mueller et al., 2016, Fig. 3e).
The NPP trend shown in the references figures is spatially uniform throughout most of
the Midwest, especially relative to regions in the West and Southeast. However, this trend
is both steeper and more spatially heterogeneous when looking at only the last few decades
versus the last half century (Twine & Kucharik, 2009, Figure 3a,b). Because the current
study attempts to fit the NPP trend for the full century, it uses the trends and spatial
homogeneity attached to the long term 1950-2002 average (Twine & Kucharik, 2009, Figure
3a). Also important is the evidence that irrigated areas have seen a dramatically higher
increase in yield than non-irrigated cropland, and a reduction in interannual yield variability
(Kucharik & Ramankutty, 2005). This is something that should be taken account in the
future when trying to spatially delineate yield increases, but for this study, the inclusion of
a single crop type in the model and the small spatial extent of irrigation relative to non-
irrigated cropland within the domain mean that this difference was not taken into account
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4.3.1 Temperature and Precipitation Comparison
First, validation that the photosynthesis multiplication factor, NPP, and yield all maintain
their relationship within the model throughout the full century and the full range of multi-
plication factors applied is shown in Figure 4-8. NPP sees a similar scale of increase relative
to yield as expected, and while it does not precisely match the interannual variability of the
yield trend it does show a similar increase in the year to year interannual variability in the
latter half of the century.
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Figure 4-8: Weighted average Midwestern corn yield (dotted line) plotted with average annual
cropland NPP from ERA20C VG simulation (solid line)
Before running the full model simulations with this multiplication factor time-series a
run from 1982-1996 was compared to temperature and precipitation observations to ensure
that the change of the photosynthesis parameter was not causing changes in temperature
and precipitation that were unrealistic relative to the model default. It is important to note
here that this 1982-1996 simulation was run with the original set of boundary conditions -
ERA20C. While this should not affect the results of the NPP validation and the selection
of photosynthesis parameter based on the internal model relationship of those two variables,
it will have an impact on the temperature and precipitation results shown here. While the
ERA20C reanalysis surface temperature follows the general pattern of temperatures that are
present in the gridded CRU and UDEL datasets, it has a pronounced June-August cold bias
in the latter part of the 20th century in the study region and this will bias the model output.
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The ROSC averaged surface temperatures for June-August are plotted below for UDEL, CRU
and the model output as well as the ERA20C reanalysis 2m surface temperature (Figure 4-9).
The same comparison is performed for average precipitation over the ROSC, however in this
case there is no reanalysis data to compare to (Figure 4-10). The differences are tabulated
as appropriate decadal averages in Table 4.3 & 4.4. Using the series of multiplication factors
outlined in this chapter, this study can move forward with a representation of the large crop
intensification that has occurred in the Midwest over the 20th century.
2 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994
Figure 4-9: Comparison of JJA ROSC averaged temperatures from 1982-1996. Comparisons are
between CRUTS4.01 (green), UDELv4.01 (red), the ERA20C VG simulation results (blue) and the
ERA20C reanalysis 2m surface temperature (black)
Table 4.3: JJA Temperature Comparison (0 C)
MRCM CRU UDEL
1982-1985 19.46 20.39 20.19
1986-1995 20.11 20.69 20.38
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Figure 4-10: Comparison of JJA ROSC averaged daily precipitation(mm/day) from 1982-1996.
Comparisons are between CRUTS4.01 (green), UDELv4.01 (red), and the ERA20C VG simulation
results (blue)
Table 4.4: JJA Precipitation Comparison (mm/day)
MRCM CRU UDEL
1982-1985 3.31 2.84 2.82
1986-1995 3.50 3.15 3.14
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Chapter 5
Simulation Results and Analysis
The results of two full sets of three simulations each are presented here, with the only
difference between the two being the reanalysis data used as lateral boundary conditions
- either ERA20C or CERA20C. All simulations are run on a domain centered at 40.5' N
and 91.50 W with a 30-km grid spacing, and 122 zonal points and 80 meridional points.
This corresponds to a domain of roughly 30.4 - 50.80 N, and 112 - 70.60 W. The ERA20C
simulations are run from January 1, 1900 through December 31, 2005 and the CERA20C
simulations are run from January 1, 1901 through December 31, 2005.
Each of the two sets contains the same three simulations:
1. No Vegetation Development, No Greenhouse Gas Increases (NVNG): This simulation
uses the 1900 land use map and maintains 1900 greenhouse gas levels along with a
photosynthesis multiplication factor of 0.49 for the entirety of the run.
2. No Vegetation Development, Realistic Greenhouse Gas Series (NVG): This simulation
also uses the 1900 land use map and a constant photosynthesis multiplication factor of
0.49, but greenhouse gases evolve throughout the century, consistent with the CMIP5
historical time-series shown in Chapter 3.
3. Realistic Vegetation Development, Realistic Greenhouse Gas Series (VG): This simu-
lation is run in decadal segments (except the first simulation which is run from 1900 or
1901 to 1905) with the land use map being updated to reflect cropland and irrigation
expansion in the 10 years surrounding 1900, 1910, 1920, etc. For instance, the simula-
tion years connected to the 1920 land use map are 1916-1925. At each of these points
the photosynthesis multiplication factor is also changed to reflect the value developed
for the decade as discussed in Chapter 4. Again, greenhouse gases evolve throughout
the century, consistent with the CMIP5 historical time-series.
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For the VG simulation in each of the sets, the model was run with one extra year at
the beginning of each of the decadal simulations starting January 1, and was not used in
the post-processing and the construction of the full time-series. Soil moisture conditions are
equilibrated for the region with long term offline simulations of IBIS, and no longer spin up
time was deemed necessary. The model was not run continuously for VG due to the nature
of the model save files generated, the way that they are utilized for a restart, and the current
pre-processing procedure and setup for surface boundary conditions.
Each of the sets will first be compared to observational data, for the region broadly and
in a smaller region (37 - 42.5' N, 87.5 - 91.5' W) to the Illinois State Water Survey. Then,
they will be decomposed based on the individual impacts of greenhouse gases and agricultural
development. This will also include a discussion of the influence that the boundary conditions
themselves had on the results.
The analysis will be performed for two main regions:
1. Domain: this will refer to the average of the domain less the nine outer grid cells to
eliminate any edge effects that may occur due to the boundary conditions. This makes
the domain average correspond to output coordinates of 32.85 - 48.42' N and 108.92-
73.730 W.
2. Region of Significant Change (ROSC): this region from 39 -- 48' N and 100 - 820
W, as identified by Douglas (2016), is a region in the Midwest that has seen significant
observed changes in temperature and precipitation.
The time periods of comparison will be 1920-1949 (early period) and 1970-1999 (late
period) to fit into the simulation time-period, again consistent with Douglas (2016). Addi-
tionally, all averages are shown for July-August. This time period is chosen to capture the
time-period of maximum vegetative growth and irrigation impacts (DeAngelis et al., 2010;
Ozdogan et al., 2010), and to allow for comparison to previous studies.
Where appropriate, area averaged changes are accompanied by the results of Kolmogorov-
Smirnov two sample test (K-S test). This test determines whether two samples originate
from the same distribution, but is non-parametric i.e. makes no assumption about the
distribution of the sample itself (Sheskin, 2007). In a single sample K-S test the empirical
distribution is compared to a cumulative distribution function, with the test statistic being
dependent on the vertical distance between the two distributions. In a two sample test this
same procedure is followed, but using two empirical distribution functions instead (Heckert
& Filliben, 2003; Sheskin, 2007). This test is ideal for characterizing climate data as it makes
no assumptions about distribution. Notably, the K-S test with two independent samples is
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also more conservative - less likely to reject the null hypothesis - and therefore will tend
to under-identify significantly different distributions relative to other similar tests such as
Mann-Whitney U Test or the t test for two independent samples (Sheskin, 2007). Significance
here is determined with a 95% confidence interval, i.e. a change is significant when the test
yields a p value of less than 0.05 and the data likely come from two different distributions.
In each case where a significance test was performed, the resulting p value is included in
parentheses.
5.1 Comparison to Observations
For the observational analysis, all comparisons will be made relative to the VG simulations
from either set. These simulations should contain all relevant forcings, and therefore the
results should be the most representative of the observed climate. Based on available data,
observational analysis will be made here for temperature, precipitation, specific humidity,
and various radiation parameters. Further figures for CERA20C VG and ERA20C VG results
for evapotranspiration, sensible heat, surface soil moisture, and root zone soil moisture can
be seen in the appendix (B-18 - B-21).
There are two long-term observational datasets with good coverage and accuracy over
the United States for the full 2 0 th century. The first is the University of Delaware Precipita-
tion and Temperature Time Series (v4.01) which spans 1900-2014 at 0.50 by 0.5' resolution
(Willmott & Matsuura, 2015a, 2015b). While this data set has been rigorously tested, like
other historical reconstructions, it suffers from reduced accuracy in time periods with fewer
stations. The documentation notes that over the reconstruction time period, the number
of stations contributing -to monthly temperature values ranges from 3,000 to 18,000 while
for precipitation this number is 7,500 to 40,500. A main source of data are the Global His-
torical Climate Network (GHCN) stations, which NOAA notes reached maximum density
for measurements of temperature and precipitation in the 1960s (Peterson & Vose, 1997).
GHCN3 was used for temperature reconstruction along with several other supplementary
sources, while GHCN2 was used for precipitation. The second observational dataset used
here is the Climatic Research Unit Time Series (v4.01) developed by the University of East
Anglia which spans 1901-2016 in 0.5' by 0.5' resolution (Harris et al., 2014).
For each of these grid cells, in either data set, there one monthly mean value of total
precipitation and surface temperature. While these datasets are coarser resolution than the
model output they are averaged over a similar area for comparison. CRU and UDEL do not
provide data over the entirety of the domain, and therefore ocean areas where values are
missing are not included in the associated averages.
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5.1.1 Temperature
The ROSC average temperatures for 1920-1949 JA for CRU, UDEL, ERA20C, and CERA20C
are 21.51, 21.48, 21.50, and 22.78 'C respectively. This is a difference from the average of
the observations of +0.1 and +1.29 'C for ERA20C and CERA20C. For the domain, the
corresponding averages are 22.62, 22.52, 22.18, and 23.31 'C. This is a difference from the
average of the observations of -0.39 and +0.74 'C for ERA20C and CERA20C. As can be
seen in Figure 5-1, the CERA20C simulation matches the temperature distribution in the
observations more closely, particularly in the southern portion of the domain, however it
is still hotter that the observational data over both regions while the ERA20C simulation
matches this time period much more closely, especially in the ROSC.
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Figure 5-1: July-August 1920-1949 average surface temperature ('C) maps from a) CERA20C
VG b) ERA20C VG c) CRUTS4.01 d) UDELv4.01. The dotted blue box denotes the ROSC.
Figure 5-2 shows the same comparison for the 1970-1999 average in each of the four
datasets. The ROSC average temperatures for 1970-1999 for CRU, UDEL, ERA20C, and
CERA20C are 21.21, 21.06, 20.31, and 21.91 'C respectively. This is a difference from the
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Figure 5-2: July-August 1970-1999 average surface temperature (C) maps from a) CERA20C
VG b) ERA20C VG c) CRUTS4.01 d) UDELv4.01. The dotted blue box denotes the ROSC.
The changes in average surface temperature within each grid cell from 1920-1949 to 1970-
1999 are shown in Figure 5-3. The changes in ROSC average temperatures between the early
and late periods for CRU, UDEL, ERA20C, and CERA20C are -0.29, -0.42, -1.18, and -0.87
'C respectively, with negative values denoting a decrease in average temperature from the
early to late period. For the domain, the corresponding averages are -0.18, -0.32, -0.66, and -
0.37 0 C. CERA20C therefore matches the magnitude of temperature change over the domain
over the two periods, but as can be seen in Figure 5-3. However, this is due to a balance
between an overestimated cooling in the north and north west and an overestimated warming
in the southeast relative to the observations. The temperature changes were measured as
significant in ERA20C and CERA20C for both the ROSC (p = 0.000017 and p = 0.0259) and
the domain averages (p = 0.000017 and p = 0.0046). Changes over the same time periods
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were not considered significant in the CRU and UDEL data in the ROSC (p = 0.3420 and
p = 0.2003) or the domain (p = 0.5372 and p = 0.2003).
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Figure 5-3: July-August temperature change ('C) from 1920-1949 to 1970-1999 in a) CERA20C
VG b) ERA20C VG c) CRUTS4.01 d) UDELv4.01. The dotted green box denotes the ROSC. Black
dots on c) and d) indicate grid cells with significant change at the 5% level with a K-S Test.
While both of the simulations overestimate the magnitude of cooling in the ROSC and
domain from the early to late period, the patterns in Figure 5-3 describe how the simulations
are performing and where any failures may stem from. The model matches the shape of
cooling regions fairly well, especially when comparing the left portion of the domain. Cooling
seems to occur throughout the full north-south span of the Midwest and Great Plains, with
a weaker signal and even some warming in Colorado and New Mexico. The broad features
of the differences between the model and the observations are the strong cooling signal that
appears in the northwest of the domain, and the strong heating that appears in the southeast,
particularly in the CERA20C simulation. This heating appears in the CRU data and the
cooling appears to a greater degree in the UDEL data but neither simulations approach the
1.5 to 2.0 degree swing to either direction that the model results exhibit.
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The pattern of cooling in the CRU and UDEL data is concentrated mostly in the Mid-
west, with a large portion of the grid cells exhibiting significant change falling within the
ROSC. This is consistent with the idea that agriculture, and particularly agricultural in-
tensification, results in cooling. These areas also show cooling in the model although to a
stronger degree than in the observations. The observational data in both cases also shows a
strong cooling signature in eastern Nebraska which corresponds to a large swath of irrigation
that develops there beginning in the 1950s. There seems to also be a signature of cooling
in the observational data along the entire irrigation corridor from the Texas panhandle to
Nebraska, although the intense spots of cooling in Texas and Kansas only appear in the
model results.
CERA20C and ERA20C are similar regarding areas of cooling but there are several
differences that can likely be attributed to the background conditions imposed by the various
reanalysis data sets as will be explored in a later section. ERA20C shows weaker warming in
the southeast, but a stronger warming in the west over Colorado as well as a much stronger
cooling in the southern Great Plains relative to the mix of warming and cooling in this area
in CERA20C. Additionally, ERA20C shows a stronger anomalous cooling signature in the
northwest portion of the domain than CERA20C.
5.1.2 Precipitation
Precipitation is analyzed in the same way with Figure 5-4 showing the July-August average
distribution of daily precipitation for 1920-1949. The ROSC average daily precipitation for
this early period for CRU, UDEL, ERA20C, and CERA20C is 2.49, 2.52, 3.06, and 2.79
mm/day respectively. This is a difference from the average of the observations of +0.56
mm/day (22%) and +0.29 mm/day (11%) for ERA20C and CERA20C. For the domain,
the corresponding averages are 2.51, 2.56, 2.89, and 2.67 mm/day. This is a difference
from the average of the observations of +0.36 mm/day (14%) and +0.14 mm/day (5%).
In both regions, the CERA20C simulation matches the observations more closely. Both
simulations capture the high precipitation along the east coast and in the Appalachians.
The simulations also capture the corridor of higher relative precipitation in the center of the
ROSC (Wisconsin, Illinois, Iowa), however the precipitation rate is overestimated in both
simulations.
The ROSC average daily precipitation for 1970-1999 (Figure 5-5) for CRU, UDEL,
ERA20C, and CERA20C is 2.96, 2.92, 3.11, and 2.88 mm/day respectively. This is a differ-
ence from the average of the observations of +0.17 mm/day (6%) and -0.06 mm/day (2%)
for ERA20C and CERA20C. For the domain, the corresponding averages are 2.71, 2.72,
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Figure 5-4: July-August 1920-1949 average daily precipitation (mm/day) maps from a) CERA20C
VG b) ERA20C VG c) CRUTS4.01 d) UDELv4.01. The dotted red box denotes the ROSC.
2.89, and 2.59 mm/day. This is a difference from the average of the observations of +0.18
mm/day (8%) and -0.13 mm/day (5%). In both regions, the CERA20C simulation again
matches the observations more closely, although the averages of both simulations are closer
to the observations in both cases. Both simulations again capture the high precipitation
along the east coast and in the Appalachians as well as the high precipitation ROSC strip,
and the magnitude of rainfall is more accurately captured in these regions. The highest
precipitation rates in the observational data are found directly along the east coast, while
this is pushed inland in the model.
The changes in average daily precipitation within each grid cell from 1920-1949 to 1970-
1999 are shown in Figure 5-6. The changes in the ROSC between the early and late periods
for CRU, UDEL, ERA20C, and CERA20C are 0.47, 0.40, 0.06, and 0.09 mm/day respec-
tively, with positive values denoting an increase in average precipitation from the early to
late period. For the domain, the corresponding averages are 0.19, 0.16, 0.0052, and -0.086
mm/day, less than half of the corresponding ROSC values. In all cases both the observations
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Figure 5-5: July-August 1970-1999 average daily precipitation (mm/day) maps from a) CERA20C
VG b) ERA20C VG c) CRUTS4.01 d) UDELv4.01. The dotted red box denotes the ROSC.
and model simulations show an increase in precipitation over the ROSC, although the VG
simulations for each reanalysis set vastly underestimate the magnitude of this change. Over
the domain, the CERA20C simulation show a decrease in average precipitation albeit by a
small amount. The precipitation changes were measured as significant in CRU and UDEL
in the ROSC (p = 0.0046 and p = 0.0113) but not significant in ERA20C and CERA20C
(p = 0.2003 and 0.1088). Over the same period, precipitation increases were not found to
be significant in any of the four datasets in the domain, although CRU was significant at
slightly below the 95% confidence level (p = 0.0550).
In similar terms to temperature, general patterns of change are examined to see how the
simulation is reproducing historical observed change. In this case the dominant pattern of
dry-wet-dry moving from the northwest to the southeast corner is captured in the simulations,
though more clearly in the CERA20C simulation. The CERA20C simulation also captures
the observed wetting in the northeast corner of the domain, a signal that is completely
reversed in the ERA20C. The drying in Colorado and Wyoming is present in all four sets
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Figure 5-6: July-August daily average precipitation change (%) from 1920-1949 to 1970-1999 in
a) CERA20C VG b) ERA20C VG c) CRUTS4.01 d) UDELv4.01. The dotted green box denotes
the ROSC. Black dots on c) and d) indicate grid cells with significant change at the 5% level with
a K-S Test.
of data as is the tendency towards wetting in the southwestern portion of the domain. The
strongest precipitation feature in the observations - wetting in the ROSC - however, is
not present as a distinct feature in either of the simulations though both show an average
increase in precipitation in this area. Like with temperature, most of the strong wetting
trends in the observations occur in areas of high agricultural productivity growth. There
does not seem to be any spatial correlation with pockets of irrigation in TX, KS, or NE.
While precipitation changes are presented here in percentage terms, it is useful when
looking at a wide region to acknowledge the absolute changes, since regions facing the same
absolute changes in precipitation may seem to be more strongly effected by the nature of
very wet or very dry base conditions. Precipitation change in absolute amounts can be seen
in the Appendix (B-17). Some features such as the intense drying in the west are tempered
by an absolute view due to the aridity of the area, while drying in the southeast is more
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5.1.3 Specific Humidity
Due to the lack of gridded observations containing specific humidity data, the NOAA 20th
Century reanalysis dataset (NOAA 20CR V2c) is used for specific humidity data spanning
1851-2014 at 20 by 2' resolution. This reanalysis dataset is described in more detail in
Chapter 3. Note that these are not historical observations, but the result of the assimilation
of observations into a global climate model. Because these are not strictly observations, only
the change between the early and late period is looked at in order to see the shape of the
general trend (Figure 5-7).
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Figure 5-7: July-August surface specific humidity change (kg/kg) from 1920-1949 to 1970-1999 in
a) CERA20C VG b) ERA20C VG c) NOAA 20CR V2c. The dotted boxes denote the ROSC.
The early to late period changes in NOAA, ERA20C, and CERA20C in the ROSC are
0.00087, -0.00058, and -0.00043 kg/kg respectively. The magnitude of the change in specific
humidity is larger than that shown in the VG simulations and also of opposite sign. The full
model simulations show a drying while the observations show an increase in humidity over
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this period. For the domain, these corresponding averages are 0.00056, -0.00033, and -0.00023
kg/kg exhibiting the same relationship. Therefore, in both cases the CERA20C simulation
specific humidity changes comes closer to the NOAA reconstruction. The changes in specific
humidity were significant for all three datasets in the ROSC (p = 0.0259, p = 0.0017, and p
= 0.0259) as well as the domain (p = 0.0017, p = 0.0259, and p = 0.0259).
The NOAA data shows a center of increase in specific humidity directly to the west of
the ROSC, where the model results show decreases in that same area. All datasets show
an increase in specific humidity in the southern portion of the domain (TX in particular)
although the model results show a smaller magnitude of change.
The increases in specific humidity in the NOAA data are also matched by specific humid-
ity analysis in Douglas (2016) where ISD station data showed a general increase in specific
humidity, although the length of record at the 12 stations used mean that the trends were
only analyzed for the mid-century onward and would not be representative of changes from
the early period (1920-1949) to the late period (1970-1999).
5.1.4 Radiation Budget
There are several aspects of the radiation budget that can add further insight to the perfor-
mance of the model. Because the impacts of agricultural development have been shown to
stimulate evapotranspiration and downwind rainfall, cloud cover over these regions is likely
to be impacted. In order to perform this analysis, data were obtained from the NASA Lang-
ley Research Center Atmospheric Sciences Data Center NASA/GEWEX SRB Project which
provides monthly values of shortwave and longwave parameters from July 1983 to December
2007 at 1' by 1' resolution (SRB, 2010, 2012).
The first variable looked at is top of atmosphere (TOA) outgoing longwave radiation
(OLR), a variable that is important to characterize cloud development and convection. Lower
OLR values are associated with higher, and colder, cloud tops (Peixoto & Oort, 1992). Here,
because the model provides this variable directly (FIRTP) a direct comparison of OLR
between both the model simulations and the NASA data is possible. OLR comparisons
are made in the ROSC (Figure 5-8) because this area encompasses the region of greatest
agricultural productivity growth over the full 20th century. The average error in the ERA20C
simulation is an underestimation of 2.69 W/m2 while in CERA20C this underestimation is
3.24 W/m 2 .
The second measure of interest is the planetary albedo, also a function of cloud cover
(Figure 5-9). It a measure of the reflected solar radiation relative to the incoming solar
radiation at the top of the atmosphere (Peixoto & Oort, 1992). Because the current setup
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Figure 5-8: July-August average of all-sky outgoing longwave top of atmosphere radiation for
NASA-SRB (blue circles), ERA20C (black diamonds) and CERA20C (red squares).
of MRCM does not provide outgoing TOA shortwave radiation, planetary albedo is approx-
imated using (1 - (OLR/SOLIN)) where SOLIN is given in the model as the incoming
TOA solar radiation and is also provided as a parameter in the NASA SRB dataset (Gian-
otti, 2013). It is important to maintain the same formulation for planetary albedo across
both datasets. This is because, while there is ultimately a balance between incoming SW
and outgoing SW + LW at TOA, this occurs over yearly timescales, and the net energy flux
can be highly variable at mid latitudes from month to month (Peixoto & Oort, 1992). The
average error in the ERA20C simulation is an underestimation of -0.0125 while in CERA20C
this underestimation is -0.0111.
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Figure 5-9: July-August average of planetary albedo for NASA-SRB (blue circles), ERA20C (black
diamonds) and CERA20C (red squares).
5.2 Comparison to Illinois State Water Survey
While gridded observational datasets allow for comparison at region-wide scales, smaller ob-
servational networks are useful for more rigorous study of a small area, and provide valuable
information about variables that have high spatial heterogeneity and difficulty of measure-
ment such as soil moisture and evapotranspiration. While the focus of this study is changes
in summer climate, climatologies for the full year are shown here.
The Illinois State Water Survey (ISWS), managed by the University of Illinois at Urbana-
Champaign, is one of the most comprehensive sets of data that fully characterizes the water
budget in a given area (more information and data can be found at https://www.isws.illinois.edu/).
In this study, a subset of the data is used that can be compared with the 1901-2005 simu-
lations, and that has also been used and validated extensively in previous studies (Winter,
2010; Winter & Eltahir, 2012a; Winter et al., 2015; Yeh et al., 1998). Total precipitation
is averaged from 117 ISWS stations throughout the state. Soil moisture data is measured
at 19 Illinois Climate Network (ICN) stations (Figure 5-10) across 11 layers down to 2m
(Hollinger & Isard, 1994). Sixteen of the nineteen stations that had data available as far
back as 1984 are used, with two stations at Dixon Springs. Runoff was calculated using area
weighted streamflow from gages at the Illinois River at Valley City, Rock River near Joslin,
and Kaskaskia River near Venedy. Their combined drainage area covers approximately two
thirds of Illinois (Yeh et al., 1998). Illinois is also at the center of the simulation domain,
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and covered mostly in cropland, providing a test for the vegetation-related changes that were
made. Although the ISWS data was the main source of observational data, temperature and
precipitation observations were supplemented using the CRUTS4.01 and UDELv4.01. Anal-
yses presented here are made using the CERA20C VG simulation.
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Figure 5-10: Location of ISWS soil moisture measurement stations are marked. The red box
shows the area over which model and observational averages were made. The region for averaging
gridded data was 37 to 42.5' North and 87.5 to 91.50 West.
Using available parameters from 1983-1994, Yeh et al. (1998) showed that the data
from the ISWS could be used with both a surface water balance and an atmospheric water
balance approach to estimate the evapotranspiration in the area. This is important, as direct
measurements of evapotranspiration cannot be made across large regions, and therefore this
study provides a point of comparison akin to observations.
We first begin by quantifying the water budget over Illinois, and making a comparison
to the findings in Yeh et al., (1998). The soil water budget can be written as follows (from
Yeh et al., 1998):
nD = P - E - Rs - PGat
Where the term on the left-hand side describes soil water storage, P is precipitation, E
is evapotranspiration, Rs is surface runoff and PG is percolation into groundwater. PG can
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be further decomposed as (from Yeh et al., 1998):
-aft
9O + AG G
Where PG is the sum of groundwater discharge (RG) and storage. Because MRCM
does not simulate water table dynamics, we can assume that PG = RG. Model output of
groundwater discharge was not available, so an approximation was made using precipitation,
evapotranspiration, surface runoff, and changes in subsurface storage by month along with
total yearly amounts, assuming that changes in soil moisture are negligible over the totality
of the year. This allowed for calculation of the total runoff which will be used from this
point on in the analysis.
A comparison of precipitation, evaporation, and runoff climatology between the model
and Yeh et al. (1998) is shown in Figure 5-11. The model overestimates precipitation
in the spring and summer and underestimates in the winter. It similarly overestimates
evapotranspiration in the winter and spring, and underestimates in the early summer, with
good agreement in July through October. Because this is the crop growing season in the
model, it adds validation to the adjustment of the photosynthesis parameters to model crop
yield. The overestimation of winter and spring evapotranspiration is a feature that has
been found in other IBIS/Arakawa-Schubert simulations with MRCM in the past (Winter
& Eltahir, 2012a). The model tracks the general shape of runoff throughout the year, but
tends to overestimate, especially in the summer months.
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Figure 5-11: Comparison of CERA20C 1983-1994 precipitation and evaporation climatology in
CERA2OC, and values derived and used in Yeh et al. (1998)
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A table quantifying the seasonal and annual differences between the model output and
the Yeh et al. (1998) analysis can be seen in Tables 5.1 & 5.2. The four traditional seasons
were analyzed as well as July-October for the growing season of corn. Over the 1983-1994
period, the model on average overestimates annual precipitation, evapotranspiration, and
runoff by 9%, 8%, and 11% respectively.
Table 5.1: Seasonal water budget values compared between CERA20C VG and
Positive values indicate higher values in the model
Yeh et al. (1998).
Avg. P p Avg. E E % Avg. R T %(mm/month) (mm/month) (mm/month)
MAM 24.58 28.16% 9.47 15.8% 2.14 5.69%
JJA 16.59 18.42% -7.45 -6.5% 8.06 40.13%
SON -16.6 -17.50% 0.506 1.14% 8.79 48.39%
DJF 5.04 9.54% 14.56 824.40% -7.00 -24.32%
JASO 1.19 1.35% -4.24 -4.78% 7.44 44.11%
Table 5.2: Annual water budget values compared between CERA20C VG and Yeh et al. (1998)
P (mm/yr) E (mm/yr) R (mm/yr)
CERA20C VG 1063.8 713.57 350.18
Yeh et al. (1998) 974.8 659.8 314.1
Now wider comparisons are conducted with observational data available in Illinois for
temperature, precipitation, surface soil moisture, root zone soil moisture, and runoff. Two-
meter surface temperatures from 1970 to 2004 were compared to CRUTS4.01 and UDELv4.01
(Figure 5-12). Model temperatures were warmer than both sets of observations for the first
half of the year (1' and 4' C respectively on average), and consistently warmer than the
UDEL dataset for the whole year. The model was on average about 2' C cooler than CRU
observations in the late summer and fall, but was within 1 C of UDEL observations during
this period.
Precipitation from 1970-2004 was compared to CRUTS4.01, UDELv4.01 and the ISWS
station network data (Figure 5-13). ISWS data very closely matched CRU data over this
period, and therefore errors were only analyzed between CRU and UDEL for this period.
The model has a tendency to overestimate precipitation totals in the spring and summer by
20-30 mm/month and underestimate precipitation in the fall by 10-20 mm/month. This is
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Figure 5-12: 2m Temperature comparisons between model (CERA20C) and observations (CRU,
UDEL). a) time-series comparison from 1970-2004 b) yearly climatology of means, with bars on
CERA20C showing the standard deviation of monthly values for the period c) quantification of
errors between CERA20C and CRU with box showing median, 25% and 75% percentiles, and
whiskers showing range of data. Open circles show outliers d) quantification of errors between
CERA20C and UDEL with box showing median, 25% and 75% percentiles, and whiskers showing
range of data. Open circles show outliers.
a seasonal bias that has been shown with the IBIS/Arakawa-Schubert configuration in the
past. The model tracks the general shape of precipitation over the year but exaggerates it by
overestimating precipitation in wet months and underestimating it in relatively dry months.
Surface soil moisture, defined as the layer 0 - 10 cm, was compared to data averaged over
16 Illinois Climate Network stations from 1984-2004 (Figure 5-14). The simulations show
similar dry biases in the winter and spring and wet biases in the summer and early fall. This
wet bias is likely due to overestimation of precipitation in the model in spring and summer
and underestimation of evapotranspiration. An overestimation of evapotranspiration in the
winter and spring likely leads to the dry bias during those periods. As can be seen in the full
time-series, the model generally misses the peaks and troughs of surface soil moisture in a
given year. For example, the model misses the low soil moisture observed in the drought of
1988 and the high saturation level from the floods of 1993 despite the fact that precipitation
matched the observations well during these periods.
Root zone soil moisture, defined as the layer 0 - 100 cm, was also compared to data
averaged over 16 Illinois Climate Network stations from 1984-2004 (Figure 5-15). ICN data
from the first 6 layers (0 - 110 cm) was weighted by layer thickness to represent total soil
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Figure 5-13: Precipitation comparisons between model (CERA20C) and observations (CRU,
UDEL, ISWS). a) time-series comparison from 1970-2004 b) yearly climatology of means, with
bars on CERA20C showing the standard deviation of monthly values for the period c) quantifica-
tion of errors between CERA20C and CRU with box showing median, 25% and 75% percentiles,
and whiskers showing range of data. Open circles show outliers d) quantification of errors between
CERA20C and UDEL with box showing median, 25% and 75% percentiles, and whiskers showing
range of data. Open circles show outliers
moisture within the root zone, and therefore it is possible that soil saturation would be
slightly higher in this thicker layer than it would be in the true 100 cm. Root zone soil
moisture shows a dry bias throughout much of the year but matches observations well in the
summer months. This bias towards root zone dryness has been observed in other studies using
the IBIS/Arakawa Schubert setup, although the current model improves on the deficit in
these summer months (Winter & Eltahir, 2012a). Winter and Eltahir (2012a) also found that
the minimum for root zone soil moisture was delayed one month in summer from observations,
an important feature present in these results. Not only is this minimum delayed, it is on
average lower than the one observed in the observational data.
Runoff was compared to drainage area weighted stream flow from 1984-2004 for three
ISWS network gages that capture two-thirds of the drainage area of Illinois (Figure 5-16).
There was less seasonal consistency in the error of runoff, but in general runoff was overes-
timated in the summer and fall. This overestimation may be in part because of the larger
assumed drainage area in the model versus the observations. It is unclear whether the model
was overestimating surface runoff or baseflow since the observational data did not partition
between the two. Yeh et al. (1998) found that while baseflow was the main mode of runoff at
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Figure 5-14: Surface soil moisture saturation comparisons between model (CERA2OC) and obser-
vations (ICN) a) time-series comparison from 1984-2004 b) yearly climatology of means, with bars
showing the standard deviation of monthly values for the period c) quantification of errors between
CERA20C and ICN stations with box showing median, 25% and 75% percentiles, and whiskers
showing range of data. Open circles show outliers.
this site, many models had difficultly correctly partitioning runoff, and generated significant
levels of overland (surface) runoff.
This simulation exhibits some of the same tendencies present in other Midwest hydro-
climatological studies with the RegCM3-IBIS Arakawa Schubert setup, but is improved in
some respects, particularly soil moisture. Overall, MRCM overestimates spring and summer
rainfall by roughly 25%, underestimates summer evapotranspiration by about 7%, and over-
estimates runoff by as much as 50%. Consequently, MRCM overestimates summer surface
soil moisture, but tends to underestimate summer root zone soil moisture to a lesser degree,
and is an improvement on past simulation results in this area.
Importantly for plant water availability in the growing season, the summer minimum in
root zone soil moisture (1984-2004 avg.) is overestimated and delayed by a month, from
August to September. However, the model average shows fewer months in the climatology
in which evapotranspiration exceeds precipitation on average versus estimations in Yeh et al.
(1998). This is likely due to deficiencies in the soil moisture parameterization with respect
to groundwater interactions.
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Figure 5-15: Root Zone soil moisture saturation comparisons between model (CERA20C) and
observations (ICN) a) time-series comparison from 1984-2004 b) yearly climatology of means, with
bars showing the standard deviation of monthly values for the period c) quantification of errors
between CERA20C and ICN stations with box showing median, 25% and 75% percentiles, and
whiskers showing range of data. Open circles show outliers
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Figure 5-16: Runoff comparisons between model (CERA20C) and observations (ISWS Gages)
a) time-series comparison from 1984-2005 b) yearly climatology of means, with bars showing the
standard deviation of monthly values for the period c) quantification of errors between CERA20C
and ISWS streamflow with box showing median, 25% and 75% percentiles, and whiskers showing
range of data. Open circles show outliers
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5.3 Impacts of Greenhouse Gases
First, this study looks at the effects that greenhouse gas (GHG) evolution within the model
has on the climate in this region. GHG are a diffuse forcing and therefore have a diffuse
impact with few areas of strong change. A mix of changes are seen within the variables with
regional averages that point to the expected effects of GHG increases.
5.3.1 Methods
In order to decompose these impacts, two simulations from each set were used: NVNG and
NVG. In both of these, there is no development of vegetation, and the only change is the
inclusion of GHG. To show the relative impacts, the variable trends from early to late period
in the NVNG simulation were subtracted from the early to late variable trends in the NVG
simulations. Therefore, the shown effects are the changes in variables between the early and
late period that can be attributed solely to the inclusion of GHG increases in the model.
5.3.2 Analysis
The temperature effect is a general warming interspersed with several pockets of cooling
that are more widespread in the south and southeast (Figure 5-17). The average effects for
CERA20C and ERA20C are 0.044 and 0.052 'C for the ROSC and 0.025 and 0.036 'C for
the domain. Although the overall temperature changes in these regions were negative for
the full simulations, the GHG effects caused warming, showing that they were masked by
some other forcing mechanism.
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Figure 5-17: July-August average temperature change ('C) from 1920-1949 to 1970-1999 at-
tributed to GHG in a) CERA20C b) ERA20C
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The precipitation effects are similarly scattered in the domain (Figure 5-18). The average
GHG related precipitation changes for CERA20C and ERA20C are 0.021 and 0.017 mm/day
for the ROSC and 0.026 and 0.032 mm/day for the domain. Alter et al. (2015a) notes that
greenhouse gas induced climate change will tend to cause more frequent, heavy precipitation
events while maintaining the overall precipitation totals, and therefore the results here are
consistent.
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Figure 5-18: July-August average daily precipitation change (%) from 1920-1949 to 1970-1999
attributed to GHG in a) CERA20C b) ERA20C
A similar increase exists for specific humidity (Figure 5-19). The average GHG related
changes for CERA20C and ERA20C are 0.
0.000028 and 0.000027 kg/kg in the domain.
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Figure 5-19: July-August average specific humidity change (kg/kg) from 1920-1949 to 1970-1999
attributed to GHG in a) CERA20C b) ERA20C
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The model seems to have a more heterogeneous effect on evapotranspiration due to
GHG forcing than in most of the other variables (Figure 5-20). This may be due to the
presentation of the data in percentage change, where similar increases in evapotranspiration
are shown to be a larger fraction of the base amount. Overall, the absolute GHG effect on
evapotranspiration is still small, with average changes in CERA20C and ERA20C of 0.0080
and 0.0010 mm/day in the ROSC and 0.017 and 0.0095 mm/day in the whole domain.
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Figure 5-20: July-August average daily evapotranspiration change (%) from 1920-1949 to 1970-
1999 attributed to GHG in a) CERA20C b) ERA20C
Finally, the effects of GHG on the other element of the surface energy balance, mainly
sensible heat flux, are examined (Figure 5-21). As expected, the areas that show cooling due
to greenhouse gases within either of the simulations also see a decrease in sensible heat flux.
The average changes in CERA20C and ERA20C are 0.20 and 0.27 W/m 2 in the ROSC and
0.024 and 0.15 W/m2 in the domain. On the whole, the average change in sensible heat is
positive due to the overall warming effect.
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Figure 5-21: July-August average sensible heat change (W/m2 ) from 1920-1949 to 1970-1999
attributed to GHG in a) CERA20C b) ERA20C
5.3.3 Discussion
The addition of GHG to the model causes expected changes in the variables, with some
local heterogeneity. In all of these variables, GHG contributes only a portion of the observed
changes over these regions in the time periods investigated, and that the direction of impact is
occasionally counter to that seen in the observations or in the model simulation including all
forcings. This is evidence that some climate forcing other than GHG changes was significant
in inducing the observed change.
5.4 Impacts of Agricultural Development
Analyzing the impacts of vegetation development in the model is more complicated than
GHG for two distinct reasons. First, there are three separate components of agricultural
development that were considered and included in the evolution of the model in some way.
These are the expansion of cropland, increases in agricultural productivity, and the expansion
of irrigated areas. All of these components have different impacts and may work simultane-
ously in the domain, especially with regard to expansion of cropland types and corresponding
intensification.
Secondly, the development of agriculture is heterogeneous in space and interacts with the
natural vegetation in a way that is unique to a particular grid cell. This means that the
development of cropland from natural vegetation or reversion back into natural vegetation
is individual to each grid cell. As noted in Chapter 1, the potential vegetation that existed
before the development of cropland is important for the exact nature of the climate impact,
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and these sets of pre- and post-development vegetation pairs vary throughout the domain.
Additionally, in some areas vegetation type changed dramatically and completely from the
early to late period, showing sharp areas of intense change that can be seen mostly in the
east and in the irrigated areas. The direction of these changes is dependent on the grid cells
natural vegetation counterpart.
5.4.1 Methods
A similar methodology is used here to isolate the effects of vegetation developments and their
impact on this study's five variables of choice. Because all three agricultural developments
were tested in an amalgamation in the model, their effects cannot be separated on a region-
wide scale. However, the local effects can be examined where certain changes have been
known to have taken place.
In order to decompose these impacts two simulations from each set were used: NVG
and VG. In both of these, there are changes in GHG, and the only difference between the
two simulations is the inclusion of vegetation in the form of updated land use datasets to
the surface boundary and increasing multiplication factors of photosynthesis rate (discussed
in Chapter 4). To show the relative impacts, the variable trends from early to late period
in the NVG simulation were subtracted from the early to late variable trends in the VG
simulations. Therefore, the shown effects are the changes in variables between the early and
late period that can be attributed solely to the inclusion of developing vegetation in the
model.
5.4.2 Analysis
The average temperature changes in CERA20C and ERA20C are -0.32 and -0.3 'C in the
ROSC and -0.18 and -0.17 'C in the domain (Figure 5-22). Most of this cooling is concen-
trated in areas of agricultural development in the Midwest, and punctuated by strong cooling
in late century irrigated areas. While the areas that were maintained as cropland or that
saw steady expansion have smoother cooling features and less intense cooling, some areas
show up as vibrant splotches as mentioned earlier. The warming areas occur mostly due to
the re-emergence of natural vegetation in north Texas and Oklahoma, and in the east.
The vegetation effects are also lacking the strong anomalous cooling in the northwest
and the strong warming in the southeast that was seen in the analysis of the full simulation
results in an earlier section (Figure 5-3).
The average precipitation changes in CERA20C and ERA20C are 0.088 and 0.067 mm/day
in the ROSC and 0.043 and 0.043 mm/day in the domain (Figure 5-23). Much like in the
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Figure 5-22: July-August average temperature change ('C) from 1920-1949 to 1970-1999 at-
tributed to Vegetation Development in a) CERA20C b) ERA20C
case of GHG effects, the map of vegetation impacts shows almost no distinct features of
precipitation increases or decreases. In CERA20C there seems to be a region of increased
precipitation at the southern edge of the ROSC and in the ERA20C there are a few features
of increased precipitation in the north and east of the ROSC that coincide with precipitation
increases in the observations. There does not seem to be any relationship between locations of
agriculture development and increased precipitation, nor with irrigation specifically. Precip-
itation is one of the variables that would most greatly benefit from a composite result made
of multiple simulation ensembles. The results presented here for ERA20C and CERA20C
are the results of a single run for each decade that makes up the composite century.
The average specific humidity changes in CERA20C and ERA20C are 0.00027 and
0.00023 kg/kg in the ROSC and 0.00019 and 0.00016 kg/kg in the domain (Figure 5-24).
Intense agriculture and irrigation here have the expected effect of increasing low-level at-
mospheric moisture content. This is a very different map of the early to late period change
than was seen in the full simulation comparison to observations. In this case, there is an
increase in specific humidity across most of the agricultural areas, save for one region of
comparatively strong drying in the Mississippi River irrigation area.
The average evapotranspiration changes in CERA20C and ERA20C are 0.16 and 0.15
mm/day in the ROSC and 0.10 and 0.09 mm/day in the domain (Figure 5-25). Again, the
areas that exhibit the most substantial changes are those that are covered in cropland, and
particularly irrigated areas, where the change in daily evapotranspiration can exceed 20%
and is double the increase that occurs for non-irrigated cropland. Note that the scale on
the evapotranspiration is not uniform in order to show gradations in the areas with large in-
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Figure 5-23: July-August average daily precipitation change (%) from 1920-1949 to 1970-1999
attributed to Vegetation Development in a) CERA2OC b) ERA2OC
creases. The eastern spots are still present here but appear to exhibit a more cohesive trend.
These increases in evapotranspiration occur in the east as cropland reverts to forested land
type in the model. This increase is consistent with the effect predicted in Twine et al. (2004)
and Sterling et al. (2012). In the northwest Midwest, the conversion of grassland type veg-
etation to cropland would normally imply a decrease of evapotranspiration (Sterling et al.,
2012). However, here there is an increase, likely as the increase in agricultural productiv-
ity in these croplands makes up for the difference and is consistent with the increases in
evapotranspiration expected according to Twine et al. (2004).
In order to show that this increase in ET is linked to an increase in crop productivity-
as represented in the model output by net primary productivity -the trends of the two are
plotted on the same graph (Figure 5.-26). The comparison is made using the ERA2OC VG
simulation output to compare to the NPP model output which is produced from the 3-hr
results given by the model and was taken from the simulation set also using the ERA2OC
reanalysis. Averages are made over the Prince et al. (2001) region outlined in Chapter
4. Overall, evapotranspiration does not increase to the same degree that NPP does, but
beginning around the same time as the NPP increase in the mid 1930s there is a similar linear
increase in ET with an interannual variability to match productivity. The anomalously low
value of evapotranspiration in 1903 is outside the period of analysis and therefore should not
influence results.
Finally, sensible heat flux is expected to decrease in cropland areas to complement the
increases in evapotranspiration and surface temperature that have already been seen. As seen
in Figure 5.-27, The average sensible heat flux changes in CERA2OC and ERA2OC are -3.72
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Figure 5-24: July-August average specific humidity change (kg/kg) from 1920-1949 to 1970-1999
attributed to Vegetation Development in a) CERA20C b) ERA20C
and -3.76 W/m2 in the ROSC and -1.87 and -1.90 W/m 2 in the domain. In comparison to
Figure 5-22, the regions of decrease match well, but unlike what is observed in temperature,
this reduction does not extend outside of the irrigated areas. The areas in the east where
croplands convert from cropland to the natural coniferous forested area exhibit increases in
sensible heat, which is the complementary change to the significant decreases in sensible heat
that Twine et al. (2004) show occuring in the conversion from conifer and mixed forest to
cropland.
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Figure 5-25: July-August average daily evapotranspiration change (%) from 1920-1949 to 1970-
1999 attributed to Vegetation Development in a) CERA20C b) ERA20C
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Figure 5-26: Plot of July-August average daily evapotranspiration trend (dotted line) in cropland
grid cells, versus the average annual net primary productivity of the same grid cells (solid line).
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Figure 5-27: July-August average sensible heat change (W/m2 ) from 1920-1949 to 1970-1999
attributed to Vegetation Development in a) CERA20C b) ERA20C
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It is also illustrative to look at some of the smaller vegetative areas closely to see exactly
how varying vegetation dynamics can affect the climate impacts that occur. To that end,
a small subset of the full domain is looked at, from 32 - 36'N (Figure 5-28). Within this
stretch there are three main features: irrigated areas in the Texas Panhandle (100 - 103'W),
irrigation along the Mississippi River (89 - 92'W), and a spot of cropland on the Alabama-
Georgia border (85 0W).
Irrigation in the Texas Panhandle develops in spots in the 1940s but not substantially
until the 1950s and 1960s. Irrigation here replaces grassland in the model, and importantly
there is no surrounding non-irrigated cropland. According to Sterling et al. (2012), this
transition from grassland to irrigated cropland would cause an increase in evapotranspiration
rates even without the accompanying agriculture intensification. This tends to cause sharp
variable changes within the irrigated areas that are starkly different from the surroundings.
These irrigated areas exhibit the classic behavior that would be expected in irrigated regions.
Temperature and sensible heat decrease dramatically, while evapotranspiration increases,
along with both surface and root zone soil moisture. The increase in soil moisture is due
to the artificial wetting imposed by the irrigation. Specific humidity and precipitation also
increase in this region to a lesser degree.
The cropland spot along the Alabama-Georgia border follows an opposite trajectory.
Cropland exists in this region at the beginning of the 2 0 th century, and disappears in mid-
century. However, instead of the grassland that the TX panhandle irrigation replaced, these
areas revert to their designation on the potential vegetation map - temperate evergreen
coniferous forest /woodland. These areas show an increase in temperature and associated
increase in sensible heat. A decrease in rainfall and an increase in evapotranspiration lead to
an increase in specific humidity but a drying of both soil layers. These changes are consistent
with those described in Twine et al. (2004).
The irrigated area along the Mississippi River benefits the most from a grid cell by grid
cell analysis due to the contrast in changes between neighboring grid cells and the timing of
those changes. In this region, there is a mixture of forestland as the potential vegetation type.
There is some early replacement of this forest with non-irrigated cropland in the early portion
of the century but real development does not come until the late period. Irrigation begins to
develop in the 1970s to 1980s along with further expansion of cropland. Extensive irrigation
establishes here in the 1990s to 2000s and ultimately this region is a mixture of non-irrigated
and irrigated cropland. Because of these decade to decade differences and the averaging that
is performed between them, this area has a unique climatological development in the model.
Firstly, there is a slight overall decrease in temperature and sensible heat. The impacts on
evapotranspiration are mixed, likely due to the forest/cropland mixture and the interplay
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Figure 5-28: July-August average change from 1920-1949 to 1970-1999 in CERA20C VG for
selected variables. Results are presented in raster form in order to elucidate the changes occurring
at individual pixels for a) temperature (C) b) precipitation (%) c) specific humidity (kg/kg) d)
evapotranspiration (%) e) sensible heat (W/m2 ) f) surface soil moisture (0 - 10 cm) (%) g) root
zone soil moisture (0 - 100 cm) (%)
of irrigation and rain-fed areas. Similarly, precipitation impacts are mixed. Ultimately this
leads to a decrease in specific humidity and mixed impacts in surface soil moisture and root
zone soil moisture.
5.4.3 Discussion
In comparison to the effects examined in the GHG section, vegetation development had a
stronger impact on the early to late century change of almost all of the considered variables
and usually caused an opposite change. However, it is important to consider whether the
vegetation changes that were implemented are realistic.
In some ways, the introduction of irrigation into the model is conservative - it does not
account for the greater productivity and yield stability that is observed in these areas versus
the rain-fed areas. However, the assumption of 25% irrigation density translating to a fully
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irrigated grid cell likely overestimates the amount of irrigated land within these pockets
in TX, KS, and NE. It should be questioned how much these effects compensate for one
another. Even with a supposed higher intensity of irrigation, the expected downwind rain
effects were not observed.
The bright spots of change in the Eastern portion of the domain, where early century
cropland reverts back to the natural vegetation type in the model, also points to an assump-
tion that may need to be adjusted in the future. There is the question of whether this return
to "natural" vegetation would have occurred in the case of forested areas, and how much of
this redevelopment would have taken place over the ten-year time span that separates subse-
quent land surface maps. Ramankutty and Foley (1999) note that abandoned cropland has
a tendency not to revert to its full, pre-development vegetation state due to soil degradation
and urbanization.
5.5 Background Effects
Finally, this section will examine the background effects due to natural decadal and cen-
tury scale variability, i.e. the model simulation results un-accounted for by impacts from
anthropogenic forcings. This captures natural variability and forcings imposed by reanalysis
data. There are many features present in the full model simulations that were not present in
either the GHG or vegetation effects and that can be explained by looking at the background
effects.
5.5.1 Methods
For this analysis, the NVNG simulation in each set is used, as it contains no greenhouse
gas or vegetation development. Both of these forcings are maintained at the 1900 level for
the entire simulation. While this does impart a higher than natural level of GHG and a
substantial amount of cropland into the model, the goal of this study is to examine the
impact of changes over the 2 0 th century and therefore these levels are appropriate. In order
to look at the background effects, differences can simply be made between the 1920-1949
and 1970-1999 time periods.
5.5.2 Analysis
The same five variables are described here, along with the notable effects and their influence
on the full VG simulations. Firstly, temperature is examined (Figure 5-29). In the NVNG
simulations for CERA20C and ERA20C there was an average change of -0.60 and -0.93 'C in
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the ROSC and -0.22 and -0.52 'C in the domain as a whole. These changes were significant
in the ERA20C simulation in the ROSC (p = 0.0002) and the domain (p = 0.00006). In
the CERA20C simulation this change was considered significant in the domain (p = 0.0113)
but not in the ROSC (p = 0.2003). The CERA20C background change shows less cooling in
the northern portion of the domain as well as in the south, although this northern cooling
is shifted to the west. This feature in both simulations is behind the strong cooling in both
of the simulations in these regions. Additionally, the heating evident in the southeast in
CERA20C and in the west in ERA20C is also evident in the full simulations (VG).
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Figure 5-29: July-August average temperature change ('C) from 1920-1949 to 1970-1999 in a)
CERA20C NVNG b) ERA20C NVNG
The precipitation patterns seen in the full simulations are also driven largely by back-
ground effects (Figure 5-30). This is unsurprising given the relative homogeneity of precip-
itation changes attributed to either GHG or vegetation. The strong patches of drying are
seen here, as well as the band of increased precipitation in the center of the domain. In the
NVNG simulations for CERA20C and ERA20C there was an average change of -0.02 and
-0.024 mm/day in the ROSC and -0.16 and -0.07 mm/day in the domain as a whole. These
changes were not significant in the CERA20C simulation in the ROSC (p = 0.7600) and the
domain (p = 0.0550), nor in the ERA20C simulation in the same regions (p = 0.5372 and p
= 0.2003).
Again, the anomalous reduction in surface specific humidity is present in the background
changes, with drying in the north and north west, as well as over Colorado, and increased
moisture in the south (Figure 5-31). This pattern of drying is consistent with that seen
in the background precipitation effects that were just analyzed. In the NVNG simulations
for CERA20C and ERA20C there was an average change of -0.00072 and -0.00083 kg/kg in
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Figure 5-30: July-August average daily precipitation change (%) from 1920-1949 to 1970-1999 in
a) CERA20C NVNG b) ERA20C NVNG
the ROSC and -0.00046 and -0.00052 kg/kg in the domain as a whole. These changes were
significant in the CERA20C simulation in the domain (p = 0.00062) and the ROSC (p =
0.00062), as well as in the ERA20C simulation in the same regions (p = 0.0002 and p =
0.000062).
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Figure 5-31: July-August average specific humidity change (kg/kg) from 1920-1949 to 1970-1999
in a) CERA20C NVNG b) ERA20C NVNG
The background effects also had a strong impact on evapotranspiration, mostly contribut-
ing to a reduction in ET from the early to the late period (Figure 5-32). While this reduction
in the strongest in the west, it also encompasses much of the Midwest and particularly irri-
gated and non-irrigated cropland areas. This influence mutes the overall evapotranspiration
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effect in the full VG simulation in both the CERA20C and ERA20C sets and may be a signal
that background effects contributed to the underestimation of evapotranspiration that was
cited in the comparison to Illinois. In the NVNG simulations for CERA20C and ERA20C
there was an average change in evapotranspiration of -0.13 and -0.1 mm/day in the ROSC
and -0.08 and -0.09 mm/day in the domain as a whole. These changes were significant in
the ERA20C simulation in the domain (p 0.00062) and the ROSC (p = 0.0017), and in
the CERA20C simulation in the ROSC (p = 0.0259) but not in the domain (p 0.1088).
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Figure 5-32: July-August average daily evapotranspiration change (%) froi 1920-1949 to 1970-
1999 in a) CERA20C NVNG b) ERA20C NVNG
Finally, the background effects have a relatively weak impact on the domain sensible
heat changes, save for a few hotspots (Figure 5-33). Namely, the NVNG simulations show
an increase over Colorado - much more strongly in ERA20C - and some pockets of reduction
to a lesser degree that vary between the two simulation sets. These changes map closely in
pattern to those observed in evapotranspiration, where sensible heat increases in regions
where evapotranspiration decreases and vice versa. For CERA20C and ERA20C there was
an average change in sensible heat of 0.61 and 0.93 W/m2 in the ROSC and 1.16 and 1.66
W/m 2 in the domain. These changes were not significant in the CERA20C simulation in
either the ROSC (p = 0.7600) or the domain (p = 0.2003). They were not significant in
the ERA20C simulations in the ROSC (p = 0.5372) but were significant in the domain (p
0.0113).
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Figure 5-33: July-August average sensible heat change (W/m 2 ) from 1920-1949 to 1970-1999 in
a) CERA20C NVNG b) ERA20C NVNG
5.5.3 Discussion
Because these simulations are a representation of climate changes without the two main
forms of anthropogenic forcing represented in the model - greenhouse gases and land use
change - the results are due to either internal variability of the climate system, or forcings
inherent to the boundary conditions themselves.
Temperature is a good variable to look at to try and understand the forcing of reanalysis
data. Both ERA20C and CERA20C reanalysis datasets have available 2m surface temperture
data with global coverage and that are available for download and use without any model
assimilation beyond production. Additionally, temperature had a strong and well organized
impact on the temperature changes in the NVNG simulations.
By looking at the temperature changes present in the reanalysis data, it is evident that
the reanalysis data seems to have a strong cold anomaly to the northwest of the domain, in
Canada. When mapping the 1920-1949 to 1970-1999 average temperature changes over the
entirety of the United States and Canada, this expected cold anomaly is clearly seen in both
the CERA20C (Fig 5-34a) and ERA20C (Fig 5-34b) reanalysis whereas it is not present in
either CRU (Fig 5-34c) or UDEL (Fig 5-34d).
This analysis leads to the conclusion that the NOAA dataset, despite its coarser resolution
may be the better choice for analyzing climate changes over this region and between the two
chosen time periods. As a comparison, the same map as in Figure 5-34 is shown for the
NOAA 20CR V2c reanalysis is shown in Figure 5-35.
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Figure 5-34: July-August average temperature change ('C) from 1920-1949 to 1970-1999 in a)
CERA20C Reanalysis b) ERA20C Reanalysis c) CRUTS4.01 and d) UDELv4.01. The red dotted
box outlines the domain and the blue dotted box is the ROSC
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Figure 5-35: July-August average temperature change ('C) from 1920-1949 to 1970-1999 in NOAA
20CR V2c. The red dotted box outlines the domain and the blue dotted box is the ROSC
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5.6 Comparison of Factors
As this section has shown, the variables examined are influenced by greenhouse gases, the
development of agriculture, and the background effects imposed by reanalysis and internal
variability.
These changes can be demonstrated through a series of bar graphs. In each of the graphs
the two bars to the far left describe the simulation results for CERA20C and ERA20C
respectively. The yellow portion describes the background effects, the purple describes the
changes due to GHG, and the blue is the impact due to vegetation. The dark black box
in each of these bars shows the composite effect of the three components. To the right of
these two bars are comparisons to available observations, shown in green, where the black
box denotes the sum of the GHG and vegetation effects for the appropriate simulation for
comparison. Where observations are not available, the two bars with model results are still
presented to compare the component impacts.
0.2 ---
-0.8
O -.-8-
E -
-1.2
-1.4
(N) RO *0 SCGG "o
(a) ROSC
0.1
O 0
-0.1 
-
9-0.2
903-
E-0.6
-0.7
c(b) D Pmai
(b) Domain
Figure 5-36: Figures showing selected combinations of temperature changes ('C) for ROSC and
the domain.
The background effects composed the majority of the temperature changes between the
early to late period as shown by the yellow bars in Figure 5-36. At the same time the
vegetation impact was much larger than the greenhouse gas impact in the same direction
as the background forcing. The sum of the vegetation and GHG forcings in the model,
however, were sufficient to match the observed temperature reduction fairly well, especially
in the cases of CRU for both the ROSC and the domain. However, in all cases these combined
effects still underestimate the magnitude of the change.
In the case of precipitation, vegetation contributed the most to the change in precipitation
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Figure 5-37: Figures showing selected combinations of daily precipitation changes (mm/day) for
ROSC and the domain.
in the ROSC while the background conditions imposed the most change overall in the domain
(Figure 5-37). Greenhouse gases were again a smaller component but because of the weak
signal overall for precipitation, they played a comparable role towards increasing precipitation
in the domain as did vegetation. In this case the sum of vegetation and GHG effects were
less able to explain the observed changes, with the combination of these two anthropogenic
forcings explaining about a fifth to a fourth of the precipitation changes in the ROSC and a
third to nearly half of the change in the domain.
Specific humidity comparisons can be seen in Figure 5-38 and are the final variable for
which there are pseudo-observational comparisons between the early and late time period.
In this case background effects are again the largest component of change, exceeding the
other components by more than double as well as being in the incorrect direction - i.e.
showing a decrease in specific humidity. Greenhouse gases play a relatively small role in
specific humidity change. The combined impact of GHG and vegetation forcings again
underestimates the change indicated in the NOAA dataset, contributing roughly a third of
the "observed" change.
For the last two variables, only the relative components of induced change in daily evap-
otranspiration (Figure 5-39) and sensible heat flux (Figure 5-40) are considered. For evap-
otranspiration, in both the ROSC and the domain, vegetation and background effects had
comparable magnitudes but work opposite to one another. Greenhouse gases supported the
impacts of vegetation but the change was much smaller in proportion to the other two compo-
nents. For sensible heat flux the same was generally true when looking at the domain, except
that vegetation and GHG had opposing effects. However, in the ROSC vegetation impacts
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Figure 5-38: Figures showing selected combinations of specific humidity changes (kg/kg) for ROSC
and the domain.
were much stronger contributors to the overall change and the effects of the background
changes were closer in magnitude to the effect of greenhouse gases.
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Figure 5-39: Figures showing selected combinations of daily evapotranspiration changes (mm/day)
for ROSC and the domain.
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Figure 5-40: Figures showing selected combinations of sensible heat flux changes (W/m 2) for
ROSC and the domain.
Overall the greenhouse gas and vegetation developments are having the expected impacts
according to the literature in terms of temperature changes, evapotranspiration, sensible
heat and specific humidity. The only variable that does not seem to have a strong signal is
precipitation, although rainfall is enhanced in the ROSC when looking at vegetation effects
relative to GHG or the background effects. Importantly, changes that would be associated
with increased plant photosynthesis that have been observed in the observational data seem
to be overwhelmed in the model by the strong influence of reanalysis conditions on the
domain.
Through these comparisons it is clear that the combination of the two imposed forcings is
not adequate to fully explain the changes that occurred in the variables where observational
data was available. In no case does the combination of imposed man-made forcings exceed
the observed change. This means that the forcings are not being imposed too strongly in the
model, but further work is needed to determine the cause of the additionally unexplained
variable changes across the century. Either the forcings are more impactful than their current
model representation, or the background effects are having a real, sizable impact. Potential
avenues for modified representation and component analysis are discussed further in Chapter
6.
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Chapter 6
Conclusion
6.1 Summary and Discussion
This study has contributed to climate change research by performing simulations to quantify
the relative impacts of greenhouse gases and land use changes on the summer climate of the
Midwestern United States in the 20th century. Long term simulations were conducted, rather
than performing a simple sensitivity study between two periods. This was made possible
by long spanning historical time-series of the forcing variables - cropland, irrigation area,
yield, and greenhouse gas concentration - but also by historical reanalysis datasets for the
full century that have been developed within the past several years.
The current version of MRCM builds on the experience of several studies performed in the
Midwestern United States to improve simulation accuracy. Changes such as the application
of irrigation and the enhancement of photosynthesis as detailed in Chapter 4 allow for more
realistic representation of land use and its impact on the regional hydrologic cycle.
Based on these simulations, this study looked at the relative contributions of greenhouse
gases and land use/land cover change on the observed changes that have occurred in tem-
perature, precipitation and specific humidity. The effects of various forcings have also been
explored for evapotranspiration and sensible heat fluxes. The selection of 1920-1949 and
1970-1999 as periods of comparison allowed comparison to the decades that were most likely
to characterize the pre- and post-development climate of this area and characterize a period
of strong observed change that occurred in the 1950s and 1960s. Additionally, the focus on
July-August changes concentrates analysis on the time of high agricultural productivity and
matches the time of maximum impact of land use change described in the literature.
Greenhouse gas increases throughout the 20th century have produced a positive change in
all of the variables examined in the analysis, although their impact was small in comparison
to, and sometimes masked by, the impacts due to vegetation and background effects. On
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average, vegetation development caused a reduction in average temperature and sensible heat
and an increase in evapotranspiration, specific humidity, and precipitation. These changes
are consistent with the expected impacts of productive and irrigated cropland. However,
precipitation effects were less cohesive than was expected with the inclusion of irrigated
areas. The comparisons for these component effects can be seen in the final section of
Chapter 5. According to the simulations conducted here, agricultural development, across
all comparisons, had a larger impact on climate change in the region of analysis from 1920-
1949 to 1970-1999 than increases in greenhouse gases.
In the case of temperature, the impacts attributed to the combination of greenhouse
gases and vegetation development alone were enough to reproduce the observed changes in
both the domain and the ROSC, particularly in relation to the CRU data. In the other
variables, this combination only explained a portion of the observed changes. In no case
where observations were available did the GHG and vegetation components combined exceed
the observed change. This shows that the anthropogenic forcings may not have been sufficient
to explain observations.
As the above indicates, background effects - those imposed by either internal variability
or boundary conditions - resulted in some of the largest effects on the variables, often
exceeding and masking the impacts of GHG and vegetation. This study has shown that the
choice of reanalysis data is extremely important to the overall magnitude and direction of
the final changes, and can occasionally impose a forcing that causes changes either in excess
or even opposite to the observed changes.
6.2 Further Questions & Future Work
The study illuminates several focus areas for improvement. As a large portion of model and
dataset development was spent on representation of land use and productivity changes, it is
important to underscore some assumptions and future work.
6.2.1 Agricultural Representation
Many of the assumptions made in agricultural representation were necessitated by model
homogeneity. All crops were considered to be corn, and yield improvements occurred as a
single representative step function across all cropland grid cells simultaneously from decade
to decade. Several future steps to be taken include:
1. The inclusion of C3 pathways crops, which encompass soybeans, the other major crop
grown in the Midwest. The current model assumption of cropland consisting entirely
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of C4 crops (maize) leads to overestimation of NPP as corn is nearly three times more
productive that most other crops. MRCM currently has a distinction between C3
("cool") and C4 ("warm") grasses, with their distribution delineated within the biomes
by a temperature threshold. A table showing the defined parameter differences between
C3 and C 4 grasses within the model can be found in table A.1. The introduction of a
cropland biome populated by C3 type crops would allow the designation of a mixture
of cropland for each decade. This would allow net primary productivity to be more
representative of mixed-cropland. The difficultly in assignment of the biome type would
then lie in the lack of explicit crop area distribution records in the pre-remote sensing
era, and in the fact that a mixture of crops can be grown within the area of a typical
model grid cell.
2. The introduction of an irrigated cropland plant functional type would allow for the
specification of a photosynthesis adjustment that could more closely approach the
yield increase observed for crops under irrigation (Kucharik & Ramankutty, 2005).
3. The integration of a crop-centric, regionally tuned version of IBIS would allow for
more fine scale control on crop growth parameters such as growing season, fertilizer
application, and harvest timing (Kucharik, 2003; Kucharik & Brye, 2003; Twine et al.,
2004). A more advanced crop model would also more accurately model interannual
crop yield in a region that sees the highest interannual variability among corn growing
regions in the world (Ben-Ari & Makowski, 2014).
4. In areas such as the Midwest, the introduction of water table dynamics and the explicit
representation of groundwater in the model will improve soil moisture results and
irrigation dynamics (Yeh & Eltahir, 2005).
Additionally, the results of this study raise several questions related to agricultural rep-
resentation that can be explored in the future, including: the sensitivity of the model to the
application threshold of irrigation for both biome designation and drying level, the impact
of allowing crop growth earlier than July, and the component effects of each of the three
constituents of agricultural development.
6.2.2 Experiment Inputs and Design
The strong impact of background conditions, and potential issues with the lateral boundary
conditions used in the two sets of simulations presented here also suggest improvements that
can be made to the model inputs and experimental design.
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First, all of the simulations should be repeated with the NOAA 20CR V2c dataset. It is
the lowest resolution of the three reanalysis datasets that span the full 20th century, but based
on the analysis of surface temperatures shown in Chapter 5, it may impose fewer errors on
the simulation domain through the lateral boundaries. The area of strong anomalous cooling
in average July-August temperatures present to the northwest of the domain from 1920-1949
to 1970-1999 in ERA20C and CERA20C, is not present in the NOAA data. A comparison of
this and the old simulations will also provide the most comprehensive view of the influence
of internal variability versus potential reanalysis error. Additionally, future work will involve
replicating simulations and providing ensemble-based results, which subdues the impacts of
random variability and the chaotic nature of the climate system.
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Table A.1: Defined parameter
(Foley et al., 1996)
differences between cool (C3) and warm (C4) grasses within IBIS
134
Parameter C3 variable name and value C4 variable name and value
Intrinsic Quantum alpha3 = 0.060 alpha4 0.050
Efficiency
Leaf Respiration gammal3 = 0.0150 gammal4 0.0300
Coefficients
'M' Coeff. for Stomatal coefml3 = 9.0 coefml4 = 4.0
Conductance
'b' Coeff. for Stomatal coeffbl3 = 0.010 coeffbl4 = 0.040
Conductance
Absolute Min. Stomatal gsl3min 0.00001 gsl4min 0.00001
Conductance
Photosynthesis Coupling theta3 0.950 theta4 0.970
Coeff. beta3 0.990 beta4 0.800
Max. Rubsico Activity vmaxl3 2.0e-06 vmaxl4 15.0e-06
(Top of Canopy)
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Share of land area used for arable agriculture
The share of land area used for arable agriculture, measured as a percentage of total land area. Arable land includes land defined by the FAO
as land under temporary crops (double-cropped areas are counted once), temporary meadows for mowing or for pasture, land under market or
kitchen gardens, and land temporarily fallow.
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Source: World Bank - WDI OurWorldinData.org/yields-and-land-use-in-agriculture/ - CC BY-SA
Figure B-1: Share of land area used for arable agriculture
Figure available at https://ourworldindata.org/grapher/share-of-land-area-used-for-arable-
agriculture?tab= chart (Data Source: World Bank, 2017)
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Total agricultural area over the long-term
Total areal land use for agriculture, measured as the combination of land for arable farming (cropland) and grazing in hectares.
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Figure B-2: Total agricultural.area over the long-term
Figure available at https://ourworldindata.org/grapher/total-agricultural-area-over-the-
long-term (Data Source: Goldewijk et al., 2017)
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Figure B-3: World population by world regions
Figure avialable at https://ourworldindata.org/grapher/world-population-by-world-regions-
post-1820. (Data Source: Goldewijk et al., 2017)
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Agricultural area per capita
Agricultural land area per capita, measured in hectares per person. The UN Food and Agricultural Organization define 'agricultural area' as thesum of arable land, permanent crops, permanent meadows and pastures.
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Figure B-4: Agricultural area per capita
Figure available at https://ourworldindata.org/grapher/agricultural-area-per-capita (Data
Source: FAO, 2017)
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Arable land use per person
The per capita allocation of land to arable agriculture, measured as the are under arable cultivation divided by the national or regional
population (hectares per person). Arable land includes land defined by the FAO as land under temporary crops (double-cropped areas are
counted once), temporary meadows for mowing or for pasture, land under market or kitchen gardens, and land temporarily fallow.
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Figure B-5: Arable land use per person
Figure available at https://ourworldindata.org/grapher/arable-land-use-per-person (Data
Source: World Bank, 2017)
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Figure B-6: MRCM Biome Distribution for 1900
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Figure B-7: MRCM Biome Distribution for 1910
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Figure B-8: MRCM Biome Distribution for 1920
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Figure B-9: MRCM Biome Distribution for 1930
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Figure B-1O: MRCM Biome Distribution for 1940
145
1950 Blome Distribution (MRCM)
IBIS biomes Biome Type
1050W 100*W 95*W 90*W 850W 80*W 750W
48*N -46*N
46*N F- 440N
44*N 42-N
420N 
-40*N
40ON 40"N -38*N
38-3N
36*N 
-34*N
340N .32N
32"N-
1050W 1 00*W 950W 90*W 850W 80*W
FR B Ds n 19
Figure B-11: MRCM Biome Distribution for 1950
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Figure B-12: MRCM Biome Distribution for 1960
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Figure B-13: MRCM Biome Distribution for 1970
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Figure B-14: MRCM Biome Distribution for 1980
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1990 Biome Distribution (MRCM)
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Figure B-15: MRCM Biome Distribuition for 1990
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2000 Biome Distribution (MRCM)
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Figure B-16: MRCM Biome Distribution for 2000
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Figure B-17: Absolute average precipitation change (mm/day) from 1920-1949 to 1970-1999 in a)
CERA20C VG b) ERA20C VG c) CRUTS4.01 d) UDELv4.01. The dotted green box denotes the
ROSC. Black dots on c) and d) indicate grid cells with significant change at the 5% level with a
K-S Test.
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Figure B-18: Average evapotranspiration change (mm/day) from 1920-1949 to 1970-1999 in a)
CERA20C VG b) ERA20C VG. The dotted green box denotes the ROSC.
1920-1949 ROSC averages are 2.93 and 2.95 mm/day and the domain averages are 2.74 and
2.82 mm/day respectively. 1970-1999 ROSC averages are 2.96 and 3.01 mm/day and the
domain averages are 2.77 and 2.83 mm/day. Therefore, the CERA20C and ERA20C changes
from the early to the late period are 0.0333 and 0.0571 mm/day in the ROSC and 0.0281
and 0.0146 mm/day in the domain. None of these changes are significant in the ROSC (p
0.5372 and p = 0.3420) nor the domain (p = 0.3420 and p = 0.7600)
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Figure B-19: Average sensible heat change (W/m2 ) from 1920-1949 to 1970-1999 in a) CERA20C
VG b) ERA20C VG. The dotted green box denotes the ROSC.
1920-1949 ROSC averages are 46.96 and 45.57 W/m 2 and the domain averages are 52.80
and 50.76 W/m2 respectively. 1970-1999 ROSC averages are 44.05 and 43.11 W/m 2 and
the domain averages are 52.11 and 50.67 W/m 2 . Therefore, the CERA20C and ERA20C
changes from the early to the late period are -2.90 and -2.46 W/m 2 in the ROSC and -0.68
and -0.10 W/m2 in the domain. These changes are significant in the ROSC (p = 0.0017 and
p = 0.0046) but not in the domain (p = 0.9260 and p = 0.9360)
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Figure B-20: Average surface soil moisture change (%) from
CERA20C VG b) ERA20C VG. The dotted green box denotes the
1920-1949 to 1970-1999 in a)
ROSC.
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Figure B-21: Average root zone soil moisture change (%) from 1920-1949 to 1970-1999 in a)
CERA20C VG b) ERA20C VG. The dotted green box denotes the ROSC.
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Appendix
Corn and Soybean Yield by State
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Figure C-1: Illinois: Corn
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Figure C-2: Illinois: Soybean
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Figure C-3: Indiana: Corn
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Figure C-4: Indiana: Soybean
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Figure C-5: Iowa: Corn
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Figure C-6: Iowa: Soybean
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Figure C-7: Kansas: Corn
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Figure C-8: Kansas: Soybean
161
a
I
ab
-Kansas Corn Yleld
Welghted Avg. Midwest Com Yld
-4 - ~
-l
-A
-t
4.5 >10
4
3.5
3
2.5
2
1.5
0.5
nL-
OD
- Kansas Soybean Yield
- -- Weighted Avg. Midwest Soybean Yld
- , '1 ' ,I
-A
A 'A.
-AAA
-l A~
1920 1940 0 1940 1960 1980 2000 2020
Year
(b) Kansas Soybean Yield
10'
1
2
x 1083 106 Michigan (Corn)
0.51900 1920 1940 1960 1980 2000
Year
3.5
3
2.5 D
2 0
1.5 2
(1
200
180
160
140
120
-100
32 80
60
40
20
191
0.5
2020 0
(a) Michigan Corn Acreage and Production
1920 1940 1960 1980 2000
Year
(b) Michigan Corn Yield
Figure C-9: Michigan: Corn
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Figure C-10: Michigan: Soybean
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Figure C-14: Missouri: Soybean
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Figure C-16: Nebraska: Soybean
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Figure C-17: North Dakota: Corn
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Figure C-18: North Dakota: Soybean
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Figure C-19: Ohio: Corn
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Figure C-20: Ohio: Soybean
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Figure C-21: South Dakota: Corn
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Figure C-22: South Dakota: Soybean
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Figure C-23: Wisconsin: Corn
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Figure C-24: Wisconsin: Soybean
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