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Abstract
Tropospheric Spectrum Estimations Comparing Maximum Likelihood with Expectation
Maximization Solutions and Fast Fourier Transforms
by
Stanley James Wellard, Doctor of Philosophy
Utah State University, 2007
Major Professor: Dr. Doran J. Baker
Department: Electrical and Computer Engineering
The FIRST program (Far Infrared Spectroscopy in the Troposphere) was created as
an Instrument Incubator Program (IIP) by NASA Langley to demonstrate improved tech-
nology readiness levels (TRLs) for two technologies needed in the design of new imaging
Fourier transform spectrometers (IFTS). The IIP IFTS was developed at the Space Dynam-
ics Laboratory and flown to an altitude of 103,000 feet on an instrumented NASA balloon
payload. The sensor collected approximately 15,000 interferograms during its 6-hour flight.
Fourier transforms (FFT) produced acceptable results except for noise equivalent tem-
perature differences (NETD) that were five times higher than goal and inconclusive trans-
forms at seven strong absorption features.
An alternate transform technique, maximum likelihood estimation (MLE), was imple-
mented to improve spectral estimations at the absorptions and to improve the NETD for the
sensor. Iterative expectation-maximization (EM) algorithms provide numerical solutions for
the MLE.
Four combinatorial forms of the EM algorithm were developed. Forms of the EM al-
gorithm were developed to optimize amplitude estimations as a function of assumed noise
iv
distributions. “Direct” and “indirect” EM forms were developed to process the asymmet-
rical interferograms recorded by the FIRST sensor.
The direct method extends the standard even (cosine) EM algorithm to simultaneously
transform both the sine and cosine components of the interferogram. The indirect method,
uses Fourier and inverse Fourier transforms as pre-processors to convert the measured asym-
metrical interferograms to even (cosine) interferograms.
Using the indirect Gaussian EM form improved the measured NETD by approxi-
mately twenty percent between 100 and 700 wavenumbers. For wavenumbers less than
100 or greater than 700, the improvement increased to a factor of at least two out to 1500
wavenumbers.
The indirect Gaussian produced inconclusive results in the areas of high absorption
because of large bias errors introduced by the FFT/IFFT pre-processing. The indirect
method was found to be inadequate for estimating spectra at the deep absorptions.
The direct EM method, on the other hand, has the potential to produce improved
amplitude estimations at the absorptions since there are no inherent biases in the algorithm’s
initial conditions at a cost in computer resources and execution times that are four times
those needed for the indirect method.
(135 pages)
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1Chapter 1
Introduction
1.1 Research Objectives
In the Space Dynamics Laboratory’s final report describing the flight performance of
the FIRST (Far Infrared Spectroscopy for the Troposphere) sensor [1], the noise equivalent
temperature difference (NETD), the key metric for sensor performance, was estimated to be
approximately 1.1 Kelvin (K) from 250 to 800 wavenumbers, increasing at the end-points of
150 and 1000 wavenumbers to 3K. The NETD goal for the FIRST flight was set, pre-flight,
to 0.2K for 170 to 1000 wavenumbers and 0.5K for 100 to 170 wavenumbers [2,3]. The first
objective of this research is to re-transform FIRST interferometric data using a maximum
likelihood estimator (MLE) instead of the Fourier transform (FFT) to determine if this
iterative estimator will be more effective at reducing the differences between the measured
and goal NETDs.
The research goal assumes a maximum likelihood (ML) transform is potentially a more
effective estimator relative to the Fourier transform (FFT) and then to demonstrate the
validity of this assumption in with both flight and simulated data. The expectation maxi-
mization (EM) algorithm was selected as the numerical technique to use in generating ML
estimates of the interferometric data. It is expected that the ML approach has the potential
to produce superior results since this technique uses statistical information to arrive at a
final estimate of the spectrum. It is also assumed, because the EM technique is iterative and
very slow to converge, that the ML solution produce a significant reduction in the NETD
to be considered as an effective alternative to the FFT.
As a second objective, methods of improving the accuracy of spectral parameter esti-
mations in areas of low spectral transmission will be investigated. Mlynczak [1] presented
the calculated radiance for FIRST’s detector one as shown in fig. 1.1. In this figure, there
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Fig. 1.1: Single down-looking radiance spectrum calculated using FFT information.
are seven gaps in the radiance spectrum where FFT transform errors are so large that
spectral estimations were indeterminate and unusable. Large errors occur because there
are wavenumber dependent absorptions in the four sheets of polypropylene that serve as
the windows between the vacuum systems and in the beam splitter’s substrate [4, 5]. The
resulting absorptions reduce the signal-to-noise ratios below acceptable levels for good FFT
data processing.
Figure 1.2 is a line-by-line computed model [6] of the spectrum for the Troposphere
showing up-welling energy as a function of wavenumber for comparison with the transformed
data shown in fig. 1.1. This model is used throughout this research as a reference to validate
data processed with either the FFT or EM.
A third research objective is to extend the EM algorithm to make it capable of pro-
cessing interferograms with both even and odd real-value components. Typically, opera-
tional Fourier Transform Systems (FTS) such as the FIRST sensor produce interferograms
that require a reduction technique capable of processing waveforms with the asymmetrical
characteristic and currently the EM algorithm only supports even real-valued solutions for
symmetrical or anti-symmetrical interferograms.
3Fig. 1.2: Line-by-line model of the Troposphere.
Analytical metrics will be developed to numerically validate the final estimates of the
two transform methods after they have processed identical data. Tabulated metrics will be
used to describe the relative performance of the two methods.
Spectra from the FIRST sensor will be compared with that from the GIFTS sensor
to see if sensitivities or performance differences exist between the two since they have sim-
ilar optical and mechanical designs but use different detector technologies. The FIRST
focal plane uses doped silicone bolometers while the GIFTS array has the more traditional
mercury-cadmium-telluride (HgCdTe) detector array. It was expected that noise distribu-
tions for the FIRST sensor will be Gaussian since these detectors are thermal and resistive in
nature. The GIFTS detectors, on the other hand, are expected to have Poisson distributions
given the quantum nature of the HgCdTe detectors.
As a cost containment measure, in the system design of the FIRST sensor, the decision
was made to move the scene mirror to look toward space at a 30 degree angle from zenith
as the cold background view for the interferometer. At the ∼ 33 km float altitude of the
balloon, there remained residual CO2 and OH gases above the gondola that became compo-
nents of the sensor’s background spectra. Emissions, particularly from the CO2, introduce
a significant error in the reduced data. Methods to mitigate this effect will be investigated.
A seventh objective is to investigate techniques of combining the FFT with the EM
4transforms to take advantage of the strengths of the two methods. The approach will use the
spectral output of the FFT as the initial spectral estimate for the iterative EM technique.
With these initial conditions, it is expected that the ML/EM algorithm can refine the FFT
solution and move to an improved EM solution with fewer iterations.
It is important to extrapolate any positive FIRST results to sensors such as GIFTS
that feature quantum focal planes as part of their design. Although the FIRST sensor is
the primary focus in this study, the GIFTS sensor and its HgCdTe detector technology
represent the preferred FTS modality at SDL for the future so results need to be considered
from this point of view.
Another issue to be explored is the question of “adequacy” [7]. Adequacy is related to
the mathematical concept of necessary and sufficient. Just as it is necessary and sufficient
to have as many independent equations as unknowns in solving equation sets, it is also
important to use a data reduction method that is “adequate” for the data reduction task
at hand. An “adequate” solution should give appropriate and efficient results as defined
by the end user of the spectral data and not results that are “better” than needed. This
concept is also important in choosing the conditions that properly terminated the iterative
and converging EM solution to the maximum-likelihood estimations of interferometric data.
Finally, the EM algorithms will be transferred to vector-matrix form where possible to
take advantage of the improved efficiency found in this coding format.
1.2 Historical Background
1.2.1 Spectral Estimation Techniques
When presented with data collected during observations of the physical world using
remote infrared sensors, significant insights into the nature of the information carried by
the data can often be increased when the data are processed with an appropriate estimator
that best determines the core parameters associated with the measurement [8]. The goal
of the estimation process is to routinely and optimally extract pertinent information from
5the observed data [9]. Measured data with added stochastic and excess noise and measure-
ment errors limit reaching optimal estimations of the measured information unless the most
appropriate reduction method is used. In this dissertation, estimation methods of interest
will be restricted to techniques that give the most accurate information about amplitudes,
frequencies and phases assuming the deterministic data have been compromised by physical
noise processes and measurement errors.
1.2.2 Aspen Conference on Fourier Transform Spectroscopy
In 1970, the Aspen Conference on Fourier Transform Spectroscopy [10], sponsored by
the Air Force’s Geophysical Laboratory, was held in Aspen, Colorado, to present the state
of the art in Fourier Spectroscopy (FS). At the conference, papers were presented describ-
ing the latest developments in hardware as well as on-going research in Fourier transform
coding. This meeting clearly defined the Fourier transform (FFT) as the conversion stan-
dard for spectroscopy research, particularly for those using the Michelson interferometer as
the basis for their systems. This selection was made to take advantage of the multiplex
advantage that comes with the Michelson interferometer compared to instruments using
dispersive techniques. The FFT approach optimized the limited computer resources then
available to produce quality spectra in a reasonable time. The Space Dynamics Laboratory
(SDL), known as the Electro-dynamics Laboratory (EDL) at the time, along with the Air
Force’s Cambridge Research Laboratory (AFCRL), were major organizers and sponsors for
the event, providing significant papers to the meeting. The successful operation of interfer-
ometers at cryogenic temperature was another major theme for the meeting. The Michelson
interferometer form and FTS were clearly the focus of research and sensor design at SDL.
FTS technology at SDL has evolved over the years with significant improvements in
materials and processes producing refinements in cryogenics, optics, electronics, and electro-
mechanical sub-systems for FTS instruments. Probably the most significant changes oc-
curred in the capabilities of computers and in the detector technology used in current sensor
designs. FTS computers have evolved from specialized machines like the Nicolet 2800 and
PDP-8 that stored collected data on magnetic tape to custom DFT or FFT software de-
6signed specifically to maximize the relative limitations of the host computer to today’s
computer hardware resources featuring speeds and storage capabilities orders-of-magnitude
greater that those of the past that are now available on every desktop.
1.3 Estimator Classes
Blais [9] defines three general estimation classes: least squares (FFT), maximum like-
lihood and Bayesian. Each estimation class has advantages and limitations, and each can
yield an optimum transform solution given the properties of the observation space and the
properties of the measurement systems. Normalized metrics are used to show how the
selected estimation method meets optimizing criteria.
All three techniques require a mathematical model that describes, as precisely as possi-
ble, the signal properties, the properties of the noise and its distribution, and the probabilis-
tic basis functions for the sensor system. Carefully selected approximations and assump-
tions, applied to the model, result in the most effective transform given the characteristics
of the signal and noise.
The transform or estimation of interferometric signals to amplitude spectra has tra-
ditionally been performed using the Fourier transform (FFT), as described earlier in this
chapter [11–13]. The FFT is an optimized form of the discrete Fourier transform (DFT). It
takes advantage of the cyclical property of the cosine and sine basis functions to reduce the
time for calculation by approximately the ratio of N2 to 2N log2(N) where N is the number
of discrete wavenumbers in the transform.
1.4 Limitations of the FFT Estimator
While the FFT has proven to be a very effective technique for spectral estimation and
is the transform technique of choice, it does suffer from some disadvantages. The first is
the “multiplex disadvantage” [12,14–16]. This disadvantage describes noise that distributes
across each spectral bin if there is impulse noise in the interferometric data and the data
were transformed with the FFT. Large or multiple singularities can contribute levels of
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Fig. 1.3: The top graph shows the original interferogram (b) with an interferogram with
impulse noise superimposed (r). The lower graph shows the resulting spectrum with energy
from the transformed impulses distributed across the spectrum.
white noise that can mask spectral components with low amplitudes. A contrived example
is given in fig. 1.3.
Another limitation constrains the data to be sampled at a uniform rate with the result-
ing discrete spectra not necessarily at frequencies of interest. Any relatively fast transitions
in the time sequence will produce spectral leakage in the computed spectra. Finally, the
FFT does not use an expectation operator or statistical information to determine the trans-
form. This last FFT property leads to considering a transform technique, such as maximum
likelihood, that does incorporate statistical information as a means of optimizing the pro-
cess.
Ten years after the Aspen Conference, Kay and Marple [17] presented a paper de-
scribing eleven popular estimation techniques available to those working in spectroscopy.
The authors begin by identifying the FFT as a computationally efficient technique that
can be used to reduce data for a large class of signals. Most of the eleven techniques are
enhancements of this traditional spectral estimation technique. Kay and Marple present a
discussion that identifies the trade-offs to consider in order to produce statistically viable
8data with the DFT or FFT. They identify the FFT’s problems with frequency resolution
and spectral leakage as the two specific areas that are better addressed with one of the
alternative methods they review. The authors state that the best technique for a particular
data set will depend on the length of the data record, whether the spectral transform was
expected to be narrow or broad band, whether the frequency components were harmoni-
cally related, the expected statistical properties of the spectrum, and how much real-time
processing of the signal was required. All the techniques are based on models that can be
selected to match the expected properties of the measured data with the best results coming
from a selected model that best describes the measured data.
The eleventh technique, described as “Maximum Likelihood (Capon) Spectral Estima-
tion” is not a true maximum likelihood estimator but, instead, is a technique that uses sets
of narrow-band filters to estimate the power spectral density and is more precisely defined
as the Capon spectral estimation procedure.
1.4.1 Alternate Estimation Methods
Kay [18] describes the maximum likelihood estimator as an alternative to the FFT.
He goes on to define spectral estimation methods as either classical or Bayesian estimators.
The classical methods include Minimum Variance Unbiased (MVU) estimators, Best Linear
Unbiased estimators (BLUE), Method of Moments, Least Square Estimators, and Maxi-
mum Likelihood Estimators. Blais [9] lists three primary methods; least-squares, maximum
likelihood, and Bayesian techniques. Manolakis et al. [19] categorize the estimation problem
into parametric and non-parametric estimation methods. Under parametric methods they
list minimum-variance estimation, Harmonic models, Pisarenko harmonic decomposition,
minimum-norm, and ESPRIT algorithms where MUSIC is the acronym for Multiple Signal
Classification and ESPRIT is the acronym for estimation of signal parameters via rota-
tion invariance techniques. Moon [20] lists nearly the same methods as does Kay. Other
authors [9, 12,21] also list similar methods of spectral estimation.
91.4.2 Optimum Estimators
Kay [18] defines optimum estimators as those that have the smallest differences between
the measured data and a mathematical model chosen to represent the data once the model
has finished the estimation. An optimal estimator, on average, produces coefficients that
best fit and predict the collected data. The most effective estimators are those depending
only on the collected data and not on the properties of the model.
Estimators can be grouped into three general classes and are described as either op-
timal, asymptotic optimal, or sub-optimal. The most desirable estimators, of course, are
those that are optimal but optimal estimators are often impossible to define or too com-
plicated to implement for a given data set. As a result, for convenience, and to preserve
computing resources, the usual practical approach is to select options that are asymptot-
ically optimal or sub-optimal. MLE is considered to be asymptotically optimum as an
estimating technique.
1.5 Minimum Variance Unbiased Estimators (MVU)
Two characteristics define optimum estimators for a given set of data. The first is that
the selected estimation model produce results with a minimum variance when compared
to the variances of other possible reduction models over all possible values of the true
parameter. The second is that the estimator should be unbiased.
As an example of estimators with different variances, suppose the task is to estimate a
constant signal level corrupted with white Gaussian noise (WGN). The mathematical model
would be
A(t) = S +WGN(t). (1.1)
Suppose the first estimator, over the series of trials, uses only the first measured value,
Ŝ = A(1), as its estimate while a second estimator measures A(t), T times per trial, and
estimates S as
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Ŝ(n) =
1
T
T∑
i=1
A(t). (1.2)
After the first trial, the first model, using A(1) as its estimate, could produce an
estimate closer to the true value of S than the value of S(n) computed with the second
estimator. However, over the course of the n trials, the variance of the first method will be
higher on average than that of the second method, so the second method is the minimum
variance estimator.
Secondly the estimator should be unbiased. Kay [18] defines an unbiased estimator
as one that will, on average, determine the true value of the parameter being estimated
independently of the true value of the parameter. An estimator Ŝ is unbiased if
E[Ŝ] = S. (1.3)
Minimum variance unbiased estimators, in general, often do not exist, and if they do,
they are very difficult to find [18].
1.6 Estimator Performance and Cramer-Rao Lower Bound
Knowledge of the PDF associated with a measured interferogram is invaluable in se-
lecting the transform method to use to produce quality spectra. If the PDF is re-defined as
a likelihood function, the “sharpness” and symmetry of the variance, qualitatively, gives an
indicator of how precisely the spectral parameters can be estimated from the interferometric
information. If the variance is small and symmetrical, then the parameter estimation will
be more accurate on the average when compared with estimations made when the variance
is large and non-symmetrical.
The following derivation [18] illustrates this point. Suppose the signal plus noise model
is given by (1.1) and the noise has a zero mean, normal distribution ℵ(0, ψ2) with a variance
of ψ2. PDFs with two different variances are given by
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p(x(0);A) =
1√
2piψi2
exp[
1
2ψi2
(x(0)−A)2], (1.4)
where i = 1, 2 and x(0) is the first sample. If (1.4) is redefined as the likelihood function,
then taking the natural log of both sides
ln(p(x(0);A)) = ln(
√
2piψ2
1
2ψ2
[(x(0)−A)2]. (1.5)
The first derivative gives
∂ln(p(x(0);A))
∂A
=
1
ψ2
(x(0)−A) (1.6)
with the negative value of the second derivative given by
−∂
2ln(p(x(0);A))
∂A2
=
1
ψ2
. (1.7)
Equation (1.7) indicates that the curvature will increase as ψ2 decreases. In the limit, the
equation implies infinite curvature with zero variance and a very precise estimation. If
the curvature goes to zero, implying a very large variance, the estimation will be totally
inaccurate.
Equation (1.7), in addition to providing a qualitative indicator of success in the estima-
tion process, also becomes the basis for the Fisher information matrix when the expectation
of both sides of (1.7) is taken. Equation (1.7) becomes the Cramer-Rao lower bound (CRLB)
and describes the best possible variance for a given estimator that meets
variance(Â) ≥
[I(A)],
(1.8)
where
I(A) = −E[∂
2ln(p(x(0);A))
∂A2
]. (1.9)
12
If an estimator meets the CRLB criteria, it becomes an MVU estimator where the
unbiased estimator can be determined by the expression
∂ln(p(x;A))
∂A
= I(A)(G(x)−A); (1.10)
G and I are functions to be determined.
1.7 Spectral Parameter Estimation
The estimation of spectral data, where the interferometric parameters are adequately
modeled with sine and cosine basis functions that have the necessary span, involves esti-
mating the matrix [Afφ]T where A is the amplitude vector, f the frequency vector, and φ
the phase vector. For complex waveforms that are the superposition of N cosine or sine
waveforms, this implies [3 × N ] parameters must be estimated. If one or two of the pa-
rameter vectors are known, the process is simplified leaving only the unknown vector to be
estimated. For the case where a single parameter is to be estimated, an optimum estimator
critically depends on a mathematical model that adequately describes the data.
Transform methods available to reduce collected interferometric data will have different
efficiencies that are dependent on the technique selected. Each will have an efficiency
that will be greater than or equal to the limit set by the Cramer-Rao lower bound, with
estimators that meet the CRLB considered the most efficient. The goal is to select the
most effective estimator without necessarily knowing, a priori, the parameters of the PDFs
for the measured data. In this study, the goal is not to determine how well the FFT or
ML performs relative to an estimator that is MVU but, instead, to show how well the ML
estimator performs relative to the FFT.
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Chapter 2
FIRST and GIFTS Experiments and Sensor Descriptions
2.1 FIRST and GIFTS Sensor Overview with Differences and Similarities
Two infrared sensor systems, developed at the Space Dynamics Laboratory (SDL),
provided data to explore the effectiveness of the MLE technique against transformed data
processed with the FFT. The Far Infrared Spectroscopy of the Troposphere (FIRST) sensor
[2] is described in detail in Appendix F while details of the Geosynchronous Imaging Fourier
Transform Spectrometer (GIFTS) sensor are given by Elwell [22]. Both infrared sensors have
extensive data sets available for study.
The FIRST sensor is, in many respects, a simplified version of the GIFTS sensor; both
feature interferometers as their primary instruments. The following discussion is intended
to point out the significant similarities and differences between the two systems and describe
how the differences affect data processing.
Although the two interferometers are similar in design they do have individual dif-
ferences that affect the interferometric data they collect. Both interferometers are based
on an original John Rex design from the mid-seventies. Ron Huppi [23] at Stewart Ra-
diance Laboratory did the specific implementation of the Rex design for the two units
and then fabricated the interferometers during the spring and summer of 2005 in Bedford,
Massachusetts.
The significant differences between the two interferometers are in their optical through-
put, their beam splitters designs, the focal plane technology selected for each unit and in
their laser metrology systems. While the GIFTS interferometer retained the standard five
centimeter entrance aperture, the FIRST entrance aperture was increased to seven centime-
ter to ensure the FIRST focal plane would be properly illuminated over the full acceptance
angle of the sensor. There was also a corresponding increase in the size of the fixed and
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moving mirrors and in the beam splitter’s area of free aperture to increase FIRST’s etendue,
(AΩ), to 0.49 cm2 sr. By comparison, GIFTS has a throughput of 0.09 cm2 sr.
For its beam splitter, the GIFTS unit featured a zinc selenide (ZnSn) beam splitter
plate and compensator plate with a standard form factor. The beam splitter for the FIRST
interferometer was a polypropylene film substrate coated with germanium. A pellicle beam
splitter for the FIRST sensor was required to efficiently transmits energy from 100 to 1,000
wavenumbers—a significant increase in bandwidth over standard SDL designs of the past.
The beam splitter for FIRST was fabricated using an electron beam evaporation tech-
nique to deposit approximately 1.05µm of germanium onto the 3.5µm polypropylene film.
Polypropylene was selected as the substrate material because it had the fewest absorption
features in the passband.
A second difference was in the laser metrology systems needed to generate the required
sampling signals for the 20 infrared channels from the FIRST sensor and for the 32,768
detectors in the focal planes of the GIFTS sensor. For the GIFTS sensor, the Nd:YAG
laser, at 1.06455 µm, is processed through the common calcium fluoride beam splitter and
its optical path follows that of the main channel signals. Because of an expected difficulty
in placing a clear aperture in the germanium-coated pellicle, it was decided to develop a
separate interferometer to process FIRST’s helium-neon laser to avoid this difficulty.
The most significant design difference between the two sensors is the technology of
their respective focal planes. The medium-wave (MW) and long-wave (LW) GIFTS focal
planes were manufactured using mercury cadmium telluride (HgCdTe) technology. HgCdTe
FPAs have become the standard for sensors operating in the 2 to 15µm range. The short-to-
medium-wave (SMWIR) FPA had a passband of 4.44 to 6.06µm (2252.3 to 1650.2 wavenum-
bers) with the long-wave (LWIR) unit operating over a passband of 8.5 to 14.6µm (1176.5
to 684.5 wavenumbers). The GIFTS arrays are both [128 × 128] staring focal planes. They
are classified as quantum detectors where each detector had a given quantum efficiency (QE
> 80 percent) reflecting the quantum properties of these detectors. The 32,768 individual
detectors in the two FPAs are “flat-fielded” with the gain parameters in the read-out elec-
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tronics. The FIRST detectors, on the other hand, are 10 silicon-doped microbolometers in
a focal plane designed for 100 detectors that develop signals proportional to absorbed heat
energy detected [24–26]. Each detector is at the focus of a Winston cone or flux concentra-
tor and each is amplified with a low (×1) and high gain (×100) amplifier to optimize the
dynamic range of the data processing.
2.2 FIRST Data Collection
The FIRST FTS has three major sub-assemblies: a scene select mirror assembly, a
main dewar housing FIRST’s high-throughput Michelson interferometer and aft optics, and
a second dewar containing the sensor’s detectors. The three sections are separated by
dual polypropylene windows, one dual set between the scene mirror assembly and the main
dewar and another dual set between the main and detector dewars. These windows allow
the sections to operate independently at different temperatures and pressures. The scene
mirror section is open to ambient; the main dewar is cooled with liquid nitrogen (LN2) and
heated back to 180K to simulate passive on-orbit cooling and to reduce background. The
detector dewar is cooled to 4.2K with liquid helium. The scene mirror, under computer
control, alternates between the three available views. The primary view is nadir looking
down at the Earth and the Troposphere. Periodically the mirror is rotated to view the
on-board calibration blackbody and then up to view cold space. The data collected from
the cold and reference blackbody views were stored as calibrating information to reduce
main channel interferometric data.
Like the GIFTS sensor, the moving mirror of the FIRST interferometer is scanned
over a double-sided optical path difference of approximately ± 0.8 cm to give a nominal
resolution of 0.625 cm−1. The scan period for FIRST during flight is 8.6 seconds. The scan
period for the GIFTS sensor was 11 seconds.
The collimated output of the signal interferometer is focused by aft optics onto an array
of Winston cone flux concentrators in the sensor dewar. The cones collect infrared signal
energy for 20 discrete micro-bolometers set into individual integration cavities. The focal
plane concept for a FIRST satellite sensor is to have 100 Winston cone/micro-bolometers
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arranged in a 10 × 10 square pattern. This gives a 100 km square cross-track footprint on
the surface of the Earth with the satellite in low Earth orbit at a nominal altitude. For the
demonstration flight, just 10 Winston cone/micro-bolometers were installed on the 3.75 cm
square focal plane (two detectors at each corner and two in the center).
Interferograms from the ×1 and ×100 channels for each detector were combined, post-
flight, into a single interferogram using an algorithm that optimized the dynamic range of
the recorded data.
The second independent metrology interferometer provided the spatial sampling signal
for the FIRST sensor. A 0.6328µm helium-neon laser supplied the optical signal processed
by the metrology channel. The sampling waveform, developed from this monochromatic
signal, simultaneously samples all 20 high and low gain channels. The continuous amplitude
spectrum encoded into a given interferogram is discretized into wavenumber bins, a(σi), with
an index i that ranges from 1 to I. The maximum value of i is given by the equation
I =
σH − σL
δ
, (2.1)
where σH is the maximum wavenumber in the passband, σL the least, and δ the resolution
of the interferometer. The spectrum amplitude vector is then
a = [σ1 · · ·σi · · ·σI ]. (2.2)
These data cannot be observed and are to be estimated with the transform process.
For a given set of recorded data, the estimation problem is to optimally extract the
values of all data parameters. The estimator, θ̂, is a function of the collected data as
described by the N-data set equation
θ̂ = g[x[0], x[1] · · · , x[N − 1]], (2.3)
where g is a given mathematical function.
Since all measured data are inherently random, the probability density function (PDF)
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is used as the core model in describing the random properties of the data. When each
parameter has its own unique PDF, the PDF is described as parameterized by the unknown
θ.
Sampled main channel data along with calibration information were stored on the flight
computer’s hard disk. Post-flight the data were downloaded and archived on a ground
computer using LABVIEW software.
All double-sided interferograms were time-tagged and stored as [N × 24590]T vectors.
Approximately 1,500 interferograms were generated by each detector during the flight.
2.3 Data Collection and Processing Using LABVIEW
LABVIEW software was used to index, store, and archive down-loaded flight data
for the FIRST sensor and to perform linearity and gain correction pre-processing on the
collected data. The LABVIEW software package also had a Fourier transform (FFT) routine
that could be used to do transforms, if required.
Either raw interferometric data or transformed spectra are available for down-load to
any personal computer. The data used in this study were down-loaded into the MATLAB
environment after linearity and gain correction for transform by either FFT, IFFT, or EM
routines. The FFT routines can process N interferograms of length M as a block, and
return a spectrum matrix of size [N ×M ]. Typically most of the M spectral points are
discarded keeping only the first P points to approximate the transformed spectra.
2.4 Deterministic Properties of FIRST and GIFTS Interferograms
Both the FIRST and GIFTS sensors produced similar interferograms with the two
instruments producing the asymmetrical waveforms characteristic of broad-band spectrom-
eters. Figure 2.1 shows 36 raw interferograms collected with the FIRST sensor. Detail of
the first five waveforms in the set are shown in fig. 2.2. These interferograms were collected
sequentially over a 620 second period and put into echelon form for further processing.
Figures 2.3 and 2.4 each show 36 raw interferograms collected with the two channels
of the GIFTS sensor. These interferograms were collected simultaneously in 11 seconds
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Fig. 2.1: Thirty-six superimposed FIRST interferograms.
from a block of 6 by 6 detectors in each FPA of the GIFTS sensor. (The GIFTS sensor
collects data so rapidly that it is difficult to get 620 seconds from a single detector without
overflowing GIFTS storage capacity.)
The interferometric waveforms for both sensors have the same general shape with high
amplitudes near zero path difference (ZPD) because of constructive interference and low
values away from the center fringes due to destructive interference. The top panel of fig. 2.1
shows the superposition of 36 sequential FIRST interferograms in the forward direction.
This display is typical of either GIFTS or FIRST interferograms. The DC values remain
essentially constant during scans. The GIFTS and FIRST interferometers produce double-
sided interferograms with data collected in both the forward and reverse scan directions. The
center burst for the FIRST sensor is essentially a “spike” because of its large bandwidth.
Both GIFTS interferograms show more cycles in the center fringes and more symmetry
as shown in figs. 2.3 and 2.4. Both interferometers scanned approximately the same dis-
tances and have nearly the same resolution; 0.57 cm−1 for GIFTS and 0.633−1 for FIRST.
The FIRST interferograms are discretely approximated by 24,960 points while the GIFTS
SMWIR waveforms have 16,520 points and the LWIR 66,276 points.
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Fig. 2.2: Details of FIRST interferograms 1 to 5 at zero path difference (ZPD).
Figure 2.2 shows the details of five FIRST interferograms from the set in fig. 2.1. The
five waveforms display the characteristic asymmetry and spatial displacement that is typical
of all FIRST interferograms. The asymmetry comes from changes to the index of refraction,
η, of the five sheets of polypropylene used as cryogenic windows and as the substrate for
the beam splitter, and in the germanium coating the polypropylene substrate [27]. There
are two characteristic changes to the index for polypropylene. The first is a linear change of
the refractive index with frequency that becomes a factor in wideband systems. The second
change occurs at the absorptions found in the polypropylene material. Figures 2.3 and 2.4
both show asymmetry in the GIFTS interferograms. The effect for the two GIFTS channels
comes from the linear change with frequency since ZnSn does not have absorptions in the
passband of the GIFTS data.
A second characteristic, seen in fig. 2.2, is spatial displacements of the center fringes
with respect to other interferograms in the set. Because of its status as a demonstrator unit
and to minimize cost, the moving mirror of FIRST was set to turn around after collecting the
24,960 points needed to meet the resolution requirement for the sensor. Because the mirror
always started at some random distance from ZPD, the center fringes are displaced and
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Fig. 2.3: Thirty-six superimposed GIFTS MW interferograms.
a pre-processing algorithm was used to center the maximum value of each interferogram
to the same point. To compensate for the echelon variations, 191 points were “clipped”
from each end of the waveform after centering thus reducing the interferometric vectors to
24,578 points with a new effective resolution of 0.643 cm−1. The turn-around for the GIFTS
interferometer, on the other hand, was very carefully controlled and it is very repeatable as
seen in figs. 2.3 and 2.4.
However figs. 2.3 and 2.4 do show pre-processing is needed to “flat-field” both the
SMWIR and LWIR data because of differences in the mean value of each detector. This is
particularly evident in fig. 2.4.
The final difference is seen in comparing fig. 2.2 with figs. 2.3 and 2.4. The mean values
for the FIRST interferograms are zero because the signals are AC coupled. The GIFTS
analog-to-digital process, on the other hand, retains the mean value of the interferograms.
2.5 GIFTS and FIRST Spectral Survey
Figures 2.5, 2.6, and 2.7 show the transforms that correspond to the interferograms in
figs. 2.1, 2.3, and 2.4, respectively.
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Fig. 2.4: Thirty-six superimposed GIFTS LW interferograms.
2.6 PDFs of FIRST and GIFTS Sensor Noise
Optimal spectral estimation comes with understanding how the noise processes in one
domain limit the information content of the given signal in a second domain and then
compensating with a transform technique those factors in the noise or uncertainty in order
to compute the most likely values for the system parameters.
Choosing the best parent noise PDF for a given sensor system is a key factor in opti-
mizing the use of the EM method to numerically transform interferometric data. The PDF
choice should be the noise distribution that limits or dominates the system. The chosen
PDF becomes the likelihood function and, in turn, the condition expectation step in the
tailored EM algorithm. A particular PDF can be selected based on a theoretical model for
the emission and detection processes or on statistical calculations of measured data.
2.7 Expected Probability Density Functions for GIFTS and FIRST
In estimating PDFs for GIFTS and FIRST EM transforms, both modeling and mea-
surement approaches will be used to ensure expected model parameters are confirmed by
measured statistical data [28–30]. If the measured data does not agree, the difference will
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Fig. 2.5: Thirty-six superimposed FIRST down-looking spectra.
give direction on changing to a form that is most relevant.
The two expected PDFs, for the FIRST and GIFTS sensors, are the Poisson and
Normal or Gaussian distributions. The two are closely related to each other and to the
Binomial distribution [24], so the particular choice for a given EM algorithm will depend
on the expected parameters suggested by statistical processing of the sensor data.
Sakai [31] describes four types of noise encountered in spectroscopy instruments. The
first is photon noise, which is a description of random fluctuations in the photon stream
arriving at the entrance aperture of the sensor. He models this noise as a normal distribution
with a variance proportional to the square root of the average intensity centered about the
true mean value. The second major noise contribution comes from detector noise. This
noise is also modeled as normal, but with the variance relatively independent of the signal
level. Other noise is classified as scintillation or inverse frequency noise and as digitization
and electronic noise. He also describes errors that come when the control system operating
the moving mirror experiences vibrational or other inputs that cause accelerations of the
mirror. Because the laser metrology signal and the main signal channels are processed
with different electronics resulting in different time constants, the metrology signal does
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Fig. 2.6: Thirty-six superimposed GIFTS MW spectra.
not sample at the correct displacement points and errors are generated.
Despain [32] describes the noise functions for spectroscopy as (1) background noise,
(2) detector noise, (3) measurement noise, and (4) round-off or read-out noise. These are
essentially the same classifications described by Sakai [31]. The statistical parameters given
in the paper suggest that a normal distribution was assumed.
Jamieson [25] does not have the same noise categories as those described above, but
does state generation-recombination noise is a dominant noise process. The generation-
recombination process is a strong function of variations in the photon stream coming to the
detectors. He, along with Mandel and Wolf [33], assert the variances are described by Bose-
Einstein statistics instead of Poisson. Bose-Einstein statistics are another approximation
based on the binomial distribution that recognizes the fact that photons at a given frequency
cannot be distinguished. This leads to the Bose-Einstein distribution. Fowler [34] describes
the Bose-Einstein distribution as a modified Poisson distribution where the variance is equal
to the mean multiplied by the factor
x(σ, T ) = (
1
1− exp(−hfkT )
)2. (2.4)
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Fig. 2.7: Thirty-six superimposed GIFTS LW spectra.
Jamieson, Mandel, and Fowler each describe appropriate statistical distributions for a
limited number of line spectra. As the number of elements increase, the central limit the-
orem suggests that the appropriate distribution should be Gaussian. Both the FIRST and
GIFTS sensors are designed to record wideband greybody emissions from the Troposphere
and stratosphere. The FIRST sensor records approximately 1,750 individual elements over
its 100 to 1,000 wavenumber passband. The GIFTS SMWIR has approximately 672 ele-
ments while the LWIR has 960 lines in its spectrum. For large numbers of trials (photons
emitted) and a large number of successes (photons recorded), the binomial distribution can
be estimated by an approximation to the normal distribution. This approximation is de-
veloped in Appendix E. The notation for a normal distribution of the random vector X is
X ∼ N(µ, σ2) where (µ, σ2) are the parameters of the distribution.
2.8 FIRST and GIFTS Experiments Data Set
To gain some insight about the statistics of the GIFTS and FIRST sensors, interfero-
metric data from the two were examined to estimate variances from measured data. It was
expected that the two detector technologies would produce data with significantly different
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Fig. 2.8: Mean and variance of 54 down-looking FIRST interferograms.
noise characteristics. To help understand which statistical model would be most applicable
for use in an EM solution to the ML solution, statistics were computed, a posteriori, on
interferogram sets from each sensor to identify measured PDFs for the two sensors.
Figures 2.8, 2.9, and 2.10 show the mean and variance of FIRST or GIFTS interfero-
grams computed on a point-by-point basis. Flight data recorded sequentially in time from
the FIRST sensor were rearranged into N sets of parallel data. The mean and variance for
each echelon point were calculated to give an interferogram of mean values with a variance
for each point in the mean interferogram. For the GIFTS sensor, the data are already in
echelon form because the high data rate from 32,000 detectors allows storing of only three to
six interferograms in a series before system storage is full. The resulting mean and variance
for each point in the sets of interferograms have been normalized in position and displayed
centered on the zero path difference (ZPD) point.
In the first graph, fig. 2.8, the data are fifty-four interferograms collected during a
down-looking mode for the FIRST sensor.
In the next graph, twelve interferograms were collected during the up-looking or cold
mode for the sensor. These are shown in fig. 2.9. The small number of collected background
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Fig. 2.9: Mean and variance of 12 up-looking background FIRST interferograms.
interferograms shows the abbreviated period spent collecting these data relative to the set
of down-looking interferograms.
In the third graph, fig. 2.10, a set of eight interferograms is plotted. The set was col-
lected with the sensor looking at the wide-band blackbody (WBB). Here again the number
of interferograms in the set was limited by view dwell time.
The graph shown below as fig. 2.11, is 36 interferograms collected from an arbitrary 6
x 6 pixel set from the GIFTS long-wave focal plane.
The final graph is based on 36 interferograms collected from the GIFTS medium-wave
focal plane.
2.9 FIRST and GIFTS Statistical Observations
The five sets of mean and variance data for the FIRST and GIFTS instruments show
some unexpected results. The B section of each graph shows increased variances in the ZPD
area of the average interferogram. The highest variances are at points where the interference
patterns are changing at their highest rates then dropping to low values at maximums or
minimums with respect to the average interferograms. The exception is fig. 2.10 where
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Fig. 2.10: Mean and variance of eight blackbody FIRST interferograms.
higher variances are more in phase with the higher mean values of the medium-wave GIFTS
interferograms.
In the wings of each interferogram set, the variances become essentially constant and
appear to have distributions that are white Gaussian noise (WGN). The variances in the
wings for the two GIFTS sets have high mean variances that reflect constant offsets of
individual interferograms.
2.10 Estimation of Parent Variances from Sample Variances
The next series of graphs (figs. 2.12-2.14) show histograms for the FIRST down-look
view and for the two GIFTS data referenced to points in the computed variances over the
normalized displacements of the sensors. Distributions were not processed for the FIRST
on-board blackbody or its cold view interferograms due to the limited data collected for
these two modes.
All three histograms show similar results. The sample distributions appear to be sym-
metrical with respect to their normalized means. In each case, the mean and variance
sample parameters are not equal. These two results suggest the parent distributions are
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Fig. 2.11: Mean and variance of 36 GIFTS long-wave interferograms.
probably closer to Gaussian than to Poisson, but the limited sample size leaves unclear the
exact nature of the parent distributions.
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Fig. 2.12: Mean and variance of 36 FIRST nadir interferograms.
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Fig. 2.13: Mean and variance of 36 GIFTS medium-wave interferograms.
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Chapter 3
Maximum Likelihood Estimation and Expectation
Maximization Algorithms
3.1 Maximum Likelihood Estimation
Bevington and Robinson [21] define a least-squares transform, the FFT used for the
initial reduction of FIRST data, as a special case of the maximum likelihood method.
This implies the ML method could potentially be more effective at transforming FIRST
interferograms. While the MLE is not necessarily an MVU estimator, it can approach the
CRLB if the data can be described by the general linear model
x = HΘ+w, (3.1)
where H is the basis function matrix, Θ is the vector of parameters, and w is the noise
vector. It is also required that the noise have a Gaussian PDF ∼(0,C) where the notation
indicates a PDF with a mean of 0 and a variance of C [18].
A maximum likelihood estimation is based on finding that combination of values for the
parameter vector that maximize the likelihood function. The likelihood function is derived
from the PDF that describes the parameters of the noise vector associated with the collected
data. If the probability of an event X depends on a model parameter Θ, then its conditional
probability is described by the notation P (X|Θ). The corresponding likelihood function
reverses the conditional probability and uses the notation L(Θ |X) for the corresponding
likelihood function. (The notation px(x; Θ) is used by Kay [18] and others as an alternative
to L(Θ |X).) For P (X|Θ) the observed data are conditioned on the parameter of the PDF;
in the second case the measured data are known and the parameters are conditioned on this
measured information. The central principle of the maximum likelihood estimation (MLE)
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is finding those parameters that make the measured data most likely.
If there are only a few parameters to estimate, the solution to the likelihood function
can be determined by taking the partial derivative of the likelihood function with respect
to the parameters to be estimated and setting the derivative to zero to find the maximum
values of the function. As the number of parameters increases, the MLE requires a large
multi-dimensional maximization of the likelihood function.
The ML equations can be solved explicitly with EM if they are linear and in closed
form. If the equations are nonlinear, they can be solved numerically using the iterative EM
algorithm.
Kay [18] lists three numerical methods that can be used to find a solution for the
case where there are many parameters to estimate. The three are the Newton-Ralphson
method, the scoring method, and the expectation-maximization (EM) method. The first
two methods are hampered by difficulties in setting the initial guesses for the iteration
process and in achieving convergence. The EM process, on the other hand, is guaranteed to
convergence, at least, to a local maximum or to the desired global maximum if they are the
same. At each step of the iteration, the likelihood of the estimated parameters is increased.
The EM algorithm reduces the multi-dimensional MLE to a decoupled set of N in-
dependent maximizations where N is the number of parameters to be determined. The
decoupling of a multi-dimensional MLE is achieved by assuming the measured data, x(n)
are given by
x(n) =
M∑
i=1
yi(n), (3.2)
where yi(n) is the “complete” data set or the data to be estimated.
To find the maximum likelihood estimation for the parameter θ, the ideal approach is
to maximize px(x; Θ) or the logarithm of px(x; Θ). Maximizing the logarithm is usually a
simpler calculation and it also maximizes the likelihood function. Given the uncertainty in
the measured data because of the complications introduced by the many-to-one mapping,
ln(py(y; Θ)) is maximized instead. But because yi(n) is the “complete data” and not avail-
able, xi(n) is replaced instead by its conditional expectation E[ln(py(y; Θ))] or the “current
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guess” at the kth step of the iteration. Calculating the kth conditional expectation becomes
the E-step of the EM algorithm. The [k + 1]th M-step of the algorithm maximizes the
likelihood function using the calculated conditional expectation at the kth step.
3.2 Estimation Maximization
The conditional expectation for maximum likelihood (EM) inversion algorithm [20,35,
36] was initially developed as a method of processing two dimensional tomographic images.
Bialkowski [37] adapted this estimation technique as a method to reduce the effects of
the multiplex disadvantage seen in the Fourier transforms of data dominated by either
impulse or Poisson (proportional) noise. The details of Bialkowski’s adaptation are given
in Appendix A. Feder [38] also describes the use of the EM algorithm to estimate the
parameters of superimposed signals.
Since each interferogram represents a “many-to-one” mapping, the measured inter-
ferogram is a superposition of many sinusoids each characterized by a unique amplitude,
frequency, and phase. These sinusoids interacted, constructively and destructively, at the
detector as part of the autocorrelation process to produce measured interferograms [20].
Since the goal of the ML solution is to produce an optimum estimate of each spectral
element of the unobserved, “complete” or object data, the EM solution to the MLE model
factors in the statistics of the emission process, the statistics of the detection process,
and the probabilities associated with the sensor’s transfer basis function (BF) matrix to
determine the most likely set of amplitude, frequency, and phase parameters responsible for
the measured interferogram.
3.3 Overview of Expectation Maximization Algorithms
The following gives an overview of the EM algorithms and the two equations that form
the iteration steps of these algorithms. The first is a (k + 1)th estimate of the interferogram
F̂ (dj) given the kth estimate of the spectrum, â(σi), back-projected through the selected
basis functions or probability matrix p(dj , σi) that describe the probability that photons
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emitted at a certain combination of wavenumbers were detected at position dj . This spatial-
to-spectral probability transition matrix was derived in the previous section.
The second equation gives a new likelihood for each discrete spectral element â(σi)
conditioned on the measured data and the last estimate of the I spectral elements. Each
point sampled into the signal processing electronics is the sum of I discrete sinusoids with
amplitudes ai. The sinusoids have been summed constructively and destructively at each
point sampled by the scan distance of the interferometer’s moving mirror [39]. If an interfer-
ometric signal is purely symmetrical or anti-symmetrical, the algorithm can be implemented
as a sequence of vector-matrix equations.
The algorithm is iterative with a new estimate for each discrete λ in the wavenumber
basis space computed at the end of each iteration. New estimates at each iteration come
from a two step process defined as the “E-step” and the “M-step”. A conditional probability
and then a conditional expectation are calculated in the E-step for each spectral element
given the observed raw data measured as the interferogram data vector and the ratio of the
probability for each element to the summed probability for all elements. This is shown as
equation (3.3).
E[x̂(k+1)|y(dj), λ̂(k)i ] =
y(dj)λ̂
(k)
i p(dj , σi)∑
λ̂
(k)
i p(dj , σi)
, (3.3)
where E[x̂(k+1)|y(dj), λ̂(k)i ] is the expected value of the vector x given the measured inter-
ferometric data vector y, and λi, the estimate of the mean at spectral component λi. The
array p(a,b) is the probability transfer matrix for the system.
Once the conditional expectations are computed, the calculation of the maximum like-
lihood, the second part of the iteration, follows:
λ̂
(k+1)
i =
∑
x̂(k+1), (3.4)
where λ̂(k+1)i is the new amplitude spectral estimate. Phase equations are typically refor-
mulated into two complementary equations to form the final set for iteration. Starting with
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an initial spectrum, λ0i , choosing an unbiased amplitude of 1 for each spectral element, the
equation
ŷ(k+1) =
∑
λ̂
(k)
i p(dj , σj) (3.5)
is used to “back-project” the vector λ(0)i to form an estimated interferogram based upon this
initial spectral selection. A new estimate for λ̂(k+1) is then computed with the equation:
λ̂
(k+1)
i = λ̂
(k)
i [
1∑
p(dj , σi)
]
∑ y(dj)p(dj , σi)
ŷ(k+1)
. (3.6)
Equations (3.5) and (3.6) are iterated until a given number of iterations (NI) are
reached, until the parameters do not significantly change after an iteration, or until the
metric
S = [1−
∑ y(dj)p(dj , σi)
ŷ(k+1)
] (3.7)
goes below a given minimum value.
3.4 EM Inversion Algorithms for Symmetrical Interferometric Data
The two steps computed at each iteration of an EM algorithm, the expectation step
or E-step and the maximization or M-step, are developed in Appendix B for the two cases
where Gaussian or Poisson noise is expected to be the appropriate PDF for the measured
data. The equations are given in terms of a(ωi) and y(tj), but to be consistent with
the nomenclature of Fourier Transform Spectroscopy (FTS), it is necessary to change the
variables ωi and tj to σi and dj , respectively, where the units for σi are inverse centimeters
and centimeters for dj .
3.5 The EM Inversion Algorithm for Symmetrical Interferometric Data
Bialkowski [37] combined equations (B.28), (B.38), and (B.29) to developed the general
case where measured interferograms could have mixtures of both proportional (Poisson) and
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additive (normal or Gaussian) noise.
The general equations are given as
F̂ (dj) =
I∑
i=1
â[k]BF (σi|dj) (3.8)
, and
â[k+1](σi) = â[k](σi)[
J∑
j=1
F̂ (dj)BF (σi|dj)
(F̂ (dj) + α2)
]−1
J∑
j=1
F (dj)BF (σi|dj)
(F̂ (dj) + α2)
. (3.9)
Equation (3.8) is the M-step in the general algorithm. This equation is the maximiza-
tion step that calculates the kth estimate of the interferogram as a function of the current
estimate of the mean values â[k](σi) of the spectrum. Equation (3.9) is the expectation step
or “E-step” in the algorithm. It calculates the latest estimates of the “complete data” given
the measured interferogram and the last estimates for the parameters â[k](σi).
3.6 EM E-step Equation if Poisson Noise Is Dominant
If, in (3.9), the Gaussian variance, α2, is zero or significantly less than the Poisson
variance (or mean), F̂ (dj), (3.9) can be simplified to the form
â[k+1](σi) = â[k](σi)
J∑
j=1
1
BF (σi|dj)
J∑
j=1
F (dj)BF (σi|dj)
(F̂ (dj)
. (3.10)
After the simplification, equation (3.10)is equivalent to equation (B.28).
3.7 EM E-step Equation if Gaussian Noise Is Dominant
Conversely, if Gaussian noise is expected to be the dominant component, (3.9) becomes
â[k+1](σi) = â[k]
∑J
j=1 F (dj)BF (σi|dj)∑J
j=1 F̂
[k](dj)BF (σi|dj)
, (3.11)
which is the equivalent of equation (B.28).
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To formulate the code needed to transform interferometric data with an expected PDF
and either (3.9), (3.10), or (3.11) would be selected and coded as the E-step. Equation (3.8)
is always coded in as the M-step.
The results of Appendix C are used as the expected probability transition matrix or
basis functions for the interferometric algorithm. This appendix is a derivation of the auto-
correlation process governing the interference process of the Michelson interferometer results
in the equation
p(dj |σi) = 12[1 + cos(2pikx+ φ(σi))]. (3.12)
3.8 The EM Inversion Algorithm for Asymmetrical Interferometric Data
The above derivations apply only if the recorded data are even and real-valued, which
implies that the phase of every sinusoidal component of the measured interferogram has to
be zero. When the phase is not zero, the phase exp(jφ) is a function of wavenumber σi,
and the data become a combination of even and odd real-valued data and (C.5) must be
modified to include the phase associated with each spectral amplitude. Equation (C.5) then
becomes
Edet =
1
2
[1 + cos(2pikx+ φ(σi))]. (3.13)
This relationship (3.13) can also be written as
p(dj , σi) =
1
4
[1 + a(σi)cos(2pikx) + b(σi)sin(2pikx)], (3.14)
where
B(σi) =
√
a2 + b2, (3.15)
and
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φ(σi) = arctan
b(σi)
a(σi)
. (3.16)
Equation (3.14) suggests that the EM algorithm form needed to process asymmetrical in-
terferograms can be accomplished with two “E-steps” and two “M-steps” that sequentially
process the even and then the odd-valued components of the interferogram. For even data,
(3.8) and (3.9) become
F̂cos(dj) =
I∑
i=1
â[k]cosBFcos(σi|dj), (3.17)
and
â[k+1]cos (σi) =
â
[k]
cos(σi)∑I
i=1BFcos(σi|dj)
J∑
j=1
Fcos(dj)BFcos(σi|dj)
F̂cos(dj)
. (3.18)
For the odd-valued component, using symmetry
F̂sin(dj) =
I∑
i=1
â
[k]
sinBFsin(σi|dj), (3.19)
and
â
[k+1]
sin (σi) =
â
[k]
sin(σi)∑I
i=1BFsin(σi|dj)
J∑
j=1
Fsin(dj)BFsin(σi|dj)
F̂sin(dj)
. (3.20)
After the kth iteration, the estimated interferogram F̂ and the estimated spectrum are
available as
F̂ = F̂cos(dj) + F̂sin(dj), (3.21)
or
â(σi) = âcos(σi) + âsin(σi). (3.22)
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3.9 Development of EM for Even and Odd Real-valued Interferometric Data
Bracewell [11] states that any signal that is a function of time or displacement can be
described by the equation
f(x, t) = Re(e(x, t)) +Re(o(x, t)) + iIm(e(x, t)) + iIm(o(x, t)). (3.23)
Interferometric signals are always real-valued, so the descriptive equation is
f(x) = Re(e(x)) +Re(o(x)). (3.24)
If the interferometric data are even real-valued, the interferogram waveform will be sym-
metrical about the zero path difference (ZPD) point. This ZPD point is a maximum sum
because all the sinusoids are at the same phase at the point where the two optical paths
of the interferometer are equal. If the data are odd real-valued, the interferogram’s center
burst will be anti-symmetrical with the interferogram at zero at ZPD. Typical interfero-
grams have both even and odd components making them asymmetrical about the ZPD.
Measured data are typically asymmetrical [40] because of dispersive effects, primarily in
the optical media of the sensor. This is the case for both the FIRST and GIFTS sensors.
For asymmetrical interferometric data, the Fourier transform
F (k) = Re(Even(k)) + Im(Odd(k)) (3.25)
results in a Hermitian symmetric transform where the even real-valued component trans-
forms to a symmetrical real-valued spectrum and odd-valued component to an odd anti-
symmetrical imaginary transform [11]. The inverse Fourier transform (IFFT) performs the
opposite transform, taking the Hermitian symmetric spectrum back to an asymmetrical
interferogram.
3.10 Spectral EM Reduction of Even and Odd Real-valued Data
To accommodate even and odd real-valued radiometric data in the EM algorithm, it is
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Fig. 3.1: Michelson interferometer optical geometry.
necessary, in general, to use up to four probability basis functions to reduce the data. The
number of probability basis functions needed depends on the degree of oddness found in the
data. If the data are expected to be only even real-valued, then only the 1 + cos(B) basis
function is necessary. If the data are expected to have data phasors that are clustered in
quadrants other than the first, then combinations of the functions 1− cos(B), 1 + sin(B),
and 1 − sin(B), must also be included in the transform algorithm to correctly reduce the
data.
For both FIRST and GIFTS data it is sufficient to use 1+cos(B) as the basis function
for the discrete cosine transform (DCT) component and 1 + sin(B) as the basis for the
discrete sine transform (DST) in the EM transform.
3.11 Maximum Likelihood Basis Functions
The probability basis functions, p(dj , σi), used in the EM transformation are derived as
the autocorrelation functions for the Michelson interferometer. The geometry of the basic
interferometer, with its simplified optics, is shown in fig. 3.1.
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The zero crossings of the metrology laser interferogram are used to sample the IR in-
terferogram’s continuous signal and create the observed interferogram. This discrete, trun-
cated, noisy, and distorted interferogram approximates the true interferogram and serves
as the input data to the transforms. The interferogram vector, F(dj), is given by
F = [d1 · · · dj · · · dJ ]. (3.26)
The number of zero crossings during the scan, J , is given by
J =
2L
λS
, (3.27)
where L is the maximum optical path difference and λS is the wavelength of the laser.
In the following derivation the equations and algorithms needed to implement the max-
imum likelihood estimator (MLE) are developed as an alternative to the minimum variance
estimators (MVU). The expectation algorithm can be used to solve for the maximum like-
lihood estimation if the function is not linear. Here, MLE is proposed as an alternative
to the use of the Fast Fourier Transform (FFT) to reduce data collected with a Michelson
spectrometer.
3.12 The EM Algorithm in Vector and Matrix Form
The final alteration to equations (3.8) and (3.9) is to reformulate the two equations
using vector and matrix operators to increase the execution speed of the EM algorithm.
Inspection of (3.8) shows it can be immediately rewritten as
F̂
[k+1]
j = â
[k]
i BFij (3.28)
since
I∑
i=1
â
[k]
sinBFsin(σi|dj) = â[k]i BFij , (3.29)
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where â[k]i is a [1 × I] row vector and BFij is a [I × J ] matrix. The resulting product is a
[1× J ] vector, giving a new estimate for the interferogram F̂ [k+1]j .
In equation (3.8)
â[k+1](σi) =
â[k](σi)∑I
i=1BF (σi|dj)
J∑
j=1
F (dj)BF (σi|dj))
F̂ (dj)
, (3.30)
where
â[k]BF (σi|dj) =
I∑
i=1
â[k]BF (σi|dj), (3.31)
−→
V EvenEstIfg = −→V EvenOldSpectra−→MEvenBF, (3.32)
where V̂ EvenEstIfg is an enhanced mnemonic describing this vector as an “even estimated
interferogram.”
V̂ EvenOldSpectra is either an initial estimate of the spectrum vector to start the iter-
ation process or the latest kth spectral estimate, and −→MEvenBF is the even basis function
matrix. The even basis function matrix is based on the equation
BFEven = 1 + cos(
2pi
N
σidj), (3.33)
where:
N is the maximum wavenumber,
σi is the jth wavenumber in cm−1, and
dj is the displacement from ZPD in centimeters. This matrix is an [I × J ] matrix
where I is the number of spectral elements needed to approximate the spectrum and J is
the number of discrete sample points in the interferogram.
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Chapter 4
“Three Scene” Calibration Model and Flight Data Analysis
4.1 FIRST Calibration Procedure: The Calibration Equation
The following calibration procedure is the central process in producing calibrated
FIRST data for analysis or for comparison with the data from other LWIR sensors that
have matching ranges or significant overlap. This procedure, based on the Fourier transform
(FFT), has been the standard form for the Space Dynamics Laboratory (SDL) since the
middle 70s. Any other candidate interferometric data reduction process must be compatible
with the steps of the calibration process to produce the calibrated spectral radiances of the
down-looking data as the final product.
The calibration model is based on the three scenes sequentially viewed by the spectrom-
eter. The first scene is the down-looking scene containing the information to be reduced
by the calibration process to provide the hyper-spectral infrared images of the observed
Troposphere below the FIRST sensor.
The second scene is a well-characterized flight blackbody with traceability to NIST
standard laboratory blackbodies that guarantee its performance in the short term. Rig-
orous engineering, design, and fabrication techniques were implemented to maintain the
performance of the blackbody over the long term in the space environment. This blackbody
was specifically designed for FIRST to cover the 100 to 1,000 wavenumber range of the
sensor.
The third scene is a cold background obtained by moving the scene mirror to a view
of the dark background above the sensor. This view assumes the environment beyond the
scene mirror is hard space at its very low temperature and the background energy measured
is only the interior energy emitted by the sensor from the scene mirror back through the
interferometer dewar.
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The calibration equation, which relates the interferometer’s response to measured flux,
is given by
R(σ) =
1
R(σ)
(F(NLC(DLI(dj)))−F(NLC(BGI(dj)))), (4.1)
where
R(σ) in [watts/(cm2sr cm−1)] is the measured radiance,
R(σ) in [counts/watt] is the responsivity,
F(·) is the Fourier transform of the bracketed function,
NLC is the nonlinearity correction applied to the data,
DLI is the down-looking interferogram as a function of dj , and
BGI is the background interferogram as a function of dj .
It is noted that the differences of
F(NLC(DLI(n)))−F(NLC(BGI(n))) (4.2)
and
F(NLC(BBI(n)))−F(NLC(BGI(n))) (4.3)
are complex subtractions.
The following are the seven steps of the calibration process:
1. A point-by-point combination of high and low gain data from the twenty signal chan-
nels; 10 high gain (×100) and 10 low gain (×1) channels to produce ten composite
interferograms.
2. Next, the ten combined signals are linearized as a function of n for each gain set. The
interferograms are linearized using the equation
CorrectedSignal = (1 +mc(zmax− z0))S + m2 S
2, (4.4)
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where
m=2E-5,
c = 1.062,
z0 = 80.7,
for detector 1 in the forward direction.
The nonlinearity correction equation was determined during pre-flight lab calibration
and since the nonlinearity was unlikely to change over time, one equation was suf-
ficient for a given detector for all interferograms measured in either direction with
that detector. Individual correction equations with slightly different coefficients were
generated for the other nine detectors.
3. The next step is the transformation of the down-looking, the up-looking, and the
on-board blackbody interferograms. Typically, after a long set of down-looking inter-
ferograms was recorded, the scene mirror would move to the blackbody and then the
cold-view to record smaller sets of interferograms of these scenes.
To prepare for the transform, the maximum y values of each interferogram near its
ZPD are determined and the interferograms are circulated from these points, such
that the maximum point becomes the first point of the circulated interferogram and
the point one less than the maximum becomes the last point of the waveform. In
this form the FFT calculates both the real and imaginary components or magnitude
and phase for each waveform. The N interferograms of a given set are formed into a
[N × 25960] matrix and transformed together as a [N × 25960] matrix of N spectra.
The limited number of up-looking and blackbody interferograms are transformed to a
matrix of background and blackbody spectra. Next, the mean value for these spectra
is calculated to give the one spectrum. Figure 4.1 shows the resulting 76 transformed
real and imaginary spectral components.
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Fig. 4.1: FFT real and imaginary spectra of 36 down-looking interferograms and the asso-
ciated cold and WBB spectra.
4. The next step is to “phase-align” main channel raw spectra and the WBB spectrum
with a background spectrum collected just before or just after the down-looking data
collection. This result is shown in fig. 4.2.
Detail of the cold or background spectra is given in fig. 4.3.
The process then requires a complex subtraction to remove the background from the
main channel and from the WBB data. For a FIRST sensor aboard a satellite, the
background beyond the scene mirror would be a nearly ideal with the sensor looking
at deep space. For the balloon prototype, on the other hand, at its 33 km altitude,
the view above the balloon, although mostly dark, still included some CO2 lines that
could introduce errors into the background measurement [41]. With prior instruments,
a manual interpolation and estimation technique was used to minimize the lines and
reduce these errors. A similar technique is expected to be used for the FIRST data.
5. Next the background is removed from the on-board blackbody spectrum with another
complex subtraction.
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Fig. 4.2: FFT magnitude and phase of 36 down-looking interferograms and the associated
cold and WBB spectra.
6. After the down-looking and blackbody spectra are background-corrected, the respon-
sivity R(σ) is calculated as
R(σ) =
F(NLC(BBI(dj)))−F(NLC(BGI(dj)))
PF (T )
, (4.5)
where BBI is the on-board blackbody interferogram as a function of dj and
PF (f, T ) =
2hf3
c2
1
exp( hfkT )− 1
, (4.6)
where
c = 3 E 8 [meter/sec],
f = frequency [Hertz],
T = blackbody temperature in degrees Kelvin [K],
h = Planck’s constant = 6.68 E -36 [Joule seconds],
k = Boltzmann’s constant = 1.38 E -23 [Joule/Kelvin].
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Fig. 4.3: FFT Magnitude and phase of cold or background reference spectra.
The above steps recognize that responsivity typically drifts over time and must be
recomputed often with metadata from the warm blackbody and the cold view. Re-
sponsivity varies from detector to detector so it was calculated separately for every
detector. In addition, the functions can be slightly different for the forward and back-
ward scans of the interferometer, so separate functions were calculated for each scan
direction.
7. The radiance for a given scan is finally calculated by “phase-aligning” the down-
looking corrected spectra and its corresponding responsivity function and dividing
the down-looking spectra by the responsivity. A Planck function at the current op-
erating temperature of the on-board blackbody is multiplied by this ratio function to
produce the final calibrated absolute radiance spectrum for each down-looking mea-
sured interferogram. Thirty-six radiance spectra are shown in fig. 4.4 following this
final step in the calibration.
It is noted that the wavenumber range is extended in fig. 4.4 from 1,000 to 1,600
wavenumbers. Specific performance goals for this additional range were not initially part
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Fig. 4.4: Real and imaginary components of calibrated radiance using FFT processed data.
of the program, but once the data were recorded, it was reasonable to include it as part of
the sensor’s data set.
The top panel of fig. 4.4 shows the superposition of the 36 calibrated spectral radiances
for the 36 sequential scans of the interferometers’s moving mirror. The bottom panel is the
mean of the 36 spectral radiances in the top panel with superimposed Planck functions at
temperatures of 320, 280, and 220K as references.
4.2 Direct EM Transform of Asymmetrical Interferograms
The direct transform of the asymmetrical interferometric data collected during the flight
of the FIRST sensor uses the extended EM form described in Appendix E to calculate the
spectra of the cold view, the blackbody view, and the down-looking views needed as the
inputs to the calibration process outlined above.
Ideally, to perform a direct EM transform, two basis function matrices of sizes [24578×
24578] are needed in the vector matrix code to efficiently process the asymmetrical data.
Matrices of this size are not compatible with the physical memory found in a typical com-
puter so, to circumvent this artificial constraint, it was necessary to decimate or “thin” the
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Fig. 4.5: The top two panel show the measured interferogram (blue) along with the esti-
mated interferogram (red). The next two panels show FFT real and imaginary data and
EM cosine and sine transforms.
interferograms to a size that would allow the basis function matrix to fit into the physical
memory of the computer. This reduced the basis function matrices to [4416× 4416]. Inter-
ferograms decimated this severely violate the Nyquist criterion and produce aliasing, but
this was temporarily ignored in order to demonstrate the direct EM transform process.
This single spectrum was then processed to evaluate the effect of the reduction in
resolution on the calculated radiance. The results are shown in fig. 4.5.
Figure 4.6 shows the six EM reduced spectra for a down-looking interferogram and
the calibration interferograms. Note the non-symmetrical 1 + sin(B) spectra for the down-
looking and calibration data.
The calculated spectral radiances shown in fig. 4.7, although distorted, suggest the
extended EM approach, used directly, would produce calibrated spectra if enough physical
computer memory and time was not a factor. However, because the Nyquist limit was
violated and there is apparent Gibbs phenomena, the results are inconclusive.
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Fig. 4.6: Six EM cosine and sine transforms of a down-looking interferogram and its cali-
bration interferograms.
4.3 Indirect EM Transform of Asymmetrical Interferograms
The calibration method outlined in the section above, based on FFT magnitude and
phase, was adopted in the 70’s because of its efficient performance [42]. Since the phases of
the down-looking and the on-board blackbody are nearly identical in step 7 of the calibra-
tion procedure, the division of the down-looking magnitude and phase by the blackbody’s
magnitude and phase becomes simply the ratio of the magnitudes when the phases func-
tions are the same. This suggests that if the interferograms are pre-processed, removing
the phase information, the final calculated radiance will be the same. This gives the EM
side an immediate advantage because it is now possible to reduce the size of the basis func-
tion matrices from [24980× 24980] to [2333× 12490]. The number of wavenumber points,
2,333 is 1,500 wavenumbers divided by the resolution of the interferometer, or namely 0.643
wavenumbers.
The asymmetry can be removed from each interferogram by taking the FFT, an abso-
lute value of the result, and then an IFFT. The resulting alterations to the interferograms
for the down-looking view are shown in fig. 4.8. The corresponding radiance spectra for the
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Fig. 4.7: Computed FFT and EM spectral radiances for one down-looking scan ignoring
the Nyquist criterion.
original asymmetrical interferograms and the transformed symmetrical interferograms are
shown in figs. 4.9 and 4.10, respectively.
Figure 4.11 shows the difference between the radiance spectra determined using the
standard calibration procedure and the second procedure pre-processed by doing an FFT,
taking the absolute value, and finally an IFFT.
The small difference between the two sets, particularly over the standard FIRST
wavenumber range, suggests that the second technique is an excellent approximation to
the first. This allows the elimination of the 1+ sin(B) basis function matrix altogether and
the reduction of the 1 + cos(B) matrix by a factor of two. These reductions re-enable the
vector/matrix form and, since only three transforms with basis function matrices that are
reduced to [2223× 12480] are needed to perform the radiance spectral estimation, the EM
process executes in a reasonable time with results comparable with those of the FFT.
The resulting spectra transformed with the EM algorithm are shown in fig. 4.10. The
down-looking set is the same 36 spectra used to compute the spectral radiances in the
bottom panel of fig. 4.11. The background and WBB spectra are also those shown in the
53
0 50 100
400
500
600
700
800
900
1000
1100
1200
Sample Points
Am
pl
itu
de
2.448 2.45 2.452 2.454 2.456
x 104
400
500
600
700
800
900
1000
1100
1200
Sample Points
Am
pl
itu
de
Fig. 4.8: The original 36 asymmetrical interferograms are shown in red. The resulting even
and symmetrical interferograms after FFT, absolute value, and IFFT processing are shown
in blue.
bottom panel of fig. 4.11. Figure 4.12 shows the resulting down-looking spectral radiances
processed with the EM algorithm superimposed on the two FFT solutions.
4.4 Computed Radiances, SNR, and NETD in Areas of Low Transmission
The previous section has shown that either the FFT or the EM algorithm will produce
identical results over roughly 90 percent of the passband. The two computed radiance sets
are essentially the same in the water band region between 100 and 520 wavenumbers, in
the CO2 band between 520 and 780 wavenumbers, and in the window region that extends
from 780 to 965 wavenumbers.
For the remaining passband, where absorptions by the four polypropylene windows and
the substrate of the beam splitter have reduced signals to very low levels, radiance spectra
computed with the FFT show very large variances in estimating the amplitude parameters
in the absorption areas. The spectral radiances determined using the EM algorithm show
small variances for all six areas, large errors in the estimations for the first four features,with
reasonable amplitude estimates for the fifth and sixth areas. The FFT and EM spectral
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Fig. 4.9: Real components of 36 calibrated spectral radiances in the top panel. The bottom
panel shows the mean of the 36 spectra from the top panel. These spectra are transformed
from the asymmetrical interferograms (red traces) shown in fig. 4.8.
radiances, as a function of wavenumber, are shown in fig. 4.13.
Figure 4.13 illustrates the two absorptions types in the radiance spectrum of the FIRST
sensor. At 842, 972, 997, and 1302 wavenumbers, the absorptions are narrow (on the order
of ten wavenumbers) while those from 1,120 to 1,180, 1,350 to 1,400, and 1,430 to 1,485
have broader extents. In both cases the residual signals reaching the FIRST detectors have
been significantly reduced (up to two orders of magnitude) compared to the levels at the
remaining 90 percent of the pass-band.
The twin absorption features, centered at 985 wavenumbers, are shown in fig. 4.14.
These two absorptions are narrow, approximately 10 wavenumbers in width, and represen-
tative of the narrow absorptions. The blue traces are the spectral radiances calculated
using the real-FFT method, the red traces are spectral radiances calculated using the
absolute-FFT sequence, and the green traces are spectral radiances computed using the
EM algorithm. In each case 36 down-view spectral radiances have been computed.
The figure includes a 320K Planck function (black trace) for reference. The Earth’s
surface was about 320K on the day of the flight and this is the brightness temperature that
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Fig. 4.10: Thirty-six calibrated spectral radiances in top panel using FFT, absolute value,
IFFT method. The bottom panel shows the mean of the 36 spectra in the top panel. These
spectra are transformed from the symmetrical interferograms (blue traces) shown in fig. 4.8.
the sensor was expected to see in its 760 to 960 and 1,060 to 1,500 wavenumber windows
at its 33 km float altitude.
An inspection of fig. 4.14 shows low variances for the EM spectral radiances through the
semi-opaque features at 972 and 997 wavenumbers. Outside the absorptions, in ranges of
adequate signal, the EM radiances track the FFT-determined spectral radiances and show
variances that are about one-half those of the FFT determined radiances. Inside the fea-
tures, EM parameters maintain the same low variances but show biased parameters that are
below expected values. The expectation is that the amplitude parameters should track the
320K Planck function and remained nearly constant at about 0.148 W cm−1sr−1(cm−1)−1
until 998 wavenumbers where the transition into the O3 region begins.
A similar pattern is seen for the absorption at 840 wavenumbers and in the wider
feature shown in fig. 4.15.
Figure 4.16 shows a third case. Here the EM estimations have very low variances and,
if the means of the FFT data indicate the expected results, no biases. Note that from
1,340 to 1,500 wavenumbers, the EM spectral radiance parameters run nearly parallel to
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Fig. 4.11: Comparison of radiance calculated using standard form and the spectral radiance
calculated using the FFT, |Xk|, IFFT, FFT approach. The top panel shows 36 spectral
radiances’ calculated using the standard method, while the bottom panel shows spectral
radiances computed using the absolute value method. The center panel shows the difference
between the mean values of the two sets.
the 320K Planck function with a brightness temperature of approximately 265K.
The computed SNR and NETD that corresponds to the radiance spectra shown in
fig. 4.12 is shown in fig. 4.17.
4.5 Alternative Data Reduction for Areas of High Absorption
The estimated EM radiance spectra shown in fig. 4.13 have biased results at the first
four absorption features with all four biased low with respect to expected estimations. The
rate of convergence in areas of low transmission can be a significant source of error for spectra
computed with the EM algorithm because the convergence rates for smaller amplitudes
tend to lag behind those for larger amplitudes. This disparity can occur between different
components in the same spectrum or between the same wavenumber components in different
spectra such as background spectra compared to the two reference spectrum. Additional
iterations are needed to reach satisfactory convergence for these smaller parameters relative
to large components.
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Fig. 4.12: Comparison of spectral radiances calculated using SDL calibration procedure (b),
spectral radiances calculated using the FFT, |Xk|, IFFT , FFT approach (r), and a EM
Gaussian solution (g). Each set is calculated using the same 36 sequential interferograms.
Figure 4.18 illustrates convergence at four different iteration counts. The bottom figure
shows a convergence metric at increments of 2,500 iterations for typical cold-view data.
The snapshots show the algorithm is still converging in the range below 200 wavenumbers
and above 1,050 wavenumbers. In these ranges, the final amplitude parameters are small
compared to those at the wavenumbers in the center of the range. The bottom panel shows
convergence is essentially complete between 400 and 950 wavenumbers.
Since all 2,333 parameters for the FIRST data are simultaneously re-estimated at each
“E-step” of the algorithm and since convergence rates are inversely proportional to the
amplitudes of the “complete” data, it was assumed the convergence process could be ac-
celerated allowing more iterations to be computed in the same time if the approximately
2,000 “known” parameters in the spectral set could be set aside to focus on the remaining
“unknowns.”
4.6 Data Reduction Using Spectral Extraction
To accelerate the determination of the radiances at the 845, 980, and 990 wavenumbers
58
800 900 1000 1100 1200 1300 1400
−0.05
0
0.05
0.1
0.15
0.2
Real FFT Rad(b, Abs FFT Rad(r), EMRad(g), PF320(k)
wavenumber (cm−1)
W
 c
m
−
2  
sr
−
1  
(cm
−
1 )−
1
Fig. 4.13: Detail right side of fig. 4.12 from 800 to 1,500 wavenumbers.
and in the absorption bands of beyond 1,150 wavenumbers, an “extraction” or window-
ing technique was implemented using the non-symmetrical transform property of the EM
algorithm to process only the information in the selected bands.
The EM algorithm was first used to transformed data between 800 and 1,500 wavenum-
bers for that part of the spectrum that contains all of the low transmission features. These
results are shown in fig. 4.20 again superimposed on a 320K Planck function for reference.
The figure shows the calculated radiance spectra tracking the Planck function reason-
able well except for the obvious parametric errors at the twin absorptions.
The twin absorptions between 960 to 1,010 wavenumbers were selected as the initial
area for study since they have the deepest attenuations. From fig. 4.14, the expected results
can be inferred if continuity is assumed from the data that is to the left of 960 wavenumbers,
to the data between the two absorptions, and to 997 wavenumbers where the parameters
begin their transition to the O3 region. The data on either side of the absorptions are
essentially MVU estimates that follow the 320K Planck function (shown in black) implying
the parametric estimates of EM spectral amplitudes should fall on the Planck function.
Figure 4.21 shows the details of the radiances in fig. 4.20 processed with a window that
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Fig. 4.14: Detail of fig. 4.12 centered on 985 wavenumbers.
extends from 960 to 1,010 wavenumbers. There is a sharp increase in the variances and biases
seen between 970 and 977 wavenumbers and between 995 and 1,005 when compared with
the variances between 980 and 990 wavenumbers. The results clearly show a trend towards
larger variances and biases as the window width is reduced. These results are consistent
with the use of windows in the FFT and the computational artifacts the windows introduce.
4.7 Data Reduction with 1,100 to 1,500 Wavenumber Window
Figure 4.22 show computed radiances with the EM spectral transforms limited to a
range between 960 and 1,010 wavenumbers. This change centers the transforms on the two
absorptions at 972 and 996 wavenumbers and on the segment between the two features. The
figure shows increased variances and significant biases in these narrow bands. Figure 4.22
shows the bias at the 996 absorption feature has become negative relative to the 320K
Planck function where before it was positive in fig. 4.21.
The spectral transforms used to compute the radiances in fig. 4.22 are shown in fig. 4.23.
The figure shows that the down-looking spectra and the blackbody spectrum are nearly
symmetrical while the cold background is skewed and lacks symmetry particularly in that
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Fig. 4.15: Detail of fig. 4.12 centered on 1150 wavenumbers.
part of the band where the spectra begins its transition into the O3 band centered at
approximately 1,020 wavenumbers.
For the absorption centered at 972 wavenumbers, the EM reductions for the blackbody,
cold-view, and down-views show increases in the ratios of the spectra of the down-views to
that of the blackbody spectrum for wavenumbers 972 to 974. The ratio increases from an
average of 1.8 for wavenumbers to the left of 972 to a ratio of 5.5 at wavenumber 972. The
changing ratio results in the incorrect estimations shown in the bottom panel of fig. 4.24.
The spectra shown in the top panel are measured in arbitrary units with the down-looking
spectra at a mean of 3.5× 10−3 units at 972 wavenumbers and the blackbody at 9.1× 10−4
units. The change in the ratio can result if there were small constant error in the window
that is of the order 1 × 10−3. This error becomes a factor at the wavenumbers where the
windows are the most opaque. It should be noted that the variances at the wavenumbers of
minimum transmission show an increase of about 2 or 3. The change in the ratio between 972
to 974 wavenumbers gives estimates that are both biased and have non-minimum variance.
The resulting radiance spectra centered on 978 wavenumbers is significantly different
when compared to the 972 feature although the expectation would be that it should be
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Fig. 4.16: Detail of fig. 4.12 between 1340 and 1500 wavenumbers.
nearly the same as the one to its left. In the second case slight differences between the EM
determined spectra for the two absorptions results in negative spectral radiances at 996 and
997 wavenumbers for some of the scans—a physical impossibility. The computed spectral
radiances for the parameters between 993 and 1,001 wavenumbers also show an increase in
variance of about 3 over the variance seen in fig. 4.21. The mean amplitude values, on the
other hand, show the mean tracking expected values for this range. Again, an extracted
estimator over the 960 to 1010 range is biased from 970 to 978 but approximately unbiased
from 994 to 1,000 wavenumbers. It is assumed the variances for both absorptions have
increased because the current range for transform includes fewer wavenumbers compared
to the previous band with a range of 800 to 1,500 wavenumbers.
Figure 4.25 shows the cold-view spectrum to be more asymmetrical from 960 to 1,000
wavenumbers lacking the expected attenuation because of the two symmetrical absorptions
features. Figure 4.25 shows the results when the spectra in fig. 4.20 are recomputed without
a background correction. The EM transforms in fig. 4.25 are closer to the results expected
but they are still not MVU.
Figure 4.26 show the results if an approximation of the scattered-in energy is substituted
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Fig. 4.17: Calculated SNRs and NETDs after 50,000 iterations of EM algorithm.
for the EM transformed version. The “corrected” spectra and the EM computed spectra
are shown in fig. 4.27.
Notice the function needed to produce the expected spectral parameters from 966 to
980 wavenumbers is required to be negative between 971 and 974 wavenumbers reflecting
the complicated interaction of factors that contribute to the cold spectrum.
The final parameter values between 960 and 1,010 wavenumbers have mean values
that following the 320K Planck function to about 994 wavenumbers before entering the O3
emission region beginning at 994 wavenumbers. The variances at both absorption features
are greater that the variances outside the absorptions reflecting the limited set of basis
functions used to perform the extracted estimations between 960 and 1,010 wavenumbers.
4.8 Data Reduction at 30,000, 50,000, and 150,000 Iterations
The previous sections have shown that windowed or “extracted” forms lead to increased
errors in amplitudes estimations of spectrum elements in the absorptions along with higher
variances. The implication is this comes when wavenumber components of the “unobserved”
data are not included in the basis function sets for the EM algorithm. For optimum es-
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Fig. 4.18: The bottom panel shows changes in the metric monitoring the convergence in
cold spectra from 20,000 to 30,000 iterations showing completed convergence between 400
and 950 wavenumbers.
timations, all significant components must be included in the basis functions for the EM
algorithm. Inspection of the line-by-line model, shown in fig. 1.2, shows significant spectral
amplitudes out to 2,000 wavenumbers. This suggests, to optimize the estimation of compo-
nents using the EM algorithm, the upper limit for the algorithm should be increased from
the arbitrary 1,500 wavenumber limit to at least a limit of 2,500 wavenumbers.
A re-examination of figs. 4.12 to 4.14 shows the amplitude errors in the final EM
estimates might also be strong functions of the initializing FFT spectrum input at the start
of the algorithm. This suggests the errors might be combinations of convergence errors and
FFT initializing errors.
To differentiate between the case when there are insufficient iterations and the case
where the dominate error comes from using FFT results as initial conditions, EM transforms
of the 38 interferograms set were computed at 30,000, 90,000 and 150,000 iterations to
minimize convergence errors as factors in the final estimates of the spectrum parameters.
Normally it was expected that 20,000 or 30,000 iterations would be adequate to converge
the algorithm for even the smallest spectral component.
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Fig. 4.19: SNRs and NETDs determined using EM and real-value FFT. SNRs and NETDs
determined with a 0 to 1,500 wavenumber window(r) and a 840 to 1,500 window(m). FFT
data(b). The goal NETD and expected NETD are shown in green and cyan respectively.
Snapshots of the SNRs and NETDs at the three iteration totals are shown in fig. 4.29.
If the figure is viewed as a convergent metric, it shows all spectrum components have
converged by 30,000 iterations except for those at the six absorption features.
Figures 4.30, 4.31, and 4.30 show details of fig. 4.29 at the six absorptions. Figure 4.30
shows adequate convergence takes place somewhere between 30,000 and 90,000 iterations
for the feature at 840 wavenumbers.
Another case is presented in fig. 4.31. Here both features are still converging at 150,000
iterations with the feature at 972 wavenumbers closer to convergence than the one at 997
wavenumbers.
Figure 4.34 shows a majority of the components have converged by 30,000 iterations.
Only those at absorptions continue to converge with iteration above 30,000 counts. Details
of the absorption areas are shown in figs. 4.30, 4.31 and fig. 4.34.
The EM computed radiances from 820 to 1,020 wavenumbers after 30,000 iterations
are shown in fig. 4.32. Figure 4.33 shows the same detail after another 120,000 itera-
tions. Comparison of fig. 4.32 and fig. 4.33 shows that there is no significant change at 842
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Fig. 4.20: EM radiance transforms from 800 to 1,500 wavenumbers.
wavenumbers but obvious changes between the two figures at 972 and 997 wavenumbers.
The EM estimation in fig. 4.33 at 972 wavenumbers has nearly converged to the expected
318K˙ Planck function after a total of 150,000 iterations. The feature at 997 wavenumbers
is further away from convergence at the expected value at the intersection of the slope of
the O3 transition and the Planck function.
Comparison of fig. 4.35 and fig. 4.36 shows just small changes between the two figures
as the iterations are increased from 30,000 to 150,000 implying the EM algorithm was fully
converged at 30,000 iterations.
The above results imply residual errors in the estimations of the radiances parameters
at the seven absorptions areas after 150,000 iterations are a combination of convergence
and FFT initialization errors. The low estimation for the parameters of the feature at 842
wavenumbers (fig. 4.30 and figs. 4.32–4.33) appear to be dominated by FFT initialization
errors since there is no change with additional iterations. On the other hand the low estima-
tions at 972 and 997 wavenumbers (fig. 4.31–4.33) appear to be dominated by convergence
lag with a small contribution coming from FFT initialization errors. The EM estimations
at the absorptions between 1,065 to 1,500 wavenumbers (figs. 4.34–4.36) are still converging
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Fig. 4.21: Detail of the EM transforms in fig. 4.20 between 960 and 1010 wavenumbers.
after 150,000 iterations implying the errors are primarily due to convergence lags.
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Fig. 4.22: Radiances calculated for extracted spectral range between 960 and 1010 wavenum-
bers.
960 970 980 990 1000 1010
0
0.005
0.01
0.015
0.02
Superposition of 36 down−looking views with the cold, and blackbody views 
wavenumber (cm−1)
Sp
ec
tra
 (a
.u.
)
 
 
BB
Cold
Down−look
Fig. 4.23: Details of EM transformed blackbody, cold, and down spectra over the 960 to
1010 wavenumber range.
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Fig. 4.24: Detail of fig. 4.20 from 960 to 1010 wavenumbers after background correction.
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Fig. 4.25: Extracted EM determined radiance from 960 to 1010 wavenumbers with no cold
view correction.
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Fig. 4.26: “Corrected” spectral radiances from 960 to 1010 wavenumbers with “corrected”
cold spectrum.
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Fig. 4.27: “Corrected” cold spectrum with EM computed cold spectrum.
70
0 500 1000 1500
−0.05
0
0.05
0.1
0.15
0.2
Real FFT Rad(b), Abs FFT Rad(r), EMRad(g), PF318(k)
wavenumber (cm−1)
W
 c
m
−
2  
sr
−
1  
(cm
−
1 )−
1
Fig. 4.28: EM computed radiances after 150,000 iterations. FFT transforms are shown in
red (absolute) and blue (real component) for reference.
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Fig. 4.29: Snapshots of the SNRs and NETDs at the three iteration totals.
71
830 835 840 845 850
60
70
80
90
100
wn
 
SN
R
WBBkcum = 150000  Coldkcum = 150004  Downkcum = 150000
EM 30K
EM 90K
EM 150K
FFT
830 835 840 845 850
0.6
0.8
1
1.2
wn
 
D
eg
re
es
 K
Detector 1 NETDs
Fig. 4.30: Details of calculated SNRs and NETDs at 840 wavenumbers after 30,000, 90,000,
and 150,000 iterations.
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Fig. 4.31: Details of calculated SNRs and NETDs at 970 wavenumbers after 30,000, 90,000,
and 150,000 iterations.
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Fig. 4.32: Details of the EM computed radiances from 820 to 1,020 wavenumbers after
30,000 iterations. FFT transforms are shown in red (absolute) and blue (real component)
for reference.
820 840 860 880 900 920 940 960 980 1000 1020
−0.05
0
0.05
0.1
0.15
0.2
Real FFT Rad(b), Abs FFT Rad(r), EMRad(g), PF318(k)
wavenumber (cm−1)
W
 c
m
−
2  
sr
−
1  
(cm
−
1 )−
1
Fig. 4.33: Details of the EM computed radiances from 820 to 1,020 wavenumbers after
150,000 iterations The radiance spectra range from 820 to 1,020 wavenumbers. The FFT
transforms are shown in red (absolute) and blue (real component) for reference.
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Fig. 4.34: Details of calculated SNRs and NETDs between 1,065 and 1,500 wavenumbers
after 30,000, 90,000, and 150,000 iterations.
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Fig. 4.35: EM computed radiances from 1,065 to 1,500 wavenumbers after 30,000 iterations.
The FFT transforms are shown in red (absolute) and blue (real component) for reference.
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Fig. 4.36: EM computed radiances from 1,065 to 1,500 wavenumbers after 150,000 iterations.
The FFT transforms are shown in red (absolute) and blue (real component) for reference.
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Chapter 5
Summary, Conclusions, and Recommendations for Future
Research
5.1 Summary
The transformed interferometric data processed after the flight of the FIRST exper-
iment in June of 2007 did not meet the NETD goals set for the instrument because of
low SNRs across the specified passband of the instrument. This was particularly the case
at the three absorptions in the passband and in low signal areas between 1,000 and 1,500
wavenumbers. Iterative Poisson and Gaussian, direct and indirect EM algorithms were used
as an alternative to the single iteration FFT to improve the SNRs and consequently the
NETDs of the system.
With the assumption that the conditional expectation function of the EM algorithm
would improve the NETD results over the specified 100 to 1,000 wavenumber passband of
the sensor. It was also expected that the EM algorithm would return accurate results for
the six areas of low transmission between 800 and 1,500 wavenumbers.
A statistical review was performed in Chapter 3 to estimate the noise distributions
for the FIRST and GIFTS sensors. The two sensors are similar in design except for the
technology used for their respective focal planes and beam splitters. Both sensors are
supported by FTS and conclusions for the FIRST sensor might apply to the more common
FPA technology of the GIFTS sensor.
Two variations of the EM algorithm were developed in Appendices B and C based on
different assumed noise PDFs for the recorded interferograms. The first variation, developed
in Appendix B, assumed the noise component for the collected interferograms had a Poisson
distribution where noise was proportional to signal level. The second derivation assumed
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the law of large numbers became effective and the associated PDFs had normal or Gaussian
distributions.
In Chapter 4, SDL’s “three-scene” calibration process was reviewed. This calibration
process describes the sequences that are needed to produce calibrated spectral radiances
based on either FFT or EM transforms of the down-looking views and the associated views
of the background and the flight blackbody.
The asymmetrical interferograms recorded by the broad band infrared FIRST sensor
were processed in two ways. The first was a direct EM method. This approach extended
the normal EM algorithm by simultaneously estimating both the even and odd components
of the interferogram and producing an amplitude and phase spectrum similar to that of the
FFT. This approach required using both cosine and sine basis functions and all points of
the recorded interferograms.
A second technique, defined as the indirect method, was also developed. This method
uses the FFT, the absolute value, and the IFFT functions as pre-processors to remove phase
information from the interferograms before an EM algorithm is applied. With the phase
information removed, the interferogram becomes even and the simpler EM algorithm with
just cosine basis functions can be used.
5.2 Results and Conclusions
As shown in fig. 4.29, the indirect EM algorithm increased SNRs, reduced NETDs, and
extended the effective information passband of the instrument when compared to the same
data processed with the FFT. The improvement is particularly evident for wavenumbers
between 800 and 1,500 inverse centimeters. The improvement was limited, however, because
the total uncertainty proved to be a mixture of correlated and uncorrelated noise. The EM
algorithm reduced the uncorrelated component but did not have the capability to reduce
the correlated noise. The excess noise effectively established a ceiling for the SNRs and a
floor for the NETDs that remained nearly constant across the passband. The improvements
in NETDs increased the confidence that each of the 2,333 estimated parameters, required
to characterize the spectrum for an arbitrary interferogram, after processing by the EM
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algorithm were, on average, closer to the true values for the “complete” radiance spectra of
the emitting Earth and its Troposphere.
Specifically the use of the indirect Gaussian EM algorithm was effective in improving
the measured NETD by approximately twenty percent over the important water band be-
tween 100 and 700 wavenumbers. Below 100 and above 700 wavenumbers, the improvement
increased by a factor of two or more from 0 to 100 and from 700 to 1500 wavenumbers.
Although the indirect EM did prove invaluable at improving the SNR and NETD for
about ninety percent of the FIRST spectrum, it was found to produce mixed, inconclusive
results for the six areas of low optical transmission. Inspection of the spectra in figs.
4.32 and 4.33 show the EM parameter estimations, at 840 wavenumbers, did not change
with additional iterations but, instead, remained at the approximate mean of the Fourier
transforms. This implies the estimations at 840 wavenumbers were strong functions of the
FFT/IFFT pre-processing used to prepare the interferograms for indirect transformation.
The absorptions at 978 wavenumbers present another case. Here the EM estimations
converge towards the Planck function as the iterations increase from 30,000 to 150,000.
In this case the errors in the EM estimations appear to be a functions of the number of
iterations with only a weak influence from the initializing Fourier transforms.
The errors in the EM estimations at 998 wavenumbers appear to be functions of both
convergence and FFT pre-processing errors. These three cases illustrate the different out-
comes that can occur when the indirect EM method is used. This leads to the conclusion
that the indirect method is not adequate to process data in areas of low optical transmission.
The alternative is to use the direct EM method to transform FIRST’s asymmetrical
interferograms. The direct EM approach was developed in Appendix D and discussed in
Chapter 2. The direct method avoids the attendant bias errors that come from the indirect
method’s pre-processing and, at the same time, preserves the low variances seen in figs.
4.14 and 4.15.
Before the direct method can be used successfully, the demands placed on the MATLAB
software in transforming the 24,590-point interferograms from FIRST must be addressed.
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To produce results comparable to the FFT, will require computer resources capable of
effectively managing the large basis function matrices needed for the direct EM algorithm
and software code that has been optimized to support the direct EM transform.
After the computer issues have been addressed that enable the direct EM transform,
other errors sources must be considered if the direct method still does not produce an
acceptable solution. Vignetting errors, caused by a small misalignment of the scene mirror
or errors introduced by the nonlinearity correction process might be significant sources of
error. Other possibilities are errors introduced because the three interferogram sets were
not recorded at the same time. Significant errors may have been introduced by the lag
between recording nadir-view interferograms and the reference interferograms.
The statistical comparisons of GIFTS and FIRST interferometric data, as shown in figs.
2.8 to 2.14, demonstrated similar results for the different detector technologies installed in
the two sensors. The similarity leads to the conclusion that the FFT will normally be an
adequate spectral estimator for both sensors. If improvement in SNR or NETD is desirable,
the indirect Gaussian EM algorithm can be because its attendant cost to process will be
offset by the improvement.
Using the FFT, the Gaussian or the Poisson EM form produced almost identical results
when reducing the same interferograms. This implies the uncorrelated noise for the FIRST
sensor was adequately described as white Gaussian noise. This being the case, the three
techniques would theoretically produce the same results. Poisson statistics apply if the
spectrum is composed of a few separate lines. As the number of components increase,
the law of large numbers shifts the statistics and they will take on a normal or Gaussian
distribution.
This study shows the Fourier transform will routinely provide adequate calibrated ra-
diometric spectra for approximately 90 percent of the spectrum independent of the detector
technology of the sensor. This comes because there is a computational equivalence between
the FFT and the EM when the noise can be modeled as constant WGN. However, the data
processed with the EM algorithm, with its E-step and M-step sequence that calculates a new
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conditional expectation for each amplitude parameter at each iteration of the algorithm,
produces a slightly lower variance compared to the FFT. This averaging function tended
to improve the noise equivalent temperature difference (NETD) over the full passband of
the sensor, particularly over the right half of the radiance spectrum. The NETD was desig-
nated as the figure-of-merit for the sensor, and also as a measure of the expected variance
at each discrete wavenumber. A low NETD is a good level-of-confidence indicator that
implies the determined parameters are optimum when any given individual interferogram
is transformed.
The demonstrated effectiveness of the FFT is a welcome result because near-optimum
data reduction at high rates will be necessary for the transform of high-rate, high-volume
data flowing from current or proposed hyper-spectral imaging spectrometers. A GIFTS
class sensor doing global surveys will require orders-of-magnitude increases in the speed,
storage, and archiving capabilities to handle the data output from sensors with large focal
planes. It will require either dedicated, hard-wired modules operating in parallel or banks of
computers, each operating on the outputs of a limited number of detectors to deal effectively
with the high data rates and volumes of data archived.
The noise variances measured and implied by the FFT results suggest that the selected
detector technology can be operated at or near the 180 degrees K ambient temperature of
the FIRST sensor. This result implies passive cooling could be used effectively in future
implementations of a FIRST sensor, possibly eliminating the complexity introduced by
mechanical coolers.
Avoiding the need for a mechanical cooler is also a significant advantage because SDL’s
Michelson interferometer, based on a flex-pivot design, is highly susceptible to any vibrations
from the cooler’s mechanical compressors and condensers; a passive cooling system would
be much preferred.
To avoid the absorptions of the polypropylene films used on the FIRST sensor, a
satellite-based design could replace the polypropylene windows and the beam splitter sub-
strate with a different material. Synthetic diamond windows and beam splitters are possi-
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ble alternatives. This crystalline material reportedly minimizes absorptions over the 100 to
1,000 wavenumber band. The trade in going to synthetic diamond would be the large 7 cm
diameters needed for a FIRST sensor aboard a satellite and the difficulty in procuring this
material.
5.3 Recommendations for Future Research
The immediate research goals are to study ways of improving the software/hardware
used to execute the EM algorithms and ways to enhance the algorithm itself to make
transforms more expedient and more enabling for existing software packages. Fessler and
Hero [43] describe a space-alternating, generalized expectation-maximization algorithm, or
SAGE, that is reported to reach asymptotical solutions orders of magnitude quicker than
those of the generic EM algorithm.
White [44] and Hudson [45] also presents methods of accelerating the recursive EM al-
gorithm to improve the rate at which the maximum likelihood parameters of periodic signals
are estimated. Mohajeri [46] presents a new estimator for an unknown signal imbedded in
additive Gaussian noise while Kozick [47] describes array processing in non-Gaussian noise
with the EM algorithm.
A second area of research would be the development of EM algorithms that use the
information from FIRST’s detector pairs to develop differential transforms that can be used
to suppress the coherent excess noise that limited the NETD levels above desired levels.
When a differential method is used, Mlynczak and Johnson [48] report reductions in the
NETD that approach the IIP goals set for the FIRST sensor. They report uncorrelated
NETDs of 0.05K between 250 and 800 wavenumbers and 0.28K and 0.15K at 100 and 1000
wavenumbers, respectively.
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Appendix A
Derivation of Approximations to Binomial Probability
Density Function
A.1 Derivation of Poisson Probability Density Functions
Since probability distribution functions are not necessarily known for a realized set of
recorded data, a probability density function (PDF) or probability mass function (PMF)
must be assumed. If a photonic model of electro-magnetic emission is assumed, then the
process can be modeled with binomial random variables that give the detector’s responsivity
in units of [quanta per second per meter squared per steradian]. A binomial random variable
is given by
P (X = k) =
n!
k!(n− k)!p
k(1− p)n−k, (A.1)
where k is the number of events (photons at a given wavenumber σ) counted, n is the total
number of events, p is the probability of k count events in n total events.
Poisson random variables are an approximation to binomial random variables and pro-
vide a more computationally efficient form since the approximation does not require the
factorials of large values of n. In applications where measured random events are limited
to certain time periods or to certain spatial regions, the Poisson random variable approx-
imation can replace the binomial distribution. This approximation has a key role in the
derivation of the expectation minimization algorithm.
For the probability ratio pk+1 to pk
pk+1
pk
=
n!
(k+1)!(n−(k+1))!p
(k+1)(1− p)n−(k+1)
n!
k!(n−k)!p
k(1− p)n−k , (A.2)
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or
pk+1
pk
=
k!(n− k)!p
(k + 1)!(n− k − 1)!(1− p)! . (A.3)
Defining α = np as a constant, the ratio becomes
pk+1
pk
=
(n− k)p
(k + 1)(1− p) =
(1− k/n)α
(k + 1)(1− α/n) . (A.4)
Letting n→∞,
pk+1
pk
=
α
(k + 1)
, (A.5)
or
pk+1 =
αpk
(k + 1)
. (A.6)
For the special case where there are no events in n trials or k = 0,
p0 =
n!
0!(n− 0)!p
0(1− p)(n−0) = (1− p)n = (1− np
n
)n = exp(−α) (A.7)
as n→∞.
Finally using A.7 with k = 1,
p1 =
α
1
p0 = αexp(−α), (A.8)
and for k = 2
p2 =
α
2
p1 =
α2
2
exp(−α). (A.9)
Then, by induction, the Poisson probability density function is
pk =
αk
k!
exp(−α). (A.10)
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A.2 Alternate Derivation of Poisson Distribution Function
If (A.1) is rewritten as
P (X = k) =
n(n− 1)(n− 2)s(n− 1− k)
k!
pk(1− p)n−k, (A.11)
or
P (X = k) =
nn(1− 1n)n(1− 2n)sn(1− 1−(n−1)n )
k!
pk(1− p)n−k. (A.12)
The Poisson PMF is a limiting form of the binomial PMF when the number of trials is
large and the probability of any event is very small and the product of the two is bounded.
The Poisson distribution is unique in that its mean and variance are both equal to
the parameter α. Also, unlike the Gaussian, Cauchy, or Laplacian PDFs, the Poisson
distribution is always positive and continuous over k where k is the number of integer trials
in the distribution. A PDF or PMF that always remains positive is consistent with the
physical attributes of the emission model of electromagnetics.
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Appendix B
Derivation of Expectation Maximization Equations
The Expectation Maximization(EM) algorithm first described in Dempster [35], is one
of three method available to iteratively produce maximum likelihood estimations of para-
metric data [20]. The two other techniques are Newton-Ralphson and the “scoring” method.
EM can be used to transform both linear and nonlinear data sets.
To develop the general form of the EM algorithm, it is assumed an arbitrary time
limited waveform is digitized into a time series where the digitized values of the signal
waveform can be defined as a vector
y = [y(1), y(2), · · · , y(T )] (B.1)
of dimension T/Ts where T is the time-limited data collection period and Ts is the time
between samples. The vector elements approximate the continuous function and contain the
same information as the original waveform provided the Nyquist criteria has been observed.
In a linear system, these measured data, also known as the observed or incomplete
data, are the superposition of some N other “unmeasurable” signals, with errors and noise
added together to compose the observed data. These unmeasurable signals are often defined
as the “true” data. Observed data, in general, is an example of a many-to-one mapping in
that each point recorded is the sum of many other points, none of which are measurable or
known. Since any arbitrary waveform can be represented as a Fourier series of cosinusodials
with appropriate amplitudes (ai), frequencies (ωi), and phase (φi).
It should be noted that once a time series snap-shot of the data has been captured in the
analog-to-digital conversion process, only data at the sampling points are valid. The data
between samples is discarded. This also infers that the unknown values of the unobserved
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vectors are only valid at the sampling points. By making the measured signal discrete, the
unobserved signals are also made discrete.
Because noise and error are included with the “true” signal, the measured signal can
be represented by a random variable Y and the unobservable vectors at each frequency
can be represented as an array X of random variables. The goal of the EM algorithm is
to compute the average maximum likelihood of the unknown random variables given the
measured data y and the current estimates of the unknown amplitudes ai.
B.1 Derivation of EM Solution for MLE if Poisson Noise Is Dominant
The following derivation follows those developed in Moon [20] and Bialkowski [14].
Assuming the appropriate probability mass function (PMF) for the measured data y is
given by a Poisson distribution where ai is the parameter of the distribution then
y(t) = f(y(t); a(ωi)) = P (Y (t) = y(t)) =
e−a(ωi,tj)a(ωi)x(ωi,tj)
x(ωi, tj)!
. (B.2)
The first part of the derivation determines the “E-step” or conditional expectation
for the EM algorithm. The determination of the “E-step” is a two part process. The
conditional probability is initially calculated and then used as an input to compute a con-
ditional expectation given the measured data y(tj) and the current estimation of the a(ωi)
parameters.
The expected value of y(tj) is
E[y(tj)] =
∞∑
i=1
a(ωi)BF (tj | ωi), (B.3)
where a(ωi) is the true value of the (i)th spectral amplitude and BF (ωi|tj), is assumed
to be the appropriate probability transition or basis function matrix. Assuming x(ωi, tj)
describes the mean emission amplitudes a(ωi) of the superimposed cosines at tj , the mean
amplitudes of the complete data set is given by
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a(ωi) = aemitBF (ωi|tj). (B.4)
Since the complete data, x(ωi, tj), is not available for the computation, the log likelihood
function is replaced by the conditional expected value of the log likelihood function.
With Y constrained initially to the two random variables X1 and X2 with mean values
a1 and a2, and Y = X1 +X2, then the conditional probability p(x|y; a) is computed as
P (Y = y) =
y∑
i=0
P (X1 = i,X2 = y − i) =
y∑
i=0
e−a1ai1
i!
e−a2ay−i2
(y − i!) , (B.5)
or
P (Y = y) =
e(−a1−a2)
y!
y∑
i=0
y!ai1a
(y−i)
2
i!(y − i)! =
e(−a1−a2)
y!
(a1 + a2)y. (B.6)
Finally the conditional probability becomes
P (X1 = x1|Y = y) = P (X1 = x1, X2 = y − x1)
P (Y = y)
, (B.7)
or
P (X1 = x1|Y = y) = e
−a1ax11
x1!
e−a2ay−x12
(y − x1)!
e(−a1−a2)
y!
(a1 + a2)y, (B.8)
and finally
P (X1 = x1|Y = y) = a
x1
1 a
(y−x1)
2 y!
x1!(y − x1)!(a1 + a2)y . (B.9)
With the conditional probability in place, the conditional expectation can be computed
as follows
E[X1|Y ] =
y∑
x1=0
x1P (X1 = x1|Y = y) =
y∑
x1=0
x1
ax11 a
(y−x1)
2 y!
x1!(y − x1)!(a1 + a2)y , (B.10)
or
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E[X1|Y ] = 1(a1 + a2)y
y∑
x1=1
y(y − 1)!ax11 a(y−x1)2
x1!(y − x1)! , (B.11)
and
E[X1|Y ] = ya1(a1 + a2)y
y−1∑
x1=0
(y − 1)!ax1−11 a(y−1−x1+1)2
(x1 − 1)!(y − 1− x1 + 1)! . (B.12)
Finally,
E[X1|Y ] = ya1(a1 + a2)
(y−1)
(a1 + a2)y
=
ya1
a1 + a2
. (B.13)
If X2 is exchanged with X1, a similar derivation gives
E[X2|Y ] = ya2
a1 + a2
. (B.14)
The above results can be generalized to include N random variables in the set X. Since
a sum of random variables is itself a random variable, X2 can be set to the sum
∑I
i=2 ai.
Equation (B.14) then becomes
E[Xi|Y ] = yai
a1 +
∑I
i′=2 ai′
=
yai∑I
i′=1 ai′
. (B.15)
x̂[k+1](ωi, tj) = E[x(ωi, tj)|y, â[k](ωi)] = E[x(ωi, tj)|y(tj), â[k](ωi)] (B.16)
since each y(tj)is considered to be independent.
Equation (B.15), the complete data for a single conditional expectation, then implies
the estimated complete data for a joint conditional expectation is given by
x̂[k+1](ωi, tj) =
y(tj)â(ωi, tj))∑I
i=1 â(ωi, tj)
, (B.17)
since x(ωi, tj)is assumed to be Poisson with a mean â[k](ωi, tj) and
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y(tj) =
I∑
i=1
x(ωi, tj) (B.18)
is Poisson with mean
â(tj) =
I∑
i=1
â(ωi, tj). (B.19)
With the “E-step” calculated, the next step to determine the “M-step” or maximization
step. If each emission amplitude is assumed independent of all others and if each amplitude
is assumed to have an identical Poisson distribution, the likelihood function of the complete
data are given by
lX(a) =
∏
i
∏
j
e−a(ωi,tj)a(ωi, tj)cd(ωi,tj)
cd(ωi, tj)!
, (B.20)
or, taking the log of (B.20),
LX(a) = ln(lX(a)) =
I∑
i=0
J∑
j=0
−a(ωi)BF (ωi|tj) + x(ωi, tj)ln(ai) (B.21)
+x(ωi, tj)ln(BF (ωi|tj))− ln(x(ωi, tj)). (B.22)
Taking the partial derivative of the log likelihood with respect to â(ωi) with x̂[k+1] in
place of the unknown complete data gives
∂
∂(a(ωi))
I∑
i=1
J∑
j=1
[−a(ωi)BF (ωi|tj) + x̂[k+1](ωi, tj)log(a(ωi))+
x̂[k+1](ωi, tj)log(BF (ωi|tj))− log(BF (ωi|tj))!] = 0. (B.24)
Since the third and fourth terms are constants, the above equation reduces to
J∑
j=1
−BF (ωi, tj) +
J∑
j=1
x̂[k+1](ωi, tj)
â(ωi)
= 0, (B.25)
or
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â(ωi) =
1∑J
j=1BF (ωi, tj))
J∑
j=1
x̂[k+1](ωi, tj). (B.26)
Combining (B.17) with (B.26) gives the [k + 1]th estimate for each amplitude of the
discrete spectrum
â[k+1](ωi) =
â[k](ωi)∑I
i=1BF (ωi|tj)
J∑
j=1
y(tj)BF (ωi, tj))∑I
i=1 â
[k]BF (ωi|tj)
. (B.27)
It is convenient to divide (B.27) into two separate equations to explicitly show the
expectation and the maximization steps of the EM process. To show the two steps, (B.27)
is rewritten as
â[k+1](ωi) =
â[k](ωi)∑I
i=1BF (ωi|tj)
J∑
j=1
y(tj)BF (ωi|tj))
F̂ (tj)
. (B.28)
and
F̂ (tj) =
I∑
i=1
â[k]BF (ωi|tj), (B.29)
as, respectively, the expectation step and the maximization step if Poisson noise is expected
to be dominant in the signal processing process.
B.2 Derivation of EM Solution for MLE if Gaussian Noise Is Dominant
If the noise in the data are assumed to have a Gaussian distribution instead of a Poisson
PDF, the Gaussian EM derivation follows the same steps outlined in the previous section
through equation (B.20). The “E-step” derivation is identical for both the Poisson and
the Gaussian since it only depends on the measured data and the last MLE parameter
estimates and not on any characteristic of the assumed noise distribution. The “M-step,”
on the other hand, is unique for each distribution. For the Gaussian PDF, the likelihood
function is given by
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lX(a) =
I∏
i=1
J∏
j=1
(
1
2piσ2
)
1
2 exp(−(x(ωi, tj)− a(ωi, tj))
2
2σ2
), (B.30)
or
lX(a) =
J∏
j=1
(
1
2piσ2
)
I
2 exp(−
∑I
i=1(x(ωi, tj)− a(ωi, tj))2
2σ2
). (B.31)
Taking the log of (B.31) gives
LLX(a) =
J∑
j=1
(
1
2piσ2
)
I
2 +
J∑
j=1
I∑
i=1
(−(x(ωi, tj)− a(ωi, tj))2 −
J∑
j=1
2σ2). (B.32)
Taking the partial derivative of the log likelihood with respect to â(ωi) with x̂[k+1] in
place of the unknown complete data and setting it equal to zero
∂
∂(a(ωi))
[
J∑
j=1
(
1
2piσ2
)
I
2 +
J∑
j=1
I∑
i=1
(−(x(ωi, tj)− a(ωi, tj))2 −
J∑
j=1
2σ2)] = 0 (B.33)
gives
0 + 2
J∑
j=1
I∑
i=1
−(x(ωi, tj)− a(ωi, tj)) + 0 = 0, (B.34)
or
J∑
j=1
−a(ωi)BF (ωi, tj) +
J∑
j=1
x(ωi, tj) = 0, (B.35)
or
a(ωi) =
∑J
j=1 x(ωi, tj)∑J
j=1BF (ωi, tj)
. (B.36)
Combining (B.17) with (B.36) gives the [k + 1]th estimate for each amplitude of the
discrete spectrum
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â[k+1](ωi) =
∑J
j=1
y(dj)â(ωi)BF (ωi|tj)
ŷ(dj)∑J
j=1BF (ωi|tj)
ŷ(dj)
ŷ(dj)
, (B.37)
or
â[k+1](ωi) = â[k](ωi)
BF (ωi|tj)y(dj)
BF (ωi|tj)ŷ(dj) , (B.38)
where
ŷ(tj) =
I∑
i=1
â[k]BF (ωi|tj). (B.39)
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Appendix C
Derivation of Polychromatic Basis Functions
The probability basis functions, p(d(j), σ(i)), used in the EM transformation are de-
rived as the autocorrelation functions for the Michelson interferometer. The geometry of
the basic interferometer, with its simplified optics, is shown in fig. C.1.
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Fig. C.1: Michelson Interferometer geometry.
The following derivation is after Loewenstein [49]. It assumes the incident radiation
is a normal and monochromatic planewave at the entrance aperture of the interferometer.
The beam splitter is assumed to be of negligible thickness with complex transmission t
and reflectance r coefficients. The incident wave is A exp[j(ωt-kx)] where k = 2piσ. The
wavefront is assumed to be divided equally at the beam splitter with one-half of the energy
transmitted and one-half reflected. After reflection from the mirrors M1 and M2, the two
beams are again reflected or transmitted at the beam splitter with the combined field moving
towards the focal plane or detector described by the equation
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V = Art[ej(ωt−kx1) + ej(ωt−kx2)]. (C.1)
The detected energy or power is given by
Edet = VV∗ = AA∗rr∗tt∗([ejy1 + ejy2 ]× [e−jy1 + e−jy2 ]), (C.2)
where y1 = ωt + kx1 and y2 = ωt + kx2. After expanding the complex phase term, the
result is
Edet = AA∗rr∗tt∗[2 + ej(y1−y2) + e−j(y1−y2)], (C.3)
or
Edet = AA∗rr∗tt∗[2 + 2cos(2piσ(x1 − x2))]., (C.4)
Now if R = rr∗, and T = tt∗, then ξ = RT is the efficiency of the beam splitter and
maximum efficiency occurs when R and T are both real-valued and equal to 1/2. For this
ideal case, with ξ = 1/4 and AA∗ = B(σ)dσ, equation (C.4) becomes
Edet = B(σ)dσ
1
2
[1 + cos(2pikx)] (C.5)
where x = (x1 − x2).
Equation (C.5) can be separated into two parts–an “AC” component, the interferogram,
superimposed on a mean or “DC” value. Typically only the AC component is coupled into
the signal processing electronics. However, for signal processing that include statistical
parameters as factors in the transform, it is desirable to retain the entire signal since this
formulation is consistent with expected signal physics and since expected noise distributions
and statistics are functions of the two components of Edet.
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Appendix D
Derivation of EM Algorithm for Asymmetrical
Interferograms
D.1 Development of EM for Even and Odd Real-valued Interferometric Data
Bracewell [11] states that any signal that is a function of time or displacement can be
described by the equation
f(x, t) = Re(e(x, t)) +Re(o(x, t)) + iIm(e(x, t)) + iIm(o(x, t)). (D.1)
Interferometric signals are always real-valued, so the descriptive equation is
f(x) = Re(e(x)) +Re(o(x)). (D.2)
If the interferometric data are only even real-valued, the interferogram waveform will be
symmetrical about the zero path difference (ZPD) point. This ZPD point is a maximum sum
because all the cosinusodials are at the same phase at the point where the two optical paths
of the interferometer are equal. If the data are odd real-valued, the interferogram’s center
burst will be anti-symmetrical with the interferogram at zero at ZPD. Typical interferograms
have both even and odd components making them asymmetrical about the ZPD. Measured
data are typically asymmetrical [40] because of dispersive effects, primarily in the optical
media of the sensor. This is the case for the FIRST and GIFTS sensors.
For asymmetrical interferometric data, the Fourier transform
F (k) = Re(Even(k)) + Im(Odd(k)) (D.3)
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results in an Hermitian transform where the even real-valued component transform to a
symmetrical real-valued spectra and odd-valued component to an odd anti-symmetrical
imaginary transform [11]. The inverse Fourier transform (IFFT) performs the opposite
transform, taking the Hermitian spectra back to an asymmetrical interferogram.
D.2 Spectral EM Reduction of Even and Odd Real-valued Data
To accommodate even and odd real-valued radiometric data in the EM algorithm, it is
necessary, in general, to use up to four probability basis functions to reduce the data. The
number of probability basis functions needed depends on the degree of oddness found in the
data. If the data are expected to be only even real-valued, then just the 1 + cos(B) basis
function is necessary. If the data are expected to have data phasors that are clustered in
quadrants other than the first, then combinations of the functions 1− cos(B), 1 + sin(B),
and 1− sin(B), must be included in the transform algorithm to correctly reduce the data.
For both FIRST and GIFTS data it is sufficient to use 1+cos(B) as the basis function
for the discrete cosine transform (DCT) component and 1 + sin(B) as the basis for the
discrete sine transform (DST) in the EM transform.
To do direct EM transform of asymmetrical interferograms requires a larger physi-
cal memory in the computer compared to that needed to process symmetrical or anti-
symmetrical interferograms. If the interferogram is not asymmetrical, all the information
is in one-half of the interferogram and the basis function matrix has a size of [wn × N/2]
where N is the number of points in the double-sided interferogram. For the asymmetrical
case the entire interferogram is processed and the matrix for each basis function increases
to [wn × N ]. Since N is a large number (∼25,000 points), and two matrices are needed,
this requirement quickly can overload the memory resources of a computer.
D.3 EM Algorithm Properties for Asymmetrical Interferograms
As shown in fig. D.1, the DCT of the EM transform converges towards the real com-
ponent of the FFT. Figure D.1 shows the DCT results, after 1,000 iterations, in the center
two panels. The results for the DST, on the other hand, are quite different when compared
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Fig. D.1: Asymmetrical interferometric model used to develop the DCT plus DST EM
algorithm to reduce typical FIRST interferometric data.
to the imaginary component of the FFT. In the bottom two panels, the imaginary compo-
nent of the FFT shows the reversed, anti-symmetrical spectrum expected of this transform.
Because the transformed spectra of the EM algorithm is always positive, in the bottom
left panel, the green trace shows the EM DST converging to the model’s positive spectra
(shown in blue). However in the bottom right panel, the green trace is converging to an
anti-symmetrical form when paired with the model’s negative component shown in blue in
the left panel.
D.4 Transform Properties of the EM Algorithm
To understand the transform properties of the EM algorithm with data more repre-
sentative of measured flight data, a one-tenth scale model was developed by “thinning”
measured nadir view interferograms by a factor of ten. The EM cosine and sine transforms
are shown in fig. D.2 after the scaled interferogram was transformed to 12,000 iterations
with the CDT and the SDT. A unity spectrum estimate was used as the initial condition
for both algorithms. Because the EM algorithm never estimates a negative spectral com-
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Fig. D.2: EM cosine and sine transforms after approximately 12,000 iterations starting with
a unity estimate for both sides of the algorithm.
ponent, the sine transform shown in fig. D.2 has an inherent offset. Figure D.3 shows the
results when this offset is removed from both the CST and DST. If the real and imaginary
spectral results from the FFT transforms are used as the initial conditions for the algo-
rithms, fig. D.4 shows improved agreement between the CDT and SDT and the real and
imaginary components of the FFT. If the offset is removed (fig. D.5), the results show CDT
and the real component of the FFT to be completely matched while the SDT still have
some minor differences. Since the CDT is the important EM transform in reducing these
spectra to radiance spectra, it implies the asymmetrical EM form is the one that should be
used when using the EM algorithm to optimize the spectral estimation of the parameters
of the radiance spectrum.
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Fig. D.3: Adjustment of cosine and sine transforms to match FFT transforms. Note the
residual levels around 100 and 1,200 wavenumbers.
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Fig. D.4: EM cosine and sine transforms after approximately 12,000 iterations using FFT
results as the initial estimate for both cosine and sine sections of the algorithm.
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Fig. D.5: Adjustment of cosine and sine transforms to match FFT transforms. Note the
residual levels around 100 and 1,200 wavenumbers have been reduced to those of the FFT
transforms.
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Appendix E
NEP, SNR, and Calculation of NETD
Figure E.1 shows the center fringes for each of the ten detectors in the sub-populated
focal plane of FIRST. The interferograms were recorded simultaneously during the same
forward doubled-sided scan. Interferogram 8 is incorrectly complied and belongs with the
data collected on the reverse scan. The design of the FIRST sensor models the interferogram
as constant (DC) values over the double-side scan period with small AC signals (the center
fringes and wing fringes) superimposed.
It was further assumed that the microbolometers could be modeled as ideal thermal
detectors and that detector noise would be the dominant noise distribution [50–52]. NEP
(Noise Equivalent Power) is then given by the square root of the mean squared noise power
or
NEP = [4ηall(RT )AΩ
∫ ∞
0
C1σ
3
exp(C2σT )− 1
dσ]
1
2 , (E.1)
where
RT is the efficiency of the reflectance/transmission product,
ηall is the efficiency of all other optical components,
AΩ is the optical throughput of the sensor,
C1 = 2hc2 = 1.1911E − 12 Wcm−12 ,
C2 = 1.4388 Kcm−1 .
The SNR for the system can be computed in two ways. The first method computes
the SNR using the function
F (σ, T ) = C1
σ3
exp(C2 σT )− 1
. (E.2)
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Fig. E.1: Center fringes for each of the ten detectors in the sub-populated focal plane of
FIRST. The interferograms were recorded simultaneously during the same forward scan.
Interferogram 8 is incorrectly complied and belongs with the data collected on the reverse
scan.
With this function
SNR =
F (σ, T )
F (σ, T +∆T )− F (σ, T ) (E.3)
where
σ is a given wavenumber,
T is the temperature of the field-of-view (FOV) of the sensor, and
∆T is the required temperature uncertainty at the given σ and T .
For the FIRST sensor the worst case occurs at a σ of 100 cm−1 and T = 230K or
NEP (100cm−1, 230K) = 1.6E − 9 W
cm2srcm−1
. (E.4)
The function, dFdT , is the derivative of the spectral intensity with respect to temper-
ature. It is given by the equation
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Fig. E.2: The target NETD for the FIRST sensor as a function of wavenumber with the
worst case at 100 cm−1 and T = 230K.
dFdT =
C1C2σ
4
T 2
exp(C2σT )
exp(C2σT )− 1
. (E.5)
Using equations (E.4) and (E.5), the required NEDT is
NETD =
NEP
dFdT (σ, T )
. (E.6)
Figure E.2 shows the results of this calculation superimposed on the desired upper
limits for NETD as a function of wavenumber. NETD is the minimum detectable change
in temperature as a function of wavenumber.
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Appendix F
FIRST Sensor Overview and Flight Description
The FIRST instrument is a Imaging Fourier Transform Spectrometer (IFTS) developed
at Utah State University’s Space Dynamics Laboratory (SDL) as a NASA Langley Instru-
ment Incubator Program (IIP) [1–3]. FIRST was designed to measure the infrared spectrum
in the nadir view between 10 and 100 µm (1000 to 100 wavenumbers) at 0.6 wavenumber
unapodized spectral resolution on a balloon platform from high altitudes (∼35 km). The in-
strument completed thermal vacuum testing and radiometric calibration during early 2005
and flew June 7, 2005, from the National Scientific Balloon Facility (NSBF) at Fort Sum-
ner, New Mexico. The flight completed the technology demonstration and a validation of
the FIRST sensor. FIRST was designed to demonstrate two high priority climate measure-
ments; calibrated spectral radiances and the calculation of water vapor profiles of upper
tropospheric and lower stratospheric using the far-IR.
The scientific case for directly measuring the far-infrared emission is reviewed by
Mlynczak et al. [1, 48]. The far-IR is defined as those wavelengths between 15 and 100
µm because this portion of the Earth’s emission spectrum is not directly observed from
space despite its fundamental importance. Approximately one-half of the energy leaving
the Earth is contained in this spectral region. One-half to three-quarters of the energy
leaving the atmosphere is in the far-infrared. Collins and Mlynczak [53] give an estimate of
the ratio of the far-infrared flux at the top of the atmosphere to the total infrared flux at the
top of the atmosphere using the NCAR Community Atmosphere Model (CAM). The CAM
clearly illustrates that over half of the energy leaving the planet is in the far IR. Figure F.1
shows the world-wide distribution of the ratio of all-sky far-IR to longwave flux.
The far-IR is important for more reasons than total energy loss from the planet. Earth’s
climate is influenced strongly by radiative cooling associated with the emission of infrared
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Fig. F.1: Estimates of the ratios of far-infrared flux at the top of the atmosphere to total
flux.
radiation by water vapor at far-IR wavelengths extending out beyond 60 µm. The free
Troposphere cools radiatively almost exclusively in the far-IR. Water vapor is also the
principal greenhouse gas, absorbing a significant fraction of the upwelling radiation from the
Earth’s surface and providing much of the downwelling longwave flux that warms the Earth’s
surface (i.e., the greenhouse effect). The distribution of water vapor and associated far-IR
radiative forcings and feedbacks are well recognized as major uncertainties in predicting
future climate. Cirrus cloud systems modulate far-infrared radiation, especially in the
tropical upper atmosphere, implying that cirrus clouds play an important role in climate
[54]. Effects of cirrus in attenuating the far-IR to 25 m have been shown by the Russian
Meteor spacecraft [55]. Spectral measurements of the far-IR may also offer the potential
for increased accuracy in water vapor profiles retrieved from emission measurements [56].
Far-infrared measurements also offer the potential for determining the optical properties of
cirrus particles [57]. Measurements of the far-IR will provide basic information about the
Earth’s atmosphere and climate system and contribute significantly to understanding how
it responds to various natural and human inputs.
The FIRST sensor [2, 3] features three major subassemblies: a scene select mirror
assembly, the main dewar housing FIRST’s high-throughput Michelson interferometer and
aft optics, and a second dewar containing the sensor’s detectors. These sections are shown
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Fig. F.2: Photograph of the FIRST sensor.
in fig. F.2 in an isometric view of the FIRST instrument. The small gold FPA dewar sits
atop the instrument dewar. The housing for the 20 pre-amplifiers is the silver box attached
towards the top of the dewar. The rectangular box mounted in front of the gold dewar
is the pressure vessel that housed the helium-neon laser used in interferometer’s sampling
metrology system. The scene select assembly with its three viewing ports is shown attached
to the side of the instrument dewar.
Figure F.3 is a cut-away view of the FIRST sensor system. This view shows the three
primary sections of the sensor and the main optical path through the instrument in blue.
Energy transmitted through the beam splitter to the interferometer’s moving mirror is
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Fig. F.3: Cut-away view of the FIRST sensor system. This view shows the three section
of the sensor along with the different optical paths in blue. Energy transmitted to the
interferometer’s moving mirror is shown in yellow with energy reflected to the fixed mirror
shown in green.
shown in yellow while energy reflected to the fixed mirror shown in green.
The three sections are separated by two sets of dual polypropylene windows, one set
was between the scene mirror assembly and the main dewar with the second set between the
dewars. These windows allow each section to operate independently of the other sections at
different temperatures and pressures. The scene mirror section is open to ambient; the main
dewar is cooled with LN2 and heated back to 180K to simulate passive on-orbit cooling
while reducing background energy.
The detector dewar was cooled to 4.2K with liquid helium. The scene mirror, un-
der computer control, alternated between three available views. The primary view was a
nadir-view looking down at the Earth, the Troposphere, the Tropopause, and at the lower
Stratosphere. The Troposphere is that portion of the atmosphere that extends from the
Earth’s surface to an altitude of approximately ten miles. Periodically the mirror is rotated
to view the on-board calibration blackbody and then the background-view. The data from
these two views were collected for used post flight to reduce the main channel or the nadir-
view interferometric data. The optical throughput of the Michelson interferometer and its
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Fig. F.4: FIRST interferometer shown mounted in the LN2 dewar.
wide-band beam splitter were the main emphasis of the FIRST sensor IIP design.
The interferometer with its high throughput optics and beam splitter is shown in
fig. F.4. The FIRST instrument is a plane-mirror Michelson design with a throughput
of 0.47 cm2 steradian and a beam diameter of 7 cm. Previous SDL designs had beam
diameters of 5 cm. The moving mirror of the interferometer scanned over a double-sided
optical path difference of ±0.8 cm to give a nominal resolution of 0.625 cm−1. The scan
period during flight was 8.6 seconds although it could have been set to any period between
8.6 and 1.4 seconds depending on desired detector sample intervals.
The design of the broadband beam splitter integrated into the FIRST interferometer
was based on research described by Dobrowolski [5]. The beam splitter was fabricated using
an electron beam evaporation technique to deposit approximately 1.05µm of germanium
onto a 3.5µm polypropylene film. Polypropylene was selected as the substrate material for
the beam splitter and the isolation windows because it had the fewest absorption features
in the passband.
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Fig. F.5: FIRST beam splitter.
The clear diameter of the finished beam splitter was 17.8 cm. It was reduced to 12.8 cm
when mounted in the interferometer. The performance of the flight beam splitter was tested
with the Smithsonian Astrophysical Observatory FIRS-4 spectrometer [58] to insure proper
wavelength response over the 100 to 1,000 wavenumber operational band of the FIRST
sensor. Because of concerns about placing a clear area in the main beam splitter to pass
the beam from the helium-neon laser, a second independent metrology interferometer was
designed to derive the spatial sampling signal for the sensor.
The collimated output of the signal interferometer was focused by aft optics, (shown
as the thin blue lines in fig. F.3), onto an array of Winston cone flux concentrators in the
detector dewar [59]. The cones direct infrared signal energy to discrete micro-bolometers
set into individual integration cavities. The focal plane concept for a FIRST satellite sensor
proposed 100 Winston cone/micro-bolometers arranged in a 10×10 grid. The sub-populated
focal plane array (FPA) for FIRST is shown in fig. F.6.
A fully populated FPA would give a 100 km square cross-track footprint on the surface
of the Earth from a satellite in low Earth orbit. For the FIRST demonstration, only
10 Winston cone/micro-bolometers were installed on the 3.75 cm square focal plane (two
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Fig. F.6: The ten Winston cone/bolometers of the sub-populated FIRST FPA. The Winston
cone for detector one is just to the left of center. The top of the array is to the right.
detectors at each corner and two in the center). Detector one is the Winston cone just left
of center in the figure.
F.1 FIRST Characterization and Calibration
Before flight the sensor was subjected to a comprehensive characterization and cali-
bration regime to prepare the instrument for flight [60]. The FIRST characterization and
calibration procedure measured dark currents, trends, SNR, transient behavior, absolute
responsivity, linearity correction, and point response measurements to obtain wavelength
scale verification and instrument line shape. The FTS system used in FIRST has a well-
understood instrument line shape (ILS), depending mainly on the wavelength of the laser
used for sampling and the geometry of the focal plane relative to the interferometer axis.
System linearity correction was critical for sounder spectral measurements. This was mea-
sured using a small signal response vs. signal level data set collected with SDL’s Multifunc-
tion Infrared Calibrator version 2 (MIC 2) [61,62].
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Fig. F.7: FIRST sensor aboard flight gondola.
F.2 FIRST Flight Description
Figure F.7 shows the FIRST sensor installed in the NASA gondola. The white cylin-
der is the environmental control enclosure (ECE) that housed the commercial-off-the-self
(COTS) electronics and computers needed to operate the sensor. Its design and perfor-
mance are described in detail in a final report submitted to NASA Langley [3]. The lithium
batteries that powered the gondola are installed on the shelf above the sensor dewar and
ECE.
The next figure (fig. F.8) shows FIRST lifting off headed for a float altitude of about
35 km. The fully inflated balloon is shown in fig. F.9 with the gondola appearing as the
white dot below the balloon. Dark space is seen above the balloon. The data collected from
this view along with the data from the blackbody view are used in the calibration sequence
to produce the final radiance spectra.
The recovered gondola is shown in fig. F.10 with more than 15,000 interferograms
recorded on the hard drive of the flight computer.
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Fig. F.8: Launch of the FIRST sensor on the morning of June 7, 2005.
F.3 FIRST Flight Data Reduction
The FIRST FTS was tasked to meet two primary and two secondary goals during the
sensor’s IIP flight. The first goal was met when FIRST’s high-throughput interferometer
fully illuminated the focal plane of the sensor. The second goal was achieved by show-
ing satisfactory performance of the sensor over the full 10 to 100 µm range of the FTS.
Secondary design goals included a demonstration of sensor performance with a simulated
passive thermal system operating at 180 K and the achievement of sensor noise equivalent
temperature differences (NETDs) of, at most, 0.5K over a range of 100 to 170 cm−1 and
0.2K from 170 to 1,000 cm−1.
Anticipating the calibration of FIRST spectra data, the scene select mirror was peri-
odically rotated between the three available radiometric scenes collecting 15 down-looking
scans observing the Earth, the Troposphere, the Tropopause and the lower portion of the
stratosphere. This was followed by five up-looking scans, and five blackbody scans. This
routine continued until the early afternoon when the script changed to 40 down-looking
with five up-looking cold views and five blackbody views. This pattern was repeated for the
remainder of the afternoon until the sensor was cut-down at approximately 6 p.m. local.
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Fig. F.9: A typical gondola at float at the edge of space with the balloon fully inflated.
Because wind velocities aloft were low during the flight, the sensor remained within
80 km of the launch point. Figure F.11 shows two 50 to 2,000 cm−1 spectra recorded on
a central detector (A) and a corner detector (B). Comparing A with B shows essentially
identical transforms that demonstrate the high throughput capabilities of the FIRST FTS
and the wide-band performance of the beam splitter. The data above 700 cm−1 are plotted
with gaps inserted where significant absorptions have reduced the signals below a point
where they could be accurately calibrated. Planck functions are super-imposed on the
panels to allow estimations of brightness temperatures. The two spectra confirmed that the
FIRST sensor had the required optical throughput and technical readiness level to qualify
the design as ready to collect data world-wide from a LEO satellite.
An initial assessment of the calibration accuracy of the FIRST spectral radiances was
made by looking at the atmospheric window region (800 to 1,000 wavenumbers) and compar-
ing these with measurements recorded by instruments on the Aqua satellite. The FIRST
radiance at 900 wavenumbers of 0.15 W cm−1sr−1(cm−1)−1 corresponds to a blackbody
surface skin temperature of 318 Kelvin. At first this seems quite high, but the FIRST
flight occurred with cloudless skies on a warm day with air temperatures above 305K.
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Fig. F.10: Inspection of the gondola and the sensor after their eight hour flight across the
high plains of New Mexico.
The radiance recorded by the CERES instrument in its window channel (covering 877 to
1,227 wavenumbers, spectrally integrated) was 41.75 Wcm−1sr−1(cm−1)−1. Line- by-line
radiative transfer calculations [6] simulating the CERES measurement and incorporating
surface temperatures of 318K and 297K with an atmospheric temperature profile from
a radiosonde launched at Albuquerque, New Mexico, yielded spectral radiances of 41.83
Wcm−1sr−1(cm−1)−1, and 30.76 Wcm−1sr−1(cm−1)−1, respectively, confirming the surface
temperature of 318K derived from FIRST and therefore provides an independent validation
Fig. F.11: Throughput validation of the FIRST FTS.
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Fig. F.12: Comparison of FIRST and AIRS spectral data.
of the ground calibration of FIRST.
A direct comparison of surface skin temperature is available using data from the AIRS
instrument. The AIRS database records 4 fields-of-view that are centered 52 km, 46 km,
37 km and 77 km from the location of FIRST. The skin temperatures in the 4 fields are
318.5 K, 314.8 K, 319.0 K, and 311.4 K, respectively. The AIRS observation closest to the
FIRST location is within a degree of the FIRST observation. A key point to remember is
that the AIRS field of view is about 4900 times larger than the FIRST field of view (14 km
diameter vs. 0.2 km diameter.)
Results showed that FIRST was accurately calibrated, perhaps to better than 1K. With
the focus of FIRST on the far-infrared, fig. F.12 shows a FIRST spectrum from 40 and 600
wavenumbers compared with a spectrum measured by the AIRS sensor. The two show
excellent agreement except for the absorption feature at 842 wavenumbers. Also shown,
in fig. F.13, is a spectrum computed with line-by-line (LBL) radiative transfer code (at
0.625 wavenumber resolution) using as inputs, the coincident profiles of temperature and
moisture from AIRS. The calculated spectrum is offset by -0.05 radiance units, allowing
visual inspection and comparison of the spectral structure of the FIRST measurements
against the calculation. Figure F.14 shows the difference between a far-infrared spectrum
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Fig. F.13: Differences between FIRST spectrum and line-by-line model.
measured by FIRST and a spectrum computed using a line-by-line model. The LBL used
ARIS temperature and moisture data as inputs.
The FIRST data are a single measured spectrum, i.e., no averaging of multiple spectra
has been done. As is evident, FIRST picks up the fine features in the spectra predicted by
radiative transfer theory over the 40 and 600 wavenumbers range. The data show remarkable
fidelity with theory in the overall magnitude and structure of the far-infrared.
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Fig. F.14: Differences between FIRST spectrum and line-by-line model.
