abstract BACKGROUND AND OBJECTIVE: Efforts to advance patient safety have been hampered by the lack of high quality measures of adverse events (AEs). This study's objective was to develop and test the Global Assessment of Pediatric Patient Safety (GAPPS) trigger tool, which measures hospital-wide rates of AEs and preventable AEs.
Adverse events (AEs), events in which medical care causes harm, have been recognized as a leading cause of death and injury in the United States since at least the late 1990s. 1, 2 Until recently, hospitals have identified AEs and preventable AEs largely by relying on passive voluntary reporting systems, which detect only a small percentage of all AEs. 3 Active surveillance tools that reliably measure and track AEs have been lacking. Over the past decade, work has been conducted to develop "trigger tools, " instruments that look for discrete signals potentially suggestive of an AE in medical records (eg, the administration of naloxone, which may be used to reverse an inadvertent overdose of a narcotic), as a means of expeditiously and reliably identifying AEs (eg, hypotension due to narcotic overdose). 4 Triggers are not themselves AEs, but help to identify them; when a trigger occurs, review of the medical record is required to confirm whether an AE did or did not in fact occur. The Institute for Healthcare Improvement's Global Trigger Tool (IHI GTT) has become the standard in the field for identifying and measuring rates of AEs in the care of hospitalized adults. 5 Trigger tools have proven far more sensitive and reliable than voluntary reporting systems or administrative screening tools, identifying AEs at 10 to 100 times the rate of these other methods. 3, 6 Trigger tools designed for adult hospitals may not perform optimally in pediatrics because their AE types and rates likely differ. Pediatric trigger tools have been developed, but have not been as widely used or as rigorously tested as adult trigger tools. The most recent has been the Pediatric All-Cause Harm Measurement Tool (PACHMT), which found that children, like adults, experience high rates of AEs due to medical care. 7 Building on previous efforts, including PACHMT, our objective was to further develop and rigorously test the performance of a refined pediatric global trigger tool: Global Assessment of Pediatric Patient Safety (GAPPS).
METHODS

Overview
To develop GAPPS, we conducted a review of the pediatric and adult literature to identify candidate triggers for possible inclusion in GAPPS. [8] [9] [10] [11] [12] [13] [14] In addition, we spoke with trigger developers, including those who developed PACHMT and the IHI GTT, to identify any additional triggers and inform GAPPS development. 7 From our review, we compiled a list of 78 candidate triggers for possible inclusion in GAPPS; this list of candidate triggers was compiled by the GAPPS team with input from the developers of PACHMT.
Expert Stakeholder Panel
Using the Rand/UCLA Appropriateness Method, 15, 16 we convened an expert stakeholder panel to review candidate triggers and assess their validity and feasibility. 17 Our panel consisted of representatives selected by the Academic Pediatric Association, the American Academy of Family Practice, the American Academy of Pediatrics, the American Nurses Association, Consumers Advancing Patient Safety, the Institute for Healthcare Improvement, the Joint Commission, the National Patient Safety Foundation, and the Society for Adolescent Health and Medicine to represent their organizations. The method features rounds of anonymous scoring and interactive discussion. The first round of scoring took place before the panel convened to assess panelists' preliminary opinions of the candidate triggers. Panelists rated each trigger separately for validity and feasibility of detection on a scale of 1 to 9. A summary of preliminary ratings was sent to each panelist, with his/ her scores identified for him/her on a distribution of anonymous scores from other panelists. We then convened the panel (by phone) to discuss the triggers, with a focus on those for which the panel's scores showed disagreement or uncertainty. At the end of the discussion, panelists confidentially rescored all candidate triggers using the same 1-to-9 scale. A working list of triggers for multicenter testing was generated from these postdiscussion scores. To be included in the draft GAPPS tool, a trigger had to receive a score of ≥7 for both validity and feasibility to ensure that each was strongly endorsed by the panel and that the GAPPS tool as a whole had content validity.
National Field Test: Hospital Selection
After international review board approval, to rigorously evaluate the performance of GAPPS across a range of inpatient settings, we identified hospitals to participate in the GAPPS National Field Test through the Pediatric Research in Inpatient Settings network. Our objective was to select academic and community hospitals (using teaching status reported by the American Hospital Association) 18 in each of the 4 major geographic regions of the United States.
Record Selection
For each hospital, we reviewed 10 randomly selected admissions of ≥24 hours (including patients with surgical and medical disease processes from all acute inpatient areas) from each quarter between 2007 and 2012 (240 records per hospital). Patients >18 years of age and those admitted primarily for psychiatric (without a concurrent acute medical issue) or rehabilitation care were excluded, consistent with exclusions in adult trigger tool studies. 11, 13 
Record Review Process
Hospital review teams received a 3-part webinar training in the use of GAPPS from experts in the field. Nurses (front-line providers or nurses with quality or research experience identified by each site's leader) served as primary reviewers, conducting initial reviews of medical records. The hospitals studied included those with electronic health records (EHRs), paper records, or both. When primary reviewers found a positive trigger (eg, rising creatinine), they investigated the record further to determine whether 1 or more AEs had occurred. Harms due to medical care that occurred during the studied hospitalizations, as well as those present at admission (eg, a pressure ulcer that originated at a referring facility), were captured. The primary review of each record was performed in a standardized fashion and was either completed within, or truncated at, 30 minutes (Fig 1) .
Primary reviewers presented all suspected AEs to 2 secondary reviewers (physicians working in the study hospitals) who independently made final determinations about the presence, severity (using the National Coordinating Council for Medication Error Reporting and Prevention Index 19 ; Supplemental Table 3) , and preventability (using a 4-point Likert scale; Supplemental Table 4 of any suspected AEs. Secondary reviewers discussed and resolved all cases for which they had initial disagreement.
Prediscussion interrater reliability was calculated.
Reliability Testing
The reliability of the record review and rating process was assessed through checks of interrater reliability at each review stage. A 10% random sample of records (∼24 per site) was reviewed by a local, second primary reviewer to determine the reliability of the hospital-based primary reviews (internal reliability testing). At the secondary physician review stage, dual independent review allowed for calculation of interrater reliability. In addition, to further assess tool reliability, a 10% sample of records from each hospital was reviewed by a team of expert primary and secondary external reviewers (external reliability testing) with extensive experience using trigger tools (see Acknowledgments).
Criterion Validity Testing
To establish the criterion validity of the tool, expert reviews served as a criterion standard for the evaluation of hospital-based review teams, which allowed for calculation of sensitivity and specificity of hospitalbased reviews, as compared with expert review.
Statistical Analysis
Data were securely transferred (using REDcap; http:// www. project-redcap. org/ ) from each site to Boston Children's Hospital for analysis. To measure interrater reliability, we used the κ statistic that quantifies the level of agreement between responses from 2 reviewers, accounting for chance. 
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Tool Refi nement
After national testing, each trigger was evaluated to determine its incidence and to determine the frequency with which it led to AE identification confirmed by secondary physician reviewers (positivity rate). Based primarily on the incidence (≥10 occurrences) and positivity rate (≥10% triggers were confirmed as AEs) of our draft triggers, a final list of manual triggers was created. We excluded triggers with very low incidence (<10 occurrences) because manually searching for them increased the burden of conducting reviews with little yield. We included 3 triggers as exceptions to this rule because they were associated with preventable and severe AEs.
In addition, we created a final list of automated triggers for use through EHR systems. All triggers with positivity rates ≥10% that we were able to automate (process described below) were included. We included automatable triggers with very low incidence as long as their positivity rates were high. However, when incidence was very low, reliable positivity rates could not be determined from our National Field Test. Therefore, to determine the positivity rates of infrequent triggers, we conducted automated searches of all patient records in the EHR at an academic tertiary care children's hospital from 2007 to 2012 for these triggers (n = 91 458 records) after completion of our National Field Test. Selecting 10 random records with each of these triggers (or <10 records if the trigger was found <10 times in the six-year time frame), we subsequently conducted 2-stage reviews of flagged records to determine positivity rates.
RESULTS
Expert Review Process
Fifty-one of 78 candidate triggers (65%) received a score from the GAPPS Expert Stakeholder Panel of ≥7 for both validity and detection feasibility and thus met prespecified criteria for inclusion in GAPPS. With an additional round of panel voting, we added 3 triggers that had initially not met inclusion criteria, but were reconsidered based on subsequently
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FIGURE 2
Reliability of hospital reviews, within-hospital comparisons. A, Primary reviews (hospital primary reviewer 1 versus hospital primary reviewer 2). B, Secondary reviews (hospital secondary reviewer 1 versus hospital secondary reviewer 2). κ point estimate with 95% CI represented by horizontal bars.
by guest on November 8, 2017 http://pediatrics.aappublications.org/ Downloaded from released PACHMT study findings that suggested these triggers were of value. 7 The final draft of the GAPPS tool tested in the National Field Test included 54 triggers (Table 1) .
National Field Test
Sixteen hospitals participated in the GAPPS National Field Test (see Acknowledgments). Hospital-based review teams completed 3814 of 3840 (99.3%) planned record reviews across study hospitals. Patient demographics are reported in Table 2 . For reliability and validity calculations, we conducted additional internal reviews on 379 records and external reviews on 375 records across all sites.
Tool Performance
Primary reviewers agreed that a record did or did not contain a suspected AE 92% of the time (κ = 0.69). Hospital-based secondary reviewers agreed on final judgments about the presence or absence of an AE 92% of the time (κ = 0.81). Detailed agreement data on the reliability of within-hospital reviewers and hospital-based versus external expert reviewers are presented in Figs 2 and 3 . Using the external expert reviewers' findings as the standard of comparison, hospitalbased primary reviewers had a sensitivity and specificity of 40% and 91%, respectively.
As reviewers gained experience during the study, primary reviewers' agreement with expert reviewers increased. In particular, agreement on AE identification improved from 78% (κ = 0.27) for the first onethird of records reviewed to 84% (κ = 0.51) for the last one-third, and primary reviewers' reported number of AEs became significantly more reliable (κ = 0.21 vs 0.51, P = .05). Similarly, the level of agreement between experienced hospital-based primary reviewers (ie, those who had participated in a previous trigger tool study) and expert reviewers was higher (83% [κ = 0.53]) than agreement between inexperienced hospital-based primary reviewers and expert reviewers (69% [κ = 0.24]). Experienced hospital-based primary reviewers' conclusions on the number of AEs identified were significantly more reliable than inexperienced hospital-based primary reviewers' (κ = 0.50 vs 0.15, P = .03) (Fig 4) .
Tool Refi nement
Twenty-seven of 54 candidate triggers (50%) were retained in the final manual trigger list based on meeting positivity and frequency criteria (n = 24/54 candidate triggers [44%]), or identifying AEs that were preventable and severe (n = 3/54 candidate triggers [6%]).
Thirty of 54 candidate triggers (59%) were retained in the final automated list. Thirty-seven of 54 (69%) had sufficient positivity rates (≥10% of triggers indicated a true AE) for inclusion in the automated trigger list. However, because it was not possible to automate certain triggers (eg, unplanned endotracheal extubation) in our academic center's EHR (7/54 [13%]), we removed these triggers from the automated list.
The incidence and positivity rates of each trigger in the National Field Test and, if relevant, in the academic tertiary care children's hospital, are displayed in Figs 5 and 6.
DISCUSSION
In a national, multicenter study, we found that GAPPS, a rigorously developed pediatric global (ie, hospital-wide) trigger tool, reliably detected AEs among hospitalized children; at the primary review stage, hospital-based reviewers conducting independent reviews agreed that a suspected AE was present 92% of the time (κ = 0.69), and secondary physician reviewers agreed on the presence or absence of an AE 92% of the time (κ = 0.81). Because tool usage within hospitals was reliable, GAPPS can be used as a means of tracking hospital AE rates over time and assessing the effects of quality improvement efforts. Although previous pediatric trigger tools have been developed, our study builds substantially on these by evaluating interrater reliability, at both primary and secondary review stages, by determining the sensitivity and specificity of the tool using external expert reviewers as a criterion standard and by developing and testing a trigger tool that can be used in both academic and community pediatric settings, across general pediatric, surgical, subspecialty, and ICUs.
Previous adult studies have demonstrated that trigger tools, especially the IHI GTT, perform well compared with other means of detecting harm. 3, 11 The IHI GTT has been used in 1 pediatric hospital and performed fairly well, but refinements of that tool for pediatrics were suggested to optimize performance. 23 Our work builds on the IHI GTT as well as multiple pediatric trigger tools. [7] [8] [9] [10] To our knowledge, no previous adult or pediatric study has conducted the detailed trigger-by-trigger analysis we conducted, leading to a robustly scrutinized set of manual and automatable triggers. This process and the resulting components of GAPPS may be informative in future efforts to refine adult, as well as pediatric, tools.
Reliable measurement of AEs is critical for institutions and providers to determine the effectiveness of efforts to improve pediatric patient safety. 24, 25 Voluntary reporting remains the mainstay of patient safety tracking in most institutions, despite a wealth of data demonstrating its inadequacy. 26, 27 Administrative screening tools, although an improvement over voluntary reporting, are likewise relatively insensitive and imprecise. 6 Augmenting voluntary reporting with systematic surveillance using GAPPS may improve understanding about safety vulnerabilities. We found that GAPPS had similar reliability in pediatric populations as the IHI GTT has in adult populations. 6, 13 Although far more sensitive and reliable than other methods, manual review of records is time and
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FIGURE 4
Reliability of hospital versus external expert reviews based on experience. A, Primary reviews over time (hospital primary reviewer versus external expert primary reviewer). B, Primary reviews based on experienced versus inexperienced sites (hospital primary reviewer versus external expert primary reviewer). κ point estimate with 95% CI represented by horizontal bars. *P < .05. labor intensive. Anticipating that additional refinements of GAPPS would be desirable, we refined our tool by removing those triggers that indicated the presence of an AE infrequently (<10% positivity rate). In addition, for our manual trigger list, almost all triggers that occurred in <10 events in 3814 records were removed unless they identified severe and preventable AEs. These refinements make GAPPS easier to use, with little loss of sensitivity, and will likely streamline the review process. Of note, although we removed very low positivity triggers, we recognize that 10% is still a relatively low positivity rate for retention in our final tool. We intentionally set this threshold low to minimize the number of missed adverse events. Although increasing this threshold would further decrease the time burden of review, it would have the undesired impact of more missed AEs.
The majority of our triggers were amenable to automation, and we consequently developed an automated version of GAPPS. This will likely greatly decrease the amount of labor required to use trigger tools. We anticipate that the GAPPS automated trigger list will be expanded over time as the ability to automate complex triggers in EHRs improves. Future research should further explore automated versus manual trigger detection.
Our study has several limitations. First, we studied patient safety in a nonrandom sample of the Pediatric Research in Inpatient Settings network hospitals. Although many had no previous experience with trigger tool methodology, they may have been better equipped or more motivated to carry out a patient safety surveillance study than institutions that did not volunteer. Secondly, although trigger tools detect AEs at higher rates than administrative tools and incident reports, any record review methodology is limited to the information provided in the record; record keeping may be incomplete or inaccessible both in paper and electronic records. Direct observation has been shown to detect incidents at a higher rate. 28, 29 In addition, although previous work indicates 8
FIGURE 5
Trigger positivity rates, Draft GAPPS trigger tool. admin. to a pt., administration to a patient; ALT, alanine transaminase; Anti-Xa, anti-factor Xa Heparin; AST, aspartate transaminase; CVL, central venous line; epi, epinephrine; Hct, hematocrit; Hgb, hemoglobin; INR, international normalized ratio; intra-op, intra-operative; IVH, intraventricular hemorrhage; NE, norepinephrine; post-op, post-operative; pt. mech. ventilated, patient mechanically ventilated; PTT, partial thromboplastin time.
FIGURE 6
that most AEs can be captured in 20 minutes, 5, 13 some AEs will not be captured even with our 30-minute cap, particularly for patients with complex illnesses and long hospital stays; designing a functional trigger tool requires striking a balance between sensitivity and usability. As the ability to use electronic trigger increases within EHR systems, these limitations should be diminished. Lastly, although withinhospital interrater reliability was high, newly trained reviewers and inexperienced institutions detected fewer AEs than those with more experience; our training regimen was likely insufficient to promote rapid acquisition of expertise among reviewers, and inexperienced reviewers undoubtedly missed some AEs. To meet this need, we have developed additional video-based training modules for reviewers to provide more extensive case-based training, tips, and opportunities to practice skills before beginning formal reviews. Further efforts will be needed to ensure the consistent application of GAPPS across sites, before its use as a benchmarking measure.
CONCLUSIONS
The GAPPS trigger tool reliably measures AE rates within institutions. Trigger tools represent a substantial advance over passive voluntary reporting systems because they are far more sensitive and consistent. With tool automation and further training, we anticipate that the feasibility, reliability, and validity of GAPPS will further improve, opening the door to its use as a means of tracking and comparing safety and safety initiatives across institutions. Better understanding and measurement of patient safety will be essential in efforts to effectively address the worldwide epidemic of harm due to medical care.
The GAPPS National Field 
FIGURE 6 Continued
Triggers in the GAPPS manual and automated trigger lists. a National Field Test. b Academic Tertiary Care Hospital. c These triggers were not automatable at our academic tertiary care hospital so were not included in the automated trigger list. Institutions capable of programming their EHR systems to search for these triggers are recommended to do so because these triggers have high positivity rates for identifying adverse events.Dashes signify that a positivity rate was not calculated for a trigger either because the trigger's NFT incidence was 0 or because the trigger was already on the manual trigger list. ALT, alanine transaminase; AST, aspartate transaminase; INR, international normalized ratio.
