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Abstract
For observations from an auto-regressive moving-average process on any number of dimensions, we
propose a modification of the Gaussian likelihood, which when maximized corrects the edge-effects and
fixes the order of the bias for the estimators derived. We show that the new estimators are not only consistent
but also asymptotically normal for any dimensionality. A classical one-dimensional, time series result
for the variance matrix is established on any number of dimensions and guarantees the efficiency of the
estimators, if the original process is Gaussian. We have followed a model-based approach and we have
used finite numbers for the corrections per dimension, which are especially made for the case of the auto-
regressive moving-average models of fixed order.
c© 2009 Elsevier B.V. All rights reserved.
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1. Introduction
The two-dimensional spatial processes became very popular, following the wide use of time
series analysis. A spatial process often takes place on Z2, where Z = {0,±1,±2, . . .}. However,
if an auto-regressive moving-average model is to be adopted for a spatial process, it is very
unnatural to assume that this is causal and invertible; a conventional unilateral ordering of the
locations on Z2 is required then. The half-plane unilateral ordering of locations on Z2 was
first introduced by Whittle [10]. Any unilateral auto-regressive moving-average model used
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to capture the second-order dependence of the spatial process under observation cannot be
naturally justified. Even if a bilateral auto-regressive model is to be adopted instead, Whittle [10]
demonstrated that the standard form of least-squares estimators for the parameters is not even
consistent then.
Besag [2] gave an original solution to the problem, with the introduction of the spatial auto-
normal processes onZ2. These used as parameters the coefficients of best prediction for any value
of the process, based on the information of a finite number of locations around it, rather than on
locations obeying the unilateral rules from one side only. However, the new parameters were
difficult to match with any sample versions, as they missed a clear connection with the second-
order properties of the process. The pseudo-likelihood and coding techniques were proposed by
Besag [3] for the speedy estimation of the parameters, but they were later shown to provide
estimators that perform poorly. A more proper investigation over the methods of estimation for
spatial models, including Gaussian likelihood estimation, was run by Cressie [5].
Using the time axis as well as spatial dimensions has introduced the combination of time
series and spatial processes. The spatial-temporal processes usually take place at least on
three dimensions. The use of the time axis may naturally justify some unilateral orderings
on Zd , d ≥ 3; the half-plane unilateral ordering of locations on Z3,Z4, . . . was extended by
Guyon [8]. As it will be shown in this paper, causal and invertible auto-regressive moving-
average models may now be meaningful and all the methods of estimation for the parameters
of such models on Zd can be very useful.
From a mathematical point of view now, the problem of estimating the parameters that express
the second-order dependence of a (weakly) stationary process on Zd for any positive integer d
is considered difficult to deal with. As Guyon [8] has demonstrated, maximizing the genuine
Gaussian likelihood of N observations from such a process attributes to the estimators a bias
of order N−1/d , unimportant if d = 1, of the same order as the standard error if d = 2, and of
greater order if d ≥ 3. This problem known as the ‘edge-effect’ is very well masked in the case of
classical one-dimensional time series. For two-dimensional processes, the asymptotic normality
of the maximum exact Gaussian likelihood estimators can still be established. However, for
more than two dimensions, though the estimators are consistent and asymptotically unbiased,
the asymptotic normality cannot be established at all. Modifications of the Gaussian likelihood
have to be maximized, in order to secure that all the desired statistical properties are there.
A first solution to the problem was provided by Guyon [8], who gently converted the original
version of Gaussian likelihood, as it had been provided by Whittle [10]. This version was using
the periodogram, as well as the theoretical elements of the inverse spectral density of the process.
In the modified quantity, the unbiased sample auto-covariances that were plugged in forced
the estimators to have a bias of order N−1, similarly to the standard estimators in classical
time series. The defined estimators were also consistent, asymptotically normal and efficient
for normal processes. However, the methods followed the spectral domain; while that could be
straightforward for the net cases of auto-regressive or moving-average models of finite order,
as either the number of elements of the inverse spectral density or the number of theoretical
auto-covariances to estimate, respectively, would be a constant number then, the case of auto-
regressive moving-average models could not be similarly simplified and resolved.
Furthermore, the new estimators of Guyon [8] were based on sample auto-covariances that
did not necessarily correspond to a nonnegative-definite sample variance matrix. Dalhaus and
Ku¨nsch [6] tackled successfully this problem by introducing ‘data tapers’, but paid the price of
losing the efficiency for d ≥ 4 dimensions. Also, Guyon [8] used the strong condition for a finite
fourth moment of the process of interest, while Yao and Brockwell [12] managed to establish
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the asymptotic normality of their modified Gaussian likelihood estimators, using a condition on
a finite second moment. The modification worked for the case of two dimensions only, with
no obvious way of generalizing it further, and it made sure that the bias of the estimators was of
smaller order than, rather than equal to N−1/2. Their methods concerned the causal and invertible
auto-regressive moving-average models of fixed order. The corrections on the sampling sets
though had a complicated, mathematical nature and could not come to correspondence with the
special features of a process modelled by an ARMA equation; the process of interest was treated
as an auto-regression of infinite order instead.
In this paper, we have dealt with the general case of the auto-regressive moving-average
models on Zd , where d can be any number of dimensions. Unlike Guyon [8], we have
produced a model-based methodology. Our methods are new and they do not resemble Yao and
Brockwell [12] either, as all our suggestions remedy the edge-effect for any dimensionality. More
specifically, we have made sure that the special characteristics of an auto-regressive moving-
average process have been taken into account. Firstly, a finite transformation may be applied to
reflect its auto-regressive nature. Next, the transformed process has an auto-covariance function
that is nonzero for a finite number of lags only; this reflects the moving-average nature of the
original process. By combining these two properties properly, we have confined the edge-effects
of the estimators for the parameters of all the auto-regressive moving-average models, using
corrections naturally implied by the order of the model of interest.
Following the same steps as Whittle [10], we extend our results to include the cases of bilateral
processes too, with a simple way to compute the Gaussian likelihood even then. As a result,
our methods might be applied both for bilateral spatial processes and for unilateral spatial-
temporal processes. Such models will be presented in detail in the next section. A finite fourth
moment condition is required. We establish that our estimators are consistent and asymptotically
normal for any dimensionality. We write down their variance matrix then; if the process under
observation is Gaussian, the estimators are efficient. Unlike Guyon’s [8] result, our estimators
have the same variance matrix, even though the process of interest might not be Gaussian. In
that sense, we have managed to reproduce Hannan’s [9] classical result for time series, not just
for the case of two dimensions like Yao and Brockwell [12], but for the case of any number of
dimensions. We have given emphasis on the new theoretical results, though in the end of this
paper some practical issues are addressed as well.
2. ARMA models for spatial and spatial-temporal processes
Brockwell and Davis [4] demonstrated that an ARMA model of finite order might always
be used to express the second-order dependence of a (weakly) stationary process on Z; this
argument can be easily extended to include ARMA models and processes on Zd , d ≥ 2. Yao and
Brockwell [12] used the ARMA model to express the second-order dependence over the space
Z2. Unlike previous work concerning the stationary processes onZd , their work was model-based
and generalized the conventional methods used for time series for the case of spatial processes.
However, all the results derived by Yao and Brockwell [12] are based on the use of a causal and
invertible ARMA model.
In order to understand the notion of causality and invertibility of an ARMA model on Zd , we
first need to clarify the notion of unilaterality. For iτ ∈ Zd and ‘τ ’ the transpose operator, the
half-plane unilateral ordering of locations i > 0 = (0, . . . , 0) has been described by Guyon [8].
When d = 1, this is the standard ordering on Z; when d = 2, this is the (half-plane) unilateral
ordering introduced by Whittle [10]. More specifically, we write (i1, i2) > (0, 0) either if i1 > 0
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or if i1 = 0 and i2 > 0. On Z3, we write (i1, i2, i3) > (0, 0, 0) either if i1 > 0 or if i1 = 0 and
(i2, i3) > (0, 0) on Z2, and so on.
For iτ = (i1, . . . , id)τ ∈ Zd and a vector of complex numbers z = (z1, . . . , zd), we will
write zi = (zi11 , . . . , zidd ). For convenience in this paper, we will give a definition for a ‘causal
polynomial’, in the sense that its coefficients satisfy specific restrictions. The coefficients of
a polynomial are often referred to as ‘filter’. Thus, for a positive integer p and the locations
0 < i1 < · · · < ip on Zd , a polynomial
ϕ(z) = ϕ0 +
p∑
n=1
ϕin z
in
will be called causal, if it holds that
ϕ(z)−1 = ϕ−10
(
1+
∑
i>0
Φi zi
)
,
∑
i>0
|Φi| <∞.
In other words, the inverse polynomial generates absolutely summable coefficients of zi on the
locations i > 0 only. Note the difference between a ‘causal polynomial’ as we defined it in this
paper and a ‘causal filter’ as it has been defined by Brockwell and Davis [4].
For a sufficient condition for ϕ(z) to be causal, we refer to Anderson and Jury [1]. This
explains that the polynomial ϕ(z) = ϕ(z1, . . . , zd) is guaranteed to be causal, if ϕ(0, . . . , 0, zd)
6= 0 for all |zd | ≤ 1 and if ϕ(0, . . . , zd−1, zd) 6= 0 for all |zd−1| ≤ 1 and |zd | = 1 and . . . and if
ϕ(z) 6= 0 for all |z1| ≤ 1 and |zk | = 1, k = 2, . . . , d .
If the polynomial ϕ(z) is causal, it may also be called unilateral. On the other hand, the same
polynomial
ϕ(z) ≡ zip ϕ∗(z)
will be called unilateral (but not causal), if it holds that
ϕ∗(z)−1 = ϕ−1ip
(
1+
∑
i<0
Φ∗i z
i
)
,
∑
i<0
|Φ∗i | <∞.
In other words, the inverse polynomial generates absolutely summable coefficients of zi on the
locations i < 0 only.
The polynomial ϕ∗(z) has been created from the polynomial ϕ(z), by multiplying by
some integral powers of z1, . . . , zd . As Whittle [10] has explained, this does not distort the
characteristics of the polynomial and any characterization for ϕ∗(z) is the same as for ϕ(z); later
when the proper notation will be introduced, this will translate into ‘moving’ a series of interest
‘backwards’ or ‘forwards’ a bit and over some dimensions. Finally, if ϕ(z) is not unilateral, but
its inverse polynomial has absolutely summable coefficients of zi towards both sides i > 0 and
i < 0, ϕ(z) will be called bilateral then.
Moving from filters to models now, we first consider {ε(v), vτ ∈ Zd} to be a sequence of zero
mean, uncorrelated random variables with variance σ 2. For positive integers p, q and locations
0 < i1 < · · · < ip and 0 < j1 < · · · < jq on Zd , we may define a causal and invertible
auto-regressive moving-average process {Z(v), vτ ∈ Zd}, if it satisfies the equation
Z(v)−
p∑
n=1
bin Z(v− in) = ε(v)+
q∑
m=1
ajm ε(v− jm), (1)
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and both the polynomials
b(z) = 1−
p∑
n=1
bin z
in , a(z) = 1+
q∑
m=1
ajm z
jm ,
are causal.
Of course, the causality of b(z) guarantees that the process is causal, which means that we
can write
Z(v) = ε(v)+
∑
i>0
wi ε(v− i),
∑
i>0
|wi| <∞.
Similarly, the causality of a(z) guarantees that the process is invertible, i.e.
ε(v) = Z(v)+
∑
i>0
fi Z(v− i),
∑
i>0
| fi| <∞.
A causal and invertible auto-regressive moving-average process may also be called unilateral. If
both the polynomials are unilateral but not necessarily causal, then the process will still be called
unilateral. Otherwise, the process will be called bilateral.
A special case of model (1) taking place on just two dimensions was studied by Yao and
Brockwell [12]. Though the problem concerned the processes that take place on a surface over
space, still a causal and invertible ARMA model was adopted for convenience. The fact that
the process was not taking place on more than two dimensions, made it possible to generalize
the standard methods used for time series with some proper modifications of mathematical
nature, but the problem remained; a model that was using unnatural unilateral orderings had
been selected to reflect the second-order dependence over space.
On the other hand, the opposite methodology with the auto-models of Besag [2] naturally
describes the dependence over space, but it has been shown to be attached to serious problems
during the estimation of the new parameters. Moreover and with the only exception of the finite
auto-regressive model, the second-order dependence expressed by a parsimonious ARMA model
of the finite order can only be achieved by an auto-normal model with an infinite number of
parameters. Thus, we may wish to follow the common route of ARMA modelling but, at the same
time, we may wish our model to describe the spatial dependence naturally. A bilateral ARMA
model might be more appropriate then, as it combines the two. While such a model does not
suppress the dependence over space unnaturally on one side of the lattice only, any interpretation
of its parameters should be done with care. For example, for a bilateral auto-regression defined
by
Z(v) =
p∑
n=1
bin Z(v− in)+ ε(v),
with the convention 0 < i1 < · · · < ip and{
1−
p∑
n=1
bin z
i
n
}−1
≡
∑
iτ∈Zd
ψi zi,
∑
iτ∈Zd
|ψi| <∞,
the parameters bin , n = 1, . . . , p, do not play the role of best linear prediction coefficients; not
only
∑n
i=1 bin Z(v − in) is not the best linear predictor of Z(v) based on all Z(v − i), i > 0,
as the auto-regression is not causal, but also the best linear predictor coefficients of Z(v) based
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on all Z(v − i), i 6= 0 can only be recovered from the polynomial b(z)b(z−1) instead of b(z).
Consequently, these coefficients satisfy specific symmetry conditions, as Besag [2] has explained.
The bilateral nature of the process, however, implies that any value Z(v) is ‘caused’ from the
values of the error terms ε(v− i), iτ ∈ Zd from all around the location of interest. In that sense, a
bilateral spatial ARMA model is meaningful. All the problems of estimation for the parameters
of bilateral models on Zd have been tackled in this paper.
Finally, if one of the dimensions of interest is the time axis, it can be treated separately from
the spatial dimensions. In the cases that the spatial-temporal process is not recorded regularly
over space, we refer to Dimitriou-Fakalou [7]. Otherwise, in the cases that the spatial-temporal
process takes place on Zd , we need to distinguish properly between the time axis and the
dimensions of space. The unilateral ordering of locations on Zd allows for some ‘hierarchy’
in the dimensions to be followed, which can be used properly to justify causality. In time series,
we write models, which use the past timings only to determine the values at present. In spatial-
temporal processes, a similar idea might be used; if values from the past only are affecting the
value at present, then very natural unilateral orderings over time and space may be considered.
For example, the polynomial
ϕ(z, z) = ϕ0,0 +
p∑
i=1
∑
jτ∈Si
ϕi,j z
i zj
is using z over time and z over space with, say, (d − 1) dimensions. The index i = 1, . . . , p
will be going back over time only and all the sets of finite cardinality Si ⊂ Zd−1 will extend
anywhere over space with no restrictions at all. Since the filter is using i > 0 and jτ ∈ Zd−1
but it is not using i = 0 and j > 0, then the unnatural ordering over the space Zd−1 has been
escaped, but the orderings on Zd are still unilateral. Again, causality will be secured if
ϕ(z, z)−1 = ϕ−10,0
1+∑
i>0
∑
jτ∈Zd−1
Φi,j zi zj
 , ∑
i>0
∑
jτ∈Zd−1
|Φi,j| <∞
and meaningful causal and invertible spatial-temporal ARMA models will be defined that way.
For instance, we may write the causal auto-regression {Z t (u, v), t, u, v ∈ Z} defined by
Z t (u, v)−
p∑
i=1
wi∑
j=−li
fi∑
k=−gi
bi, j,k Z t−i (u − j, v − k) = εt (u, v),
where {εt (u, v)} are zero-mean, uncorrelated random variables with equal variance. The model
is using the time index t and space indexes (u, v) over the surface Z2, with the order of the
model relating to the positive integers p and li , wi , gi , fi for i = 1, . . . , p. Similarly, causal
and invertible spatial-temporal ARMA models might be defined on Z3. If there are three spatial
indexes, causal and invertible ARMA models on Z4 can be considered too. All these models are
special cases of model (1), which will be studied in detail next.
3. Definitions
We will first consider the causal and invertible ARMA model described by (1). In addition to
b(z), a(z), we also define the polynomial
d(z) = {b(z)a(z) b(z−1)a(z−1)}−1 ≡
∑
jτ∈Zd
dj zj. (2)
C. Dimitriou-Fakalou / Stochastic Processes and their Applications 119 (2009) 4149–4175 4155
We denote with B = (B1, . . . , Bd) the vector backwards operator, in the sense that
Biε(v) = (B1, . . . , Bd)(i1,...,id )ε(v1, . . . , vd) = ε(v1 − i1, . . . , vd − id) = ε(v− i).
We use (3) next to define a new sequence {ε∗(v)} as
b(B)Z(v) = a(B)ε(v) ≡ a(B−1)ε∗(v). (3)
After starting with the sequence of uncorrelated random variables {ε(v)} with variance σ 2 and
defining the causal and invertible ARMA process {Z(v)} from (1), (3) defines the process {ε∗(v)}
by
ε∗(v) = a(B−1)−1b(B)Z(v),
which automatically implies that this is also a sequence of uncorrelated random variables with
the same variance σ 2 that might be easily verified by looking at the spectral density of the new
process, which can be created from the spectral density of the ARMA process after applying the
relevant power transfer function, similarly to Brockwell and Davis [4] for time series.
Using identical arguments, we may use the equations
b(B−1)Z(v) ≡ a(B−1)u(v) ≡ a(B)u∗(v) (4)
to define the processes {u(v)} and {u∗(v)}, which are also sequences of uncorrelated random
variables with variance σ 2. It is helpful to remember that the causal and invertible solution that
relates to the {ε(v)} sequence is not the only way to write an ARMA model for {Z(v)}; there are
other error sequences that also take place. Since we do not observe the errors anyway, we often
resort to the causal and invertible model for mathematical convenience. A lengthy demonstration
of the 2p different error sequences that might be considered to model an auto-regression of order
p on Z was done by Whittle [10]; one of these models only is causal. Next in this paper when
we will define the two new sequences {M(v)} and {A(v)}, the processes {ε∗(v)} and {u∗(v)} will
take central role as the two main error sequences relating to the unilateral representations of the
new processes.
We define the new process {M(v), vτ ∈ Zd} from the equations
M(v) ≡ b(B)b(B−1)Z(v) = b(B−1)a(B−1)ε∗(v) = b(B)a(B)u∗(v), (5)
which express it as an invertible or unilateral moving-average process, based on the error
sequences {u∗(v)} or {ε∗(v)}, respectively. Note that since b(z), a(z) and their product are causal,
all three b(z−1), a(z−1) and their product are unilateral but not causal; this is because, since
b(z)−1, a(z)−1 give absolutely summable coefficients of all zi, i > 0, then b(z−1)−1, a(z−1)−1
give absolutely summable coefficients of all z−i, i > 0, respectively. The spectral density of
{M(v)} can be written as
gM (ω1, . . . , ωd) = (2pi)−dσ 2 b(z)a(z) b(z−1)a(z−1)
= (2pi)−dσ 2 d(z)−1, zk = e−iωk , ωk ∈ [−pi, pi], k = 1, . . . , d,
where i = √−1.
We also define the process {A(v), vτ ∈ Zd} from the equations
A(v) ≡ a(B)−1a(B−1)−1Z(v)
= b(B)−1a(B)−1ε∗(v) = b(B−1)−1a(B−1)−1u∗(v),
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such that it holds that
b(B)a(B)A(v) = ε∗(v) and b(B−1)a(B−1)A(v) = u∗(v). (6)
In (6), the process {A(v)} has been expressed as a causal or unilateral auto-regression, based on
the same sequences {ε∗(v)} or {u∗(v)}, respectively. Its spectral density is
gA(ω1, . . . , ωd) = (2pi)−dσ 2 {b(z)a(z) b(z−1)a(z−1)}−1
= (2pi)−dσ 2 d(z), zk = e−iωk , ωk ∈ [−pi, pi], k = 1, . . . , d.
Straight from (5) and (6), we can see that M(v) and A(v − j) are two uncorrelated random
variables for any j 6= 0. If j > 0, A(v − j) can be written as a function of ‘past’ error terms ε∗,
while M(v) is a function of such error terms from the ‘future’. If j < 0, a similar idea might
use the error terms u∗. We can also see that, for the same location and when j = 0, it holds that
E(M(v)A(v)) = σ 2.
The moving-average process {M(v)} is of great importance for this paper, as it has two unique
characteristics: (i) it can be created from {Z(v)} after applying a finite filter, and (ii) it has
an auto-covariance function that is nonzero for a finite number of vector lags only. These two
elements will be properly combined later to confine the edge-effect. On the other hand, the
process {A(v)} has opposite characteristics, as it requires an infinite filter to be created from
the original process and its auto-covariance function does not cut off to zero. However, the fact
that cov(M(v), A(v− j)) = 0, j 6= 0 makes it useful later.
Apart from the process {M(v)}, we also define the moving-average processes {Y1(v), vτ ∈
Zd}, by
Y1(v) ≡ b(B)Z(v) = a(B)ε(v) = a(B−1)ε∗(v)
and {Y2(v), vτ ∈ Zd}, by
Y2(v) ≡ b(B−1)Z(v) = a(B−1)u(v) = a(B)u∗(v).
Finally, we will consider from now onF ⊆ Zd to be the minimal set, such that for any jτ 6∈ F ,
it holds that
E(Y1(v)M(v+ j)) = E(Y2(v)M(v+ j)) = 0
E(M(v)Y1(v+ j)) = E(M(v)Y2(v+ j)) = 0
and that
E(Y1(v+ in)M(v+ j)) = E(Y2(v− in)M(v+ j)) = 0
E(M(v)Y1(v+ in + j)) = E(M(v)Y2(v− in + j)) = 0
for all n = 1, . . . , p. Since, it holds that
M(v) = Y2(v)−
p∑
n=1
bin Y2(v− in) = Y1(v)−
p∑
n=1
bin Y1(v+ in),
we can see immediately that if jτ 6∈ F , then E(M(v)M(v+ j)) = 0. Since all {M(v)}, {Y1(v)},
{Y2(v)} are moving-average processes and p, q are finite positive integers, the set F has a finite
cardinality.
As a result, the second-order properties of all these processes are main tools that will be
used to defeat the edge-effect. However, it is the process {M(v)} that is most important, as it is
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the one that will generate the moving-average processes {Y1(v)} and {Y2(v)} after the necessary
differentiation with respect to the unknown parameters will take place. In other words, the way
we will define our estimators next, based on transforming from {Z(v)} to {M(v)}, would not
work properly against the edge-effect, if we directly transformed to {Y1(v)} or {Y2(v)} instead.
4. Estimators
For observations {Z(v), vτ ∈ I} with finite set I ⊂ Zd from the auto-regressive moving-
average process (1), we wish to estimate the unknown parameters, say θ0 = (bi1,0, . . . , bip,0,
aj1,0, . . . , ajq ,0)
τ . We assume that the following condition is true.
CONDITION C1. The parameter space Θ ⊆ Rp+q is a compact set containing the true value
θ0 as an inner point. Further, for any θ in Θ , the auto-regressive moving-average process
{Z(v), vτ ∈ Zd} defined in (1) is causal and invertible.
Given the sampling set I, we consider the maximal set S, such that vτ ∈ S, if vτ + iτn, vτ − iτn,
vτ + iτn − iτm ∈ I, for all n,m = 1, . . . , p. Then, we consider the maximal set S∗, such that
vτ ∈ S∗, if vτ − jτ ∈ S for all jτ ∈ F . We assume that I is a large enough set, so that S∗ is not
the empty set. We denote with N , NS , N∗ the cardinalities of I, S and S∗, respectively. Finally
for any vτ ∈ Zd , we define the set Fv to be such that jτ ∈ Fv, if vτ − jτ ∈ S.
If we consider the parameters b, which define causal auto-regressive polynomials b(z), then
we define
M(v,b) ≡ b(B)b(B−1)Z(v)
= Z(v)−
p∑
n=1
bin (Z(v+ in)+ Z(v− in))+
p∑
n,m=1
binbim Z(v+ in − im) (7)
and for the true parameters M(v,b0) ≡ M(v). Similarly for any b, we define
Y1(v,b) ≡ b(B)Z(v) = Z(v)−
p∑
n=1
bin Z(v− in)
Y2(v,b) ≡ b(B−1)Z(v) = Z(v)−
p∑
n=1
bin Z(v+ in)
with Y1(v,b0) ≡ Y1(v) and Y2(v,b0) ≡ Y2(v). For the unknown parameters θ , we may define
the quantity
Q∗(θ) =
∑
vτ∈S∗
M(v,b)
∑
jτ∈Fv
dj M(v− j,b), θ ∈ Θ, (8)
where M(v,b) are the functions of the data and the auto-regressive parameters, while dj are
the functions of both the auto-regressive and the moving-average parameters; these are the
coefficients of the polynomial d(z) = {b(z)b(z−1)a(z)a(z−1)}−1. In the end of this paper, we
will propose ways to approximate the coefficients dj, once the (p+ q) elements of θ are known.
Note that as these are the coefficients in the inverse of the spectral density of {M(v)}, they may
approximate the elements of the inverse variance matrix in the random part Q∗(θ). We explain
this in more detail in Section 8 using (22) and (23); hence, (8) is to be minimized. Thus, we
define our estimators by
θˆ = argmin
θ∈Θ
Q∗(θ), σˆ 2 = Q∗(θˆ)/N∗.
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While the estimators have been defined above, it is very important to comprehend the
corrections made on the original set I, as they need to be followed faithfully, in order to make
sure that the edge-effect does not interfere with our methods. Unlike Yao and Brockwell [12],
our proposed modifications for the edge-effect are specific and simple, as they exclude finite
numbers of indexes per dimension, given the order of the model. Next, we give three examples
of different models and how the modification would take place.
Special case ARMA(2, 1) on Z: Although the standard Gaussian likelihood estimators on Z
are consistent and asymptotically normal and the edge-effect is masked according to Yao and
Brockwell [11], we may first use the one-dimensional case as an illustration of how to proceed
with the proposed corrections on the sampling set I.
We define the ARMA process {Z t , t ∈ Z} by the equation
Z t − 0.6 Z t−1 + 0.09 Z t−2 = εt + 0.1 εt−1, {εt } ∼ WN (0, σ 2).
For the set I = {1, . . . , 20}, the new set S = {3, . . . , 18}, is such that for all t ∈ S, it holds that
t − 2, . . . , t + 2 ∈ I. Before we define the set S∗, we will need to find F . Indeed, if we imagine
the process {u∗t } ∼ WN (0, σ 2), defined by the equation
Z t − 0.6 Z t+1 + 0.09 Z t+2 = u∗t + 0.1 u∗t−1
and then the moving-average process {Mt , t ∈ Z} defined by
Mt ≡ (u∗t + 0.1 u∗t−1)− 0.6 (u∗t−1 + 0.1 u∗t−2)+ 0.09 (u∗t−2 + 0.1 u∗t−3)
= u∗t − 0.5 u∗t−1 + 0.03 u∗t−2 + 0.009 u∗t−3, {u∗t } ∼ WN (0, σ 2),
then it holds that E(MtMt− j ) 6= 0 when j ∈ F = {0,±1,±2,±3}. Thus, we consider the
set S∗ = {6, . . . , 15} with cardinality N∗ = 10, instead of the cardinality of the original set
N = 20. Of course, the fact that we have reduced our sample size to half of the original number
of observations, is only due to the fact that N was small originally. In general for a model of this
order, N∗ = N − 10 and N∗/N → 1, as N →∞. Even if d ≥ 2, our proposed corrections are
such that a finite number of indexes only is excluded per dimension.
Special case AR(p) on Zd : Suppose that we have observations {X (v), vτ ∈ I} from the process
defined by
b(B)X (v) = ε(v),
where the filter b(z) and the process {ε(v)} are as we explained before. Then, we will consider
the moving-average process {M(v)}, defined by
M(v) ≡ b(B)b(B−1)X (v) = b(B−1)ε(v)
and the polynomial d(z) = {b(z)b(z−1)}−1. The selection from the set I to the set S, will
be identical to the case of an auto-regressive moving-average model with auto-regressive poly-
nomial b(z). However, the set F will include all the lags, for which b(z)b(z−1) has nonzero
coefficients; these are the same lags on which the process {M(v)} has nonzero auto-covariances.
According to the set F , the selection S∗ from S will take place as we described it before.
Indeed, we can verify that for any jτ 6∈ F , not only it holds that
E(M(v)M(v− j)) = 0,
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but, even better, it holds that
E(X (v− in)M(v− j)) = E(X (v+ in)M(v− j))
= E(X (v− in + im)M(v− j)) = 0,
and that
E(M(v)X (v− j− in)) = E(M(v)X (v− j+ in))
= E(M(v)X (v− j− in + im)) = 0,
for all n,m = 1, . . . , p. This guarantees that our method will successfully deal with the edge-
effect. It comes as a direct consequence of the fact that X (v) and M(v − j) are uncorrelated for
any j 6= 0. We can see that X (v) is a causal function of the error terms ε(v − i), i ≥ 0, and
M(v) is a function of ε(v), ε(v + in), n = 1, . . . , p. Similarly, we can define another sequence
of uncorrelated random variables, say {u(v)}, from
b(B−1)X (v) = u(v) or M(v) = b(B)u(v),
in order to see how X (v) depends on ‘present’ and ‘future’ error terms, while M(v) depends on
‘present’ and ‘past’ error terms.
While our estimators are expected to have all the desirable properties, for the case of a finite
auto-regression, we may always follow the standard route of the general linear model, in order to
estimate its unknown parameters. Even if the process is bilateral, Whittle [10] has demonstrated
what needs to be done then. Such estimators require more relaxed conditions than our estimators
or the estimators defined by Guyon [8].
Special case MA(q) on Zd : Suppose that we have observations {Y (v), vτ ∈ S} from the process
defined by
Y (v) = a(B)ε(v),
where the filter a(z) and the process {ε(v)} are as we explained before. Then, we consider the
set F to include the lags that the coefficients of a(z)a(z−1) are nonzero; these are the same
lags, where the original process {Y (v)} has nonzero auto-covariances. We may then proceed
with the selection of locations S∗ from S. For this case, we consider the polynomial d(z) =
{a(z)a(z−1)}−1 and the quantity
Q∗ =
∑
vτ∈S∗
Y (v)
∑
jτ∈Fv
dj Y (v− j)
will be minimized to produce the estimators. Indeed, the differentiation with respect to the param-
eters will affect the coefficients dj only, as the realizations {y(v), vτ ∈ S} are available directly
from the data. This method is straightforward and highly recommended for the cases of finite
moving-average models.
5. Gaussian likelihoods
For the estimation of the parameters of ARMA models, maximizing a Gaussian likelihood is
appropriate, even though the process under observation might not be Gaussian. This is because
a Gaussian likelihood fully describes the second-order characteristics of the process, which are
reflected in the parameters of interest. For this section only, we will consider Gaussian random
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variables and we will show that the estimators defined in the previous section are maximizers of
a Gaussian likelihood.
Moving-Average part: For this part, we will assume that we have observations on a set S with
cardinality NS , from the moving-average process {M(v), vτ ∈ Zd}, which we define by
M(v) = k(B)u∗(v),
where {u∗(v)} is now a sequence of Gaussian and independent, zero mean random variables with
variance σ 2; so is the sequence {ε∗(v)} defined by the equation
M(v) = k(B−1)ε∗(v).
The polynomial
k(z) = 1−
r∑
i=1
kli z
li , 0 < l1 < · · · < lr
is causal. As a result, {M(v)} has been expressed in the equations above as an invertible or
unilateral moving-average process. We may define the auto-regression {A(v), vτ ∈ Zd} from
A(v) ≡ k(B)−1ε∗(v) = k(B−1)−1u∗(v).
The two equations above express {A(v)} as a causal or unilateral auto-regression. It holds that
M(v) = k(B)k(B−1)A(v) or A(v) = k(B)−1k(B−1)−1M(v) (9)
and we can imagine the two random vectors M,A with elements, the random variables, from the
processes {M(v)}, {A(v)}, respectively, on the locations of S and at the same order. Then, we
can write
A = D M+M0, M = D−1A− D−1M0, (10)
where, according to the transformation (9), the elements of the square matrix D are proportional
to the auto-covariances of the process {A(v)} on the relevant differences of locations, which
are reflected in the polynomial k(z)−1k(z−1)−1. Since the auto-regression is unilateral, the
eigenvalues of D are bounded away from 0 and∞ and the inverse D−1 exists. This comes from
Proposition 4.5.3 of Brockwell and Davis [4] and a proper generalization. The random vector
M0 has elements, which are linear transformations of the random variables M(v) on locations vτ
outside the set S.
For this subsection, we write d(z) = k(z)−1k(z−1)−1 ≡∑jτ∈Zd dj zj. Moreover, we consider
the set F to include the nonzero lags of the auto-covariance function of {M(v)}, expressed by
the polynomial k(z)k(z−1). Then, the sets Fv are defined similarly to before for any vτ ∈ Zd .
As we have explained before, it holds that cov(M,A) = σ 2 INS , where INS is the identity
matrix with NS rows. Moreover, the variables are Gaussian and the random variables M(v) and
A(v−j) are independent for all j 6= 0. As a result, the random vectors A and M0 are independent.
Since from (10) M is a linear combination of A and M0, it should hold that
M = cov(M,A) var(A)−1A+ cov(M,M0) var(M0)−1M0
= σ 2 var(A)−1A+ cov(M,M0) var(M0)−1M0.
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Thus, if we set the variables outside the sampling set equal to their mean zero, we find the
conditional moments
E(M|M0 = 0) = 0, var(M|M0) = σ 4 var(A)−1.
In var(A), we will find the different coefficients of σ 2 k(z)−1k(z−1)−1 = σ 2 d(z). As a result,
for the observations M, we may write the conditional Gaussian likelihood
LM ∝ |var(A)|1/2(σ 4)−NS/2 exp
−∑
vτ∈S
M(v)
∑
jτ∈Fv
dj M(v− j)/2σ 2
 . (11)
We need a modification of the likelihood to secure that the edge-effects will be taken care of.
Thus, we move from S to the selection S∗, based on the set F from this section. The way to
proceed from S to S∗ was explained in the previous section. We have proceeded from (11) with
the modification of the likelihood
L∗M ∝ (σ 2)−N
∗/2 exp
− ∑
vτ∈S∗
M(v)
∑
jτ∈Fv
dj M(v− j)/2σ 2
 .
The modification is based on the fact that F ⊆ Fv for all vτ ∈ S∗. Then, it holds that E(M(v)
M(v− j)) = 0, if vτ ∈ S∗ and jτ 6∈ Fv, which makes sure that any information that is ‘missing’
from our finite sample will have no effect at all, on the order of the bias of our estimators.
Regarding replacing the determinant |var(A)| by (σ 2)N∗ (also combined above with replacing
(σ 4)−NS/2 by (σ 4)−N∗/2), if we imagine applying the innovations algorithm at a convenient
order for the locations of S, then we may write |var(A)| = ∏vτ∈S r(v); the r(v) are prediction
variances for the values of locations conventionally ordered, based on the values of locations
used already in the algorithm. Then, with an appropriate ordering of the locations, it holds that
r(v) = σ 2 for all vτ ∈ S∗ and∏vτ∈S r(v)might be replaced by∏vτ∈S∗ r(v) = (σ 2)N∗ with the
proper selection of locations S∗. Later for bilateral schemes, we will explain why the assumption
of causality for the auto-regression {A(v)} is essential for this derivation.
Auto-Regressive part: The likelihood LM or L∗M has been constructed as when we have
recordings from a moving-average process {M(v)} and it is to be maximized with respect to
the parameters involved in the polynomial d(z). Nevertheless, we are interested in writing the
likelihood as when we have available the observations {Z(v), vτ ∈ I} from the ARMA process
satisfying
b(B)Z(v) = a(B)ε(v),
where {ε(v)} is a sequence of Gaussian, independent and zero mean random variables with
variance σ 2.
Based on the transformation (5) from the random variables {Z(v)} to {M(v)}, we are able to
derive for the Gaussian densities of the relevant random vectors
fZ = |B| fM,
where B involves the coefficients of the linear transformation from the polynomial b(z)b(z−1).
In fact, we might see that B is a variance matrix and we may write its determinant |B| =∏ rb(v),
where rb(v) are prediction variances from the moving-average process
YH (v) = b(B)e(v), (12)
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with the zero-mean, uncorrelated random variables {e(v)} having variance unity.
Using this last argument, as well as the previous results regarding the moving-average part,
we may come up with the modified likelihood of the observations {Z(v)} on S∗
L∗(θ , σ 2) ∝
( ∏
vτ∈S∗
rb(v)
)
(σ 2)−N∗/2
× exp
− ∑
vτ∈S∗
M(v,b)
∑
jτ∈Fv
dj M(v− j,b)/2σ 2
 , (13)
where θ is the parameter vector with (p + q) elements and d(z),M(v,b) have been defined in
(2), (7), respectively.
The factor
∏
vτ∈S∗ rb(v) involves the auto-regressive parameters bin , n = 1, . . . , p only, and
it affects the deterministic part of the likelihood. For the invertible moving-average process
{YH (v)}, it holds that rb(v) → var(e(v)) = 1, as NS → ∞ and all the numbers of indexes
from the set S increase to infinity on all dimensions; otherwise, we elaborate this further in
Section 7 for bilateral schemes. Thus, after omitting the factor
∏
vτ∈S∗ rb(v), which tends to
unity for causal polynomials b(z), we write instead of (13) the modified Gaussian likelihood
L∗(θ , σ 2) ∝ (σ 2)−N∗/2 exp{−Q∗(θ)/2σ 2}, θ ∈ Θ, (14)
where Q∗(θ) comes from (8). Thus, maximizing L∗ with respect to θ and σ 2 yields the estimators
we defined in the previous section.
Example: We use the running example of an ARMA(1, 1) on Z to construct the modified
Gaussian likelihood, though this is a one-dimensional case and the exact likelihood works
anyway.
For the causal polynomials
b(z) = 1− bz and a(z) = 1+ az
we consider observations {Z t , t = 1, 2, . . . , N }with N > 6, recorded from the process satisfying
Z t − bZ t−1 = εt + aεt−1,
where {εt } are zero mean, uncorrelated random variables with the same variance.
For any |b|, |a| < 1, we write the polynomial
d(z) = {(1− bz)(1− bz−1)(1+ az)(1+ az−1)}−1 ≡
∑
j
d j z
j .
Further, for t = 2, 3, . . . , N − 1, we define
Mt (b) = (1+ b2)Z t − b(Z t−1 + Z t+1)
and consider the quantity
Q∗(b, a) =
N−3∑
t=4
Mt (b)
t−2∑
j=t+1−N
d jMt− j (b),
where the summation with respect to j makes sure that all Mt− j , t − j = 2, . . . , N − 1 are
used each time. The summation with respect to t makes sure that there will be no bias, i.e. any
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Mt taken has all its ‘neighbors’ Mt− j , such that E(MtMt− j ) 6= 0, available from the sample.
Q∗(b, a) is to be minimized with respect to b and a, in order to derive the modified estimators;
for every |b|, |a| < 1, different variables Mt (b) and coefficients d j will be considered.
6. Properties of estimators
In this section, we will establish the consistency and asymptotic normality of our modified
Gaussian likelihood estimators. While the consistency of estimators on Zd can be easily
demonstrated with or without modifications on the Gaussian likelihood, it is the asymptotic
normality that cannot be shown for the genuine Gaussian likelihood estimators when d ≥ 3.
Due to the modifications proposed for the edge-effect, this paper guarantees the asymptotic
normality of the new estimators with Theorem 2. Moreover, the asymptotic variance matrix of the
estimators resurrects the classical Hannan’s [9] result for ARMA time series; this relates to the
efficiency of the estimators, if the original process is Gaussian. This is a result that had not been
generalized further than for the two-dimensional models of Yao and Brockwell [12]. Theorem 2
now shows that the same pattern for the variance matrix can also be achieved for more than two
dimensions.
We will use the following conditions. Condition (C3) is the same as the one that Guyon [8]
used to establish the same properties.
CONDITION C2. It holds that {ε(v), vτ ∈ Zd} is a sequence of independent and identically
distributed random variables with mean zero and variance σ 2 <∞.
CONDITION C3. (i) For a set I ⊆ Zd with cardinality N , we write N →∞ if the length M of the
minimal hypercube including I, say CM , and the length m of the maximal hypercube included in
I, say Cm , are such that M,m →∞. (ii) Further, as M,m →∞ it holds that M/m is bounded
away from∞.
Theorem 1. Under conditions (C1) and (C2) , it holds that
θˆ
P−→ θ0, σˆ 2 P−→ σ 2,
as N →∞ and (C3)(i) holds.
To prove the asymptotic normality, we will define the following variables. First, for any n =
1, . . . , p, we write
−∂M(v,b)/∂bin = Y1(v+ in,b)+ Y2(v− in,b).
Then, based on the set S and, consequently, on the set I, we define the variables
HM (v,b) =
{
M(v,b), vτ ∈ S,
0, vτ 6∈ S, HM (v,b0) ≡ HM (v).
If we define then
H (n)Y1 (v,b) =
{
Y1(v,b), vτ − iτn ∈ S
0, vτ − iτn 6∈ S, n = 1, . . . , p,
H (n)Y2 (v,b) =
{
Y2(v,b), vτ + iτn ∈ S
0, vτ + iτn 6∈ S, n = 1, . . . , p,
then we can write
−∂HM (v,b)/∂bin = H (n)Y1 (v+ in,b)+ H
(n)
Y2
(v− in,b), n = 1, . . . , p, vτ ∈ Zd .
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We finally write H (n)Y1 (v,b0) ≡ H
(n)
Y1
(v) and H (n)Y2 (v,b0) ≡ H
(n)
Y2
(v). For convenience, we may
rewrite (8) as
Q∗(θ) =
∑
vτ∈S∗
M(v,b) (d(B) HM (v,b)), θ ∈ Θ .
We first write the derivatives with respect to the parameters bin , n = 1 . . . , p,
Dn(θ) = −∂Q∗(θ)/∂bin
=
∑
vτ∈S∗
Y1(v+ in,b) (d(B)HM (v,b))+
∑
vτ∈S∗
Y2(v− in,b) (d(B)HM (v,b))
−
∑
vτ∈S∗
M(v,b) (b(B)−1d(B) HM (v− in,b))
−
∑
vτ∈S∗
M(v,b)(b(B−1)−1d(B) HM (v+ in,b))
+
∑
vτ∈S∗
M(v,b) (d(B) H (n)Y1 (v+ in,b))
+
∑
vτ∈S∗
M(v,b) (d(B) H (n)Y2 (v− in,b)) (15)
and then, with respect to the parameters ajm ,m = 1, . . . , q,
Dp+m(θ) = −∂Q∗(θ)/∂ajm =
∑
vτ∈S∗
M(v,b) (a(B)−1d(B) HM (v− jm,b))
+
∑
vτ∈S∗
M(v,b) (a(B−1)−1d(B) HM (v+ jm,b)). (16)
Using a Taylor’s expansion, we will be able to write
Dn(θ) = Dn(θ0)− Jτn(θ) (θ − θ0)
with Jτn(θ) = (Jn,1(θ), . . . , Jn,p+q(θ)), n = 1, . . . , p + q. For example, it holds for any
m, l = 1, . . . , q, that
Jp+m,p+l(θ) = 2
∑
vτ∈S∗
M(v) (a0(B)−2d0(B) HM (v− jm − jl))
+
∑
vτ∈S∗
M(v)(a0(B)−1a0(B−1)−1d0(B) HM (v− jm + jl))
+
∑
vτ∈S∗
M(v)(a0(B−1)−1a0(B)−1d0(B) HM (v+ jm − jl))
+ 2
∑
vτ∈S∗
M(v) (a0(B−1)−2d0(B) HM (v+ jm + jl))+ Rp+m,p+l(θ),
(17)
where Rp+m,p+l(θ)/N is bounded in probability by the norm ‖θ − θ0‖. We may similarly write
down Jn,m(θ) for any n,m = 1, . . . , p + q.
We define
J (θ) = (J1(θ), . . . , Jp+q(θ))τ , θ ∈ Θ, J (θˆ) = J,
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with D = (D1(θ0), . . . , Dp+q(θ0))τ , such that we can write
J (θˆ − θ0) = D or N 1/2(θˆ − θ0) = (J/N )−1(N−1/2D). (18)
Before, we move to the next theorem, we consider {e(v), vτ ∈ Zd} to be a sequence of uncor-
related and zero mean random variables with variance unity. We define the two auto-regressions
{ξ(v)} and {µ(v)} by the equations
b0(B)ξ(v) = e(v) and a0(B)µ(v) = e(v)
with the true values of the parameters in the polynomials b0(z), a0(z). If we let the random
vector ξ = (ξ(−i1), . . . , ξ(−ip), µ(−j1), . . . , µ(−jq))τ , then we write the variance matrix
Wp+q = var(ξ).
Theorem 2. If E(ε(v)4) <∞, then under conditions (C1) and (C2) , it holds that
N 1/2(θˆ − θ0) D−→ N (0,W−1p+q),
as N →∞ and (C3) holds.
7. Bilateral schemes
For the finite positive integers p, q and for the lags 0 < i1 < · · · < ip and 0 < j1 < · · · < jq ,
we write the polynomials
b(z) = 1−
p∑
n=1
bin z
in , a(z) = 1+
q∑
m=1
ajm z
jm ,
which now are not necessarily causal. We consider the ARMA process {Z(v)} to be defined by
b(B)Z(v) = a(B)W (v),
where {W (v)} is a sequence of zero mean, uncorrelated random variables with variance σ 2W .
Then, we write the positive numbers cb, ca , such that
b(z) b(z−1) ≡ cb ϕ(z) ϕ(z−1), a(z) a(z−1) ≡ ca θ(z) θ(z−1),
where although the filters ϕ(z), θ(z) do not necessarily involve a finite number of lags, they are
causal in the sense that
ϕ(z) = 1−
∑
j∈Ip
ϕj zj, Ip ⊆ {j > 0}, ϕ(z)−1 = 1+
∑
j>0
Φj zj,
with
∑
j∈Ip |ϕj| <∞,
∑
j>0 |Φj| <∞, and similarly
θ(z) = 1+
∑
j∈Iq
θj zj, Iq ⊆ {j > 0}, θ(z)−1 = 1+
∑
j>0
Θj zj,
with
∑
j∈Iq |θj| < ∞,
∑
j>0 |Θj| < ∞. As mentioned before, for d ≥ 2 dimensions, the car-
dinalities of the two sets Ip, Iq might not be finite. Once the coefficients of b(z) are known, cb
might be computed as a function of these coefficients; this is because the causal polynomial ϕ(z)
with coefficient of z0 equal to unity that can be recovered from b(z)b(z−1) is unique. Similarly
for ca as a function of the coefficients of a(z). Note that not only when b(z) is bilateral, but also
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when b(z) is unilateral but not causal, the number cb will be different from unity, as we have
considered all lags in > 0, n = 1, . . . , p to be ‘positive’ in b(z), similarly for a(z) and ca .
Since we are not dealing with causal and invertible models, we will not need condition (C1).
However, we will need to replace it and to consider a parameter space, such that there will
be a one-to-one correspondence between the coefficients of b(z)b(z−1) and the coefficients of
b(z). Similarly, for the polynomials a(z)a(z−1) and a(z). For example, condition (C1) would
guarantee that there is a unique set of parameters that could have generated the two auto-
covariance functions reflected in the coefficients of b(z)b(z−1) and a(z)a(z−1). This can be
more easily understood from time series and d = 1, when we know that for the auto-regressive
moving-average models of order (p, q), there are 2p+q different sets of coefficients b1, . . . , bp,
a1, . . . , aq that could have generated the same auto-covariance function. Only one of these sets
relates to a causal and invertible model.
Suppose that for the bilateral model of interest, we need to estimate the parameters, which
have generated the observations {Z(v), vτ ∈ I}. We consider
M∗(v,b) ≡ b(B)b(B−1)Z(v),
to be functions of the data and the auto-regressive parameters. We also consider the polynomial
d∗(z) = {b(z)b(z−1) a(z)a(z−1)}−1 ≡
∑
j
d∗j z
j,
and its coefficients depend on the values of the parameters too. Thus, we find our estimators by
maximizing the modified Gaussian likelihood
L∗ ∝ (σ 2W )−N
∗/2(cb/ca)
N∗/2 exp
− ∑
vτ∈S∗
M∗(v,b)
∑
jτ∈Fv
d∗j M
∗(v− j,b)/2σ 2W
 (19)
or by minimizing
l∗ = log σ 2W + log(ca/cb)+ Q∗/(N∗σ 2W ), (20)
with
Q∗ =
∑
vτ∈S∗
M∗(v,b)
∑
jτ∈Fv
d∗j M
∗(v− j,b).
Indeed, if we define the sequence of uncorrelated and zero mean random variables {ε(v)}, such
that
ϕ(B)Z(v) = θ(B)ε(v), var(ε(v)) = σ 2 ≡ σ 2W (ca/cb),
we can see immediately that, the quantity that L∗ is proportional to in (19), is also equal to
(σ 2)−N∗/2 exp
− ∑
vτ∈S∗
M(v,ϕ)
∑
jτ∈Fv
dj M(v− j,ϕ)/2σ 2
 ,
where M(v,ϕ) ≡ ϕ(B)ϕ(B−1)Z(v) = b(B)b(B−1)Z(v)/cb = M∗(v,b)/cb and
d(z) = {ϕ(z)ϕ(z−1) θ(z)θ(z−1)}−1 = cb ca d∗(z) ≡
∑
j
dj zj.
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This is what we would maximize, if we were trying the different values for the parameters ϕ, θ
of the causal and invertible model, exactly as we described in (14) and the previous sections;
note that, for this section, θ is not the parameter vector for both the auto-regressive and moving-
average parameters of the model of interest. Unlike the case of maximizing L∗ in (19) with
respect to the auto-regressive and moving-average parameters, which depends on σ 2W , the case of
deriving estimators for the parameters of causal and invertible models would be independent
of the relevant variance σ 2. However, as we explained before, the vectors ϕ, θ would not
necessarily involve a finite number of elements then.
The factor cb/ca or the term log(ca/cb) in (19) or (20), respectively, fixes the deterministic
part of the likelihood. If it is omitted, the estimators defined are inconsistent. An equivalent result
was provided by Whittle [10] for stationary processes using an auto-regressive representation. In
the proof of Theorem 1, we also explain why our estimators would be inconsistent then.
Finally, Section 5 provides the answer why we need cb/ca in the first place. According to
(11), we would write the factor |var(A)|1/2 (σ 4W )−NS/2, where |var(A)| would come from the
auto-regression
k(B)A(v) = W ∗(v), k(z) = a(z)b(z)
and {W ∗(v)} is a sequence of uncorrelated and zero mean random variables with variance σ 2W .
Since the spectral density of {A(v)} is proportional by (2pi)−d to
σ 2W {b(z)b(z−1) a(z)a(z−1)}−1 = σ 2W (cb ca)−1{ϕ(z)ϕ(z−1) θ(z)θ(z−1)}−1,
it holds that
|var(A)| → (σ 2W )NS (cb ca)−NS ,
|var(A)|1/2(σ 4W )−NS/2 → (σ 2W )−NS/2 (cb ca)−NS/2,
as NS →∞ and (C3)(i) holds. With the proper selection from the locations of S to the locations
of S∗, we will come up with
(σ 2W )
−N∗/2 (cb ca)−N
∗/2, (21)
instead.
Similarly, in Section 5 we can see how the factor
(∏
vτ∈S∗ rb(v)
)
in (13) might not be replaced
by unity when the moving-average process defined by (12) is not invertible. Since the spectral
density of {YH (v)} will be proportional by (2pi)−d to
b(z)b(z−1) = cb ϕ(z)ϕ(z−1),
it holds that
(∏
vτ∈S∗ rb(v)
) → (cb)N∗ , as N∗ → ∞ and (C3)(i) holds. In other words, the
variance of the prediction error relating to the best linear predictor of YH (v), based on more and
more information from its ‘past’ v− j, j > 0, will tend to cb, rather than unity.
If we combine this final result with (21), then we may write the factor
(σ 2W )
−N∗/2 (cb ca)−N
∗/2 (cb)
N∗ = (σ 2W )−N
∗/2 (cb/ca)
N∗/2,
which is what we have in (19). The next section suggests how cb, ca could be approximated in
practice, given the coefficients of b(z), a(z), respectively.
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8. Practical considerations
Our estimates for the auto-regressive and moving-average parameters will be approximated,
after a proper search over the parameter space will take place. For bilateral schemes, in order
to approximate cb and ca as functions of the assumed values for the parameters, the innovations
algorithm might be used. In Section 5, we explained what happens with the moving-average
process {YH (v)}; assuming b to be the true values for the auto-regressive parameters, we may
consider a variance matrix, according to the second-order properties of random variables on
the locations of S with auto-covariances the coefficients of the polynomial b(z)b(z−1). Without
observing any variables or creating innovations, the algorithm can still provide a series of
prediction variances rb(v), depending on a conventional ordering of the locations of S. We might
use the selection
∑
vτ∈S∗ rb(v)/N∗, in order to approximate cb. Or, we might use one prediction
variance only, corresponding to the best linear predictor for the location vτ ∈ S∗, which is based
on the most locations v−j, j > 0 and vτ−jτ ∈ S. Similar approximations might be derived for ca .
An identical idea can be used for the coefficients dj, or as many of them needed, in order
to write the quantity that is to be minimized. Since the polynomial d(z)−1 = {b(z)b(z−1)
a(z)a(z−1)} expresses the second-order properties of a moving-average process, then an inverse
variance matrix of random variables from this process has elements that tend to the coefficients
of d(z). So, if we consider the random vector Y with elements the random variables M(v,b) on
all the locations vτ ∈ S, and we write the variance matrix Σ = var(Y)/σ 2, according to the
auto-covariance function expressed in d(z)−1, then it holds that
YτΣ−1Y =
∑
vτ∈S
M(v,b)
∑
jτ∈Fv
βv,j M(v− j,b), (22)
where βv,j are the elements of Σ−1 with the relevant symmetry conditions implying βv,j =
βv−j,−j. If the selection we discussed before is taking place, we may replace this by∑
vτ∈S∗
M(v,b)
∑
jτ∈Fv
βv,j M(v− j,b). (23)
Using similar arguments like Yao and Brockwell [12], we may demonstrate how βv,j → dj as the
location v remains fixed inside the sampling set and the number of locations all around it in S or
I increases to infinity towards all sides, or in other words, as N → ∞ and (C3)(i) holds. Thus,
instead of the coefficients dj, the coefficients βv,j might be used, which can be recovered more
easily for specific values of the auto-regressive and moving-average parameters. If the model is
bilateral, identical arguments can be used for the coefficients d∗j and, say, β
∗
v,j.
Finally, once the asymptotic normality of the estimators has been established, it would be
necessary for the statistical inference to propose a way to approximate the elements of the
variance matrix of the estimators. After the estimates for the parameters have been computed
from the sample, a set of uncorrelated random variables, or innovations, might be created from
the original set of random variables of the ARMA process; this ‘pre-whitening’ will take place
as if the estimates are the true values of the parameters. Bootstrap re-sampling on the innovations
will produce many equally sized sets of uncorrelated random variables. Thus, a different estimate
of the parameters can be produced each time, after the set of uncorrelated random variables
is transformed backwards to a finite ARMA sequence; again, going backwards will take place
according to the estimates of the parameters from the data. As a result, many estimates of the
parameters can be produced from a unique dataset and approximations for the variances and
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covariances of the defined estimators can be derived, using computational methods, which are
straightforward, speedy and nothing out of the common way.
9. Conclusion
We have proposed new estimators for the parameters of ARMA models on Zd , where d can
be any number of dimensions. We have shown that the defined estimators are maximizers of
a Gaussian likelihood, with a modification taking place to secure their asymptotic normality.
The modification is specific and it is based on the fixed order of the model of interest for any
dimensionality. Moreover, once the edge-effect has been dealt with and the asymptotic normality
has been established, the variance matrix of the estimators generalizes a classical time series
result, which had not been previously made available for more than two dimensions. Standard
computational methods might be used to detect the new estimates and to approximate the relevant
variances. The new results apply both for the cases of bilateral spatial processes as well as
unilateral spatial-temporal processes. Finally, what could be interesting in the future, would
be to verify that the proposed method works as expected in practice, and to compare it with
the existing two-dimensional methodology of Yao and Brockwell [12] and the maximum exact
Gaussian likelihood estimation, by running a proper simulation study; this paper has answered
all the questions on how this can be easily investigated for the new method.
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Appendix. Outline proofs
A.1. Proof of Theorem 1
For any θ in Θ , we can write∑
vτ∈S∗
(b(B)b(B−1)Z(v))
∑
iτ∈Fv
di(b(B)b(B−1)Z(v− i))/N
or ∑
vτ∈S∗
(b(B)b0(B)−1b(B−1)b0(B−1)−1M(v))∑
iτ∈Fv
di(b(B)b0(B)−1b(B−1)b0(B−1)−1M(v− i))/N ,
which tends in probability to∑
vτ∈S∗
(b(B)b0(B)−1b(B−1)b0(B−1)−1M(v))∑
iτ∈Zd
di(b(B)b0(B)−1b(B−1)b0(B−1)−1M(v− i))/N . (24)
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Indeed, we may very easily verify that, if we define
r(v) = (b(B)b0(B)−1b(B−1)b0(B−1)−1M(v))∑
iτ 6∈Fv
di(b(B)b0(B)−1b(B−1)b0(B−1)−1M(v− i)),
then it holds that
E
( ∑
vτ∈S∗
r(v)/N
)
→ 0, var
( ∑
vτ∈S∗
r(v)/N
)
→ 0,
as N →∞ and (C3)(i) holds, since N∗/N → 1. Similar arguments might be discovered in Yao
and Brockwell [12]. Condition (C2) makes sure that we can use the weak law of large numbers
or a more general version of Proposition 6.3.10 of Brockwell and Davis [4].
We may rewrite (24) as∑
vτ∈S∗
(b(B)b0(B)−1b(B−1)b0(B−1)−1M(v))
(a(B)−1a0(B)a(B−1)−1a0(B−1)A(v))/N ,
which tends in probability to
E((b(B)b0(B)−1b(B−1)b0(B−1)−1M(v))(a(B)−1a0(B)a(B−1)−1a0(B−1)A(v))), (25)
under conditions (C2) and (C3)(i). For all vectors (bτ , aτ )τ inΘ , we may define the polynomials
b(z)b0(z)−1b(z−1)b0(z−1)−1 =
∑
jτ∈Zd
βj(b) zj,
a(z)−1a0(z)a(z−1)−1a0(z−1) =
∑
jτ∈Zd
αj(a) zj.
Since M(v) and A(v− j) are uncorrelated for all j 6= 0, it holds that (25) is equal to σ 2{∑jτ∈Zd
βj(b) αj(a)}. On the other hand, this same number is generated as the coefficient of z0 from the
polynomial
σ 2
∑
jτ1 ,j
τ
2∈Zd
βj1(b) αj2(a) z
j1−j2 .
Thus, we may consider that (25) is equal to
E[ε∗(v){(b(z)a(z)−1)(b0(z)a0(z)−1)−1(b(z−1)a(z−1)−1)
(b0(z−1)a0(z−1)−1)−1ε∗(v)}] ≥ E(ε∗(v)2) = σ 2, (26)
where the equality holds if and only if b = b0 and a = a0. At this final stage and for the
inequality to hold, condition (C1) is essential, so that all the polynomials b(z)−1, b0(z)−1 and
a(z)−1, a0(z)−1 can generate unity to be the coefficient of z0 and they can extend over one side
only zi, i ≥ 0 or zi, i ≤ 0, with absolutely summable coefficients.
Finally, from the definition of the estimators θˆ , we may derive directly
lim sup
N→∞
Q(θˆ)/N ≤ lim
N→∞ Q(θ0)/N = σ
2, (27)
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using similar arguments like before. If we combine (26) and (27) properly, we may conclude
with the consistency of θˆ first, and then the consistency of σˆ 2.
A.2. Proof of Theorem 2
Straight from (18), we will separate the proof into two parts.
For the first part, we will look at the elements of J/N . Using the same conditions and
arguments as in Theorem 1, we can show that J/N
P−→ 2 σ 2Wp+q , as N →∞. For example,
from (17), we can see that it holds, for m, l = 1, . . . , q,∑
vτ∈S∗
M(v)(a0(B)−2d0(B)HM (v− jm − jl))/N
P−→ E(M(v) (a0(B)−2A(v− jm − jl))) = 0
and similarly for
∑
vτ∈S∗ M(v) (a0(B−1)−2d0(B)HM (v+jm+jl))/N . The term Rp+m,p+l(θˆ)/N
will tend to 0 in probability, due to the consistency of the estimators θˆ . Finally, we can see that
the remaining two terms in (17) will produce in probability
E(M(v) a0(B)−1a0(B−1)−1A(v− jm + jl))
+ E(M(v) a0(B)−1a0(B−1)−1A(v+ jm − jl)),
which is exactly what we want.
For the second part, we will look at N−1/2D. Similarly to (15) and (16), we define for n =
1, . . . , p,
D∗n =
∑
vτ∈S∗
Y1(v+ in) (d0(B)M(v))+
∑
vτ∈S∗
Y2(v− in) (d0(B)M(v))
−
∑
vτ∈S∗
M(v)(b0(B)−1d0(B) M(v− in))
−
∑
vτ∈S∗
M(v)(b0(B−1)−1d0(B) M(v+ in))
+
∑
vτ∈S∗
M(v)(d0(B) Y1(v+ in))+
∑
vτ∈S∗
M(v) (d0(B) Y2(v− in))
=
∑
vτ∈S∗
Y1(v+ in) A(v)+
∑
vτ∈S∗
Y2(v− in) A(v)
=
∑
vτ∈S∗
A(v)(b0(B)−1M(v− in))+
∑
vτ∈S∗
A(v)(b0(B−1)−1M(v+ in))
and then for m = 1, . . . , q ,
D∗p+m =
∑
vτ∈S∗
M(v) (a0(B)−1A(v− jm))+
∑
vτ∈S∗
M(v)(a0(B−1)−1A(v+ jm)),
respectively, and D∗ = (D∗1 , . . . , D∗p+q)τ . The fact that all the processes {M(v)}, {Y1(v)} and{Y2(v)} are finite moving-average processes, combined with the appropriate selection of the set
S∗, guarantees that we can write
E(N−1/2(D∗n − Dn(θ0))) = 0, n = 1, . . . , p + q.
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This is our solution to the edge-effect. Furthermore, the fact that
var(N−1/2(D∗n − Dn(θ0)))→ 0, n = 1, . . . , p + q,
as N →∞, is quite simple to show and we refer to Yao and Brockwell [12] for that. Thus,
N−1/2(D∗n − Dn(θ0)) P−→ 0, n = 1, . . . , p + q,
and all the elements of the vector N−1/2D∗ − N−1/2D tend to 0 in probability.
For large enough positive integer K , we may define A(K )(v) instead of A(v), to be a function
of a finite number of terms ε(v − j), jτ = ( j1, . . . , jd), each with | jk | ≤ K , k = 1, . . . , d .
Similarly, we may ‘truncate’ the polynomials b0(z)−1, a0(z)−1, according to the integer K .
Consequently, we may define the random variables D(K )n , n = 1, . . . , p + q, and the vec-
tor D(K ) = (D(K )1 , . . . , D(K )p+q)τ , in order to establish the asymptotic normality of the vector
N−1/2D(K ), as N → ∞ and (C3) holds. We may consider any λ ∈ Rp+q and we may use
the Cramer-Wold device for the vector N−1/2λτD(K ). A more general version of Theorem 6.4.2
of Brockwell and Davis [4] can be used as a central limit theorem for strictly stationary K -
dependent sequences under (C3).
Then, if we let K →∞ and use standard arguments, we may conclude that N−1/2λτD∗ is an
asymptotically normal, zero-mean random vector with variance matrix
var(N−1/2λτD∗)→ λτV λ, V =
∑
iτ∈Zd
Γ (i), Γ (i) = E(U(v)U(v− i)τ )
with U(v) = (U1(v), . . . ,Up+q(v))τ and
Un(v) = A(v) (b0(B)−1M(v− in))+ A(v)(b0(B−1)−1M(v+ in)), n = 1, . . . , p,
Up+m(v) = M(v) (a0(B)−1A(v− jm))+ M(v) (a0(B−1)−1A(v+ jm)), m = 1, . . . , q.
We will base the proof for the variance matrix V on the next result. If we write E(M(v)M(v−
j)) = σ 2 γM (j) and E(A(v)A(v− j)) = σ 2 γA(j), then it holds that∑
iτ∈Zd
γM (i) γA(i+ j) =
{
1, j = 0
0, j 6= 0. (28)
This comes straight from the fact that d(z) and d(z)−1 generate the coefficients γA(j) and γM (j),
respectively, and the fact that d(z)d(z)−1 = 1.
We will demonstrate the cases
∑
iτ∈Zd E(Un(v)Ur (v− i)) for n, r = 1, . . . , p, for the (n, r)
elements of the matrix V , as the remaining elements will flow similarly. There will be four
different terms. For the first term, if we write b0(z)−1 =∑j≥0 Φj,0 zj,Φ0,0 = 1, we will write∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v) M(v− in − j) A(v− i) M(v− i− ir − j∗)).
It cannot be that v = v− i− ir − j∗ or i = −ir − j∗ and that v− in − j = v− i or i = in + j at the
same time. Thus, we may use the fact that M(v− j) and A(v) are uncorrelated for any j 6= 0 and
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a proper generalization of Proposition 7.3.1 of Brockwell and Davis [4], in order to write that the
term is equal to∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v)A(v− i)) E(M(v− in − j)M(v− i− ir − j∗))+ δ
= σ 4
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i
γA(i) γM (i+ ir + j∗ − in − j)+ δ
= σ 4
∑
in+j=ir+j∗
Φj,0 Φj∗,0 + δ = σ 4 E(ξ(−in) ξ(−ir ))+ δ,
where we have used (28). Regarding the term δ, we explain how to find it next. We will write
E(ε(v)4) = η σ 4 < ∞. First, we write the polynomials h0(z) = b0(z−1) a0(z) = ∑i hi,0 zi
and H0(z) = h0(z)−1 = ∑i Hi,0 zi. Then, it holds that M(v) = h0(B)ε(v) and A(v) =
H0(B−1)ε(v). Then, according to Proposition 7.3.1 of Brockwell and Davis [4], it should hold
that δ is equal to
(η − 3) σ 4
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i
∑
i3=i1+i
Hi1,0 h−i1−in−j,0 Hi3,0 h−i3−ir−j∗,0
= (η − 3) σ 4
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i
∑
i1
Hi1,0 h−i1−in−j,0 Hi1+i,0 h−i1−i−ir−j∗,0
= (η − 3) σ 4
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i1
Hi1,0 h−i1−in−j,0
∑
i
Hi1+i,0 h−i1−i−ir−j∗,0
= (η − 3) σ 4
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i1
Hi1,0 h−i1−in−j,0
∑
i3
Hi3,0 h−i3−ir−j∗,0
= (η − 3) σ 2
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i1
Hi1,0 h−i1−in−j,0 E(A(v) M(v− ir − j∗))
= 0,
since it cannot be that ir + j∗ = 0, and A(v),M(v − ir − j∗) are two uncorrelated random
variables.
For the second term, we will write∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v) M(v− in − j) A(v− i) M(v− i+ ir + j∗))
=
∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v) M(v− in − j) A(v+ i) M(v+ i+ ir + j∗)).
Since it can be that v = v+ i+ ir + j∗ or i = −ir − j∗ and that v+ i = v− in − j or i = −in − j
at the same time, the term is equal to∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v)A(v+ i)) E(M(v− in − j)M(v+ i+ ir + j∗))
+
∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v)M(v+ i+ ir + j∗)) E(A(v+ i)M(v− in − j))+ δ.
The first part is equal to
σ 4
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i
γA(i) γM (i+ ir + j∗ + in + j) = 0,
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while the second part is equal to∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i
E(A(v)M(v+ i+ ir + j∗)) E(A(v+ i)M(v− in − j))
= σ 4
∑
j+in=j∗+ir
Φj,0 Φj∗,0 = σ 4 E(ξ(−in) ξ(−ir )).
Using similar arguments like before, we may write again that δ = 0, since it cannot be that
ir + j∗ = 0 for any j∗ ≥ 0 and, thus, the random variables A(v),M(v+ ir + j∗) are uncorrelated
anyway.
For the third term, we will write∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v) M(v+ in + j) A(v− i) M(v− i− ir − j∗)),
which will produce∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v)A(v− i)) E(M(v+ in + j)M(v− i− ir − j∗))
+
∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v)M(v− i− ir − j∗)) E(A(v− i)M(v+ in + j)).
The term of the fourth moments δ has been considered equal to 0, since it cannot be that
ir + j∗ = 0 for j∗ ≥ 0. The first part is
σ 4
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i
γA(i) γM (i+ ir + j∗ + in + j) = 0,
since it cannot be that ir + j∗ + in + j = 0 for any j, j∗ ≥ 0. For the second part to be nonzero, it
has to be that i = −ir − j∗ and that i = −in − j, and so the term is equal to
σ 4
∑
j+in=j∗+ir
Φj,0 Φj∗,0 = σ 4 E(ξ(−in) ξ(−ir )).
The final term is equal to∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v) M(v+ in + j) A(v− i) M(v− i+ ir + j∗))
=
∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v) M(v+ in + j) A(v+ i) M(v+ i+ ir + j∗)).
The term δ will be equal to zero, as usual. Moreover, like for the first term, we can see that it
cannot be that i = −ir − j∗ and i = in + j for any j, j∗ ≥ 0 at the same time and, thus,∑
i
∑
j,j∗≥0
Φj,0 Φj∗,0 E(A(v)M(v+ i+ ir + j∗)) E(A(v+ i)M(v+ in + j)) = 0.
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As a result, our fourth term is equal to∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i
E(A(v)A(v+ i)) E(M(v+ in + j)M(v+ i+ ir + j∗))
= σ 4
∑
j,j∗≥0
Φj,0 Φj∗,0
∑
i
γA(i) γM (i+ ir + j∗ − in − j)
= σ 4
∑
ir+j∗=in+j
Φj,0 Φj∗,0 = σ 4 E(ξ(−in) ξ(−ir )).
Putting all the four terms together, we may conclude that the element of V at the row
n = 1, . . . , p, and column r = 1, . . . , p, is equal to 4 σ 4 E(ξ(−in) ξ(−ir )). Identical arguments
might be used for the remaining elements of V , and we will write then V = 4 σ 4 Wp+q . Since
J/N
P−→ 2 σ 2 Wp+q , then
(J/N )−1V (J/N )−1 P−→ (2 σ 2Wp+q)−1(4 σ 4 Wp+q) (2 σ 2Wp+q)−1 = W−1p+q ,
and the proof is completed here.
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