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Abstract
A fast rotating Bose–Einstein condensate can be described by a complex valued wave function mini-
mizing an energy restricted to the lowest Landau level or Fock–Bargmann space. Using some structures
associated with this space, we study the distribution of zeroes of the minimizer and prove in particular that
the number of zeroes is infinite. We relate their location to the combination of two problems: a confining
problem producing an inverted parabola profile and the Abrikosov problem of minimizing an energy on a
lattice, using Theta functions.
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1. Introduction
We consider complex valued functions u of the complex variable z = x + iy and we are
interested in minimizing the functional
EhLLL(u)=
∫
C
|z|2∣∣u(z)∣∣2 + NaΩ2h
2
∣∣u(z)∣∣4L(dz), (1.1)
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∫
C
|u|2L(dz) = 1 and f (z) = u(z)e|z|2/2h is a holomorphic function.
Here, L(dz) denotes the Lebesgue measure dx dy, h is a small parameter, N,a are prescribed
constants and Ω2h = 1−h2. We would like to study some qualitative properties of the minimizers,
in particular, the location of its zeroes, and identify a limiting problem as h tends to 0. The
holomorphy constraint is one of the delicate points to take care of. For this purpose, we will use
some structures associated with the Fock–Bargmann space Fh:
Fh =
{
f ∈ L2(C, e− |z|2h L(dz)), s.t f entire} (1.2)
with ‖f ‖2Fh =
∫
C
∣∣f (z)∣∣2e− |z|2h L(dz). (1.3)
The problem is thus to understand the properties of the solutions to
inf
{
EhLLL
(
e−
|z|2
2h f
)
, f ∈Fh, ‖f ‖Fh = 1
}
. (1.4)
We may also use the notation
Gh(f )=EhLLL
(
e−
|z|2
2h f
)
. (1.5)
This problem arises in the study of fast rotating Bose–Einstein condensates [1,3,5,22,35]. This
state of matter is described by a macroscopic complex valued wave function ψ minimizing an
energy, called the Gross–Pitaevskii energy depending on N the number of atoms, a the scattering
length and Ωh the rotational velocity:
EGP(ψ)=
∫
C
1
2
∣∣∇ψ − iΩhr⊥ψ∣∣2 + 12(1 −Ω2h)|z|2|ψ |2 + 12Na|ψ |4L(dz),
under
∫
C
|ψ |2 = 1, with r = (x, y), r⊥ = (−y, x) and z = x + iy. Experimentally, condensates
are confined in a harmonic trapping potential, which is modelled by the second term in the en-
ergy. The quartic term models the atomic interaction in a mean field approach. The fast rotating
regime corresponds to the limit when Ωh tends to 1, and the rotational force almost compen-
sates the confining potential so that the condensate expands and nucleates vortices which arrange
themselves on an almost triangular lattice. One of the key issues is to understand the properties
of the minimizers as Ωh tends to 1. In this limit, a simplified problem, which reduces to (1.4),
is often considered. Indeed, the first eigenvalue of the operator −(∇ − iΩhr⊥)2 is Ωh and the
first eigenspace is the Hilbert space generated by functions ψ(z) = P(z)e−Ωh|z|2/2, where P
varies in a basis of polynomials. This space is the subspace of L2(C,L(dz)) made of functions
ψ(z) = f (z)e−Ωh|z|2/2 with f holomorphic. It is called the Lowest Landau Level (LLL) and is
equal to Fh up to rescaling: after the change of variables ψ(z) = √Ωhhu(z√Ωhh), we find
that if u(z)e|z|2/2h is in Fh, EGP(ψ) = Ωh + (h/Ωh)EhLLL(u), which justifies our aim to study
problem (1.4).
Characterizing the location of the zeroes of the minimizers of (1.4) is an important issue in
the physics community [5,22,35]. It has been observed both experimentally and numerically that
they lie on an almost triangular lattice, as illustrated in the numerical simulations of [5]. In fact,
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and the other one to the scale of variations of a profile which corresponds to the average of
the modulus of u over a few cells around the zeroes. This average gives rise to a slow varying
envelope of |u| which is close to an inverted parabola. The first scale is of order √h, and is thus
small, while the second one is of order 1. In [4], an upper bound for the energy has been derived
by constructing a test function with an appropriate location of its zeroes. The lower bound is still
open. Let us point out that here, we use a scaling which makes the presentation closer to the
standard semiclassical asymptotics, which amounts to rescaling distances by
√
Ωhh with respect
to [4].
Further properties of the minimizer are the topic of this paper. Some results have been an-
nounced in a note intended for physicists [6]. The structure of the Bargmann space (1.2) was
introduced by physicists in the N -body problem (see [18] for instance) but it has apparently
never been used to derive qualitative properties of minimizers of an energy such as EhLLL. Here,
we would like to understand some properties of the zeroes and recover the slow varying pro-
file suggested by the experiments and numerical computations. As a first understanding, the two
scales can be decoupled. Indeed, let us consider the minimization of (1.1) under ∫ |u|2 = 1,
without the holomorphic constraint on f . The Euler–Lagrange equation is
|z|2u¯+NaΩ2h|u¯|2u¯− λu¯= 0,
where λ is the Lagrange multiplier due to the L2 constraint. Any solution has an inverted parabola
shape, that is, satisfies
|umin|2(z)= 2
πR2h
(
1 − |z|
2
R2h
)
1{|z|Rh}, Rh =
√
λ=
(2NaΩ2h
π
)1/4
. (1.6)
When h > 0 is fixed, this compactly supported function umin cannot be in any weak sense a limit
of Pn(z)e−|z|
2/2h
, where (Pn)n∈N is a sequence of polynomials, since a limit of holomorphic
functions in the distributional sense is holomorphic. Nevertheless, we expect the minimizers f h
of (1.4) to have a specific location of zeroes, such that its slow varying envelope approaches, in
a weak sense, an inverted parabola, when h tends to 0. Its radius is not given by (1.6), but is
modified to take into account the energy contribution of the zeroes. Understanding this issue is
one of the aims of this paper.
Instead of dropping the holomorphy constraint in (1.4), one may think of minimizing (1.1)
without the first term. This must be done with a slightly different constraint, as we will see in
the sequel. The problem is then reduced to the one studied by Abrikosov [2] and Kleiner et al.
[25] for a type II superconductor and the minimizer is expected to be a wave function whose
modulus is periodic over a hexagonal lattice of size
√
h and vanishes exactly once in each cell.
The minimization of the full problem (1.4) displays properties related to these two simplified
problems in an approximate sense that we will try to understand.
Let us present our main results. First, we prove the existence of minimizers of (1.4) and derive
an Euler–Lagrange equation which allows us to get some properties of the zeroes of the mini-
mizers. This uses the explicit expression of the orthogonal projection from L2(C, e−|z|2/hL(dz))
onto Fh:
[Πhf ](z)= 1
πh
∫
e
zz¯′
h e−
|z′ |2
h f (z′)L(dz′)C
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F sh =
{
f entire, s.t.
∫
C
〈z〉2s ∣∣f (z)∣∣2e− |z|2h L(dz) <∞}, (1.7)
where 〈z〉 =√1 + |z|2.
Theorem 1.1. For fixed h > 0, the minimization problem (1.4) admits a solution in F1h . Any
minimizer is a solution to the Euler–Lagrange equation
Πh
[(|z|2 +NaΩ2he− |z|2h |f |2 − λ)f ]= 0, (1.8)
where λ ∈ R is the Lagrange multiplier satisfying the uniform estimates ehLLL  λ 2ehLLL with
ehLLL = inf
{
EhLLL
(
e−
|z|2
2h f
)
, f ∈Fh, ‖f ‖Fh = 1
}
.
The Euler–Lagrange equation can also be written as
zh∂zf + NaΩ
2
h
2
f¯ (h∂z)
[
f 2
(
2−1.
)]− (λ− h)f = 0 in F−1h , (1.9)
the operator f¯ (h∂z) being defined as the limit limK→∞
∑K
k=0 ak(h∂z)k if f (z)=
∑∞
k=0 akzk .
This theorem will be proved in Section 3. The existence of a solution to the minimization
problem, as well as the explicit expression of the Euler–Lagrange equations, are obtained using
the properties of the space Fh and the projector Πh. Moreover the minimum ehLLL satisfies
2Ωh
3
√
2Na
π
< ehLLL 
2Ωh
3
√
2Nab
π
+ oNa
(
h0
)
, (1.10)
where the parameter b describes the contribution of the vortex lattice and is related to a mini-
mization problem which is described in Theorem 1.4. The lower bound in (1.10) comes from the
energy of the inverted parabola (1.6). The upper bound is a result of [4]. We are going to provide
a new proof of this upper bound in Theorem 1.5, as well as a more precise estimate on the re-
mainder term. We will relate the coefficient b ∼ 1.1596 to the Abrikosov problem. Let us point
out the gap between the lower bound and the upper bound due to the coefficient b: this coefficient
takes into account the contribution of the vortex lattice and does not appear in the lower bound,
given the way we have computed it. Theorems 1.4 and 1.5 will provide more details on b.
The Euler–Lagrange equation allows us to derive that a minimizer has an infinite number of
zeroes and, in particular, cannot be achieved by a function f which is a polynomial:
Theorem 1.2. Assume that f is a solution to (1.9) with the condition
λ3h < 27
(
NaΩ2he
− 112
4π
)2
.
Then f has an infinite number of zeroes.
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is finite, the highest degree term in the equation provides a contradiction. Since (1.10) and the
remark following (1.8) imply that the Lagrange multiplier associated with the minimizer of (1.4)
is bounded, we deduce:
Corollary 1.3. Let f be a minimizer of (1.4). If h is sufficiently small, then f has an infinite
number of zeroes.
This question arose in the physics community since neither experimental nor numerical evi-
dence could predict the existence of zeroes in the region where the modulus of the wave function
is very small. Our result implies that vortices do not lie in a bounded region but extend to infinity.
The next step, which is the core of Section 4, is to derive more information on the distribution
of zeroes. We are first going to restrict the minimization to the second term of (1.1) only, under the
condition that f (z)= u(z)e|z|2/2h is holomorphic. In this reduced problem, there is no confining
potential which provides compactness and thus no decay of the function u. But we are going to
consider the problem for functions whose modulus is periodic on a lattice L. Then f is no longer
inFh but is still inF sh for s <−1. We replace integrals by averages and intend to minimize −
∫ |u|4
under −
∫ |u|2 = 1 where −∫ |u|n denotes the average of the periodic function |u|n (here, Q is any
cell of the lattice):
−
∫
|u|n =
∫
Q
|u|n(z)L(dz)∫
Q
L(dz)
= lim
R→∞
∫
|z|R |u|nL(dz)∫
|z|R L(dz)
.
Let us call 1/ν the smallest period of the lattice L and choose this direction to define the real
axis. In fact, geometrical properties of lattices and the invariance of the problem under isometries
allow to reduce further the parameters defining L: one can restrict to lattices defined by
L= 1
ν
(Z ⊕ τZ), ν ∈ R∗+,
τ = τR + iτI , τI > 0, |τ | 1, −12  τR <
1
2
(
τR  0 if |τ | = 1
) (1.11)
and this provides a description for all lattices with smallest period 1/ν, up to direct isometries.
The functions u such that f (z)= u(z)e|z|2/2h is holomorphic, |u| is periodic over the lattice L
and u vanishes exactly on L with simple zeroes, form a one-dimensional space spanned by a
function called uτ . This function is completely determined by the complex number τ of the
lattice: indeed, the periodicity of |u| imposes the value of ν in terms of h and τI . The function uτ
can be expressed in terms of the Theta function according to:
uτ (z)= e− |z|
2
2h fτ (z), fτ (z)= e z
2
2h Θ
(√
τI
πh
z, τ
)
with Θ(v, τ)= 1
i
+∞∑
n=−∞
(−1)neiπτ(n+1/2)2e(2n+1)πiv, v ∈ C.
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γ (τ)= −
∫ |uτ |4
(−
∫ |uτ |2)2 (1.12)
which also arises in the study of superconductors. It turns out that the square (τ = i) and hexago-
nal lattices (τ = e2iπ/3) are critical points of the function τ → γ (τ). The fact that the hexagonal
lattice is a minimizer was numerically checked by Kleiner, Roth and Autler in [25]. An explicit
computation of the quantity γ (τ), with the help of a result by Nonnenmacher and Voros [29]
about quantum chaos, provides a complete proof that τ = e2iπ/3 is the global minimizer. In addi-
tion, we shall see that for any τ the function fτ solves an equation close to our Euler–Lagrange
equation (1.8). This can be summarized in the following theorem:
Theorem 1.4. Let L be a lattice given by its parameters ν and τ through (1.11). If the function f
is entire, satisfies f−1({0})= L with simple zeroes, and |e−|z|2/(2h)f (z)| is L-periodic, then the
parameter ν and the function f are determined by τ through:
ν =
√
τI
πh
and f (z)= cfτ (z), c ∈ C∗,
with fτ (z)= e z
2
2h Θ
( √
τI√
πh
z, τ
)
. (1.13)
The function fτ (z) solves the equation
Πh
(
e−
|z|2
h |fτ |2fτ
)= λτfτ in F sh, s <−1, (1.14)
with λτ = −
∫ |uτ |4
−
∫ |uτ |2 = 1√2τI
∑
k,∈Z
e
− π
τI
|kτ−|2 (1.15)
where uτ (z)= e−|z|2/(2h)fτ (z). Moreover, the quantity γ (τ) defined in (1.12) satisfies
γ (τ)=
∑
k,∈Z
e
− π
τI
|kτ−|2
. (1.16)
The complex number τ = j = e 2iπ3 , corresponding to the hexagonal lattice, is the unique mini-
mizer of γ (τ) in the fundamental domain{
τ = τR + iτI ∈ C, τI > 0, |τ | 1, −12  τR <
1
2
(
τR  0 if |τ | = 1
)}
and b = γ (j)∼ 1.1596.
Let us point out that (1.14) is similar to (1.8) without the confining term. We expect that, when
h is sufficiently small, any minimizer of (1.4) is close in some sense to fτ (z)α(z), where fτ is
the function described in Theorem 1.4 which varies on a characteristic size
√
h, and α is a slow
varying profile which optimizes the energy and takes into account the confining potential. We are
not able to prove such a result but the converse: fτ (z)α(z) can be approximated, as h tends to 0,
by the function Πh(αfτ ) of Fh, which is almost a solution to (1.8):
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K and
∫ |α˜|2 = 1. For fτ defined by (1.13), we set
ghα˜,τ =
∥∥Πh(α˜fτ )∥∥−1FhΠh(α˜fτ ) and vhα˜,τ (z)= ghα˜,τ (z)e− |z|22h . (1.17)
Then we have
EhLLL
(
vhα˜,τ
)= ∫
C
(
|z|2∣∣α˜(z)∣∣2 + Naγ (τ)
2
∣∣α˜(z)∣∣4)L(dz)+O(h 14 ), (1.18)
where γ (τ) is given by (1.12) or (1.16) and O(h1/4) depends only on ‖α˜‖C0,1/2 , τ and K . More-
over, for any λ ∈ C,
Πh
((|z|2 − λ+NaΩ2h∣∣vhα˜,τ ∣∣2)ghα˜,τ )=Πh((|z|2 − λ+Naγ (τ)|α˜|2)α˜fτ )
√
γ (τ)
λτ
(1.19)
where ‖Rh‖Fh  C(α˜, τ, λ,K)h1/4, and C(α˜, τ, λ,K) depends only on ‖α˜‖C0,1/2 , τ , λ and K .
In order to approximate a minimizer of (1.4), we need to pick the optimal function α˜. Mini-
mizing the right-hand side of (1.18) with respect to τ and α˜ under the constraint ∫ |α˜|2 = 1 yields
τ = j and ∣∣α˜(z)∣∣2 = 1
Naγ (τ)
(√
2Naγ (τ)
π
− |z|2
)
+
, (1.20)
where the first equality is a consequence of Theorem 1.4. This provides in particular a test func-
tion for the upper bound of the energy, and (1.18) makes precise the remainder estimate in the
upper bound of (1.10), which is an improvement of the results of [4].
With this choice of α˜ and τ , and if, in addition, λ in (1.19) is such that λ = √2Naγ (τ)/π,
(1.19) implies that
Πh
((|z|2 − λ+NaΩ2h∣∣vhα˜,τ ∣∣2)ghα˜,τ )=O(h 14 ) in Fh.
In other words, gh
α˜,τ
is a solution to (1.8) up to an error term of order h1/4. We will prove that, as
h tends to 0, gh
α˜,τ
is very close to fτ (z)α˜(z). This implies that, inside the support of α˜, the zeroes
of gh
α˜,τ
are located on an almost regular triangular lattice. We do not have much information
though, on the zeroes located outside the support of α˜, the “invisible vortices.” An open question
is to derive that there is a solution to (1.8) close to gh
α˜,τ
, for the specific choice of τ and α˜ given
by (1.20). One may hope to prove such a result by an analogue of a Newton method.
Finally, the relevance of numerical approximations is considered in Section 6: the numerical
simulations in [5] consist in minimizing the energy Gh on a space of polynomials with bounded
degree, instead of the space Fh. A natural question, for which we provide a partial answer, is
to check that when the degree of the polynomials is taken sufficiently large, the solution to the
finite-dimensional problem provides a suitable approximation of the minimizer in Fh.
Appendix A gathers standard tools about Bargmann transforms, pseudo-differential calculus,
and fixes notations and normalizations.
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periments, the potential trapping the atoms is harmonic, which gives rise to the term |z|2|u|2
in the energy. Nevertheless, in some recent experiments [33], the potential contains a quartic
contribution. The results of Theorems 1.1 and 1.5 can be extended when the quadratic potential
term |z|2|u|2 in the energy is replaced by V (|z|2)|u|2, if √(c− V (|z|2))+ is C0,1/2 for any real
number c. This includes, in particular, the case of the combined harmonic and quartic trapping
potential of the experiments described in [33]. The particularity of the potential of [33] is that the
support of the slow varying profile is no longer a disc (as in our case of the inverted parabola)
but an annulus. Interesting questions arise concerning the number and distribution of “invisible”
vortices in the inner disc.
2. Preliminaries: Bargmann transform and hypercontractivity
In this section, we give some preliminary results which are useful to define properly the Euler–
Lagrange equation of (1.4). We first recall the definition of the Bargmann transform and some of
its properties, and then a hypercontractivity property for spaces of entire functions. Some details
are added in Appendix A.
2.1. Bargmann transform and Fock–Bargmann space
We will use the semiclassical Bargmann transform with the following normalization
[Bhϕ](z)= 1
(πh)3/4
e
z2
2h
∫
R
e−
(
√
2z−y)2
2h ϕ(y) dy,
with z = x−iξ√
2
∈ C and ϕ ∈ S ′(R). The operator Bh enjoys the following properties (details may
be found in Appendix A or can be adapted from [8,17,27]):
(a) Isometry property. For any h > 0, Bh defines a unitary transform from L2(R, dy) onto Fh
(note that our normalization gives L(dz)= dx dξ2 ).
(b) Reproducing Kernel. The product B∗hBh is the identity on L2(R, dy) while BhB∗h = Πh is
the orthogonal projection from L2(C, e−|z|2/hL(dz)) onto Fh. The adjoint of Bh is given by
[
B∗hf
]
(y)= 1
(πh)3/4
∫
C
e
z¯′2
2h e
−(y−√2z¯′)2
2h e−
|z′ |2
h f (z′)L(dz′).
A simple Gaussian integration w.r.t. y ∈ R yields
[Πhf ](z)=
[
BhB
∗
hf
]
(z)= 1
πh
∫
C
e
zz¯′
h e−
|z′|2
h f (z′)L(dz′)
for all f ∈ L2(C, e−|z|2/hL(dz)).
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is the self adjoint operator on L2(R, dy) given by
N˜h = 12
(−h2∂2y + y2 − h),
D(N˜h)=
{
u ∈ L2(R, dy), yαDβy u ∈ L2(R, dy), α + β  2
}
,
where Dy = −i∂y. We then define Nh by
Nh = BhN˜hB∗h = z(h∂z).
An element f = Bhϕ of Fh considered as an element of L2(C, e−|z|2/hL(dz)), satisfies
h∂zf = h∂z(Πhf )=Πh(z¯f ).
We also note
z(h∂z)f = h∂z(zf )− hf = h∂zΠh(zf )− hf =Πh
(|z|2 − h)Πhf.
Since Bh =ΠhBh, this provides another useful writing of the operator N˜h:
N˜h = B∗h
[|z|2 − h]Bh, Nh =Πh(|z|2 − h)Πh.
2.2. Hypercontractivity
We will use the notation Aph , 0 < p < ∞, introduced by Carlen [13] for the spaces of entire
functions f such that ∫
C
∣∣f (z)∣∣pe− |z|2h L(dz) <∞.
The corresponding quantity
‖f ‖Aph =
(∫
C
∣∣f (z)∣∣pe− |z|2h L(dz)
πh
)1/p
is a norm when p  1.
Note that our normalization corresponds to the one of Carlen [13] by taking (h= hCarlen/2π )
with the relation ‖f ‖Fh =
√
πh‖f ‖A2h . The number operator N1 = z∂z = h
−1Nh defines a semi-
group on any Aph given by
[Ptf ](z)=
[
e−tN1f
]
(z)= f (e−t z).
With these notations, according to [13, Theorem 4] (see also [28]), the hypercontractivity prop-
erty of Pt is
‖Ptf ‖Aqh  ‖f ‖Aph , 0 <p < q, e
−t  (p/q) 12 . (2.1)
Thus, we can deduce the next result.
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C
f1(z)f2(z)f3(z)f4(z)e
−2|z|2
h L(dz)
defines a continuous (2,2)-linear functional1 on Fh with norm smaller than 12πh . Hence for any
α,β ∈ {0,1,2}, the ∂α
f¯
∂
β
f derivative of the functional
f →
∫
C
∣∣f (z)∣∣4e−2|z|2h L(dz)= πh
2
‖Pt0f ‖4A4h, t0 =
ln 2
2
,
defines a continuous (2 − α,2 − β)-linear mapping from Fh into Fh⊗ˆα⊗ˆF ⊗ˆβh with norm
4
2πh(2−α)!(2−β)! .
Proof. Because of the Hölder inequality, it is enough to consider the case f1 = f2 = f3 =
f4 = f . We apply the hypercontractivity inequality with t0 = ln 22 , p = 2 and q = 4:∫
C
∣∣f (z)∣∣4e−2|z|2/hL(dz)
= πh
2
∫
C
∣∣f (2−1/2z)∣∣4e−|z|2/h L(dz)
πh
= πh
2
‖Pt0f ‖4A4h 
πh
2
‖f ‖4
A2h
= 1
2πh
‖f ‖4Fh .
The rest refers to standard notions for continuous multilinear functionals. 
3. Existence of a minimum for h > 0
This section is devoted to the proof of Theorems 1.1 and 1.2. We first give an elementary
proof of the existence of a minimizer (Section 3.1), then study the corresponding Euler–Lagrange
equation (Section 3.2). In Section 3.3, we prove that any minimizer of (1.4) necessarily has an
infinite number of zeroes.
3.1. Existence theorem
In this section, h is a fixed positive number.
Proof of Theorem 1.1. Let (fn)n∈N be a minimizing sequence for (1.4) and un = fne−|z|2/(2h).
In general, (1.1) is not defined for all f in Fh, but only for f ∈ F1h. We assume that the energy
is infinite if f /∈ F1h . The sequence (|z|un)n∈N is bounded in L2(C,L(dz)) and the sequence
1 A (2,2)-linear functional is an R-quadrilinear functional which is C-linear with respect to the two first arguments
and C-linear with respect to the two last arguments.
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extracting a subsequence), the convexity of the functional EhLLL implies
EhLLL(u∞) infn E
h
LLL(un)= ehLLL.
Furthermore, fn converges to f∞ = e|z|2/hu∞ in D′(C) and the holomorphy of fn, ∂z¯fn = 0,
implies the holomorphy of f∞.
The estimates ∫
C
|z|2∣∣fn(z)∣∣2e− |z|2h L(dz)EhLLL(un) and ‖fn‖Fh = 1
imply that the sequence is bounded in the form domain Q(Nh)=D(N1/2h ) of the number opera-
tor Nh. After a conjugation with the Bargmann transform it is the form domain of the harmonic
oscillator
B∗hQ(Nh)Bh =
{
u ∈ L2(R, dy), yu,h∂yu ∈ L2(R, dy)
}
.
Hence the form domain Q(Nh) is compactly embedded in Fh and we get
1 = lim
n→∞‖fn‖Fh = ‖f∞‖Fh .
We have proved that EhLLL(e−|z|
2/(2h)f∞) = ehLLL. The rest of the proof is contained in Sec-
tion 3.2 (Propositions 3.1 and 3.2). 
3.2. The Euler–Lagrange equation
The functional to be minimized can be rewritten as
EhLLL
(
e−
|z|2
h f
)= 〈f ∣∣ (Nh + h)f 〉Fh + NaΩ2hπh4 ‖Pt0f ‖4A4h, t0 = ln 22 . (3.1)
A natural space for the analysis of the variational problem is{
f ∈Q(Nh), Pt0f ∈A4h
}
and we recall that it is (compactly) embedded inFh. The hypercontractivity property also implies
that this space equals Q(Nh)=F1h .
Proposition 3.1. The minimization problem (1.4) is equivalent to
min
f∈F1,‖f ‖F =1
〈
f
∣∣ (Nh + h)f 〉Fh + NaΩ2hπh4 ‖Pt0f ‖4A4h .h h
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zh∂zf +NaΩ2hΠh
(
e−
|z|2
h |f |2f )− (λ− h)f = 0 in F−1h (3.2)
with the Lagrange multiplier λ ∈ R. Moreover the Lagrange multiplier associated with a mini-
mum satisfies the uniform estimates
2Ωh
3
√
2Na
π
< ehLLL  λ 2ehLLL  2
2Ωh
3
√
2Nab
π
+ oNa
(
h0
)
. (3.3)
Proof. According to Lemma 2.1 all the quantities are weakly differentiable on F1h = Q(Nh).
The computation of the complex derivative at a point f gives
∂f¯ E
h
LLL(f ).δf =
〈
f
∣∣ (Nh + h)δf 〉Fh +NaΩ2h
∫
C
∣∣f (z)∣∣2f (z)δf (z)e− 2|z|2h L(dz)
= 〈zh∂zf +NaΩ2hΠh(e− |z|2h |f |2f ) ∣∣ δf 〉Fh,
where the introduction of the orthogonal projector Πh is made possible by Πhδf = δf for
δf ∈Fh. Since the gradient of the constraint is simply f , we find (3.2).
Taking the Fh-scalar product of each side of the Euler–Lagrange equation with f gives
λ= 〈f, (Nh + h)f 〉Fh + NaΩ2hπh2 ‖Pt0f ‖4A4h .
This implies that ehLLL  λ 2ehLLL. The upper bound of ehLLL, uniform with respect to h, comes
from the estimates of [4]. The strict lower bound comes from the fact that a holomorphic function
cannot have a compact support. 
We recall that polynomials are dense in any Ahp (see [13,19]). In fact, we will simply use the
density of C[z] in any F sh , s ∈ R, which is a consequence of the spectral theorem for the number
operator Nh since the range of the spectral projector 1[0,M](Nh) is the set of polynomials of
degree bounded by Mh−1.
We thus deduce the proposition.
Proposition 3.2. The Euler–Lagrange equation (3.2) satisfied by a function f minimizing (1.4)
in F1h can be rewritten as
zh∂zf +NaΩ2hΠh
(
e−
|z|2
h |f |2)Πhf − (λ− h)f = 0, (3.4)
Πh
[|z|2 +NaΩ2he− |z|2h |f |2 − λ]Πhf = 0, (3.5)
or zh∂zf + NaΩ
2
h
2
f¯ (h∂z)
[
f 2
(
2−1.
)]− (λ− h)f = 0, (3.6)
where the operator f¯ (h∂z) is defined as the limit limK→∞
∑K
k=0 ak(h∂z)k if f (z)=
∑∞
k=0 akzk ,
and where all the quantities make sense in F−1.h
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Nh = zh∂z =Πh
(|z|2 − h)Πh.
For (3.6), we actually want other expressions of the middle term
Πh
(
e−
|z|2
h |f |2f ).
We recall that according to Lemma 2.1 the mapping
(f1, f2, f3)−→Πh
(
e−
|z|2
h f1(z)f2(z)f3(z)
)
is a (1,2)-linear continuous mapping from Fh into Fh. By the density of C[z] in Fh, we only
need to check the new expressions on polynomials f . If f ∈ C[z], we have
Πh
(
e−
|z|2
h |f |2f )=Πh(e− |z|2h |f |2)Πhf =Πh(f (z))ΠhΠh(e− |z|2h f 2)= f¯ (h∂z)Πh(e− |z|2h f 2).
A simple change of variable gives
Πh
(
e−
|z|2
h f 2
)
(z)= (πh)−1
∫
C
e
zz¯′−2|z′|2
h f 2(z′)L(dz′)
= 2−1Πh
(
f 2
(
2−
1
2 .
))(
2−
1
2 z
)= 1
2
f 2(z/2). 
Remark 3.3. Equation (3.6) translates easily in the orthonormal basis of monomials 1√
πhn+1n!z
n
= BhHhn (see Appendix A): if
f (z)=
∑
n0
anz
n,
then (3.6) is equivalent to
∀n 0, [(n+ 1)h− λ]an + NaΩ2h2n ∑
k0
akh
k
2k
n+k∑
p=0
apan+k−p = 0,
with the normalization condition
∑
n0 πh
n+1n!|an|2 = 1 (see [7]).
3.3. Properties of the minimizer
We shall prove Theorem 1.2. We start with excluding the possibility that the minimizer is a
polynomial.
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λ3h < 27
(
NaΩ2he
− 112
4π
)2
, (3.7)
then f cannot be a polynomial.
Proof. We argue by contradiction, and assume that f is a polynomial of degree n. Since f
satisfies (1.9), it follows that P(z) = f¯ (h∂z)[f ( z2 )2] is a polynomial of degree n. On the other
hand, (h∂z)k[f ( z2 )2] is a polynomial of degree 2n− k, so that f must be equal to αzn for some
α ∈ C. Plugging this equality in (1.9), we find that nh+NaΩ2h |α|2 h
n
22n+1
(2n)!
n! −λ+h= 0. Since
f is of norm 1, we necessarily have |α|2 = 1
πhn+1n! , so
(n+ 1)h+NaΩ2h
(2n)!
hπ22n+1(n!)2 − λ= 0.
Besides, the improved Stirling formula [30] implies that
e− 112√
n
 (2n)!
22n(n!)2 
e
1
12√
n
.
Thus,
λ− h nh+NaΩ2h
e− 112
2hπ
√
n
 c1
h1/3
,
where c1 > 0 is given by
c1 = 3
(
NaΩ2he
− 112
4π
) 2
3
.
If h1/3 < c1/λ, this is a contradiction. 
The proof of Theorem 1.2 relies on a similar but more involved argument.
Proof of Theorem 1.2. We assume that f has a finite number of zeroes. One can thus find an
entire function φ and a polynomial P such that
f (z)= P(z)eφ(z).
We now apply [13, Theorem 3], with p = 2,
∣∣f (z)∣∣ e |z|22h ‖f ‖A2h = e|z|
2/(2h)
√
2πh
‖f ‖Fh .
We thus necessarily have Re(φ(z))  |z|2/(2h) + C, for some constant C (possibly depending
on h > 0). It is a classical result, used in Hadamard’s factorization theorem, that this implies that
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for the sake of completeness: it is a consequence of the following estimate
M(r) 2r
R − r A(R)+
R + r
R − r
∣∣φ(0)∣∣ for r < R,
where A(r) = supθ∈(0,2π) Re(φ(reiθ )), and M(r) = supθ∈(0,2π) |φ(reiθ )|. This inequality can
be proved first when φ(0) = 0 applying the Schwarz lemma to φ(z)/(2A(R) − φ(z)) and then
extended to any φ(0). Thus φ(z) is an analytic function which has a modulus estimated by
1 + |z|2. It is a polynomial of degree  2. This yields
f (z)= P(z)eβz+γ z2 ,
where f ∈Fh implies |γ |< 12h . Note also that the rotational invariance of (3.2) allows to assume
γ ∈ R, |γ |< 1
2h
,
after possibly changing β and P . We first compute the linear terms of (3.2):
zh∂zf (z)− (λ− h)f (z)=
(
zhP ′(z)+ (βz+ 2γ z2)P(z)− (λ− h)P (z))eβz+γ z2
=Q(z)eβz+γ z2 , (3.8)
where Q ∈ C[z]. We next compute the nonlinear term
Πh
(
e−
|z|2
h
∣∣f (z)∣∣2f (z))= 1
πh
∫
C
e
zz¯′
h
−2 |z′ |2
h
+γ z¯′2+2γ z′2eβz′+2βz′P(z′)P (z′)2L(dz′). (3.9)
By setting z′ = x′ + iy′, the Gauss decomposition of the argument of the first exponential gives
zz¯′
h
− 2 |z
′|2
h
+ γ z¯′2 + 2γ z′2 = 1
h
[
(3hγ − 2)
(
x′ + z+ 2ihγy
′
2(3hγ − 2)
)2
+ 4 − 8h
2γ 2
(3hγ − 2)
(
y′ + iz 1 − 2hγ
4 − 8h2γ 2
)2
+ hγ
2(1 − 2h2γ 2)z
2
]
.
(3.10)
Hence a Gaussian integration, (3.2) and (3.8) lead to
−Q(z)eβz+γ z2 =Πh
(
e−
|z|2
h
∣∣f (z)∣∣2f (z))=Q1(z)e hγ2h(1−2h2γ 2) z2eβ ′z,
where Q1(z) is a polynomial and β ′ ∈ C. This is possible only when
γ = γ
2(1 − 2h2γ 2) ,
which, with the condition |γ |< 1 , implies γ = 0.2h
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zz¯′
h
− 2 |z
′|2
h
+ βz′ + 2βz′
= 1
h
[
2
(
x′ − z− hβ
2
− hβ¯
4
)2
+ 2
(
y′ + iz− i hβ
2
+ i hβ¯
4
)2
+ 4hβz+Cβ,h
]
,
with Cβ,h ∈ C is independent of z. The Gaussian integration now gives
−Q(z)eβz =Q1(z)e4βz
for some polynomial Q1(z). This is possible only when β = 0.
Hence if the solution f to (3.2) has a finite number of zeroes, it has to be a polynomial.
Lemma 3.4 implies that it is not possible if (3.7) is satisfied. 
Proof of Corollary 1.3. The upper bound of the Lagrange multiplier (3.3) which provides
λ 2ehLLL 
4Ωh
3
√
2Nabπ + oNa
(
h0
)
implies that the minimizer cannot have a finite number of zeroes when h is small, as it is stated
in Corollary 1.3.
In fact, Theorem 1.2 and the above control on the Lagrange multiplier also imply that the
minimizer has an infinite number of vortices as soon as
8E30h < 27
(
NaΩ2he
− 112
4π
)2
,
where E0 is any number larger than ehLLL. Such an upper bound of ehLLL can be computed numer-
ically. Our general statement is not as precise due to the implicit error term oNa(h0). 
4. The Theta function and Abrikosov lattices
This section is devoted to the proof of Theorem 1.4 as well as some refinements. After recall-
ing some classical properties of the Theta function Θ (Section 4.1), we check that the Abrikosov
ansatz (1.13), which involves the Theta function, is the only possible one when assuming that the
wave function u has an L-periodic modulus and admits exactly one zero per cell (Section 4.2).
Then, we check that the Euler–Lagrange equation (1.14) holds and find the expression (1.16) for
γ (τ) (Section 4.3). The optimality of the hexagonal lattice is finally deduced from a previous
result about this quantity in [29] obtained in the framework of quantum chaos (Section 4.4).
4.1. The Theta function
We give a quick summary of some mathematical properties of the Theta function defined by
Θ(v, τ)= 1
i
+∞∑
n=−∞
(−1)neiπτ(n+1/2)2e(2n+1)πiv, v ∈ C, (4.1)
which will be used here and refer the reader to [14] for details and further information.
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Θ(v, τ)= −Θ(−v, τ ), (4.2)
Θ(v + 1, τ )= −Θ(v, τ), (4.3)
Θ(v + τ, τ )= −q−1e−2πivΘ(v, τ ), (4.4)
where q = eiπτ . It is naturally associated with the lattice Z⊕ τZ. In fact, in order to describe all
lattices, one can restrict the value of τ : there is a one-to-one mapping (see [14]) between lattices
in C such that 1 is the smallest period and the Poincaré half-space quotiented by the action of the
modular group:
τI = Im τ > 0, |τ | 1, −1/2 τR = Re τ < 1/2 with (4.5)
Re τ  0, if |τ | = 1. (4.6)
For some integral quantities associated with the Theta function, the transformation formula√
τ
i
Θ(v, τ )= ie− πiv
2
τ Θ
(
v
τ
,−1
τ
)
(4.7)
combined with the invariance with respect to τ → τ + 1 provides a way to check their modular
invariance.
4.2. The Abrikosov ansatz
In this section, we prove the first part of Theorem 1.4.
Proposition 4.1. Let L= (1/ν)(Z⊕τZ) be a lattice with ν ∈ R+∗ and let f be an entire function
such that f−1({0})= L with simple zeroes. If the modulus of u(z)= e−|z|2/(2h)f (z) is L-periodic
according to ∣∣∣∣u(z+ 1ν
)∣∣∣∣= ∣∣u(z)∣∣ and (4.8)∣∣∣∣u(z+ τν
)∣∣∣∣= ∣∣u(z)∣∣, (4.9)
then ν = √τI /πh and f (respectively u) is proportional to
fτ (z)= e z
2
2h Θ
( √
τI√
πh
z, τ
) (
respectively uτ (z)= e− |z|
2
2h fτ (z)
)
. (4.10)
Proof. This is a specific version of Hadamard’s factorization theorem [9]. Since f and the func-
tion Θ(νv, τ ) have the same zeroes, their quotient is an analytic function which does not vanish.
Hence one can find an analytic function φ such that
f (z)= eφ(z)Θ(νz, τ ).
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∀z ∈ C, eRe(φ(z))− |z|
2
h
∣∣Θ(νz, τ )∣∣C1.
Therefore when the periodicity cell Q is chosen such that L ∩ ∂Q = ∅, there exists a constant
C > 0 such that
∀z ∈ ∂Q+L, Re(φ(z)) (C + (2h)−1)|z|2 + ln(CC1).
Since Re(φ(z)) is a harmonic function on any cell m
ν
+ nτ
ν
+ Q, (m,n) ∈ Z2, the maximum
principle implies
∀z ∈ C, Re(φ(z)) C′(|z|2 + 1)
for some constant C′ > 0. As in the proof of Theorem 1.2, we find that there exists (δ, η,β) ∈ C3
such that
f (z)= eδ+ηz+βz2Θ(νz, τ ), u(z)= e− |z|
2
h f (z),
where the constant δ can be set to 0. We get
u
(
z+ 1
ν
)
= e− |z+1/ν|
2
2h eβ(z+1/ν)2+η(z+1/ν)Θ(νz+ 1, τ )
= −e− |z+1/ν|
2
2h eβ(z+1/ν)2+η(z+1/ν)Θ(νz, τ )
= −e− |z+1/ν|
2−|z|2
2h +β[(z+1/ν)2−z2]+η/νu(z).
The first periodicity constraint (4.8) implies
Re
[
− 1
2hν
− Re(z¯)
h
+ β
(
1
ν
+ 2z
)
+ η
]
= 0.
Let β = βR + iβI , z= zR + izI , and η = ηR + iηI , we have(
2βR − 1
h
)
zR − 2βI zI − 12hν +
βR
ν
+ ηR = 0, ∀zR, zI ∈ R.
This implies β = 12h and ηR = 0. We also have
f (z+ τ/ν)= e (z+τ/ν)
2
2h +iηI (z+τ/ν)Θ(νz+ τ, τ )
= −e 2ν
−1zτ+ν−2τ2
2h +iηI τ/ν−iπ(2νz+τ)f (z) and
u(z+ τ/ν)= −e−[ 2 Re(τ¯ z)2hν + |τ |
2
2hν2
]
e
2zτ
2hν + τ
2
2hν2
+iηI τν −iπ(2νz+τ)u(z).
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− 1
hν
(τRzR + τI zI )− τ
2
R + τ 2I
2hν2
+ 2
2hν
(τRzR − τI zI )+ τ
2
R − τ 2I
2hν2
+ π(2νzI + τI )− ηI τI
ν
= 0,
and hence to
2zI
(
− τI
hν
+ πν
)
− τ
2
I
hν2
+ πτI − ηI τI
ν
= 0.
The only possibility is
πν2h= τI , i.e., ν =
√
τI
πh
and ηI = 0.
Conversely, the previous calculations also show that
u(z)= e− |z|
2
2h e
z2
2h Θ
(√
τI
πh
z, τ
)
has an L-periodic modulus. 
The next statement ensures that specifying the position of the vortices on L has no effect on
the quantity −
∫ |u|4/(−∫ |u|2)2.
Proposition 4.2. Let L = (1/ν)(Z ⊕ τZ) with τ = τR + iτI and ν > 0. Let f be an entire
function such that u(z) = e−|z|2/(2h)f (z) has an L-periodic modulus according to (4.8), (4.9).
If f−1({0}) = z0 + L with simple zeroes, then ν = √τI /(πh) and the function |u(· + z0)| is
proportional to |uτ |.
Proof. It is enough to notice that
∣∣∣∣u(z+ z0)uτ (z)
∣∣∣∣= e− 2 Re(z0z)+|z0|22h ∣∣∣∣f (z+ z0)fτ (z)
∣∣∣∣= ∣∣∣∣e−
2z0z+|z0|2
2h f (z)
fτ (z)
∣∣∣∣
is a continuous periodic function. Hence e
−(2z0z+|z0 |2)/(2h)f (z)
fτ (z)
is a bounded holomorphic function.
Thus it is constant and so is its modulus. 
4.3. The Abrikosov function as a solution to an Euler–Lagrange equation
Although the variational problem (1.4) loses compactness when the confining potential is re-
moved, the Euler–Lagrange equation (3.2) makes sense without the linear term. In this section,
we check that the function fτ defined in (4.10) provides a solution and we find an explicit ex-
pression for the mean energy γ (τ) introduced in (1.12).
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fτ (z)= e z
2
2h Θ
( √
τI√
πh
z, τ
)
satisfies
Πh
(|uτ |2fτ )= λτfτ in F sh, s <−1,
with uτ defined by
uτ (z)= fτ (z)e− |z|
2
2h and
λτ = −
∫ |uτ |4
−
∫ |uτ |2 = 1√2τI
∑
k,∈Z
e
− π
τI
|kτ−|2
. (4.11)
Thus, the mean energy γ (τ)= −
∫ |uτ |4
(−
∫ |uτ |2)2 introduced in (1.12) has an explicit expression:
γ (τ)= λτ−∫ |uτ |2 = ∑
k,∈Z
e
− π
τI
|kτ−|2
. (4.12)
Proof. Let Z = √τI /(πh)z, we have
fτ (z)= e
πZ2
2τI Θ(Z, τ), uτ (z)= e
π
2τI
(Z2−|Z|2)
Θ(Z, τ).
Moreover, using the definition of Θ , we have∣∣Θ(Z, τ)∣∣2 = ∑
n,n′∈Z
(−1)n+n′eiπ(τ(n+ 12 )2−τ¯ (n′+ 12 )2)eiπ((2n+1)Z−(2n′+1)Z).
We next set Z = x + yτ , where x, y ∈ R, and compute∣∣Θ(Z, τ)∣∣2 = ∑
n,n′∈Z
(−1)n+n′eiπ(τ(n+ 12 +y)2−τ¯ (n′+ 12 +y)2)e2iπx(n−n′)e−iπ(τ−τ¯ )y2 .
We also have |uτ (z)|2 = |e
π
2τI
(Z2−|Z|2)|2|Θ(Z, τ)|2 = e−2πτI y2 |Θ(Z, τ)|2. Hence,∣∣uτ (z)∣∣2 = ∑
n,n′∈Z
(−1)n+n′eiπ(τ(n+ 12 +y)2−τ¯ (n′+ 12 +y)2)e2iπx(n−n′).
We know that |uτ |2 satisfies (4.8) and (4.9), so that the above expression is periodic of period one
in both x and y. Following [34], we compute the Fourier coefficients of this periodic function,
by computing the Fourier transform∫
e−iy.ηeiπ[τ(n+1/2+y)2−τ¯ (n′+1/2+y)2] dy = 1√
2τI
e
− π2τI |(n−n
′)τ− η2π |2+i η2 (n−n′)eiηn′ei
η
2 .C
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n′∈Z
eiηn
′ = 2π
∑
∈Z
δ(η− 2π)
lead to
∣∣uτ (z)∣∣2 = 1√2τI
∑
k,∈Z
(−1)k+k+e− π2τI |kτ−|2e2iπ(kx+y). (4.13)
Thus, using that kx + y = kZ + (− kτ)Z−Z2iτI and Z =
√
τI /(πh)z, (4.13) yields
∣∣uτ (z)∣∣2f (z)= 1√2τI
∑
k,∈Z
(−1)k+k+e− π2τI |kτ−|2e2iπ(kx+y)+ z
2
2h Θ
(√
τI
πh
z, τ
)
= 1√
2τI
∑
k,∈Z
(−1)k+k+e− π2τI |kτ−|2e z
2
2h e
2iπ
√
τI
πh
(kz+(−kτ) z−z¯2iτI )Θ
(√
τI
πh
z, τ
)
.
Up to now, all the series were considered as (rapidly) pointwise convergent series. We shall use
the next lemma, the proof of which is postponed.
Lemma 4.4. Let
fτ (z)= e z
2
2h Θ
( √
τI√
πh
z, τ
)
and uτ (z)= fτ (z)e− |z|
2
2h ,
then
Πh
(∣∣uτ (z)∣∣2fτ (z))= 1√2τI
∑
k,∈Z
e
− π
τI
((kτR−)2+k2τ 2I )e
z2
2h Θ
(√
τI
πh
z, τ
)
.
holds in F sh for any s <−1.
We thus find (1.14), with λτ = 1√2τI
∑
k,∈Z e
− π
τI
|kτ−|2
. The Fourier series (4.13) has a cell
integral equal to ∫
Q
∣∣uτ (z)∣∣2L(dz)= πh ∫
[0,1]2
1√
2τI
dx dy = πh√
2τI
.
Thus,
−
∫
|uτ |2 = πh√ = 1√
πh 2τI 2τI
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−
∫
|uτ |4 = 1
πh
πh
2τI
∑
k,∈Z
e
− π
τI
|kτ−|2 = 1
2τI
∑
k,∈Z
e
− π
τI
|kτ−|2
,
which yields the result. 
Proof of Lemma 4.4. First, the periodicity of |uτ (z)| implies
∀δ > 0,
∫
C
〈z〉−2(1+δ)∣∣uτ (z)∣∣2L(dz) <∞,
which means fτ ∈F sh for any s <−1. The series (4.13) is a rapidly convergent one in the symbol
class S(1, dx2 + dξ2) (|∂αx ∂βξ σ (x, ξ)|Cα,β ), by taking z= x−iξ√2 . Hence the same convergence
holds after applying the convolution with 1
πh
e−|z|2/h (recall L(dz)= 12 dx dξ ). The conjugation
with the Bargmann transform gives according to Appendix A
B∗hΠh|uτ |2ΠhBh =
(|uτ |2)A-Wick(y,hDy)= ( 1
πh
e−
|z|2
h ∗ |uτ |2
)W
(y,hDy).
The global pseudo-differential calculus (see [10,11,23] or [20,21] for related specific applica-
tions) implies that the convergence
(
1
πh
e−
|z|2
h ∗ |uτ |2
)W
(y,hDy)= 1√2τI limN→∞
∑
|k|+||N
(−1)k+k+e− π2τI |kτ−|2
×
(
1
πh
e−
|z|2
h ∗ e2iπ
√
τI
πh
(kz+(−kτ) z−z¯2iτI )
)W
(y,hDy)
holds in L(D(N˜sh)) with D(N˜sh)= B∗hF sh , for any s ∈ R. By conjugating back with the Bargmann
transform Bh and by applying the result with s <−1 this leads to
Πh
(|uτ |2f )=Πh(|uτ |2)Πhfτ
= 1√
2τI
lim
N→∞
∑
|k|+||N
(−1)k+k+e− π2τI |kτ−|2
×Πh
[
e
z2
2h e
2iπ
√
τI
πh
(kz+(−kτ) z−z¯2iτI )Θ
(√
τI
πh
z, τ
)]
.
We now use the equality Πh(eβz¯p(z))= p(z+ hβ), for any p ∈F sh, s ∈ R, and compute
1√
2τI
∑
(−1)k+k+e− π2τI |kτ−|2e
1
2h (z+
√
πh
τI
(kτ−))2|k|+||N
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√
τI
πh
(k+ −kτ2iτI )(z+
√
πh
τI
(kτ−))
Θ
(√
τI
πh
z+ kτ − , τ
)
= 1√
2τI
∑
|k|+||N
(−1)k+k+e− π2τI (|kτ−|2+(kτ−)2)e z
2
2h
× e2iπ
√
τI
πh
kz+2iπk(kτ−)
Θ
(√
τI
πh
z+ kτ − , τ
)
.
Using the equalities
e2iπk(kτ−) = e−2πk2τI e2iπk2τR ,
|kτ − |2 + (kτ − )2 = 2((kτR − )2 + i(k2τRτI − kτI )) and
Θ(Z + kτ − )= (−1)k+e−2iπkZe−iπk2τΘ(Z, τ),
we infer
Πh
(∣∣uτ (z)∣∣2fτ (z))= lim
N→∞
1√
2τI
∑
|k|+||N
(−1)k+k+e− πτI ((kτR−)2+i(k2τRτI−kτI ))e z
2
2h
× eiπk(kτ−2)(−1)k+Θ
(√
τI
πh
z, τ
)
= 1√
2τI
[
lim
N→∞
∑
|k|+||N
e
− π
τI
((kτR−)2+k2τ 2I )
]
e
z2
2h Θ
(√
τI
πh
z, τ
)
. 
4.4. Optimal lattice
The optimization of the mean energy γ (τ) with respect to the lattice parameter τ asserting
that the minimum is reached for the hexagonal lattice, was first verified numerically [25] after
a one-dimensional reduction: they state that the set of admissible τ can be restricted to a line
(τR = −1/2, τI ∈ (0,1)) and then provide some numerical evidence that for this restricted mini-
mization, the hexagonal lattice is a local minimum and the square lattice a local maximum.
Our explicit expression (4.12) yields that γ (τ) is the square of the L2-norm of a Husimi
function on the torus studied in [29]. A more complete explanation of the relationship between
the two problems is given at the end of this subsection. We now provide a brief account of the
proof by Nonnenmacher and Voros in [29] that τ = e2iπ/3 is the global minimizer of γ (τ). This
relies on a similar one-dimensional reduction as [25], but contains a rigorous proof of the local
extrema on the arc circle |τ | = 1.
Proposition 4.5 (Optimal lattice). (See [29].) The function γ (τ) = ∑k,∈Z e−π/τI |kτ−|2 has
the modular invariance γ (τ + 1) = γ (τ), γ (−1
τ
) = γ (τ), and the symmetry γ (−τ¯ ) = γ (τ). It
has exactly two critical points in the intersection of the fundamental domain (4.5), (4.6) with
{τI  1.65}. The critical point at τ = i (square lattice) is a saddle point with the critical value
γ (i) ∼ 1.1803 and the critical point at τ = j = e2iπ/3 is the unique global minimizer (up to
modular symmetry) with value b = γ (e2iπ/3)∼ 1.1596.
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The values given in [29] are γ (i)= (1/4)22π3/2 and b = γ (e2iπ/3)= 3(1/3)
3
27/3π2 .
Sketch of the proof. We give here a brief account on the proof of [29, Appendix A] and refer
the reader to this reference for details. The modular invariance of γ (τ) is a consequence of
its definition (1.12) and the properties of Theta functions, or can be checked directly on the
series expression. This allows to restrict the analysis to the fundamental domain (4.5), (4.6). The
Poisson formula and a change of variables yield
γ (τ)=
∑
k′,′∈Z
∫
R2
e
− π
τI
(y2+x2)
e
2iπk′ x
τI e2iπ
′(xτR/τI−y) dx dy.
Since the function γ is real valued, the real part of ∂τ γ (τ ) equals
∂τRγ (τ )=
1
τI
∑
k′,′∈Z
∫
R2
e
− π
τI
(y2+x2)
(2iπ′x)e2iπ′(xτR/τI−y)e2iπk
′ x
τI dy dx.
By using the Poisson formula for the sum on k′, and a Gaussian integration, we find that
∂τRγ (τ )= 0 is equivalent to∑
k,′>0
e−πτI (k2+′2)k′ sin(2πk′τR)= 0. (4.14)
Estimating the decay of the exponential term provides that critical points in {Im τ  0.31} (which
contains the fundamental domain (4.5), (4.6)), belong to {τR ∈ {−1/2,0}}. Next, we find the
formula
d
dt
log
(
γ (it)
)∣∣∣∣
t=τI
= 1
2τIΘ3(0, iτI )
(
1 + 2
∑
k1
e−πτI k2
(
1 − 4πτI k2
)) (4.15)
which is a consequence of γ (it)=Θ3(0, it)Θ3(0, it ) and Θ3(0, it )=
√
tΘ3(0, it) for Θ3(0, it)=∑
n∈Z e−πtn
2
. The monotonicity of e−x(1 − 4x) on [5/4,+∞) implies that the derivative (4.15)
increases for τI  1. On the arc circle AC0 = {|τ | = 1, − 12  τR  12 }, the symmetries of
γ (τ) imply that the radial derivative is 0. Hence the derivative (4.15) is positive on the half-line
{Re τ = 0} ∩ {τI > 1}. Along the arc circle AC0, the function γ has to be strictly monotone
between τ = j and τ = i. The point τ = i is thus a saddle point.
By applying the transformation z → −1
z+1 , the half-line {τR = −1/2, τI  1/2} is sent to the
arc circle AC1 passing through the points −1 + i, j = 12 (−1 +
√
3i) and 0 centered at −1 with
radius 1. On {τ ∈AC1, τI  0.31} the fact that Re ∂τ γ (τ ) only vanishes on τR = −1/2 implies
that there is no other critical point than j in {τR = −1/2, 1/2  τI  1.65}. The lower bound
γ (τ)  1 + 2e− πτI then implies that j is the unique global minimum in {−1/2  τR < 1/2,
|τ | 1}. 
The relationship between the minimization of γ (τ) with respect to τ and the quantities studied
by Nonnenmacher and Voros in the framework of quantum chaos has some reasons. The Theta
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geometric quantization of the torus considered as a compact Kaehler space. This provides a basic
example for the analysis of quantum chaos and we refer the reader, for example, to [12,29,31].
Let us specify this relationship. One can start with the general variational problem,
inf
e
|z|2
2h u(z) entire
|u(z)|L-periodic
−
∫ |u|4
(−
∫ |u|2)2 , (4.16)
without assuming that u admits exactly one zero per fundamental cell. One is lead to consider
entire functions f (z) such that u(z) = e−|z|2/(2h)f (z) has an L-periodic modulus according to
(4.8), (4.9), with N0 zeroes per fundamental cell, N0 ∈ N∗. The same arguments as in Proposi-
tion 4.1 provide the form of f (and u):
• The parameters of the lattice ν and τI are related with N0 and h according to
ν =
√
τI
πN0h
. (4.17)
• If z1, . . . , zN0 denote the zeroes of f (repeated with multiplicity) in a fundamental cell, then
f is proportional to
e
(z−z0)2
2h
N0∏
k=1
Θ
(√
τI
πN0h
(z− zk), τ
)
(4.18)
with z0 = 2i Im(∑N0k=1 zk/N0).
Up to some constraint about
∑N0
k=1 zk/N0, expression (4.18) is exactly the one of [29] for the
general elements of the Bargmann space constructed on the torus as an N0-dimensional Hilbert
space of holomorphic sections of some line bundle. Then |u(z)|2 appears as the Husimi function
associated with f and is a well-defined function on the torus C/L. The L2-norm of this Husimi
function studied in [29] is proportional to −∫ |u|4.
The constraint
∑N0
k=1 zk/N0 = c1 + ic2 mod (L) in the geometric quantization of the torus
comes from some quasiperiodic conditions involved in the construction of the line bundle. In the
minimization of −
∫ |u|4/(−∫ |u|2)2 such a condition has no effect owing to the same translational
invariance argument as in Proposition 4.2. In comparison with the framework of geometric quan-
tization or quantum chaos, this additional flexibility could be useful for further developments in
the analysis of modulated Abrikosov lattices which occurs in Bose–Einstein condensates.
Finally, an interesting question which does not seem completely solved is about the infimum
of (4.16). This could be attacked by considering the limit as the number of zeroes per fundamental
cell N0 goes to infinity, with h and τ fixed, in the spirit of [29,31].
5. Almost critical points
In this section, we prove Theorem 1.5.
Proposition 5.1. We assume that the complex number τ belongs to the fundamental domain
(4.5), (4.6). Let α ∈ C0, 12 (C;C) be such that suppα ⊂ K , where K is a fixed compact subset
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uτ (z)= fτ (z)e− |z|
2
2h with fτ (z)= e z
2
2h Θ
( √
τI√
πh
z, τ
)
,
and set
fα,τ =Πh(αfτ ) and uα,τ (z)= fα,τ (z)e− |z|
2
2h . (5.1)
Then, for any λ ∈ R,
(Nh + h− λ)fα,τ +NaΩ2hΠh
(|uα,τ |2fα,τ )
=Πh
[(|z|2 − λ+ λτNaΩ2h |α|2)α]Πhfτ +R(α, τ,h) (5.2)
with
∥∥R(α, τ,h)∥∥Fh  C(‖α‖C0,1/2 , τ, λ,K)h1/4, (5.3)
where γ (τ) is defined by (4.12). The constant C(‖α‖C0,1/2 , τ, λ,K) can be uniformly bounded
when K is fixed and ‖α‖C0,1/2 , τ and λ depend on h but stay in some fixed compact set.
Remark 5.2. Note that f1,τ = fτ . More generally, the function fα,τ defined in Proposition 5.1
belongs to
⋃
s∈RF sh when α is polynomially bounded.
Before giving the proof of Proposition 5.1, we need a few technical lemmas.
Lemma 5.3. Assume either that g belongs toF sh for some s or v = e−|z|
2/(2h)g is in Lp(C,L(dz))
with 1 p ∞. Let α ∈ L∞(C), be such that supp(α)⊂K, where K is compact. The function
vα = e−|z|2/(2h)Πh(αg) satisfies
∣∣vα(z)∣∣ (∫
K
〈z〉−2sL(dz)
) 1
2 ‖α‖L∞‖g‖F sh
e−
d(z,K)2
2h
πh
if g ∈F sh, (5.4)
∣∣vα(z)∣∣ (∫
K
1L(dz)
)1− 1
p ‖α‖L∞‖v‖Lp e
− d(z,K)22h
πh
if v ∈ Lp(C,L(dz)) (respectively).
(5.5)
Proof. The definition of Πh implies
vα(z)=
∫
C
e−
|z−z′ |2
2h +i Im(zz¯
′)
h
πh
α(z′)v(z′)L(dz′).
The Cauchy–Schwarz or Hölder’s inequality yields
∣∣vα(z)∣∣ ‖α‖L∞ 1
πh
∫
K
e−
|z−z′ |2
2h
∣∣v(z′)∣∣L(dz′)
which provides the result. 
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2/(2h)g is in
Lp(BR0 ,L(dz)) with 1  p  ∞. Let α ∈ C0,β(C;C) be such that supp(α) ⊂ K ⊂ BR0 ,
where R0 > 0 and β ∈ (0,1). We take C0(C;C) for β = 0 and C1(C;C) for β = 1. Let
gα = Πh(αg) and vα(z) = e−|z|2/hgα . The function gα belongs to F s′h (respectively vα belongs
to Lp(BR0 ,L(dz))) for all s′ ∈ R with∥∥〈z〉s′(vα − αv)∥∥L2  CR0,s,s′ ‖α‖C0,β‖g‖F shh β2
‖vα − αv‖Lp  CR0,p‖α‖C0,β‖v‖Lp(BR0 )h
β
2 (respectively). (5.6)
Proof. We use here again the definition of Πh, and write
vα(z)=
∫
C
e−
|z−z′|2
2h +i Im(zz¯
′)
h
πh
α(z′)v(z′)L(dz′).
It is sufficient to consider the case s′  0. Using Young’s inequality, we have, for any R >R0,
∥∥〈z〉s′vα∥∥L2(BR)  (1 +R)2s′
[∫
C
1
πh
e−
|z|2
2h L(dz)
]
‖αv‖L2
 (1 +R)2s′ max{1, (1 +R)−2s}‖α‖L∞‖g‖F sh ,
and using Lemma 5.3 with K = BR0 , we also have
∥∥〈z〉s′vα∥∥2L2(BcR) 
( ∫
BR0
〈z〉−2sL(dz)
)
‖α‖2L∞‖g‖2F sh
( ∫
BcR
〈z〉2s′ e
− (|z|−R0)22h
π2h2
L(dz)
)
.
The last integral is bounded independently of h, for instance, if R = R0 + 1. We thus have, for
some constant C depending only on s, s′,R0,∥∥〈z〉s′(vα − αv)∥∥L2 C‖α‖L∞∥∥〈z〉sv∥∥L2 = C‖α‖L∞‖g‖F sh . (5.7)
We next assume that α ∈ C1(C;C). We then take R R0 +1, and let χR be a smooth function
such that χR = 1 in BR and χR = 0 in BcR0 . Then,
vα − αv = χR(vα − αv)+ (1 − χR)vα. (5.8)
The second term is treated exactly as above, and is thus bounded as follows:
∥∥〈z〉svα∥∥2L2(BcR) 
( ∫
BR0
〈z〉2sL(dz)
)
‖α‖2L∞‖g‖2F sh
(∫
BcR
〈z〉2s′ e
− (|z|−R0)22h
π2h2
L(dz)
)
Cs′,R,R0‖α‖2 1‖g‖2 s e−
1
4h . (5.9)
C Fh
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z−z′ ∂z¯′e
z−z′
h
z¯′ = e z−z′h z¯′ . Therefore, an integra-
tion by parts gives (here ε is any positive number):
gα(z)= 1
πh
∫
Bε(z)c
h
z− z′ ∂z¯′e
z−z′
h
z¯′α(z′)g(z′)L(dz′)+ 1
πh
∫
Bε(z)
e
z−z′
h
z¯′α(z′)g(z′)L(dz′)
= 1
πh
∫
∂Bε(z)
h
z− z′ e
z−z′
h
z¯′α(z′)g(z′)− 1
πh
∫
Bε(z)c
h
z− z′ e
z−z′
h
z¯′∂z¯′α(z
′)g(z′)L(dz′)
+ 1
πh
∫
Bε(z)
e
z−z′
h
z¯′α(z′)g(z′)L(dz′).
Therefore, letting ε go to zero, we find
gα(z)= α(z)g(z)− 1
πh
∫
C
h
z− z′ e
z−z′
h
z¯′∂z¯′α(z
′)g(z′)L(dz′),
hence
∣∣vα(z)− α(z)v(z)∣∣ 1
π
e−
|z|2
2h
|z| ∗
(∣∣(∂z¯α)v∣∣).
Using Young’s inequality, one thus gets
‖vα − αv‖L2(BR) 
‖α‖C1
π
∥∥∥∥e− |z|
2
2h
|z|
∥∥∥∥
L1
‖v‖L2(BR0 ).
This clearly implies ∥∥〈z〉s′(vα − αv)∥∥L2(BR)  CR0,s,s′ ‖g‖F sh‖α‖C1√h. (5.10)
Collecting (5.9) and (5.10), we thus have∥∥〈z〉s′(vα − αv)∥∥L2  CR0,s,s′ ‖g‖F sh‖α‖C1√h.
This inequality and (5.7) imply (5.6) by real interpolation argument.2 The Lp-estimates follow
by the same line. 
Proof of Proposition 5.1. Let
A= (Nh + h)fα,τ −Πh
(|z|2α)Πhfτ ,
2 We recall that the real interpolation works for non-integer Hölder spaces. See [15,24] for details on the Hölder–
Zygmund classes.
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is estimated by
∣∣〈p |A〉Fh ∣∣= ∣∣∣∣ ∫
C
|z|2v(z)uα,τ (z)L(dz)−
∫
C
v(z)|z|2α(z)uτ (z)L(dz)
∣∣∣∣
 ‖v‖L2
∥∥〈z〉2(uα,τ − αuτ )∥∥L2  C‖p‖Fh‖fτ‖Fhh 14 .
The last inequality comes from Lemma 5.4 applied to α and g = fτ . The density of polynomials
in Fh then allows to conclude that this inequality is valid for any p ∈ Fh. We next define B =
Πh(|uα,τ |2fα,τ )− λτΠh(|α|2α)Πhfτ , and compute, using (1.14):
〈p | B〉Fh =
∫
C
v(z)
∣∣uα,τ (z)∣∣2uα,τ (z)L(dz)− 〈Πh(|α|2α¯p) ∣∣Πh(|uτ |2fτ )〉Fh
=
∫
C
v(z)
∣∣uα,τ (z)∣∣2uα,τ (z)L(d)z− ∫
C
〈z〉2e− |z|
2
2h Πh
(|α|2α¯p)〈z〉−2|uτ |2uτL(dz).
(5.11)
We apply Lemma 5.4 to |α|2α and p to get
∥∥〈z〉2(Πh(|α|2αp)− |α|2αp)e− |z|22h ∥∥L2  C‖p‖Fhh 14 ,
while the periodicity of the function |uτ | implies∥∥〈z〉−2|uτ |2uτ∥∥L2 C.
Hence the second term of (5.11) differs from ∫ |α|2α|uτ |2uτ v¯, by an error term bounded by
C‖p‖Fhh
1
4
. For the first term we write∣∣∣∣ ∫
C
v¯|uα,τ |2uα,τL(dz)−
∫
C
v¯|α|2|uτ |2αuτL(dz)
∣∣∣∣
 ‖p‖Fh
∥∥|uα,τ |2 − |α|2|uτ |2∥∥L∞‖uα,τ‖L2 + ‖p‖Fh‖α‖2L∞‖uτ‖2L∞‖uα,τ − αuτ‖L2 .
Here again, Lemma 5.4 applied to α and fτ implies∣∣∣∣ ∫
C
v¯|uα,τ |2uα,τL(dz)−
∫
C
v¯|α|2α|uτ |2uτL(dz)
∣∣∣∣ C‖p‖Fhh 14 ,
and finally |〈p | B〉Fh |  C‖p‖Fhh
1
4
. These estimates hold for any p ∈ Fh. The proof of
‖A+B‖Fh  Ch1/4 is complete. 
Before giving the proof of Theorem 1.5, let us point out that the definition fα,τ in the previ-
ous lemmas and propositions differs from gh = ‖Πh(α˜fτ )‖−1Πh(α˜fτ ) in Theorem 1.5. Bothα˜,τ Fh
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The notation gh
α˜,τ
insists on the additional dependence due to the normalization factor. We will
see that, though α˜ and τ are prescribed, the previous results will be used with an h-dependent α
but with norm estimates uniform with respect to h.
Proof of Theorem 1.5. First note that if α˜ ∈ C0,1/2(C;C), Lemma 5.4 yields∣∣∥∥Πh(α˜fτ )∥∥Fh − ‖α˜uτ‖L2 ∣∣ Ch 14 ,
while real interpolation between C0 and C1 provides
‖α˜uτ‖2L2 =
∫
C
|α˜|2|uτ |2L(dz)= −
∫
|uτ |2
∫
C
|α˜|2L(dz)+O(h 14 )
since |uτ |2 is periodic with a period bounded by O(h1/2). For α˜ ∈ C0,1/2(C;C) satisfying
‖α˜‖L2 = 1, this gives∥∥Πh(α˜fτ )∥∥2Fh = −
∫
|uτ |2‖α˜‖2L2
(
1 +O(h 14 ))= λτ
γ (τ)
(
1 +O(h 14 )). (5.12)
The last equality comes from (4.12). We define gh
α˜,τ
= ‖Πh(α˜fτ )‖−1FhΠh(α˜fτ ) and vhα˜,τ (z) =
gh
α˜,τ
e−|z|2/2h. Hence by applying Proposition 5.1 with α = α˜‖Πh(α˜fτ )‖Fh , we get
(Nh + h− λ)ghα˜,τ +NaΩ2hΠh
(∣∣vhα˜,τ ∣∣2ghα˜,τ )
=Πh
[(
|z|2 − λ+ λτNaΩ2h
|α˜|2
‖Πh(α˜fτ )‖2Fh
)
αfτ
]
+OFh
(
h
1
4
)
, (5.13)
which together with (5.12) implies
(Nh + h− λ)ghα˜,τ +NaΩ2hΠh
(∣∣vhα˜,τ ∣∣2ghα˜,τ )
=Πh
[(|z|2 − λ+ γ (τ)NaΩ2h |α˜|2)αfτ ]+OFh(h 14 ). (5.14)
We then apply Lemma 5.4 and find (1.19). Next, computing the energy of vh
α˜,τ
, we have
EhLLL
(
vhα˜,τ
)= ∫
C
(
|z|2∣∣vhα˜,τ ∣∣2 + NaΩ2h2 ∣∣vhα˜,τ ∣∣4
)
L(dz).
Hence, using (5.12) and applying Lemma 5.4 with α = α˜‖Πh(α˜fτ )‖Fh , β = 1/2, s
′ = 2, s < −1
and p = 4, we find
EhLLL
(
vhα˜,τ
)= ∫
C
(
|z|2∣∣α˜(z)∣∣2 + Naγ (τ)
2
∣∣α˜(z)∣∣4)L(dz)+O(h 14 ),
which is (1.18). 
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Theorem 1.5 can be stated to provide necessary conditions to approximate a minimum: the lattice
has to be hexagonal and the envelope has to be an inverted parabola.
Theorem 5.5. Let the complex number τ belong to the fundamental domain (4.5), (4.6), and let
α˜ ∈ C0, 12 (C;C), α˜ = 0, have a compact support (τ and α˜ do not depend on h > 0). Let fτ be
defined according to (1.13) and
ghα˜,τ =
∥∥Πh(α˜fτ )∥∥−1FhΠh(α˜fτ ) and vhα˜,τ (z)= ghα˜,τ (z)e− |z|22h . (5.15)
(a) If there exists a family (f h,λh)h>0 of solutions to the Euler–Lagrange equation (3.2) such
that λh is uniformly bounded and
lim
h→0
(∥∥ghα˜,τ − f h∥∥F2h + ∥∥Πh∣∣∣∣vhα,τ ∣∣2 − ∣∣uh∣∣2∣∣Πh∥∥L(Fh))= 0 (uh(z)= f (z)e− |z|22h ),
(5.16)
then
lim
h→0λ
h = lim
h→0
√
2NaΩ2hγ (τ )
π
=
√
2Naγ (τ)
π
and
|α˜|2 = C
(√
2Naγ (τ)
π
− |z|2
)
+
, C > 0.
With such a choice of α˜, the LLL-energy of gh
α˜,τ
is
Gh
(
ghα˜,τ
)=EhLLL(e− |z|22h ghα˜,τ )= 23
√
2Naγ (τ)
π
+O(h 14 ).
(b) More specifically when (f h)h>0 is a family of solutions to the minimization problem (1.4)
such that (5.16) holds, then
τ = j = e 2iπ3 , γ (τ )= γ (j)= b ∼ 1.1596,
lim
h→0λ
h = lim
h→0
√
2NaΩ2hb
π
=
√
2Nab
π
and |α˜|2 = C
(√
2Nab
π
− |z|2
)
+
, C > 0.
With such a choice of (α˜, τ ), the energy of gh
α˜,τ
is
Gh
(
ghα˜,τ
)=EhLLL(e− |z|22h ghα˜,τ )= 23
√
2Nab
π
+O(h 14 ).
Proof. The same argument as in the proof of Theorem 1.5 leads to (5.13), with λ= λh, as soon
as λh remains in a bounded set:
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Nh + h− λh
)
ghα˜,τ +NaΩ2hΠh
(∣∣vhα˜,τ ∣∣2ghα˜,τ )
=Πh
[(
|z|2 − λh + λτNaΩ2h
|α˜|2
‖Πh(α˜fτ )‖2Fh
)
α˜
‖Πh(α˜fτ )‖2Fh
]
Πhfτ +OFh
(
h
1
4
)
.
(a) With the uniform bound λh  Λ, one can extract a subsequence λhn such that
limn→∞ λhn = λ0. Assumption (5.16) implies that ghnα,τ almost solves the Euler–Lagrange equa-
tion (3.2) with λ= λhn . This leads to
lim
n→∞
∥∥∥∥Πhn[(|z|2 − λhn + λτNaΩ2hn |α˜|2‖Πhn(α˜fτ )‖2Fhn
)
α˜
‖Πhn(α˜fτ )‖2Fhn
]
fτ
∥∥∥∥2Fhn = 0.
Owing to Proposition 5.1 applied to
αn =
[(
|z|2 − λhn + λτNaΩ2hn
|α˜|2
‖Πhn(α˜fτ )‖2Fhn
)
α˜
‖Πhn(α˜fτ )‖2Fhn
]
,
we obtain
lim
n→∞
∫
C
|αn|2
∣∣uτ (z)∣∣2L(dz)= 0.
Since |αn|2 inherits a uniform Hölder continuity from the one of α˜, we have
lim
n→∞
∫
C
|αn|2|uτ |2L(dz)−
∫
C
|αn|2L(dz)−
∫
|uτ |2 = 0,
while
lim
n→∞‖Πhnα˜fτ‖
2 =
∫
C
|α˜|2L(dz)−
∫
|uτ |2.
This leads to ∫
C
∣∣∣∣(|z|2 − λ0 + λτ−∫ |uτ |2Na |α˜|
2
‖α˜‖2
L2
)
α˜
‖α˜‖2
L2
∣∣∣∣2L(dz)= 0.
The quotient λτ−∫ |uτ |2 equals γ (τ), so that the function α˜ ∈ C0,1/2(C;C), α˜ = 0 has to satisfy
|α˜|2
‖α˜‖2
L2
= (λ
0 − |z|2)+
Naγ (τ)
. (5.17)
Computing the integral of the right-hand side leads to
1 = π(λ
0)2
2Naγ (τ)
,
which yields limh→0 λh = √2Naγ (τ)/π .
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α˜,τ
) again makes
use of Proposition 5.1:
Gh
(
ghα˜,τ
)+O(h 14 )= ∫
C
|z|2|α˜|2
‖α˜‖2
L2
+ Naγ (τ)|α˜|
2
2‖α˜‖4
L2
L(dz)
= 1
π(λ0)2/2
∫
C
|z|2(λ0 − |z|2)+ + 12(λ0 − |z|2)2+L(dz)
= (λ
0)3
π(λ0)2/2
1∫
0
t (1 − t)+ (1 − t)
2
2
dt = 2
3
√
2Naγ (τ)
π
.
(b) It is a direct consequence of (a) by noticing that the assumption that (f h)h>0 is a family
of minimizers, imply that the Lagrange multipliers λh are uniformly bounded with respect to h
(see Proposition 3.1). The limit of the LLL-energy being proportional to √γ (τ), Proposition 4.5
implies τ = j = e 2iπ3 . 
Remark 5.6. Condition (5.16) could be replaced by ‖f h − gh
α˜,τ
‖Fh = o(h3/4) in addition to
limh→0 ‖f h − ghα˜,τ‖F2h = 0. The condition limh→0 ‖f
h − gh
α˜,τ
‖F2h = 0 does not seem to be suf-
ficient because the continuity of the nonlinear term is h-dependent according to Lemma 2.1.
6. Approximation by the minimization over polynomials for fixed h
In this section, we consider the approximation of the optimization problem (1.4) by finite-
dimensional ones, that is, Fh is replaced by a set of polynomials with bounded degree.
For K ∈ N, CK [z] denotes the set of polynomials with degree smaller than or equal to K .
Since (cn,hzn)n∈N, cn,h = 1
(πh)1/2hn/2
√
n! , is an orthonormal spectral basis for Nh with Nhz
n =
hnzn, the orthogonal projection Πh,K onto CK [z] coincides with the orthogonal spectral projec-
tion:
Πh,K = 1[0,hK](Nh).
We shall use the notation Π ′h,K for the imbedding from CK [z] into Fh:
Πh,K ◦Π ′h,K = IdCK [z], Π ′h,K ◦Πh,K =Πh,K. (6.1)
We introduce the reduced minimum of the finite-dimensional optimization problem:
ehLLL,K = min
P∈CK [z],‖P‖Fh=1
EhLLL
(
e−|z|2/2hP
)
. (6.2)
Theorem 6.1.
(1) The minima ehLLL and ehLLL,K satisfy
∀K ∈ N ∩ (h−1C2(h),+∞), 0 < ehLLL,K − ehLLL  C2(h)2 +C2(h)3(1 −C2(h)(hK)−1)4 (hK)−1
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√
2bNa/h+ oNa(h−1/2) does not depend on K .
If f solves the minimization problem (1.4) then the sequence (fK)K∈N defined by fK =
‖Πh,Kf ‖−1Πh,Kf , which satisfies fK ∈ CK [z] is a minimizing sequence for (1.4).
(2) If for any K ∈ N, PK ∈ CK [z] denotes any solution to (6.2) then the sequence (PK)K∈N is a
minimizing sequence for (1.4). Its accumulation points for the ‖ · ‖Fh topology are solutions
to (1.4). Moreover if a subsequence (PKn)n∈N converges to f in Fh then the convergence
also holds in F2h according to:
lim
n→∞‖f − PK‖Fh +
∥∥Nh(f − PKn)∥∥Fh = 0.
Proof. (1) Let f ∈Fh be a solution to (1.4). Equation (3.4) implies
Nhf = −NaΩ2hΠh
(
e−
|z|2
h |f |2)Πhf + (λ− h)f, (6.3)
while the solution f and the Lagrange multiplier λ fulfill the uniform bound
NaΩ2h
2
∥∥e− |z|2h |f |2∥∥
L2(C,L(dz))  C1(h) and λ 2C1(h),
with C1(h) = 2Ωh3
√
2bNa/π + ONa(h1/4). After conjugating with the Bargmann transform,
the Toeplitz operator Πh(e−|z|
2/h|f |2)Πh is the anti-Wick quantization of a symbol bounded in
L2(C,L(dz)) (see Appendix A). We deduce
NaΩ2h
2
∥∥Πh(e− |z|2h |f |2)Πh∥∥L(Fh)  NaΩ2h2√2πh∥∥e− |z|2h |f |2∥∥L2  C1(h)√2πh and
NaΩ2h
∥∥Πh(e− |z|2h |f |2)Πhf ∥∥Fh  2C1(h)√2πh .
We deduce the estimates ‖Nhf ‖Fh  4C1(h)√2πh . The spectral theorem now provides the estimates
‖f − gK‖Fh 
4C1(h)√
2πh(hK)
with gK =Πh,Kf ∈ CK [z].
We obtain
0 〈f |Nhf 〉Fh − 〈gK |NhgK〉Fh =
〈
f − gK
∣∣Nh(f − gK)〉Fh
 ‖f − gK‖Fh‖Nhf ‖Fh 
16C1(h)2
2πh(hK)
.
For the second term of the energy, the Minkowski inequality and the hypercontractivity prop-
erty (2.1) give
∣∣‖Pt0f ‖A4h − ‖Pt0gK‖A4h ∣∣ ∥∥Pt0(f − gK)∥∥A4h  1(πh)1/2 ‖f − gK‖Fh  4C1(h)1/2√ .(πh) 2πh(hK)
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‖Pt0gK‖Ah4 
‖gK‖Fh
(πh)1/2
 ‖f ‖Fh
(πh)1/2
,
finally, leads to
∣∣‖Pt0f ‖4A4h − ‖Pt0gK‖4A4h ∣∣ 16C1(h)(πh)2√2πh(hK) .
According to (3.1), the addition of the two terms gives
EhLLL
(
e−
|z|2
2h gK
)−EhLLL(e− |z|22h f )
 16C1(h)
2
2πh(hK)
+ 4NaΩ
2
hC1(h)√
2πh(πh)(hK)

[
8C1(h)2
πh
+ 9π C1(h)
3
(πh)3/2
]
1
hK
.
The normalization fK = ‖gK‖−1FhgK and |‖gK‖Fh − 1|
4C1(h)√
2πh(hK)
yields
EhLLL
(
e−|z|2/2hfK
)−EhLLL(e−|z|2/2hf ) C2(h)2 +C2(h)3(1 −C2(h)(hK)−1)4 (hK)−1
with C2(h)= 4C1(h)/
√
πh. The strict lower bound is a consequence of Lemma 3.4.
(2) According to part (1), the sequence (PK)K∈N is a minimizing sequence for (1.4). The
compactness of the imbedding F1h → Fh already used in the proof of Theorem 1.1 implies the
first result about accumulation points in Fh.
Assume now that limn→∞PKn = f is a solution to (1.4). According to Proposition 3.1, there
exists a Lagrange multiplier λ > 0 such that
(Nh + h)f = λf −NaΩ2hΠh
(
e−
|z|2
h |f |2f ). (6.4)
Similarly the Euler–Lagrange equation for PK , a solution to (6.2) writes
(Nh + h)PK = λKPK −NaΩ2hΠh,K
(
e−
|z|2
h |PK |2PK
)
. (6.5)
Owing to Lemma 2.1, the mapping ϕ ∈Fh →Πh(e−|z|2/h|ϕ|2ϕ) ∈Fh is continuous so that
lim
n→∞Πh
(
e−
|z|2
h |PKn |2PKn
)=Πh(e− |z|2h |f |2f ) in Fh.
For QK0 ∈ CK0[z] with K0 ∈ N fixed, we take the scalar product with (6.5) with K K0:
〈
(Nh + h)QK0
∣∣ PK 〉 +NaΩ2h 〈QK0 ∣∣Πh(e− |z|2h |PK |2PK)〉 = λK〈QK0 | PK 〉Fh .Fh Fh
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lim
n→∞λKn = limn→∞
〈(Nh + h)QK0 | PKn〉Fh +NaΩ2h〈QK0 |Πh(e−
|z|2
h |PKn |2PKn)〉Fh
〈QK0 | PKn〉Fh
= λ.
We next write the difference (6.5) − (6.4) in the form
(Nh + h)(PKn − f )
= [λKnPKn − λf ] +Πh,KnΠh
(
e−
|z|2
h
(|PKn |2PKn − |f |2f ))+ (1 −Πh,Kn)Πh(e− |z|2h |f |2f ).
The convergence to 0 of each term of the right-hand side yields
lim
n→∞
∥∥Nh(PKn − f )∥∥Fh = 0. 
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Appendix A. Bargmann transform and Fock–Bargmann space
Along this article, we use the semiclassical Bargmann transform with the following normal-
ization
[Bhϕ](z)= 1
(πh)3/4
e
z2
2h
∫
R
e−
(
√
2z−y)2
2h ϕ(y) dy,
with z= x−iξ√
2
∈ C and ϕ ∈ S ′(R). Other normalizations are possible:
• In [27], the standard semiclassical FBI transform is defined as
[Thϕ](x, ξ)= 121/2(πh)3/4 e
−ξ2/2h
∫
R
e−
(x−iξ−y)2
2h ϕ(y) dy.
Other normalizations or extensions can be found in [16,32].
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[Bϕ](z)= 2 14
∫
R
e2πzy−πy2−(π/2)z2ϕ(y)dy.
Elementary calculations lead to
[Bhϕ](z)= 2 12 e x
2+ξ2
4h e−i
xξ
2h [Thϕ](z)= 2 12 e |z|
2
2h e−i
xξ
2h [Thϕ](z) and
[Bhϕ](z)= 1
(πh)1/4
[
B(2πh)
1
4 ϕ
(
(2πh)
1
2 .
)]( z
(πh)1/2
)
.
We mainly refer to the presentation of Martinez which already contains the small parameter
h > 0, but the reader can make the relationship with other results by applying the previous change
of variables. We simply list the classical properties of the Bargmann transform and the Fock–
Bargmann space and refer to these references for proofs.
(a) Isometry property. For any h > 0, the transform Th defines an isometry between L2(R, dy)
into L2(C, dx dξ) and onto the space L2(C, dx dξ) ∩ e−ξ2/2hH(C), where H(C) denotes the
space of entire functions. Here the holomorphy of Bh directly comes from its definition and Bh
defines a unitary transform from L2(R, dy) onto Fh (note that our normalization gives L(dz)=
dx dξ
2 ).
(b) Reproducing kernel. The product B∗hBh is nothing but the identity on L2(R, dy) while
BhB
∗
h =Πh is the orthogonal projection from L2(C, e−|z|
2/hL(dz)) onto Fh. The adjoint of Bh
is given by
[
B∗hf
]
(y)= 1
(πh)3/4
∫
C
e
z¯′2
2h e
−(y−21/2 z¯′)2
2h e−
|z′ |2
h f (z′)L(dz′).
A simple Gaussian integration w.r.t. y ∈ R yields
[Πhf ](z)=
[
BhB
∗
hf
]
(z)= 1
πh
∫
C
e
zz¯′
h e−
|z′ |2
h f (z′)L(dz′)
for all f ∈ L2(C, e−|z|2/hL(dz)).
(c) Coherent states. The phase space R2x,ξ is endowed with the symplectic form
σ
(
(x1, ξ1), (x2, ξ2)
)= ξ1x2 − x1ξ2.
The associated unitary phase translations on L2(R, dy) are given by[
τh(x,ξ)u
]
(y)= ei ξ(2y−x)2h u(y − x), τh(x,ξ) = ei
ξy−x(hDy )
h ,
where Dy = −i∂y. The unitary phase translations satisfy the Weyl relation
τhX ◦ τhX = ei
σ(X1,X2)
2h τhX +X , Xk = (xk, ξk).1 2 1 2
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Φh0 (y)=
1
(πh)1/4
e−
y2
2h and
Φh(x,ξ)(y)=
[
τh(x,ξ)Φ0
]
(y)= 1
(πh)1/4
ei
ξ(2y−x)
2h e−
(y−x)2
2h .
By recalling z= x−iξ√
2
we get
[Bhϕ](z)= 1
(πh)3/4
e
(x−iξ)2
4h
∫
R
e−
(y−x+iξ)2
2h ϕ(y) dy
= 1
(πh)1/2
e
|z|2
2h
∫
R
Φhx,ξ (y)ϕ(y) dy =
1
(πh)1/2
e
|z|2
2h
〈
Φh(x,ξ)
∣∣ ϕ〉Fh .
The identity B∗hBh = Id becomes the standard identity resolution on L2(R, dy)∫
R2
∣∣Φhx,ξ 〉〈Φhx,ξ ∣∣ dx dξ(2πh) .
From the previous relation, we conjugate the action of τh(x0,ξ0) via Bh:
[
Bhτ
h
(x0,ξ0)
ϕ
]
(z)= e
|z|2
2h
(πh)1/2
〈
Φh(x,ξ)
∣∣ τh(x0,ξ0)ϕ〉Fh = e
|z|2
2h
(πh)1/2
〈
τh−(x0,ξ0)τ
h
(x,ξ)Φ
h
0
∣∣ ϕ〉Fh
= e
|z|2
2h
(πh)1/2
e−i
σ ((−x0,−ξ0),(x,ξ))
2h
〈
Φh(x−x0,ξ−ξ0)
∣∣ ϕ〉Fh
= e |z|
2
2h e
2i(ξ0x−x0ξ)
4h e−
|z−z0|2
2h [Bhϕ](z− z0)= e
z0(2z−z0)
2h [Bhϕ](z− z0)
with z = x−iξ√
2
and z0 = x0−iξ0√2 . The Bargmann transform of the function Φh0 equals with our
normalization the constant function (πh)−1/2 and we get more generally
[
BhΦ
h
(x0,ξ0)
]
(z)= (πh)− 12 e z0(2z−z0)2h .
Hence the relation
h∂z
[
BhΦ
h
(x0,ξ0)
]= z0[BhΦh(x0,ξ0)],
holds for all z0 = x0−iξ0√2 ∈ C.
(d) Harmonic oscillator. The harmonic oscillator (or number operator in the Fock representa-
tion) is the self adjoint operator on L2(R, dy) given by
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(−h2∂2y + y2 − h)= a∗hah,
D(N˜h)=
{
u ∈ L2(R, dy), yαDβy u ∈ L2(R, dy), α + β  2
}
,
where Dy = −i∂y and the annihilation and creation operators, ah = 1√2 (h∂y + y) and a∗h =
1√
2
(−h∂y + y), satisfy the CCR [ah, a∗h] = h. The normalized Hermite functions are then given
by
Hh0 (y)=
1
(πh)1/4
e−
y2
h , Hhn =
1
hn/2
√
n!
(
a∗h
)n
H0 for n ∈ N,
and form an orthonormal basis of eigenfunctions with
N˜hH
h
n = nhHhn .
An integration by part shows
[Bhh∂yϕ](z)= [Bhyϕ](z)−
√
2z[Bhϕ](z)
which yields
zBh = Bh ◦
(−h∂y + y√
2
)
= Bh ◦ a∗h.
By differentiating Bhϕ with respect to z, we obtain
h∂z[Bhϕ](z)= −z[Bhϕ](z)+
√
2[Bhyϕ](z)
which leads to
(h∂z) ◦Bh = Bh ◦
(
h∂y + y√
2
)
= Bh ◦ ah.
From this we recover
ahΦ
h
(x0,ξ0)
= z0Φh(x0,ξ0) with z0 =
x0 − iξ0√
2
,
Bh
[
Hhn
]= 1
(πh)1/2hn/2
√
n!z
n, N˜h = B∗h
[
z(h∂z)
]
Bh,
and we set
Nh = BhN˜hB∗h = z(h∂z).
An element f = Bhϕ of Fh considered as an element of L2(C, e− |z|
2
h L(dz)), satisfies
h∂zf = h∂z(Πhf )=Πh(z¯f ).
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z(h∂z)f = h∂z(zf )− hf = h∂zΠh(zf )− hf =Πh
(|z|2 − h)Πhf.
Since Bh =ΠhBh, this provides another useful writing of the operator N˜h:
N˜h = B∗h
[|z|2 − h]Bh, Nh =Πh(|z|2 − h)Πh.
(e) h-Pseudo-differential operators. We simply recall the link with the anti-Wick quantiza-
tion.3 The anti-Wick quantization of a symbol b(x, ξ) can be defined as
bA-Wick(y,hDy)=
∫
R2
b(x, ξ)
∣∣Φh(x,ξ)〉〈Φh(x,ξ)∣∣dx dξ2πh .
It is a positive quantization in the sense that
(b 0) ⇒ (bA-Wick(y,hDy) 0)
and this implies ∥∥bA-Wick(y,hDy)∥∥L(L2)  ‖b‖L∞ .
Another simple consequence of its definition
∥∥bA-Wick(y,hDy)∥∥L1(L2)  12πh‖b‖L1,
where L1(L2(R, dy)) denotes the space of trace-class operators.
The anti-Wick quantization is close to the Weyl quantization due to the relation
bA-Wick(y,hDy)=
(
e−
|z|2
h
πh
∗ b
)W
(y,hDy).
For symbols in S(1, dx2 + dξ2) this leads to∥∥bA-Wick(y,hDy)− bW (y,hDy)∥∥L(L2) =O(h)
which allows to write in this class of symbols
bA-Wick1 (y,hDy) ◦ bA-Wick2 (y,hDy)= (b1b2)(y,hDy)+OL(L2)(h),
i
h
[
bA-Wick1 (y,hDy), b2(y,hDy)
]= {b1, b2}A-Wick(y,hDy)+OL(L2)(h).
3 The “anti-Wick” name corresponds to the fact that the quantized symbol |z|2 = zz¯= z¯z equals aha∗h .
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to symbols with low regularity (see [26]). We note also the estimates∥∥bA-Wick(y,hDy)∥∥L(L2)  ∥∥b(y,hDy)∥∥L2(L2)  (2πh)−1/2‖b‖L2
deduced from the relation with the Weyl quantization.
Finally we translate the action of bA-Wick(y,hDy) on the Fock spaceFh. From the relationship
between the Bargmann transform and the coherent states, we get the relations
bA-Wick(y,hDy)= B∗h ◦ b(x, ξ) ◦Bh and
Bhb
A-Wick(y,hDy)B
∗
h =Πh ◦ b(x, ξ) ◦Πh
where b(x, ξ) simply denotes the multiplication by the function b(x, ξ) in the space
L2(C, e−|z|2/hL(dz)). Hence bA-Wick(y,hDy) acts on Fh as a Toeplitz operator.
It is also possible to introduce an analytic pseudodifferential calculus which is not required
here.
We refer for this aspect the reader to [16,27,32].
The spaces F sh can also be defined using the self-adjoint number operator Nh by setting for
real s, F sh = D(Ns/2h ). Note that Q(Nh) = F
1
h , D(Nh) = F2h , while F−1h and F−2h are their
dual with respect the scalar product on Fh. All those spaces F sh are spaces of weighted holo-
morphic functions (see [27] or use the spectral theorem with the help of the orthonormal basis
(cn,hz
n)n∈N).
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