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Abstract: We obtain new constraints for the modular energy of general states by
using the monotonicity property of relative entropy. In some cases, modular energy
can be related to the energy density of states and these constraints lead to interesting
relations between energy and entropy. In particular, we derive new quantum energy
inequalities that improve some previous bounds for the energy density of states in a
conformal field theory. Additionally, the inequalities derived in this manner also lead
us to conclude that the entropy of the state further restricts the possible amount of
negative energy allowed by the theory.
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1 Introduction
Relative entropy S (ρ1|ρ0) between two states ρ0 and ρ1 in the same Hilbert space,
S (ρ1|ρ0) = tr (ρ1 log ρ1)− tr (ρ1 log ρ0) , (1.1)
is a fundamental concept in quantum information theory. This quantity gives us an
operational definition of distinguishability between two states in the following sense:
given a state ρ1 the probability of confounding it with another state ρ0 after n trials of
some measurement decays exponentially as e−nS(ρ0|ρ1) for large n [1].
In contrast with the entanglement entropy of a state ρ reduced to a spatial region
V ,
S(ρV ) = −tr (ρV log (ρV )) , (1.2)
relative entropy is free from divergences in quantum field theory. This is due to the
subtraction of the contributions coming from the entanglement between the high energy
modes inside and outside V localised around the border ∂V .
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A key property of relative entropy is its positivity, i.e.
S (ρ1|ρ0) ≥ 0 , (1.3)
for all states ρ0 and ρ1, where the equality only ocurrs when ρ1 = ρ0. This property is
equivalent to the fact that, at a fixed temperature T , the free energy F (ρ) = tr (ρH)−
TS (ρ) 1 of a state ρ is minimal for the Gibbs thermal state ρT =
e−H/T
tr(e−H/T )
of the system
at that temperature, i.e., F (ρ) ≥ F (ρT ) for arbitrary ρ.
Equation (1.3) has proven to be of wide use in a variety of topics. In particular,
it is a key ingredient to establish a precise formulation of the Bekenstein bound [2]
and the quantum Bousso bound [3]. The positivity of relative entropy also plays an
essential role in the proof of the first law of entanglement [4].
Relative entropy decreases under an arbitrary Completely Positive Trace-Preserving
(CPTP) map Φ, i.e.
S (ρ1|ρ0) ≥ S (Φ (ρ1) |Φ (ρ0)) . (1.4)
The second law of thermodynamics is intimately related to this property. In the canoni-
cal system, for instance, if we consider a CPTP map Φ that preserves the mean value of
the energy and that keeps invariant the Gibbs thermal state ρT , it is straightforward to
show that the entanglement entropy of the system does not decrease with the evolution
under Φ, i.e., that S (ρ) ≤ S (Φ (ρ)).
If we consider states reduced to some spatial regions A and B, with B ⊆ A, from
equation (1.4) follows the so-called monotonicity of relative entropy under the inclusion
of regions
S
(
ρA1 |ρA0
) ≥ S (ρB1 |ρB0 ) . (1.5)
Equation (1.5) basically tells us that if the states are already distinguishable when we
compare them in a region B ⊆ A, they will be even more “different” when we contrast
them in the larger region A.
The property of monotonicity (1.5) has been recently used to show that negative
energy cannot be isolated far away from positive energy in a conformal field theory
[5]. In a classical theory, the well known classical energy inequalities, that state the
positivity of some combinations of the stress tensor components, are reasonable con-
ditions postulated to hold in the theory (mainly aimed to prove theorems related to
singularities). In particular, the so-called Weak Energy Condition (WEC) tell us for
example that all observers measure positive values of energy density.
However, energy density in quantum field theory can take negative values if it is
compensated by the presence of positive energy in other regions of space so as it is
1H stands for the dynamical hamiltonian of the system.
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assured that the total energy is positive. In fact, in any QFT there are necessarily
some states having negative energy density [6].
There have been various attempts in the past to quantify the amount of nega-
tive energy density allowed by quantum mechanics. In the literature, these sets of
inequalities are referred to as quantum energy inequalities (QEIs) [7]. While most of
the inequalities found made statements about the duration in time of negative energy
pulses, only several of them dealt with the constraints imposed to the spatial distribu-
tion of energy density. It is quite interesting that non-trivial inequalities of this type
can be obtained using general properties of relative entropy.
For instance, the averaged null energy condition (ANEC), which is an important
ingredient in the semi-classical proof of the generalised second law, has been recently
proved to hold in general unitary and Lorentz invariant QFTs using the monotonicity
property of relative entropy [8]. A stronger inequality, the quantum null energy condi-
tion (QNEC), was later proved to hold too but its validity requires a more fine grained
notion of causality, which is more than the monotonicity of relative entropy [9].
The monotonicity property of relative entropy (1.5) has also proven to be useful
in order to define interesting energy-entropy relations. The first inequality of this kind
was due to Bekenstein [10], who derived an intriguing relation through a thought ex-
periment involving black hole thermodynamics and classical physics. The validity and
interpretation of this bound generated much discussion, until well defined forms were
obtain from the property of positivity [2] and monotonicity [5] of relative entropy. This
makes another fascinating case in which information theoretical tools provides us with
valuable insights on subjects related to quantum field theory.
Outline In this work we use modular energy inequalities, derived from the property
of monotonicity of the relative entropy (1.5), in order to explore new QEIs and energy-
entropy bounds. The paper is organised as follows. In section 2 we explain how the
properties of relative entropy can be used to produce inequalities for the expectation
value of the modular hamiltonian. Modular hamiltonians are relevant objects that are
sometimes related to the energy density; this is discussed in subsection 2.1. In section
3 we use the modular energy relations in order to derive QEIs in a two-dimensional
CFT. From these constraints, we arrive at some interesting conclusions related to the
localization of negative energy in space, and find that the entropy of a state further
restricts the possible amount of negative energy allowed by the theory. We show that
a QEI derived from this procedure is in agreement and improves a previous bound by
Fewster and Hollands [11]. In section 4, we use the modular energy relations, to derive
energy-entropy relations for CFTs. We finish in section 5 with a review of the results
obtained and we pose some questions that would be interesting to address in the future.
– 3 –
2 Modular energy inequalities from relative entropy
Consider a state of a quantum field theory reduced to a region V , ρV . Given that ρV
is a positive hermitian operator, it can always be written as
ρV =
e−KV
tr (e−KV )
. (2.1)
KV is called the modular hamiltonian of the state ρV . It is simple to show that relative
entropy between two states ρ1V and ρ
0
V reduced to a region V , can be written in terms
of the modular hamiltonian KV corresponding to ρ
0
V and the entanglement entropy of
the states as [4]
S
(
ρ1V |ρ0V
)
= ∆〈KV 〉 −∆SV , (2.2)
where ∆〈KV 〉 = 〈KV 〉1 − 〈KV 〉0 and ∆SV = S1V − S0V . Therefore, if we consider two
regions A and B such that B ⊆ A, from the property of monotonicity given by equation
(1.5) we have
∆〈KA〉 −∆SA ≥ ∆〈KB〉 −∆SB , (2.3)
and
∆〈KB¯〉 −∆SB¯ ≥ ∆〈KA¯〉 −∆SA¯ , (2.4)
since A¯ ⊆ B¯.
Adding up equations (2.3) and (2.4) we obtain the following inequality
〈KˆA − KˆB〉1 − 〈KˆA − KˆB〉0 ≥
(
S1A − S1B + S1B¯ − S1A¯
)− (S0A − S0B + S0B¯ − S0A¯) , (2.5)
where KˆX stands for the full modular hamiltonian of X = A, B and it is defined as
KˆX = KX −KX¯ . (2.6)
Equation (20) in [5] is a particular case (when ρ0 is the vacuum state) of the inequality
(2.5) here.
Following [5], we refer to the difference of entropies S1A−S1B+S1B¯−S1A¯ ≡ 2S1F (A,B)
as the free entropy located in between the boundaries of A and B. This free entropy
SF is always positive as a consequence of the weak monotonicity property of entropy
[12] when applied to A and B¯
SA + SB¯ ≥ SA−B¯ + SB¯−A = SB + SA¯ . (2.7)
Interestingly, we can express the free entropy as SF (A,B) =
I(A,ℵ)−I(B,ℵ)
2
, where I(X, Y ) =
S(X)+S(Y )−S(X∪Y ) is the mutual information between X and Y , and ℵ is a hidden
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sector used to purify the state ρ1. Since mutual information is a monotonically increas-
ing quantity, the free entropy increases monotonically with the size A − B, though in
general will not be an extensive quantity.
Using these definitions, inequality (2.5) becomes
〈KˆA − KˆB〉1 ≥ 〈KˆA − KˆB〉0 − 2S0F (A,B) + 2S1F (A,B) , (2.8)
where we must keep in mind that the all the modular hamiltonians involved are the
ones corresponding to ρ0.
A simpler inequality holds whenever ρ0 is a pure state, i.e. ρ0 = |ψ〉〈ψ|. Since
the entanglement entropy of a pure state verifies SV = SV¯ for any spatial region V ,
it is easy to show that 2S0F (A,B) = 0. On the other hand, the expectation value of
|ψ〉 on the full modular hamiltonian (2.6) vanishes. This can be seen by expressing |ψ〉
in its Schmidt decomposition across the tensor product HX¯ ⊗HX and writing the full
modular hamiltonian in terms of its density operators KˆX = ln(ρ
0
X¯
)⊗ IX− IX¯⊗ ln(ρ0X).
Therefore, the result is that, whenever ρ0 is pure, inequality (2.8) becomes
〈KˆA − KˆB〉1 ≥ 2S1f (A,B) . (2.9)
Notice that the information of the state |ψ〉 appears only through the modular hamil-
tonians in the left hand side.
These inequalities relate the “modular energy” (i.e. the expectation value of the
modular hamiltonian) and the entropy in a non trivial manner. In some cases, the
modular hamiltonian is related to the stress-energy tensor and as a consequence of
this, the modular energy is related to the energy density of the state. We review this
in detail in the following section.
2.1 Comments on modular hamiltonians and its relation to energy
Modular hamiltonians are in general non-local objects and therefore the evolution they
generate does not correspond to a local geometric flow. However, there are some
remarkable cases in which the modular hamiltonian is explicitly known to be a local
operator. For example, when we take ρV as the vacuum state of any QFT reduced to
the half spatial plane V = {x : x0 = 0, x1 > 0}, the modular hamiltonian asociated to
ρV is [13]
KV = 2pi
∫
x1>0
dd−1x x1 T00(x) . (2.10)
This result follows from analicity properties originating in Lorentz invariance and pos-
itivity of energy. In this case, the modular hamiltonian is given by an integral of
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the energy density operator, weighted by the coordinate x1 in which the region V ex-
tends (this is simply the operator that generates the boost transformations in the plane
(x0, x1)). Recently, the local modular hamiltonians of regions having its future horizon
lying on a null plane were also found [14].
Using equation (2.10) and conformal mappings, it is possible to obtain the modular
hamiltonian of the vacuum state reduced to a ball of radius R (we call this region B)
for a CFT in d+ 1 dimensions [15]
KB = 2pi
∫
B
ddx
R2 − x2
2R
T00(x) . (2.11)
In the same way, the modular hamiltonian for the vacuum state of a CFT in a d-sphere
R×Sd, reduced to a section A of the sphere (given by φ ∈ [−φA, φA]; φ is the azimuthal
angle), is [15, 16]
KA = 2piR
∫
dd−1x
φA∫
−φA
dφ
(
cos(φ)− cos(φA)
sin(φA)
)
T00(φ) . (2.12)
For two-dimensional CFTs, there are some other cases in which the modular hamil-
tonian of the vacuum is local and can be written again as an integral of the energy-
momentum tensor times a local weight. A sufficient condition for this to happen is that
the euclidean space-time region describing the traces of powers of the reduced density
matrix (after removing small discs around the entangling points) is topologically an
annulus [17].
In more general cases, the modular hamiltonian of the vacuum will naturally have
non-local terms. Interestingly, for free massive scalar and fermionic fields in two-
dimensional spacetime, the local part of the modular hamiltonian for any multi-interval
region is also proportional to the stress tensor, with a universal coefficient independent
of the mass that can be interpreted as a local temperature using relative entropy [18].
For global states different from the vacuum state there are fewer results about the
related modular hamiltonians. A remarkable result arises for a two-dimensional CFT
in a thermal state at inverse temperature β reduced to the half spatial line V . In this
case, the modular Hamiltonian is a local object that can be expressed as an integral of
the energy density [19]
KV = β
∫
x>0
dx
(
1− e−2pix/β)T00(x) . (2.13)
An analogous expression holds when the region is an interval [20].
We will use these results (particularly, equation (2.13)) to show how the modular
energy inequalities (2.8) and (2.9) can be used to generate QEIs and energy-entropy
bounds.
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3 Quantum energy inequalities from modular energy relations
In this section we derive QEIs from the modular energy relations (2.8) and (2.9), consid-
ering a two-dimensional CFT. We choose a particular theory, in which the symmetries
allow us to obtain analytic expressions for each term in the modular energy inequalities.
3.1 Quantum energy inequality from pure state
We define the null coordinate u+ = t + x and consider the ground state reduced to
the region A = {u+ : u+ ∈ (0,+∞)}. Its modular hamiltonian will be given by an
expression equivalent to (2.10). From this, it is straightforward to get the full modular
hamiltonian of A
Kˆ0A = 2pi
∫ +∞
−∞
du+ u+T++(u+) , (3.1)
where T++(u+) is the positive chiral component of the energy momentum tensor.
2 In
order to apply a conformal transformation given by u+ → u′+ = f(u+), we use that the
operator T++ transforms according to the Schwartzian derivative {f(u+), u+} as
U †f T++(u+)Uf = f
′(u+)2T++(f(u+))− c
24pi
{f(u+), u+} , (3.2)
{f(u+), u+} = f
′′′(u+)
f ′(u+)
− 3
2
(
f ′′(u+)
f ′(u+)
)2
= −2
√
f ′(u+)
d2
du2+
1√
f ′(u+)
, (3.3)
where Uf is the unitary operator applying the conformal transformation. Using this
in (3.1) we obtain the full modular hamiltonian of the transformed state |ψ〉 = U †f |0〉
reduced to the transformed region A′ = (f(0), f(+∞))
KˆψA′ = 2pi
∫ +∞
−∞
du+ u+
(
f ′(u+)2T++(f(u+))− c
24pi
{f(u+), u+}
)
. (3.4)
For this derivation we recalled that the density matrix associated to KˆψA′ is the operator
which leads to the same expectation values on |ψ〉 for operators localised in A′ 3. In a
2In a completely analogous way we can consider the problem in the other null direction u− = t−x.
3A modular hamiltonian related to a global state |ψ〉 and region V must verify
〈ψ| OV |ψ〉 = tr
[
e−KV OV
]
, (3.5)
where this expression holds for every operator localized in the region of causal dependence of V . For
instance, we may take OV = φ(x) with x ∈ V . We now want to find an analogous expression but for
the transformed state |Ψ〉 = U†f |ψ〉. The left hand side of (3.5) can be written as
〈ψ|
(
UfU
†
f
)
OV
(
UfU
†
f
)
|ψ〉 = 〈Ψ|U†fOV Uf |Ψ〉 = 〈Ψ| OV ′ |Ψ〉 , (3.6)
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completely analogous way we can write the same full modular hamiltonian but reduced
to the region B′ = (f(a), f(+∞)) with a a positive constant. Hence, we find
KˆψA′ − KˆψB′ = 2pia
+∞∫
−∞
du+
(
f ′(u+)2T++(f(u+))− c
24pi
{f(u+), u+}
)
. (3.9)
Considering this expression in the modular energy inequality (2.9) with ρ0 = |ψ〉 〈ψ|
we find
+∞∫
−∞
du+ f
′(u+)2〈T++(f(u+))〉1 ≥ c
24pi
+∞∫
−∞
du+ {f(u+), u+}+ 1
pia
S1F (A
′, B′) . (3.10)
This inequality is already a QEI valid for any state ρ1 in a two-dimensional CFT.
We recognise the similarity of this inequality with a previous one derived in [11]. In
fact, if we use the explicit form of the Schwartzian derivative (3.3), integrate by parts
the right hand side and change the integration variable to f(u+) we get
+∞∫
−∞
du+ g(u+)〈T++(u+)〉1 ≥ − c
12pi
+∞∫
−∞
du+
(
d
du+
√
g(u+)
)2
+
1
pia
S1F (A
′, B′), (3.11)
where we defined g(u+) = f
′(f−1(u+)) (and we assumed that f is a diffeomorphism of
R with f (+∞) = +∞ and f ′′/f ′ → 0 for x→ ±∞).
Equation (3.11) is a stronger version of an inequality without the free entropy term,
that arises from (3.2) and the positivity of energy [11], namely
+∞∫
−∞
du+ g(u+)〈T++(u+)〉1 ≥ − c
12pi
+∞∫
−∞
du+
(
d
du+
√
g(u+)
)2
. (3.12)
This last inequality was proven to hold for every function g(u+) of the Schwartz
class, with the rhs being the infimum of the lhs as the state ρ1 varies within a certain
where V ′ is the transformed region. The right hand side of (3.5) can be written as
tr
[
e−KV
(
UfU
†
f
)
OV
(
UfU
†
f
)]
= tr
[
U†fe
−KV UfOV ′
]
= tr
[
e−U
†
fKV UfOV ′
]
. (3.7)
We therefore find that the modular hamiltonian transforms under the conformal transformation as
KψV −→ KΨV ′ = U†fKψV Uf . (3.8)
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dense subspace of the Hilbert space. So, if ρc is the optimal state for which inequality
(3.12) saturates, our strongest version of the inequality, equation (3.11) tell us that
the free entropy of ρc over the regions A
′ and B′ must vanish (this is indeed the case
whenever the optimal state ρc is pure, regardless of the regions A
′ and B′). The
saturation of equation (3.11) can be related to the saturation of the relative entropies
S(ρA
′
c |ρA
′
0 ) = S(ρ
B′
c |ρB
′
0 ) , (3.13)
and
S(ρA¯
′
c |ρA¯
′
0 ) = S(ρ
B¯′
c |ρB¯
′
0 ) , (3.14)
where ρ0 = U
†
f |0〉 〈0|Uf , A′ = (f(0), f(+∞)) and B′ = (f(a), f(+∞)).
In the derivation of [11], the pure state that saturates the QEI is ρc = ρ0; this is
related to a trivial saturation of the monotonicity property (1.4), since each relative
entropy in equations (3.13) and (3.14) is zero. In general, it is expected that other states
may accomplish the task of saturating inequality (1.5), for non-zero relative entropies in
the relations (3.13) and (3.14). The saturation of the monotonicity of relative entropy
is an interesting mathematical problem that has been discussed in the literature [21],
and the result we have obtained might be useful in the understanding of it.
It is clear though that for general states (non necessarily pure states), if ρ1 6= ρc,
the free entropy term in equation (3.11) improves the bound given by (3.12). In the
following section we show how to use this new bound to obtain a new quantum energy
inequality.
3.2 Quantum energy inequality from mixed state
We now consider inequality (2.8), taking ρ0 as a Gibbs thermal state with temperature
T = 1/β. We take the regions A and B as the half spaces given by x ≥ 0 and x ≥ a
respectively, with a > 0 (Figure 1) so that B ⊆ A.
Figure 1. Diagram of the spatial regions A and B considered. Both A and B are
half spaces, chosen so that B ⊆ A.
The modular hamiltonian of the thermal state reduced to these regions and its com-
plements can be read from equation (2.13). This gives us the full modular hamiltonians
– 9 –
for regions A and B
KˆA =
∫ +∞
−∞
dx β
(
1− e−2pi|x|/β) sgn (x)T00 (x) , (3.15)
and
KˆB =
∫ +∞
−∞
dx β
(
1− e−2pi|x−a|/β) sgn (x− a)T00 (x) ; (3.16)
its difference may be cast as
KˆA − KˆB =
∫ +∞
−∞
dx βf (x)T00 (x) , (3.17)
where we have defined f (x) =
(
1− e−2pi|x|/β) sgn (x) − (1− e−2pi|x−a|/β) sgn (x− a).
Consequently, the left hand side (lhs) of equation (2.8) is
〈KˆA − KˆB〉1 =
∫ +∞
−∞
dx βf (x) 〈T00 (x)〉1 . (3.18)
The only information that remains in the last expression about the particular state ρ0
is in the function f that weights the energy density in the integral.4
We can now move to analyse the rhs of equation (2.9) and evaluate 〈KˆA − KˆB〉0
for the thermal state ρ0. This is straightforward, since for thermal states the energy
density is constant and equal to 〈T00 (x)〉0 = c6 piβ2 [22]. Then
〈KˆA − KˆB〉0 = c
3
pia
β
. (3.19)
In order to calculate the free entropy of ρ0 in (2.9), we make use of the result for
the entropy of a thermal state reduced to an interval of lenght Λ in a two-dimensional
CFT [23]
S (Λ) =
c
3
log
(
β
pi
sinh
(
piΛ
β
))
. (3.20)
 is an ultraviolet cutoff used to regulate the divergences that come from short-distance
entanglement around the border of the region and c is the central charge of the Vi-
rasoro algebra. Since we need the entropies for states reduced to half space, we can
use equation (3.20) regarding Λ as an infrared regulator. For the difference of en-
tropies appearing in the free entropy, the limit Λ → +∞ gives us a finite, UV and IR
regularisation-independent result
2S0F (A,B) = S
0
A − S0B + S0B¯ − S0A¯ =
2c
3
pia
β
. (3.21)
4A different choice of ρ0 would change not only the function f(x) but might as well change the
operator that appears in the expression and even the form of the expression (in fact, for an arbitrary
ρ0 the modular hamiltonian will not be a local operator in general).
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Inserting the results of (3.17), (3.19) and (3.21) into equation (2.9), we obtain a new
quantum energy inequality valid for any state ρ1 of a two-dimensional CFT and arbi-
trary positive constants a and β∫ +∞
−∞
dx f (x) 〈T00 (x)〉1 ≥ − c
3
pia
β2
+
2
β
S1F (A,B) , (3.22)
with
f (x) =
(
1− e−2pi|x|/β) sgn (x)− (1− e−2pi|x−a|/β) sgn (x− a) . (3.23)
As we will show next, this equation imposes severe constraints to the distributions of
energy for the states of the theory.
Analysis of the constraint
The entropy contribution of the QEI (3.22) cannot be calculated without specifying
the state ρ1. However, since it is non-negative, we can analyse a weaker constraint that
does not consider its contribution, i.e.∫ +∞
−∞
dx f (x) 〈T00 (x)〉1 ≥ − c
3
pia
β2
. (3.24)
First, notice that f(x) is a dimensionless function that depends only on the pa-
rameters a and β. For a fixed value of a/β, the graphic of the function has the same
form but its typical size varies for different values of a (notice that
∫ +∞
−∞ dxf (x) = 2a,
for all values of a and β).
To see this behaviour, in figure 2 we plot the function f(x) for a fixed value a/β =
10 with a = 10, 1 (dotted line corresponds to a = 1; notice that a is basically the
support of the function, when a/β is large). In this limit, for the three chosen values
of a, the graphic of the function f(x) is approximately a square-like barrier given by
sgn(x)− sgn(x− a).
As we take smaller values of a/β, the function gets smoother at the points x = 0
and x = a. The graph of the function (see figure 3) is a symmetric bell centered at
x = a/2 that spreads more in space as we take bigger values of a, while keeping a/β
fixed.
We can explore the implications of equation (3.22) in the limit a/β  1. In this
case, we have seen that the function tends to a square barrier (see figure 2). On the
other hand, the right hand side (rhs) of equation (3.22) is a large negative number in
this limit. This can be understood as follows. Suppose that we can construct a state ρ1
whose energy density consists of a pulse of negative energy and another pulse of positive
energy distributed in space as sketched in figure 4 (solid blue line). The function f in
– 11 –
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0.0
0.5
1.0
1.5
2.0
Figure 2. Analysis of f(x) for large values of a/β. For a fixed large value of a/β (in this
case, a/β = 10) the graph of the function f tends to the square barrier sgn(x) − sgn(x − a)
and has a sharp slope at the points x = 0 and x = a. Dotted line corresponds to a = 1, full
line to a = 10.
-4 -2 0 2 4 6
0.0
0.1
0.2
0.3
0.4
0.5
Figure 3. Analysis of f(x) for small values of a/β. For a fixed small value of a/β (in
this case, a/β = 1/10) the graph of the function f is a smooth symmetric bell centered at
x = a/2. As we increase the value of a, keeping a/β fixed, the bell spreads more in space.
Dotted line corresponds to a = 0.1, full line to a = 1.
this limit is also plotted in figure 4 (dashed black line). Notice that the total energy
of the state will be a positive number, as required. However, since the positive pulse is
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Figure 4. Analysis of the QEI for large values of a/β. The energy density (solid blue
line) consists of a negative and positive pulse, with the positive one being suppressed by the
function f (dashed black line). This tell us that the lhs (3.22) will take large negative values
and this is in agreement with the large negative values for the rhs of (3.22), given when a/β
is large.
mainly localised outside the region 0 < x < a, while the negative one is mostly inside,
the left hand side of equation (3.22) will effectively take a large negative value. This
is in harmony with the increasing negative values for the right hand side of equation
(3.22) when a/β is a large number.
Notice though, that for a fixed f(x) (taken so as a/β is large) the right hand side of
equation (3.22) will be fixed. This imposes a restriction to the allowed physical states
of the theory. For instance, we can arbitrarily increase the magnitude of both the
negative and positive energy pulses shown in figure 5 while keeping E = E+ −E− ≥ 0
(E± =
∫
dx θ(±〈T 00(x)〉) |〈T 00(x)〉1|), but equation (3.22) will be violated in this case
if the total negative energy E− is, roughly speaking, larger than
cpia
6β2
. a and β are
arbitrary, and for the last reasoning to apply they only need to satisfy that a/β  1.
This can be accomplished, for example, by taking a = d (the distance between the
negative and positive energy pulses) and β = r− (the dispersion of the negative energy
density). In the situation represented on figure 5, the analysis we made is valid and we
can also see that a/β = d/r− can be as large as we want by moving the positive pulse
away from the negative one (and keeping its dispersion r+ small enough so that the
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positive part of the energy density does not fall under the bell of figure 5 5). Therefore,
we arrive at
E−r2− ≤
cpid
6
. (3.25)
This last equation tell us for example that we can increase the total amount of negative
energy at expense of reducing its dispersion. This relation, where the intrinsic size of
the negative energy “moment of inertia” is bounded from above by moments of the
positive energy distribution, is similar to the one found in [5].
-0.5 0.5 1.0 1.5
-1.0
-0.5
0.5
1.0
1.5
2.0
Figure 5. Constraints to the negative energy allowed in a CFT. In this situation,
the lhs of equation (3.22) will be twice the total negative energy. For the inequality (3.22) to
hold, it is necessary that the total negative energy of the pulse is bounded.
3.3 Comparison of the results
In this section we compare the QEI derived from a pure state (3.11) with the one
derived using a thermal state (3.22). Both inequalities have a different contribution
coming from the entropy, since the regions considered differ. However, since the free
entropy is non-negative, we can compare the weaker bounds that do not consider these
5Alternatively, one could have taken a = r+ and make it large enough so that a/β = r+/r−  1
by separating the pulses long enough (in order that the positive energy pulse falls outside of the bell
of figure 5). This would give us E−r2− ≤ cpir+6 , instead of equation (3.25); in the situation that we set
both equations have the same implications.
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contributions
+∞∫
−∞
dx g(x)〈T00(x)〉1 ≥ − c
6pi
+∞∫
−∞
dx
(
d
dx
√
g(x)
)2
, (3.26)
+∞∫
−∞
dx f (x) 〈T00 (x)〉1 ≥ − c
3
pia
β2
, (3.27)
where we have used that T00(x) = T++(x) + T−−(−x) and the function f(x) is given
by (3.23).
In order to compare (3.26) and (3.27), we might simply consider (3.26) with g(x) =
f(x). We have to note though, that Fewster and Hollands showed that the function
g(x) must belong to the Schwartz class, and the function f(x) does not fulfill this
requirement. Nonetheless, we can calculate the integral from the rhs of (3.26) for a set
of Schwartzian functions {fn(x)} such that fn(x)→ f(x) when n→∞, and then take
the limit of the succession obtained6. This procedure is reasonable, since f(x) can be
approximated as much as we want by a set of Schwartian functions and therefore, for
any physically reasonable distribution of energy density, the result will be insensible to
the arbitrarily small differences between f(x) and fn(x) for large n (notice also that
in order to compute the rhs of equation (3.26) it is sufficient for the function to have
one derivative - our function f(x) in (3.23) is not of the Schwartian type but has a
well-defined first derivative).
With this in mind, the result given by (3.26) is
+∞∫
−∞
dx f (x) 〈T00 (x)〉1 ≥ c
3
pia
β2
− c
3β
√
1− e−2pia/βarctanh
(√
1− e−2pia/β
)
. (3.28)
To see how this compares with inequality (3.27), in figure 6 we plot the obtained
lower bounds for the expectation value of the energy density weighted by the function
f(x) as a function of the parameter a, i.e., the rhs of equations (3.26) and (3.27) (we
take c = 1 and β = 1). The straight dashed line represents the lower bound obtained
from the thermal state, while the solid line from considering a pure state. We can see
that the results are compatible. In fact, they coincide at first order in a/β as can be
easily seen by expanding the rhs of (3.28) in powers of a/β.
6We have done this using two sets of approximating functions for |x| and sgn(x) (i.e. m(1)n (x) =√
x2 + 1/n2 and m
(2)
n (x) =
x2√
x2+1/n2
for |x|, and s(1)n (x) = x√
x2+1/n2
and s
(2)
n (x) = tanh (nx) for
sgn(x)) and in all the cases we get the same result for the rhs integral of equation (3.26) in the limit
n→∞.
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Figure 6. Comparison of the lower bounds for the expectation value of the energy
density weighted by the function f, without the entropy terms. The straight dashed
line represents the rhs of equation (3.26) while the solid line is the rhs of equation (3.27).
The inequalities are compatible with the previous result by Fewster and Hollands, and the
two bounds happen to coincide at the lowest order for small a/β. It is important to recall
that we are not considering the free entropy terms of the QEIs.
It is not surprising that (3.26) is more restrictive, since we know that the bound is
sharp in that case.
4 Energy-entropy bounds from modular energy relations
In this section, we derive interesting energy-entropy relations, analogous to the Beken-
stein bound. These inequalities arise from the energy relations (2.8) and (2.9).
4.1 Two-dimensional CFT
First, we derive an energy-entropy bound from the QEI previously obtained in section
3.2. Consider a state ρ1 that has a localised energy density, i.e., 〈T00(x)〉 = 0 outside
the region (0, L) and take a = L. In the limit of L/β  1, inequality (3.27) becomes
2piLE ≥ −cpiL
3β
+ S1F (A,B) , (4.1)
where E is the energy of ρ1. Since L/β  1, we have
S1F (A,B) 2piEL . (4.2)
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A similiar inequality was previously found on [5], but for a CFT in any number of
dimensions. Both results turn up to be consistent. The fact that the free entropy is
bounded linearly in L is consistent with the monotonic behaviour of S1F (A,B) with
A−B.
4.2 d+1-dimensional CFT
We now consider a CFT in R × Rd in its ground state, take the region B as a sphere
of radius R and the region A as the half the space beginning at a distance R + b from
the origin of the sphere with b ≥ 0 so that we have B ⊆ A. Figure 7 shows a diagram
of the spatial regions considered when d = 2.
A
B
x
y
Rb
Figure 7. Diagram of the spatial regions A and B considered for a fixed time and
two spatial dimensions. The parameter b must verify b ≥ 0 so that B ⊆ A.
The modular hamiltonians of the ground state reduced to the regions A and B can
be read from (2.10) and (2.11), so that the full modular hamiltonians are equal to
KˆB = 2pi
∫
ddx
R2 − |~x|2
2R
T00(~x) , (4.3)
and
KˆA = 2pi
∫
ddx (x1 +R + b)T00(~x) , (4.4)
where both integrals are over the whole space. Since the global state is the vacuum
which is pure, we use the modular energy inequality (2.9) and find
S1f (A,B) ≤
pi
2R
∫
ddx
(
|~x|2 + 2Rx1 +R(R + 2b)
)
〈T00(~x)〉1, (4.5)
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which holds for every positive value of R and b. This inequality can be written in a
way that is more enlightening, by defining the “center of energy” ~xe
~xe =
1
E
∫
ddx~x〈T00(~x)〉 , (4.6)
and its dispersion re
r2e =
1
E
∫
ddx |~x− ~xe|2〈T00(~x)〉 , (4.7)
so that (4.5) becomes
S1f (A,B) ≤
pi
2
E
[ |~xe|2 + r2e
R
+R + 2(b+ x1e)
]
. (4.8)
This expression is already an energy-entropy inequality that holds for every positive
value of R and b. We use the freedom to choose the center of coordinates in order to
minimize the rhs of the last equation (this can be achieved by taking xie = −Rδi1).
This results in
S1f (A,B) ≤
pi
2
E
(
r2e
R
+ 2b
)
. (4.9)
The bound holds for any state ρ1 in the CFT and is consistent with the fact that
the free entropy increases monotonically with the size of the region A − B, since as b
increases and R decreases, A−B grows.
4.3 CFT in a cylinder
We take a CFT in a cylindrical space-time R× Sd of radius R in its ground state. We
define the spatial regions A and B as sections of the sphere determined by [−φA, φA]
and [−φB, φB], where 0 ≤ φB ≤ φA ≤ pi so that B ⊆ A. The angle φ is the azimuthal
angle φ ∈ [0, 2pi) of the d sphere. Figure 8 shows a diagram of the spatial regions
considered when d = 1.
The modular hamiltonian of the ground state reduced to A is given by (2.12). From
this expression it is straightforward to write the full modular hamiltonian of A as
KˆA = 2piR
∫
ddx
(
cos(φ)− cos(φA)
sin(φA)
)
T00(φ) , (4.10)
where the integral is over the whole space. In an analogous way we can write KˆB. After
some algebra, the modular energy inequality (2.9) becomes
S1F (A,B) ≤ piR
∫
ddx
(
sin(φA − φB) + cos(φ) [sin(φB)− sin(φA)]
sin(φA) sin(φB)
)
〈T00(φ)〉1, (4.11)
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t=cte
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t0
Figure 8. Diagram of the spatial regions A and B considered for d = 1. φ is the
azimuthal angle of the d sphere. The parameters φA and φB must verify 0 ≤ φB ≤ φA ≤ pi
so that the condition B ⊆ A holds.
where we must have 0 ≤ φB ≤ φA ≤ pi. Equation (4.11) is another energy-entropy
inequality.
We can use the liberty to choose the parameters φA and φB to simplify the form
of the inequality. For instance, we can take φA and φB so that the second term in the
right hand side of (4.11) vanishes. This is achieved by considering φA = pi/2 + ∆φ and
φB = pi/2−∆φ with ∆φ ∈ (0, pi/2). With this choice, we have
S1F (A,B) ≤ 2piRE tan (∆φ) , (4.12)
where E is the total energy of the state ρ1, the integral over the whole space of the
energy density. In figure 9 we sketch the region A−B for a certain choice of ∆φ in the
case of one spatial dimension.
It is convenient to express the parameter ∆φ in terms of the volume of the region
A − B and the total volume of the sphere Vd. This can easily be done by considering
that
V A−Bd =
(
4∆φ
2pi
)
2pi
d+1
2
Γ
(
d+1
2
)Rd = (4∆φ
2pi
)
Vd, (4.13)
With this in mind, inequality (4.12) transforms into
S1F (A,B) ≤ 2piRE tan
[
pi
2
(
V A−Bd
Vd
)]
. (4.14)
This last inequality sets an upper bound to the free entropy of the regions A and
B for any state ρ1. This bound depends on the total energy of the state, the region
A−B and the radius of the d sphere R, which is just a parameter of the CFT.
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t=ctet0
Figure 9. Diagram of the spatial region A − B for a fixed time in one spatial
dimension.
In the limiting case in which the region A−B is almost the total space, the bound
does not say much, since in that case we would have V A−Bd /Vd ∼ 1 and therefore
S1f (A,B) . +∞. On the other hand, when the region A − B is small compared with
the size of the spatial slice of the cylinder, we would have V A−Bd /Vd  1 and therefore
the free entropy of the state would go to zero. This is reasonable since the free entropy
is monotonic with the size of the region A−B. Expanding the right hand side of (4.14)
for V A−Bd /Vd  1 and using (4.13), we get
S1F (A,B) ≤ EV A−Bd
(
Γ
(
d+1
2
)
2pi
d−3
2 Rd−1
)[
1 +O
(
V A−Bd
Vd
)2]
. (4.15)
Therefore, the first order term is linear in the energy of the state and the volume of
the region A − B. The case of d = 1 is particularly interesting, since the result is
independent of the radius R
S1F (A,B) ≤
pi
2
ELA−B
[
1 +O
(
LA−B
L
)2]
. (4.16)
In this case, the region A−B corresponds to two infinitely separated segments in flat
space.
5 Discussion
In this paper, we have used monotonicity of relative entropy to derive interesting rela-
tions between energy and entropy. For various CFT we have obtained interesting new
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quantum energy inequalities and energy-entropy relations that are analogous to the
bound of Bekenstein.
The quantum energy inequalities we found for a two-dimensional CFT (3.11) and
(3.22) are generalisations of previous results. Interestingly, we have been able to re-
derive (and improve for mixed states) the inequality by Fewster and Hollands through
a different procedure, showing that there is a free entropy term which further restricts
the possible amount of negative energy. We can conclude that as the entropy of a state
increases, the possible amount of negative energy decreases, giving a clear relationship
between two apparently disconnected features.
The fact that a purely local feature, such as the negative energy density, is con-
strained by a global quantity (the free entropy associated to some regions) is quite
intriguing, though it may seem natural in view of the original motivation for negative
energy constraints that assure the validity of the second law of thermodynamics [24].
An analogous situation ocurrs for the QNEC.
We have also found an interesting condition regarding the saturation of the property
of monotonicity of relative entropy, finding a connection between this problem and the
saturation of Fewster and Hollands inequality. This might be useful in order to further
understand the physical significance of the saturation of the monotonicity.
Finally, the energy-entropy inequalities (4.2), (4.9) and (4.11) constitute a new set
of relations in which (a type of) entropy is bounded by some energy. This relations are
well defined forms of Bekenstein-like bounds.
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