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Introduction
Multi-view videos are widely used for 3-D visualization [1] - [3] . Multi-view images of a scene or an event are commonly captured by people holding different types of cameras. Such a content can be used for 3-D visualization applications. So far, in such application, like photo tourism [4] , correspondences are used for 3-D visualization. These correspondences are sparsely estimated using feature based search [5] . However, a dense correspondence is highly preferred if one concern high quality of 3-D visualization. Due to differences in views in term of sampling density and field of view, block based matching approaches [6] , [7] are not a straight forward solution for estimating a dense displacement. In this paper, we propose a scale invariant polynomial expansion method that can estimate a dense displacement between two views, independent of differences in their resolutions, field of views, and their optical axes configuration.
To overcome these differences, we propose changing of the coordinate sampled pixels at each view to a common coordinate. In other word, we propose to project pixels at both views to camera coordinate. Now, the projected samples are observed in a common coordinate while the sampling densities are still different. To compare corresponding regions, we approximate coefficients of a quadratic polynomial [8] placement. However, when the correspondences between two views have large spatial displacement, such modeling using polynomial expansion cannot perform well, since the method in [8] is originally developed for estimation of displacement in video, where the displacement is mainly small. In order to overcome this problem, we additionally propose multi-resolution analysis for detection of dense correspondence between views.
Proposed Method
Two views captured by a heterogeneous multi-camera system [9] , [10] that we have developed are used throughout this paper to explain the proposed method. Flowchart of our method is shown in Fig. 1 . In the flowchart, Camera (1) has low resolution with narrow field of view, whereas Camera (2) has higher resolution and wider field of view, as shown in Fig. 2 . Despite our advanced tuning of the cameras' responses, the captured images are not having similar brightnesses. To reduce this brightness difference, we per- form histogram matching [12] before applying our method, as shown in Fig. 3 . The output of the flowchart is the estimated displacement from Camera (1) to Camera (2).
Projection from Image to Camera Coordinate
In this step, the two input views are projected from image coordinate to the camera coordinate, using intrinsic parameters of cameras, as shown in Eq. (1) .
where image coordinate is (u, v), and camera coordinate is (x, y). f x are f y are focal lengths in pixel. c x and c y are the principal point in image coordinates. Figure 4 illustrates two images with different sampling densities and field of views, in a same coordinate and scale, after the projection using intrinsic camera parameters. In this projection, we manually define the same corresponding point in both images for having zero displacement, i.e. disparity map. Pixels in the camera coordinate are placed according to the pixel with zero displacement.
Thanks to this coordinate transformation, we can estimate the correspondence between pixels in two cameras and in the same scale, independent of their sampling density, field of view, and their optical arises' configuration. Note that for large displacement, the block size used for polynomial expansion should be at least as large as the maximum displacement. The polynomial estimated by pixels of a large area will not have an accurate model. Therefore, we have also proposed multi-resolution analysis.
Approximation by Continuous Quadratic Polynomial
In this step, we approximate each pixel with a continuous quadratic polynomial [8] , given the neighborhood pixels or block, as formulated in Eq. (2) .
where A, b, and c are symmetric matrix, vector and scaler, respectively. They are approximated by a weighted least squares fitting of the pixels intensity in the block [8] for polynomial expansion. f (x, y) is pixel intensity at (x, y) which is approximated by a continuous quadratic polynomial, as illustrated in Fig. 4 . Note that x and y are non integer values at camera coordinate. In the following, we explain how the corresponding pixels are detected by the approximated quadratic polynomials.
Estimation of Displacement
Given pixels at (x 1 , y 1 ) of Camera (1) and Camera (2), we define a block in the camera coordinate. In the block, number of pixels are different in Camera (1) and Camera (2), due to difference in sampling densities of the input cameras, while the coordinates are same. Therefore, the approximated neighborhood by quadratic polynomial in two cameras with different sampling densities or filed of views are comparable for estimation of the displacement. In other word, the polynomial expansion is scale invariant.
For the pixel at (x 1 , y 1 ) of Camera (1) and Camera (2), we derive coefficients of two polynomials, i.e, (A 1 , b 1 , c 1 ) and (A 2 , b 2 , c 2 ), respectively. These coefficients are used for estimating the displacement (Δx, Δy).
Details of the process is explained in [8] . The displacement (Δx, Δy) is estimated as expressed in Eq. (4).
where A(x 1 , y 1 ), and Δb(x 1 , y 1 ) are
and
respectively. The estimated displacement of the correspondences between cameras is in both, x and y directions. N(x, y) corresponds to search area where polynomials are compared, and it is constant in all layers. This estimation explained above is iteratively repeated. In the first iteration (i = 0), the quadratic polynomials for pixel at (x 1 , y 1 ) of Camera (1) that is the same pixel to pixel at (x 1 , y 1 ) of Camera (2) in camera coordinate are approximated, and the displacement is estimated by Eq. (4). The result of the estimation provides displacement (Δx i=0 , Δy i=0 ).
In the second iteration (i = 1), polynomials of pixel at (x 1 , y 1 ) of Camera (1) , and pixel at (x 1 + Δx i=0 , y 1 + Δy i=0 ) of Camera (2) are approximated, and then the displacement is estimated. Based on several experiments, we set the number of iterations and stop it after 3 times.
Multi-Resolution Analysis
Since the approximation by quadratic polynomials are used for estimation of displacement, the block size for this approximation shall be set large enough to cover the largest disparity. Meanwhile, the displacement estimation proposed in [8] is originally for motion estimation in video sequence where the displacement is not as large as disparity in multiview images. To handle estimation of large displacement, we propose multi-resolution analysis.
For estimation of displacement by multi-resolution analysis, firstly, we prepare a pyramid of multi-resolution images for maximum k layers, as shown in Fig. 5 . In this pyramid, the image at the bottom layer l = 0 is the original size, and images in a higher layers are down-sampled by order of r in both x and y directions. Therefore, pixel at (x, y) in bottom layer l = 0 is corresponding to pixel (x/r k , y/r k ) at highest layer l = k. The down-sampling process consists of bilinear filtering.
The multi-resolution analysis is started from the highest layer where the displacement is estimated as (Δx k , Δy k ). This result is used for estimation in a lower layer l = k − 1. Therefore, in the lower layer l = k − 1 quadratic polynomial for pixel (x 1 /r k−1 , y 1 /r k−1 ) and pixel (x 1 /r k−1 + rΔx k , y 1 /r k−1 + rΔy k ) are approximated and the displacement (Δx k−1 , Δy k−1 ) is estimated. In general the corresponding pixels at layer l can be expressed as Eqs. (7) and (8) . for layer 0. This process continues until the lowest layer and the displacement is output.
Experiments
We use the captured images by a heterogeneous camera system that we have developed, [9] , [10] , shown in Fig. 6 . The cameras are geometrically calibrated [11] . Two cameras are used for this experiment with different field of view and resolutions, Camera (1): 240 × 180 & Camera (2): 512 × 270. Camera (1) has low resolution with narrow field of view, and it is located at left side of Camera (2), which has a high resolution and larger field of view. The parameter r for multi-resolution analysis is equal to 2. The search range N(x, y) is 3 × 3, assuming that maximum displacement is not more than 1 pixel at all layers. The block size used for approximation of the quadratic polynomial for the original size of the image is set to 11 × 11. Note that the block size in our approach is defined in camera coordinates. The block size has metric unit. For the low resolution image, we firstly set the block size by the number of pixels. Secondly, we measure the area that this block covers. Finally, at the same area in the high resolution image, we find the pixels that exist. These pixels define the block size in high resolution image. The block size used for polynomial expansion is also constant in all layers, which means the block size in low resolution image is always 11 × 11 pixels at all layers. Figure 4 illustrates this process.
In this experiment, we use the estimated displacement from Camera (1) to Camera (2) , to synthesize the Camera (2) view, from Camera (1). Results presented in Fig. 7 shows subject evaluations. As it can be seen, the synthesized image has large similarity when larger number of iterations, and layers for multi-resolution analysis are used. Since the synthesized image at Camera (2) is by Camera (1), it does not have all pixels, and it is hard to see the difference in results, we also provide objective measures for this experiment.
We used Peak Signal to Noise Ratio (PSNR) for evaluating the accuracy of estimated displacement, objectively. The PSNRs are calculated for available pixels in synthesized Camera (2) in comparison with original Camera (2). Graphs in Fig. 8 show how the performance changes when larger number of iterations, and layers are used. According to Fig. 8 (left) , when the number of iterations increases, the change in PSNR or quality of the synthesized image is saturated. Based on this experiment and other experiments done Fig. 6 Camera array used for capturing the heterogeneous multi-view images [9] , [10] . by other sequences, 3 times iteration would be sufficient. However, when the number of layers for multi-resolution analysis is increased more than certain number of layers, i.e. 4 in this test sequence, the performance sharply reduced, as shown in Fig. 8 (right) . The reduction of quality for large number of layers is due to wrong estimation of displacement at the highest layer when the image resolution in the higher layer is too small, the block size with 11 × 11 pixels would cover a large area for polynomial expansion. Therefore, the estimated displacement is initially wrong. Starting from wrong estimated displacement in higher layer would yield to wrong estimated displacement in higher layer that is propagated to other layers.
Conclusion
We proposed a scale invariant polynomial expansion method that can detect dense correspondences for estimation of displacement or disparity in multi-view images, independent of sampling densities and field of views. We proposed projection of pixels from image coordinate to camera coordinate. By this projection, the scales are the same so that the estimation of displacement for such heterogeneous contents became feasible. We approximated quadratic polynomials for each pixel in the camera coordinates at all views, and then estimated the displacement. In order to achieve a robust estimation in large displacement of multi-view image, we further proposed multi-resolution analysis. Results verified that our method can accurately estimate large displacement among multi-view images.
Our future research will focus on improvement of our method, and adopting this approximation into the world coordinate for estimation of displacement.
