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DeLone and McLean (1992, p. 16) argue that the concept of “system use” has suffered from a “too simplistic definition.” 
Despite decades of substantial research on system use, the concept is yet to receive strong theoretical scrutiny. Many measures 
of system use and the development of measures have been often idiosyncratic and lack credibility or comparability. This 
paper reviews various attempts at conceptualization and measurement of system use and then proposes a re-conceptualization 
of it as “the level of incorporation of an information system within a user’s processes.” The definition is supported with the 
theory of work systems, system, and Key-User-Group considerations. We then go on to develop the concept of a Functional-
Interface-Point (FIP) and four dimensions of system usage: extent, the proportion of the FIPs used by the business process; 
frequency, the rate at which FIPs are used by the participants in the process; thoroughness, the level of use of 
information/functionality provided by the system at an FIP; and attitude towards use, a set of measures that assess the level of 
comfort, degree of respect and the challenges set forth by the system. The paper argues that the automation level, the 
proportion of the business process encoded by the information system has a mediating impact on system use. The article 
concludes with a discussion of some implications of this re-conceptualization and areas for follow on research. 
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INTRODUCTION 
System use has been a key concept of discussion in Information Systems (IS) discipline for over three decades (Straub et al. 
1995). It is one of the few constructs that has been employed across multiple domains, including IS success, IS acceptance, IS 
implementation, and IS decision making (Burton-Jones et al. 2006). For example, in the IS acceptance domain, system use is 
the dependent variable in Davis’s Technology Acceptance Model (TAM) (Davis 1989; Zain 2005) and the mediating variable 
(or dependent variable) for success in the DeLone and McLean IS Success Model (DeLone and McLean 1992; DeLone and 
McLean 2003). A similar conceptualization is evident in the IS nomological net of Benbasat and Zmud (2003) and the IS-
impacts measurement model of Gable, Sedera, and Chan (2008). System use has also been investigated as a dependent 
variable in the IS for decision making domain (Dickson et al. 1977).  
Yet for all its importance, and consistent with the early observations by DeLone and McLean (1992) where they highlighted 
that the system use suffers from a “too simplistic definition,” the definition and measurement of the construct seems to be still 
problematic (DeLone and McLean 1992; Goodhue et al. 1995). Moreover, despite this plethora of research activity that has 
employed system use as a salient construct, past conceptualizations of it has been atheoretical.   
Attempts at Conceptualization  
There have been varying attempts to define the use construct. Straub, Limayem, and Karahanna (1995) conceptualize use as 
“the utilization of information technology, by groups or organizations” (p. 1328). Goodhue and Thompson (1995) defined it 
as “the behavior of employing technology in completing tasks” (p. 218) and conceptualized it as “the extent to which the 
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information systems have been integrated into each individual’s work routine” (p. 223). Davis (1989) used “intention to use” 
as a proxy for use. 
Similarly, there have been various attempts made to measure system use. Straub, et al. (1995) report that the most common 
forms of use measures include self-reports of use and computer-reported figures. Similarly, Lee, Kozar, and Larsen (2003) in 
their review of the TAM literature from 1986 to 2003 stated that behavior (use) was “usually measured using frequency of 
use, amount of time using, actual number of usages and diversity of usage” (Lee et al., 2003, p. 759). Many of these studies 
contained self-reported measures, which were used in 36% of the papers, as opposed to directly measured use. Many system 
use studies have stopped at intention to use (Davis 1989). The literature referenced in the DeLone and McLean IS Success 
Model (1992) has used similar use measures. Goodhue and Thompson (1995) measured utilization “by asking users to rate 
how dependent they were on a list of systems available in their organizations” (p. 223). Guimares and Igbaria (1997) used 
“the actual amount of time spent on the microcomputer system per day,” as measured by a user-reported total number of 
hours, and “frequency of use of [the] client/server system,” as measured on a six-point scale “ranging from “1” (less than once 
a month) to “6” (several times a day).” Davis (1989) used “intention to use” as a proxy for use. 
Igbaria and Tan (Igbaria et al. 1997) indicated that use “appears to be a good surrogate to gauge the effective deployment of 
IS resources in the organization” (p. 115). They used two indicators of system use: “number of computerized applications 
used by employees and . . . number of business tasks for which the system is used” (p. 117). The number of tasks was 
measured by listing eight tasks and asking the user to indicate a “yes/no” response. For the number of applications, 16 types 
of software applications were listed. “Users were asked to indicate whether they personally used these applications” (p. 117). 
“Self-reported measures should not be regarded as a precise measure, although previous research suggests it is appropriate as 
a relative measure” (p. 117). 
Recent Attempts at Conceptualization and Measurement 
More recent papers have continued to use the same system use measures. Fagan, Neill, and Wooldridge (2004) and Zhu, 
Kraemer, and Xu (2003) both use Davis’s intention to use or similar measures. Other authors have attempted to measure 
success by various computer usage statistics. Zain, Rose, Abdullah, and Masrom (2005) used time spent using computer 
systems, frequency of computer use, and number of tasks for which the system is used. McCloskey (2003) used self-reported 
number of times and frequency of use in a study of purchases on an e-commerce site. Venkatesh, et al. (2003), measured 
intention to use with Davis’s (1989) scales and actual use as duration of use gathered via system logs. 
Burton-Jones and Straub (2003) attempted to re-conceptualize use as “a user’s employment of one or more features of a 
system in a task” (p. 20). They note that a user may be an individual, a group, or a collective; a system as an artifact providing 
representation of a task domain; and a task as a goal directed activity. They distinguish use from similar constructs such as 
adoption, appropriation, and habits. 
A more recent study by Burton-Jones and Straub (2006) proposed a two-staged approach of defining and identifying system 
usage measures in the domain of IS success. In their arguments, the first stage of definition attempts to “define the 
distinguishing characteristics of system usage and state assumptions regarding these characteristics” (p. 231). The second 
stage of selection attempts to “choose the best measures for the part of the usage activity that is of interest” (p. 231). The third 
stage, selection, involves conceptualization of the usage construct in terms of its structure and function, where the structure of 
system usage is tripartite, comprising (i) a user, (ii) a system, and (iii) a task. The authors argue that, depending on the 
purpose of the research, researchers could include, or exclude, elements in defining system use.   
Issues with the Present Conceptualizations 
Despite the substantial contributions of prior studies in shaping our understanding of system use, most existing approaches are 
still problematic. Simplistic definitions such as “employing technology in completing tasks” (Burton-Jones 2003; Burton-
Jones et al. 2006; Goodhue et al. 1995) confound incidental or casual use with use that creates value for the user. Simply 
using an information system a single time, or a few times, as an experiment without changing underlying work processes will 
not produce any lasting effect.  
Similarly, Davis (1989) used “intention to use” as a proxy for use. But “intention to use” is not use and it is not a reliable 
predictor of use. Sheppard, Hartwick, and Warshaw (Sheppard 1988) state that the Theory of Reasoned Action, on which 
Davis’s TAM (1989) is based, is very limited in its application. Its predictive power applies only where, among other criteria, 
the behavior under consideration is voluntary and completely under the control of the subject; and where there is only the 
choice to use, or not to use, this item and there is not a substitute that can be considered. Outside of these parameters, the 
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predictive ability of the theory degrades. In the case of use within an organization, the individual does not have complete 
control of his choice and seldom is there an either/or, use/don’t use decision. In most cases, there are alternatives that are 
available.  
Attempts at measuring use with metrics such as self-reported use and analysis of computer logs are also problematic. These 
kinds of metrics also have no ability to discriminate among experimental uses, use on other than corporate-approved tasks, 
and actual productive use.  
We also disagree with Burton-Jones’ and Straub’s (2006) contention that use is distinct from adoption and appropriation. We 
believe that their definition of use as the “employment of features in a task” confounds incidental use with use that brings the 
long-term effects of the technology into the experience of the user. In fact, in the case of an organizational user, unless the 
technology is appropriated into the processes of the business, minimal or no lasting effect can be discerned. In the IS success 
literature, therefore, the kind of use that we desire to measure is that of adoption or appropriation. Similarly, in adoption 
studies, it is not sufficient simply to consider incidental use as the end result, but rather use that results when the technology is 
absorbed into the fundamental core of the business processes.  
Moreover, in contrast to Burton-Jones and Straub (2006), we argue that the system and its users define patters of system 
usage, where the type of the system and its user cohorts determine how users interact with the system and whether the manner 
in which the system is being used is appropriate and adequate for the success of the system. We further argue that, at least in 
the case of Enterprise IT (McAfee 2006), the “tasks” in which users are involved are addressed through the business 
processes that are defined by the system. These considerations of the system and user cohorts therefore shape the measures 
(measurement considerations). Given the aforementioned arguments, we therefore conclude that we need further in-depth 
discussion on the re-conceptualization and measures that clearly separate incidental use from use resulting from adoption of 
the system, so that we can measure the latter rather than the former. 
PROPOSED RECONCEPTUALIZATION OF SYSTEM USE 
Given the shortcomings outlined above, we propose to re-conceptualize Information System Use for Systems Success as:  
“The extent to which an Information System is incorporated into the user’s business processes.” 
The main emphasis of this conceptualization is that of incorporation. In measuring the effectiveness or success of an 
information system, we are interested in the long-term effects on the user’s capabilities or performance. We hold that the only 
type of use that produces these effects is that in which the information system has become a part of the user’s standard 
operating procedures (i.e., has been internalized and become part of the user’s process knowledge). Experimental or casual 
use in which a system is not regularly incorporated into the user’s processes does not provide the long-term effects on the 
business and cannot therefore be considered use for this purpose. A “user” in this definition may be considered as an 
individual, group, or organization. An additional consideration here is that incorporation includes regular use in a process that 
might not be executed on a continuous or even daily basis. Examples of this type of use would be an accounting system 
month-end process, which is regularly executed monthly or a system used in containment of a runaway nuclear reaction that 
would be executed only – hopefully – on an infrequent and exceptional basis. The above definition also highlights two key 
considerations based on the type of the system and its user cohorts. The section below introduces the system and key-user-
group considerations when measuring system use. 
The System Considerations 
Burton-Jones and Straub (2006) propose that system usage involves three elements: “system,” “user,” and “tasks.” In their 
measurement selection, they recognize the system as an important structure that defines the selection of measures. We feel 
their emphasis on system is too narrow and limited to the simple identification of a system in use (i.e. MS Excel). We argue 
that system considerations shape the way users use the system; thus we highlight the need of an in-depth understanding of the 
phenomena. 
The modern organizational information systems application portfolio includes applications that range from Enterprise 
Systems to spreadsheets to e-mail applications. McAfee (2006) classifies systems into three distinct categories: (i) Function 
IT, (ii) Network IT, and (iii) Enterprise IT. He defines Function IT as systems that assist with the execution of discrete tasks, 
where spreadsheets and statistical software are examples of data gathered from Functional IT for their empirical validation 
(Burton-Jones and Straub [2006]). McAfee classifies e-mail, messaging, and blogs under Network IT, which are defined as IT 
that facilitates interconnections without specifying their parameters. The third classification, Enterprise IT, includes such 
examples as Enterprise, Customer Relationship Management, and Supply Chain Management Systems and is defined as the 
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“IT that specifies business processes.” Table 1 is a reproduction from McAfee that outlines the three categories of systems 
with related definitions, their characteristics, and examples. Observing characteristics of the types of systems, it is clear that 
each system type stipulates the manner it expects the user cohorts to use it. 
 
Table 1: Types of Information Systems (used by permission) 
There is an important differentiation between the three classes of systems based on their emphasis of the business processes. 
McAfee argues that the Enterprise IT specifies the business processes. We expand the discussion on business processes 
further, using arguments from Alter’s work systems1, where business processes can be conceived as a mixture of human and 
technological aspects. This composition of the human and technological mixture varies with the nature of the business process 
and the type of information system. Some systems automate significant amounts of the business process, (e.g., a claims-
processing system performs most of the work of handling a health-care claim) while the work system participants handle the 
exceptions that the system cannot process. Other systems co-operate the process with the participants; for example, MS Word 
handles such things as formatting margins, spelling, and grammar checking including auto-correction; still other systems, such 
as a plant floor monitoring system, while collecting information from the manufacturing process, do not perform any of the 
work in that process. 
Thus we must, consistent with Orlikowski and Iacono (2001) and (McAfee 2006), consider the type of system and the 
relationship with the business process in understanding its use by the users. Depending upon the type of system and 
relationship with the process, use of the system will vary. For a system in the “system is the process” area of the spectrum, 
where the system encodes most of the process, the simple existence of the system in the process signifies use. Additionally, 
where a system is found in the “monitoring” part of the spectrum, the system has a relatively low influence on the process. In 
the example of Enterprise IT, it come under the class of systems where the “system is the process.” 
 
                                                           
1 Alter proposes that businesses operate through a set of work systems to perform their desired functions: Alter, S. Information Systems: 
The Foundation of E-Business, Pearson Education (Singapore) Pte. Ltd. Indian Branch, Delhi, India, 2002. Work systems are composed 






Function IT Assists with execution of 
discrete tasks 
Can be adopted without 
complements 
Spreadsheets, computer-aided 
design, statistical software 
Impact increases when 
complements are in place 
Network IT Facilitates interactions 
without specifying their 
parameters 
Does not impose 
complements, but lets them 
emerge over time 
E-mail, instant messaging, 
wikis, blogs, and mashups 
Does not specify tasks or 
sequences 
Accepts data in many formats 
Use is optional 
Enterprise IT Specifies business 
processes 
Imposes complements 
throughout the organization 
Enterprise resource planning 
software, customer resource 
Management, and supply chain 
management 
Defines tasks and sequences 
Mandates data formats 
Use is mandatory 
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Key-User-Group Considerations 
The second consideration in developing our understanding of system use derives from the notion of “key-user-groups.” The 
advent of packaged applications such as Enterprise Systems has facilitated the notion of a single information system 
application for all or many Key-User-Groups2 (KUGs) that can be employed across the common core business processes. A 
typical Enterprise IT includes many diverse KUGs ranging from senior executives to data-entry operational staff using the 
same enterprise application. For example, operational-level staff uses the system for completing a business transaction on a 
day-to-day basis, while senior management sporadically uses the system for management decision making. Here too, system 
use is being influenced by the KUG classification to which the user belongs. Below we describe the characteristics of three 
popular KUGs for the purposes of measuring system use.  
Anthony (1965) provides an in-depth discussion on the characteristics of Key-User-Groups. According to Anthony (1965), 
strategic management focuses on organizational-wide objectives and allocates necessary resources to achieve these 
objectives. It is noted that strategic staff are often involved in complex, irregular decision making and focus on providing 
policies to govern the entire organization. Moreover, the strategic-level information requirements tend to be ad hoc in nature; 
and they rely on predictive information for long-term organizational goals. At the management level, information 
requirements are focused on assuring that the resources, both human and financial, are used effectively and efficiently to 
accomplish the goals stated at the strategic level. The management staff typically deal with rhythmic (but not repetitive) and 
prescribed procedures. It is argued that the managers prefer integrated, procedural information that is for a precise task. 
Furthermore, managers tend to prefer “goal congruent” information systems. However, at the operational level, employees are 
involved in highly structured and specific tasks that are routine and transactional. Tasks carried out at the operational level are 
precise and are governed by the organizational rules and procedures. The operational staff deals with real-time data focused 
on individual events with little or no emphasis on key organizational performance indicators. The three levels of employment 
introduced by Anthony (1965) tend to be hierarchical on several dimensions: (1) time horizon of decisions (i.e., long, 
medium, and short term), (2) importance of a single action (i.e., critical, important, and common) and (3) the level of 
judgment (i.e., strong, moderate, and modest). 
DEVELOPING MEASURES FOR SYSTEMS USE  
Having reviewed various attempts at conceptualization and measurement of system use, we proposed a re-conceptualization 
of system use as “the level of incorporation of an information system within a user’s processes.” We then demonstrated how 
system and user considerations shape system usage. In this section we attempt at deriving formative constructs of measuring 
system use. The constructs of system use herein are based on the concept of a “Functional Interface Point” (described below) 
and four dimensions of system usage: (1) extent, the proportion of the Functional Interface Points used by the business 
process; (2) frequency, the rate at which Functional Interface Points are used by the participants in the process; (3) 
thoroughness, the level of use of information/functionality provided by the system at an Functional Interface Point; and (4) 
attitude towards use, a set of measures that assess the level of comfort, degree of respect, and the challenges set forth by the 
system.  
Functional Interface Points 
We propose that participants in the work system interact with systems through the use of functional interface points (FIP). We 
are indebted to Cueller, McLean, and Johnson (Cuellar et al. [2006]) for our development of these concepts. FIPs are parts of 
the information system that serve as access points to the system through which the human participants in the work system 
interact with an information system to accomplish different functions. These FIPs appear to the participants as a screen or an 
application program interface (API). Action or function codes on the screen or in the API interface create separate FIPs.  
The types of FIPs vary with the type of system specified in the system typology above. Where the system is the process, the 
participants are typically acting to assist the system in the performance of the function by making decisions that the system is 
incapable of resolving on its own. The FIPs here will allow the participant to enter decision-type data. Where the system 
enables the process only, the user may perform the process offline and they may access the system to record the result and 
                                                           
2 “Key users" does not include such groups as shareholders, debt holders, or others who only indirectly have a vested interest in the impact 
of the IS, and therefore are not direct users of the system or its outputs. (Note that such things as annual reports for shareholders and 
marketing material, are highly processed outside the IS and are distant from any IS that may have originated certain of their details. Here 
the term “key users” is synonymous with stakeholders and employment cohorts.) 
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transmit it electronically to the next person in the workflow. The FIPs in this case allow the user to enter data about the results 
of the process and move the transaction to the next participant for processing. 
DIMENSIONS OF SYSTEM USE 
We seek here to determine formative dimensions of use that could be used to measure the incorporation of the information 
system in the user’s work systems. The object of these dimensions is to measure the level to which the system has been made 
part of the user’s process knowledge. As a prerequisite of measuring system use through the level of incorporation, we argue 
that the extent to which the process is encoded in the information system must be assessed first (to what extent does the 
system dominate the process?). We identify this as the level of automation. Once the level of automation is assessed, we are 
then able to assess how many of the FIPs provided by the system are used, whether they are used as much as possible, whether 
all the information/functionality available from the FIP is used, and finally assess whether users are likely to use the system in 
the future. 
Automation Level 
The proportion of the business process encoded in the information system we term the automation level. Though this 
dimension is not a direct measure of system use, this global measure assists us in understanding the relationship between the 
work system and the information system. As described above, the system can execute a varying amount of the process. In 
cases such as where “the system is the process,” use is mandatory as the system performs most of the key processing required 
by the work system with the work system participants providing support. In these cases, the participants use the system to 
support the process. At the opposite end of the spectrum, where the system monitors the process, the process may be executed 
without reference to the system and therefore the system is not used to perform this process. Information from the system may 
be used in another process, but it is not used in this particular process. In between the two extremes, the amount of use varies. 
This dimension sets a basic level of information system use within the process and determines the nature of interaction with 
the participants in the process. 
Extent of Use of System Features 
The proportion of the available FIPs in the information system used in the business process we term extent.  In this dimension, 
we measure the extent of the use of the features in the information system by the participants in the work system. While a 
system may offer many different functions for use in the work system, the designers of the work process may only need or 
chose to use only a subset of them. In this dimension, we identify which FIPs of those provided by the system are used. This 
dimension examines the gross level to which functions available to the participants are used in the work process.  
 
  Number of FIPs Used 
       Extent ≡   
_____________________________________
 
  Number of FIPs Available 
  and Appropriate for Use 
 
Frequency of Use 
In the business process of a work system, at certain points a FIP could be used to perform a function in the process; but for 
reasons of either policy or an individual participant’s decision to circumvent the designed process, the FIP is not used and 
another method is used in place of the information system. This dimension measures the number of times the system’s 
functions are used compared to the total amount of time that these system’s functions could be used in the process as 
implemented. We term this the frequency of use. It differs from the extent dimension in that extent considers, on a global 
basis, whether the FIP is used somewhere in the business process. The frequency dimension considers whether, in a particular 
place in the business process where an FIP could conceivably be used, it is in fact employed. This dimension assesses in the 
process detail the frequency with which the system is used. This dimension is a local dimension that occurs at the level of the 
participant rather than the work system. 
 
 
  Number of Times FIPs are Used 
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  Frequency ≡      
___________________________________
 
  Number of Times FIPs could be Used  
 
Thoroughness of Use 
The thoroughness dimension refers to whether, when a FIP is used with a business process, the maximum potential use is 
made of it. For example, in an evaluation of credit-worthiness by a loan processor, a system might present multiple screen 
pages of information regarding the applicant’s credit history. If the loan processor only uses information on the first page, the 
information provided by the system is not used to the maximum level of detail possible. This dimension goes to the next lower 
level below frequency by examining whether when it is used, the participant utilizes all available information or functionality. 
This dimension is also a local dimension that occurs at the level of the participant rather than the work system. 
 
    Depth of Use of a FIP 
  Thoroughness ≡  
_______________________________________
 
                 Possible Depth of Use of a FIP  
                where the Use is Appropriate  
 
Attitude Towards Use 
The attitude towards use differs from the other three dimensions of system use. This measure allows us to determine to what 
extent users truly incorporates the system in their business process. The suggestive measures of this dimension include the 
level of comfort, the extent to which users feel at-ease when using the system; challenge, to what extent are user challenged by 
their use so that it does not create boredom; and the degree of respect, the extent to which users appreciate the support 
received from the system in completing their tasks.  
Operationalizing Guidelines for System Use Dimensions 
These dimensions are designed to provide a set of criteria by which to assess system use. They measure the critical feature of 
incorporation from both a global work-system view and from a local-participant view. By theorizing from the work system 
perspective, this approach negates the problem of confounding incidental use with use that is incorporated into a work 
process. 
With these sets of definitions, we plan to develop a methodology by which to assess these dimensions and measure system 
use. These measures will need to set upper and lower bounds and measurement units for each dimension. The upper and lower 
bounds that we discuss here should not introduce subjectivity into the measurement. Rather we anticipate upper and lower 
bounds to be established by definitions of measures as percentage measures where the upper and lower bounds are zero to 100 
percent. Measures such as extent may use binary measures since a FIP is either used in the process or it is not. Other 
dimensions, such as those at the local level where systems are used at the discretion of the participants, may be measured as 
ratios or percentages. The FIPs, having varying levels of these measures, may have interaction effects with each other. The 
automation level of the process may have a moderating effect on the other dimensions.  
Once a metrology for each dimension has been developed, a synthesis needs to be established to create a single overall 
measure of information systems use. Such a measure would be useful for evaluating system use longitudinally. The levels of 
use of a particular information system in different organizations could then be computed and then performance of the work 
systems, which it supports, could be benchmarked. The relationship of use to performance could be used to determine a 
measure of the usefulness of the system at various use levels or the effectiveness of the implementing processes surrounding 
the information system 
CONCLUSION 
This paper has contributed to the system use literature by taking a concept that it has had a “too simplistic definition” 
(DeLone and McLean [9], p. 16) and demonstrated the concept’s multi-dimensional nature. The re-conceptualization of the 
concept as incorporation in work systems grounds the previously atheoretically considered concept in the base of work 
systems theory. We conceptually argue that the system use is impacted by the type of the system in use and the Key-User-
Group interacting with the business process. It is these aspects that provide the basis for the dimensions of the concept to be 
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developed. We also define the term functional interface point, as an interface provided by an information system that allows 
work systems participants to interact with it to perform different functions. We propose four dimensions of use: extent, the 
amount of use of functional interface points by the business process considered at the level of the business process; frequency, 
the number of times a FIP is utilized in the business process in places where its use would be appropriate; thoroughness, the 
depth to which information and/or functionality provided by the FIP is utilized at a point in the process; and attitude towards 
use, the extent to which users respect the system, where they are comfortable in using the system, while being challenged by 
the system. Finally, we recognize automation level, the extent to which the information system automates the business 
process. We argue that automation applies as a mediating variable to the work system globally, while extent, frequency, and 
thoroughness apply locally at the participant level. 
We intend to follow up this theoretical treatment with the further development of this concept, including the development of 
metrics for each proposed dimension of system use and an overall measure that synthesizes these dimensions into a single, 
composite measure. We anticipate that these metrics will be a mix of objective and subjective considerations. For example, 
extent could be simply measured as the percentage of FIPs available in the system utilized in the work process. Frequency 
would be more subjective. Its metric would be the percentage of opportunities to use the system where the system was 
actually used. This would require a comparison of system use against the work system design principles. 
Development of metrics would necessarily involve a certain amount of subjectivity in the process, as parts of the processes 
used in the system are tacit. That is, they develop with the use of the system and are idiosyncratic with the users. Thus we 
would need a certain amount of qualitative analysis to identify all areas of use. 
With these metrics we will investigate development of a measurement methodology to apply the metrics. Other potential 
research includes using this measure to compute the effectiveness of the implementation of the system. As described above, 
the measures of use could be used in a benchmarking activity to determine the performance impact of the system on the work 
system or longitudinally to compare implementations of an information system across business or compare information 
systems in similar work systems. 
Another area of follow-on research that might extend on this methodology would be that of measuring the success of the 
system. A system that is incorporated into a process may improve – or possibly degrade – the performance of the process.  
These metrics would provide a way to determine whether poor performance was related to lack of use or whether the system 
itself was deficient in providing the capability or usability needed. 
Additional research avenues are available in the realm of theory. Using the theory of the firm, a theory could be developed as 
to the relationship between information systems and work systems. In adoption studies, the use measure can be used to 
measure or contribute to the measurement of the adoption of a system. Adoption and acceptance theory would need to give an 
account of how system use changes over time during an implementation effort. 
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