Simulation deals with real-life phenomena by constructing representative models of a system being questioned. Input data provide a driving force for such models. The requirement for identifying the underlying distributions of data sets is encountered in many fields and simulation applications (e.g., manufacturing economics, etc.). Most of the time, after the collection of the raw data, the true statistical distribution is sought by the aid of nonparametric statistical methods. In this paper, we investigate the feasibility of using neural networks in selecting appropriate probability distributions. The performance of the proposed approach is measured with a number of test problems.
Introduction z
Simulation models have a very wide range of application areas from manufacturing to defense, economic and financial systems, and the input data used in these models are usually represented by probability distribution functions. Since input data provides a driving force for simulation models, this topic is extensively studied in the simulation literature [1] . As also indicated by Law and Kelton [2] , failure to choose the correct distribution can affect credibility of simulation models. However, identification of the true underlying statistical distribution for a given data set is a difficult task for a simulation analyst.
In general, there are four steps in the input data analysis [3] : distribution by the aid of nonparametric statistical methods (heuristics and other graphical methods). Summary statistics such as minimum, maximum, mean, median, variance, coefficient of variation, lexis ratio, skewness, kurtosis, etc., are used, as well as other statistical tools, some of which are histograms, line graphs, quantile summaries, box plots, Q-Q and P-P plots. In practice, this task is sometimes cumbersome and time consuming.
The aim of this study is to investigate the feasibility of using neural networks for the input data analysis (identification of probability distributions) and discuss the difficulties in using neural networks, as well as their strength and weaknesses over the traditional methods (i.e., Chi-square goodness-of-fit test, etc.).
The rest of the paper is organized as follows. In Section 2, we present a brief review of the relevant literature on the application of neural networks to the input data analysis. In Section 3, we explain the methodology used in our study. We give the experimental settings in Section 4. The computational results are discussed in Section 5. Finally, we make concluding remarks and suggest further research directions.
Literature Survey
The input data analysis, which is also referred to as input data modelling or modelling input processes, is not extensively studied in the simulation literature. The topic is discussed in detail in [1] , [2] and [3] . [12] and Sutton [13] offered evidence that the neural models are able to predict time series data fairly well. Many comparisons of neural networks and time series forecasting techniques, such as the Box-Jenkins approach, are reported [10] . The reader can refer to [14] , [15] and [16] for further reading on application of neural networks to data analysis.
In the literature, there are only a few studies on the application of neural networks to the input data analysis problem (Table 1 ). The first study in this area is by Sabuncuoglu, Yilmaz and Oskaylar [17] , who investigated the potential applications of neural networks ' Chen et al. [27] presented a self-generating modular neural network architecture to implement the divide-and-conquer principle. A tree-structured modular neural network is automatically generated by recursively partitioning the input space. The results on several problems, compared to a single multi-layer perceptron, indicated that the proposed method performs well both in terms of high success rate and short CPU time. [20] According to this approach, in the first step a single network is used to classify distributions with similar shapes. In the second step, specialized networks are used to detect different types from each group of distribution functions. In this paper we implement this two-step multiple neural network approach (Figure 1 Step 1 (Grouping the Distributions):
The distribution functions (given in Table 2 Step 1 of the proposed procedure is successfully implemented.
Step 2 (Identification of Distributions):
In the second step, we train a different neural network for five groups. (Since the sixth group is uniform itself, there is no need to train a network)
Each group has its own attributes (characteristics). 4. In general, we observed that the neural network performance improves as sample size increases (see Table 3 ). It can also be noted that the success rate in
Step 1 is higher than in Step 2. This is expected because neural networks used in Step 2 have to distinguish specific distributions among similar distributions, . whereas the neural network used in Step 1 just classifies the distributions among more distinct groups.
By examining the results in Table 3 , we can conclude that neural networks should not be recommended for small sample sizes; the success rate of the two-step neural network approach is around 58% for a sample size of 50, but it improves considerably to Results also indicated that the two-step multiple neural network approach proposed in this paper is more successful than the one-step single neural network approach discussed in [20] .
As seen in Table 4 , the percentage of improvement by the two-step approach is lowest for small sample sizes, moderate for large sample sizes and highest for medium sample size (n = 100).
The multiple neural network approach proposed in this paper and traditional goodness-of-fit tests ( (Figure 3(b) ). 
