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This is a short review of recent developments in the application of AdS/CFT methods to some condensed
matter problems. In particular we present the holographic description of a local quantum critical state,
related to (non)-Fermi liquids and the strange metal, that appears in large N CFTs with a gravity dual
at finite density and zero temperature, and explore its properties by probing it with fermionic operators.
Further we discuss possible bosonic and fermionic instabilities, leading to s-, p- or d-wave holographic
superconductors and “electron stars”. Finally we present a realization of local quantum criticality via an
impurity problem.
Based on a contribution to the Proceedings of the XVII European Workshop on String Theory (Padova, 5-9 September 2011)
1 Introduction
Two broad questions often occur in problems related to condensed matter systems: What sort of gapless
phases can arise from finite density or charge density states? What kind of physics can emerge at a quantum
critical point? In the absence of sharp quasiparticles or weakly coupled effective degrees of freedom in the
infrared (IR), answering to these questions can be a hard task and conventional field theory methods might
fail. In the last decade a new powerful tool to tackle strongly coupled field theories has been developed:
AdS/CFT (alias gauge/gravity correspondence alias holography) [1–3] (see also the review [4]). It is
natural to wonder what such method can say about the aforementioned problems. Other reviews, besides
the present one, that explore at length the issue are [5–9]. Here we will focus on the low-temperature limit
of simple holographic models, on some models of non-Fermi liquids and on a relation to impurity models.
AdS/CFT is a correspondence between a conformal (non-gravitational) quantum field theory in d dimen-
sions—that we will call the “boundary theory”—and a quantum theory of gravity on a d + 1-dimensional
background which is asymptotically AdSd+1—called the “bulk theory” (we refer the reader to the literature
[1–4]). The fact that the correspondence, strictly speaking, only applies to conformal boundary theories is
not a harmful limitation because on the one hand in condensed matter problems we are often interested in
the IR physics around a (quantum) critical point regardless of its UV completion, and on the other hand
we will consider systems with finite charge density and possibly non-vanishing order parameters where the
UV conformality of the boundary theory is anyway broken (while a new scaling symmetry might emerge
in the IR).
To each operator of the boundary theory corresponds a field in the bulk. For instance the stress tensor
Tµν corresponds to the graviton gµν , a conserved current Jµ corresponds to a gauge field Aµ, and a scalar
order parameter Φ corresponds to a scalar field ϕ. The statement of the correspondence is that the boundary
theory partition function Z[J ], as a function of sources J coupled to the operators O through the action
SO =
∫
ddxJO, equals the bulk partition function with the boundary condition that fields asymptote to
the sources. For instance, for a scalar operator Φ of dimension ∆ the boundary condition around r → 0 is:
ϕ ∼ J rd−∆ + 〈Φ〉 r∆ , (1)
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2 F. Benini: Holography and condensed matter
where r is a “radial” coordinate that goes to zero at the boundary and is positive in the interior of AdSd+1.
The vacuum expectation value (VEV) 〈Φ〉 is not part of the boundary conditions, but rather is read off from
the gravity solution. The partition function of the bulk quantum theory of gravity can be very difficult to
define. However in full-fledged example the boundary theory is usually a non-Abelian gauge theory with
N colors, and in a large N and large ’t Hooft coupling limit the gravity theory becomes classical. In such
limit the correspondence states that
Zboundary[J ] = e
iSbulk[ϕ0]
∣∣∣
ϕ0∼ J rd−∆+〈Φ〉 r∆
(2)
where ϕ0 is a classical solution of the bulk equations of motion (EOMs) subject to the boundary conditions.
The correspondence can be extended to boundary theories at finite temperature T : in this case the
gravity solution contains a black hole (BH) whose horizon has temperature T . Extra regularity boundary
conditions have to be imposed at the horizon, depending on the signature and the type of correlators one is
interested in. On the other hand we are interested in finite (charge) density states. The easiest way to obtain
a finite charge density state is to start with a theory with a symmetry, say a U(1) symmetry for simplicity,
and introduce a chemical potential µ, that is a source term µJ0 into the Lagrangian. This is achieved by
imposing the corresponding boundary condition to the gauge field A0.
1.1 Emergent gauge fields
In most condensed matter problems the only gauge field present is the photon, a U(1) gauge field. On the
contrary, AdS/CFT becomes most computable when the boundary theory is in the large N limit. Indeed
AdS/CFT is exploited by considering a CFT with a global U(1) symmetry—the photon is thus a spectator
that might be weakly gauged at the end of the day—and a large N strongly coupled gauge symmetry
which keeps the system at strong coupling. Such gauge fields, in relation to the original condensed matter
problem, have to be thought of as emergent IR degrees of freedom, not visible outside the fixed point. As
part of our motivations, we would like to give one concrete example of emergent gauge field.
The following example has been studied in [10, 11] and we will follow [12]. Consider a square lattice
spin-half model, with Hamiltonian:
H = J
∑
〈ij〉
~Si · ~Sj −Q
∑
〈ijkl〉
(
~Si · ~Sj − 1
4
)(
~Sk · ~Sl − 1
4
)
, (3)
where J,Q > 0 are coupling constants and ~Si are three-dimensional spins. The first summation is over
nearest neighbor sites, whilst the second is over squared plaquettes. The system has a Z4 symmetry that
rotates the square lattice, and a spin(3) symmetry that rotates the spins.
To begin with, consider the limit Q/J → 0: the system asymptotes to the isotropic Heisemberg antifer-
romagnet, whose ground state has Ne´el order
〈~Si〉 = (−1)i~Φ , (4)
where we mean that signs are alternating, and breaks the spin rotation symmetry. The low energy excita-
tions are spin density waves of ~Φ (spin-triplets), described by a mean-field IR effective Lagrangian. With
a change of variables we can represent the vector Φa as a bi-spinor
Φa = z∗ασ
a
αβzβ , (5)
where zα is a complex spinor and σaαβ are gamma-matrices. The new degrees of freedom are redundant,
though, as a phase rotation of zα does not affect Φa. We should then gauge such phase away, with the
introduction of a U(1) gauge field Aµ. The effective IR Lagrangian is:
Lz,A = −
∣∣(∂ − iA)z∣∣2 − s|z|2 − u|z|4 − 1
2e2
F 2 , (6)
3with u > 0 and s below a critical value sc. Therefore zα condenses, the gauge field is Higgsed and it might
be integrated out: at this stage the introduction of Aµ looks as an unnecessary formal manipulation.
On the contrary, consider the limit Q/J → ∞. The second term in (3) favors the arrangement of
the spins in neighboring spin-singlet pairs—the ground state has valence-bond-solid (VBS) order which
breaks the Z4 lattice rotation symmetry (while preserving spin rotation symmetry). The order parameter is
the operator:
Ψ = (−1)jxSj · Sj+xˆ + i(−1)jySj · Sj+yˆ (7)
where jx,y are the lattice coordinates. The low energy excitations come from breaking a spin-singlet into
two free spins zα, and are again described by the Lagrangian (6) with s above a critical value sc, if we
identify the U(1) topological symmetry (shift ζ → ζ+δ of the scalar ζ dual toAµ) with the lattice rotation
symmetry, and include a term Lζ ∼ cos 8piζe2 in the Lagrangian so to explicitly break such topological U(1)
to Z4. Such term makes the dual photon ζ massive. Moreover Ψ can be identified with the monopole
operator.
Now [10,11] observe that if we tune s to the critical value sc, the extra term Lζ becomes irrelevant and
both z,Aµ stay massless at the critical point. They provide the effective description of (3) at the critical
value of Q/J , and Aµ is an emergent gauge field (not present on either side).
2 Finite density states and AdS2
In the following we will focus on 2 + 1-dimensional boundary theories, corresponding to a gravity theory
in asymptotically AdS4. The minimal setup to describe finite charge density states includes the graviton
gµν and a U(1) gauge field Aµ. We will consider the simple Lagrangian:
L = 1
2κ2
(
R+
6
L2
)
− 1
4e2
FµνF
µν + . . . (8)
where dots stand for other fields that will play a roˆle later on. Imposing the boundary conditions for
chemical potential µ and temperature T , the solution is the Reissner-Nordstro¨m-AdS black hole:
ds2 =
L2
r2
(
− f(r)dt2 + dr
2
f(r)
+ dx2 + dy2
)
, A = µ
(
1− r
r+
)
dt (9)
where r is a “radial” coordinate that vanishes at the boundary and is positive in the interior, f(r) is a
blackening function and r+ is the position of a horizon:
f(r) = 1−
(
1 +
r2+µ
2
2γ2
)( r
r+
)3
+
r2+µ
2
2γ2
( r
r+
)4
, T =
1
4pir+
(
3− r
2
+µ
2
2γ2
)
. (10)
We introduced the parameter γ ≡ eL/κ.
Taking the zero-temperature and near-horizon limit, the geometry asymptotes to AdS2 × R2:
ds2 → L
2
6
(−dt2 + dr2
r2
)
+ dx2 + dy2 , A =
γ√
6
dt
r
, (11)
in terms of new coordinates r, t, x, y. Surprisingly, in the IR the state has an emergent “local” scaling
symmetry: r → λr, t→ λt, x, y → x, y. We can think of it as the z →∞ limit of a Lifshitz scaling (sec.
3.6). As we will see later in section 4, a possible lattice realization is through an impurity model. Such
state has some peculiar properties. First, the entropy density (computed from the black hole horizon area
A as s = 2piA/κ2vol) has a non-vanishing zero-temperature limit:
s(T → 0) = piµ
2
3e2
. (12)
Second, the density of states is IR divergent [13]: ρ(E) ∼ esδ(E)+E−1. One thus expects some instability
to kick in somewhere in the IR. We will later consider two (non-exhaustive) possibilities: Bose-Einstein
condensation and population of a Fermi sea.
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2.1 Probe fermions and fermionic spectral functions
In order to gather more information about the state (11), one can compute 2-point functions of probe
fermionic operators [14–17]. A bulk probe Dirac fermion ψ of charge e and mass m corresponds to a
fermionic operator Oψ of dimension1 ∆ = 32 + |m|L. To compute 2-point functions only the quadratic
action is needed, and we will consider the Dirac Lagrangian:
Lψ = iψ¯Γµ
(
∂µ +
1
4
ωabµ Γab − iAµ
)
ψ − imψ¯ψ . (13)
For parameters that satisfy (mL)2 ≤ γ2, there is Schwinger pair production in the bulk [18], and one
should expect a finite density of fermions hoovering outside the charged horizon.
It is particularly interesting to compute the single-particle retarded Green’s and spectral functions:
GR(t, ~x) ≡ iΘ(t)〈{Oψ(t, ~x),O†ψ(0)}〉 , A(ω,~k) ≡
1
pi
ImGR(ω,~k) , (14)
where Θ(t) is the Heaviside step function. The spectral function A describes the density of states, and
a surface of sharp peaks represents the dispersion relation ω(~k) of quasinormal modes. One can make a
connection with photo-emission (ARPES) experiments on different materials, where such density of states
is measured [19].
It turns out [17, 20] that in the IR CFT the operator Oψ(~k) at momentum ~k has dimension δk:
δk =
1
2
+ νk , νk ≡ 1√
6
√
m2L2 +
3k2
µ2
− γ2 (15)
and its Green’s function (in the IR CFT) is ςk(ω) = c(k)ω2νk , where c(k) is some analytic function of k.
For (mL)2 < 23γ
2 the Dirac equation has static normalizable solutions [15] (see their figure 2), which
signal a Fermi surface at momentum kF . While the precise value of kF depends on the details of the UV
theory, the physics around it does not.
The small-frequency expansion of the Green’s function around the Fermi surface fits the following
asymptotic expression:
GR(ω, k) ' h1
k − kF − 1vF ω − Σ(ω, k)
, Σ(ω, k) = h2 ςkF (ω) , (16)
where h1, h2, vF are constants while Σ(ω, k) at leading order does not depend on k (only on kF ). Let us
compare such behavior with that in Landau Fermi liquid (LFL) theory:
G(LFL)R (ω, k) =
Z
ω − vF (k − kF ) + iΓ + . . . , Γ ∼ ω
2 . (17)
Following the pole in the lower complex ω-plane as a function of k, we deduce the dispersion relation
ωc(k) that we split into real and imaginary part: ωc(k) = ω∗(k)− iΓ(k). The behavior of the holographic
liquid (16) depends on the value of the parameter νkF [17, 20]. For νkF >
1
2 we have a Fermi liquid,
characterized by sharp quasiparticles:
ω∗(k) = vF (k − kF ) + . . . , Γ(k)
ω∗(k)
∝ (k − kF )2νkF−1 → 0 , Z = h1vF . (18)
We observe, respectively, linear dispersion with Fermi velocity vF ; decay rate that goes to zero (stable
quasiparticles); non-vanishing spectral weight. The case νkF = 1, studied in [16], is very similar to
1 In the range |m|L < 1
2
an alternative quantization ∆ = 3
2
− |m|L is possible.
5a Landau Fermi liquid, although corrections of the form2 ω2 logω are present in Γ so that it is not a
conventional LFL yet. For νkF <
1
2 we have a non-Fermi liquid, with no sharp quasiparticles:
ω∗(k) ∼ (k − kF )1/2νkF , Γ(k)
ω∗
→ const , Z ∝ (k − kF )
1−2νkF
νkF → 0 . (19)
In this case we have non-analytic dispersion relation, with imaginary part always comparable with its real
part (quasiparticles never stable); vanishing spectral weight. The boundary case νkF =
1
2 is particularly
interesting as it provides a realization of the “marginal Fermi liquid” (MFL) phenomenological model
introduced in [21]. The small-frequency behavior is
G(MFL)R '
h1
(k − kF ) + cRω logω + c1ω , Z ∼
1
| logω∗| → 0 , (20)
where c1 is complex while cR is real. The single-particle scattering rate is suppressed with respect to the
real part, but only logarithmically; the quasiparticle residue vanishes, but only logarithmically.
At finite temperature T  µ, the Green’s function pole never reaches the real axis and the Fermi surface
gets smeared. One finds the two asymptotic behaviors [20]:
ω  T : Σ(ω, k) ∝ T 2νk , ω  T : Σ(τ, k) ∼
∣∣∣∣ piTsin(piTτ)
∣∣∣∣2∆k . (21)
The leading contribution of the Fermi surface to the conductivity, which can be computed with Kubo’s
formula σ(ω) = 1iω 〈Jx(ω)Jx(−ω)〉retarded, is evaluated [20] by a one-loop diagram in the bulk where the
fermions run in the loop connecting two insertions of Aµ. The resulting DC conductivity, for νk ≤ 12 , is:
σ(ω → 0) ∼ T−2νk . (22)
In particular, when the parameter νkF is set to νkF =
1
2 one gets a contribution to the resistivity linear in
temperature. This is precisely the behavior observed in the strange metal phase of cuprates (see e.g. [19]),
whose theoretical origin has not been fully understood yet.
2.2 Semi-holographic (non)-Fermi liquids
The IR Green’s and spectral functions discussed in the previous section can be reproduced by a simple
effective or semi-holographic model [22]. Consider a Fermi liquid Ψ coupled to the fermionic fluctuations
χ of a critical system with large dynamical exponent z—for simplicity we will consider a local critical
system:
L = i[Ψ(ω − vF k⊥)Ψ + gΨχ+ g∗χ¯Ψ + χ¯ς−1χ] , (23)
where k⊥ = k − kF while ς is the local critical system Green’s function: ς = 〈χ¯χ〉 = c(k)ω2νk . By
resumming the series of interactions [22] one obtains the effective Green’s function:
〈ΨΨ〉 = 1
ω − vF k⊥ − |g|2ς , (24)
which has the same form as the ones discussed before.
3 Instabilities: superconductors and electron stars
We want to consider now what effects other fields, represented by dots in the Lagrangian (8) and generically
present in the bulk, can have. The fields in (8) are the ones responsible for the backgrounds we discussed,
while the extra fields will be coupled to them and might become unstable. The two main mechanisms we
will discuss are Bose-Einstein condensation (BEC) in the case of bosons, and population of the Fermi sea
in the case of fermions.
2 Logarithmic corrections appears for any νkF ∈ N/2 [17].
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3.1 Holographic superconductors
A first type of instability might arise when an order parameter Oφ—charged under the U(1) symmetry
with chemical potential—is present. Consider a charged scalar field φ [23,24] with the minimally coupled
Lagrangian:
L = 1
2κ2
(
R+
6
L2
)
− 1
4e2
FµνF
µν − ∣∣∇φ− iAφ∣∣2 −m2|φ|2 − V (|φ|) (25)
where V is some potential. In the presence of a bulk electric flux (that follows from the boundary chemical
potential), one could expect BEC ending up with a background:
ds2
L2
= −f(r)dt2 + g(r)dr2 + dx
2 + dy2
r2
, A = γ h(r)dt , φ = φ(r) (26)
where f, g, h, φ are radial functions. Whether the condensation takes place depends on which state has
lower free energy. Indeed, upon numerical evaluation, it turns out [24–27] that at T = 0, φ condenses
whenever its effective mass in the IR AdS2 region falls below the AdS2 BF bound [28]:
1
6
(
m2L2 − γ2) ≤ −1
4
. (27)
Indeed this is the bound on parameters to have Schwinger pair production in the bulk [18]. The conden-
sation takes place up to some critical temperature Tc of order µ. The macroscopically occupied ground
state spontaneously breaks the U(1) symmetry, and realizes a “holographic” superfluid (if the symmetry is
weakly gauged, then it is a superconductor).
Lots of properties of holographic superfluid states have been studied (we refer the reader to the literature,
see also [29, 30]). One key feature is that the condensate undergoes a mean-field second-order phase
transition at the critical temperature:
Oφ/Tc ∼ (T − Tc)1/2 . (28)
The optical conductivity σ(ω) shows in its real part a gap ∆ω . An interesting fact is that the ratio ∆ω/Tc
is in these systems around 8 [24], at least in a limit of large charge e. Such number compares well with
what measured in some cuprate high-Tc superconductors, while in BCS theory it takes a value around 3.5.
3.2 Fermions in superconductors
Once a superfluid/superconducting state has been established, one can proceed as in section 2.1 to study
its properties by analyzing two-point functions of fermionic operatorsOΨ [31,32], corresponding to Dirac
fermions Ψ in the bulk. In the bulk Lagrangian only terms up to quadratic order in the fermions are relevant
to such computation, however it is essential to keep into account couplings to the background. In [31] the
following Lagrangian has been considered:
LΨ = iΨ(ΓµDµ −m)Ψ + η∗5φ∗ΨcΓ5Ψ + h.c. , (29)
which requires the fermions to have half the charge of φ, and where Ψc is the charge conjugate to Ψ.
The Majorana-like coupling is crucial because it leads to a gapping of the Fermi surface. It couples
positive- to negative-frequency modes, as in a BCS s-wave superconductor. When computing the Green’s
function GR(ω,~k), one should look for solutions to the Dirac equation from (29) of the form:
Ψ = e−iωt+i~k·~xΨ(ω,~k)(r) + eiωt−i~k·~xΨ(−ω,−~k)(r) (30)
(the details on how to compute GR can be found in [33]). Without the Majorana-like coupling (η5 = 0),
solutions to the Dirac equation that satisfy the boundary conditions determine quasinormal modes of Ψ
whose dispersion relation would be ω = ω∗(k)—and its intersection with the plane ω = 0 would determine
the Fermi surface at kF . The dispersion relation for the quasinormal modes of Ψc would be ω = −ω∗(−k).
Once η5 is turned on, the quasinormal modes of Ψ and Ψc are coupled: they cross at ω = 0 and eigenvalue
repulsion determines a gapping of the would-be Fermi surface [31].
7Fig. 1 Schematic phase diagram of the
cuprates showing temperature versus hole
doping. Below the curve T ∗ a pseudo-gap
with Fermi arcs opens in the quasiparticle
spectrum. Image taken from [36].
Fig. 2 Density plot of the fermion spectral function evaluated at ω = 0
for temperatures T = 0.49Tc (left) and T = 0.59Tc (right). Red
and blue correspond to large and small values of the spectral function.
Image taken from [37].
3.3 p-wave superconductors
p-wave superfluids/superconductors are characterized by a spin-1 order parameter. Since the order param-
eter ~W is complex, different patterns of symmetry breaking are possible: in a state with p order spatial
rotations are broken, while in a p + ip state time reversal is broken while spatial rotations are preserved
(up to charge rotations). Examples are Sr2RuO4 (whose ground state has p+ ip order) and 3He (which is
p + ip at ambient pressure, and p at high pressure). A holographic model [34, 35] can be obtained from
a CFT with non-Abelian symmetry, say SU(2), explicitly broken by a U(1) chemical potential. The bulk
Lagrangian is
Lp = 1
2κ2
(
R+
6
L2
)
− 1
4g2
F aµνF
µν
a . (31)
A chemical potential along τ3 in color space breaks the SU(2) symmetry to U(1) and generates a charged
massive W-boson, which becomes the possibly condensing spin-1 order parameter. One can consider a p
and a p+ ip ansatz respectively:
A(p) = Φ(r)τ
3dt+ w(r)τ1dx , A(p+ip) = Φ(r)τ
3dt+ w(r)(τ1dx+ iτ2dy) . (32)
At large g, p+ ip is unstable to decay to p [34], but it is not known what happens at small g.
3.4 d-wave superconductors
d-wave superfluids/superconductors have a spin-2 order parameter. Examples are the high-temperature
cuprate superconductors. They present a particularly rich phenomenology and phase diagram (fig. 1), also
related to the nature of the order parameter. For a review see [19]. For instance, in the superconductive
phase the Fermi surface is gapped in an anisotropic way:3 the dependence of the gap ∆ω on the direction in
momentum space is ∆ω ∝ | cos 2θ| (where θ is an angle). Along the would-be Fermi surface there are four
“Dirac nodes” where the gap vanishes, and the dispersion relation of quasinormal modes takes the shape of
anisotropic Dirac cones. Above the superconductive dome in the underdoped region there is a “pseudo-gap
phase” where the nodes open up into Fermi arcs whose (angular) length is linear in temperature. One could
wonder whether a holographic model would possess such properties.
To reproduce a d-wave order parameter, a holographic model must contain a massive charged spin-2
field in the bulk [38]. Writing down a consistent and causal action for such field is knowingly hard [39,40].
3 Cuprates have a layered molecular structure, so that the physics is mainly 2 + 1-dimensional.
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Fig. 3 EDCs at the would-be Fermi momentum kF (θ) for several angles θ in momentum space and temperatures.
Angles run from 0 to pi
4
with homogeneous spacing. Left (from [41]): underdoped Bi2Sr2CaCuO8; red curves show a
gap, green curves show no gap. Right (from [37]): the holographic model.
One possibility would be to take a model that admits a background with compact directions, and perform a
Kaluza-Klein (KK) reduction: from the graviton one obtains a KK tower of massive charged spin-2 fields.
All these fields will presumably condense at roughly the same temperature, thus solving numerically for
the background might be challenging. Another possibility [38] is to work in a limit of large condensate
charge q (at fixed µq), in which the spin-1 and spin-2 fields do not backreact on the metric: then it is
possible to write down a consistent Fierz-Pauli-like action. The background is the AdS-Schwarzschild
black hole, while the matter action is:
Ld = −|Dρϕµν |2 + 2|ϕµ|2 + |Dµϕ|2 − (ϕ∗µDµϕ+ c.c.)−m2
(|ϕµν |2 − |ϕ|2)
+ 2Rµνρλϕ
∗µρϕνλ − 1
4
R|ϕ|2 − iqFµνϕ∗µλϕνλ −
1
4
FµνF
µν , (33)
where ϕµν is a symmetric tensor, ϕµ ≡ Dνϕνµ, ϕ ≡ ϕµµ and Dµ = ∇µ − iqAµ. The action is ghost-free
and leads to a hyperbolic system of EOMs, that is to a well-posed Cauchy problem. On the other hand it
leads to superluminality, which could be cured by higher order terms: such corrections are small in a limit
of large mL.
Both a d and a d + id ansatze¨ are possible. Let us consider a d ansatz: ϕxx = −ϕyy ≡ ϕ∆(r),
A = Φ(r)dt. It turns out that, after a suitable rescaling, the equations for ϕ∆,Φ are identical to the s-wave
case: in particular there is condensation below a critical temperature Tc.
As in sections 2.1 and 3.2, the superfluid/superconducting state is conveniently probed by 2-point func-
tions of fermionic operators. In [37] the following Lagrangian, quadratic in the fermions, has been consid-
ered:
LΨ = iΨ(ΓµDµ −m)Ψ + η∗5ϕ∗µνΨcΓµDνΨ + h.c. . (34)
If we restrict ourselves to couplings of dimension smaller that six, to a condensate with twice the charge
of the fermions (natural if the order parameter is a sort of Cooper pair) and to the d ansatz, the Lagrangian
(34) is essentially uniquely fixed.4
Let us give some details on the resulting traced spectral function A(ω,~k) ≡ 1pi Tr ImGR(ω,~k), which
can be computed numerically [37]. In figure 3 we plot the energy distribution curves (EDCs), that is
4 Other two possible terms are |ϕµν |2Ψ(c1+c2Γ5)Ψ which corrects the fermion mass, and the dipole term ΨΓµνFµνΨ which
does not depend on the condensate.
9Fig. 4 Gapping ∆ω(θ) of the Fermi surface as function of the angle θ in momentum space, at different temperatures.
Left (from [41]): underdoped Bi2Sr2CaCuO8. Right (from [37]): the holographic model. In both a node is visible at
low temperatures, while it opens up into an arc at higher temperatures.
the spectral function computed along ω at the would-be Fermi momentum kF (θ) and at different values
of the angle θ in momentum space, at different temperatures and compare them with an experimental
sample of underdoped Bi2Sr2CaCuO8 [41]. From the EDCs we can extract the gap ∆ω(θ) at different
temperatures, plotted in fig. 4 and compared with the sample. From the plot is evident the d-wave behavior
∆ω(θ) ∝ | cos(2θ)| with four nodes at low temperatures, and the development of four Fermi arcs at higher
temperatures. In fig. 2 a density plot of the spectral function in momentum space at ω = 0 also shows how
Dirac nodes (left) open up into arcs (right). Despite this encouraging similarities, in the holographic model
the arc length does not show a linear behavior with temperature.
3.5 Electron stars
Let us now come back to the simple bulk system of a graviton, a U(1) gauge field and a Dirac fermion, as
in (8) and (13):
L = 1
2κ2
(
R+
6
L2
)
− 1
4e2
FµνF
µν − iψ(ΓµDµ −m)ψ . (35)
This time, instead of treating the fermions as pure probes, one can notice that for (mL)2 ≤ γ2 there is
Schwinger pair production in the bulk [18] which leads to the population of the Fermi sea [42–45]: the
U(1) is not broken (because Pauli exclusion principle prevents a macroscopic occupation of the ground
state), rather a bulk Fermi surface appears. This represents a fermionic form of instability.
In the limitmL, γ  1 one can use a WKB (or Thomas-Fermi-Oppenheimer-Volkov) approximation in
which the Dirac eigenstates become very localized and the fermions can be treated as an ideal fluid [43,44]:
L = 1
2κ2
(
R+
6
L2
)
− 1
4e2
FµνF
µν + (µlocσ − ρ) , (36)
where µloc is the local bulk chemical potential, ρ the energy density and σ the charge density. Assuming
that T = 0 in the bulk, the equation of state is fixed by the following equations:
µloc =
At√
gtt
, p = µlocσ − ρ ,
ρ =
∫ µloc
m
E g(E) dE , σ =
∫ µloc
m
g(E) dE , g(E) =
E
pi2
√
E2 −m2 ,
(37)
where p is pressure and g(E) is the density of states. The whole system can be solved numerically.
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3.6 IR geometries and Lifshitz scaling
In the presence of the bosonic (sec. 3.1) or fermionic (sec. 3.5) instabilities, the extra fields deform the
core of the geometry. It turns out that in the IR a (non-relativistic) Lifshitz scaling symmetry
r → λr , t→ λzt , (x, y)→ λ(x, y) (38)
might emerge. Here z is called “dynamical exponent”: z = 1 corresponds to a relativistic scaling, while
z =∞ is called “local criticality”.
Indeed if we are only interested in the asymptotic IR geometry, for instance in the bosonic case (26), we
can analytically look for solutions of the form:
ds2
L2
= −dt
2
r2z
+ g∞
dr2
r2
+
dx2 + dy2
r2
, A = γ h∞
dt
rz
, φ = φ∞ , (39)
where g∞, h∞, φ∞ are constants. The existence of such solutions depends on the choice of mass m2 and
potential V in (25). In the fermionic case the background is the same, with p = p∞ and ρ = ρ∞. In this
case for e2γ2 → ∞ one finds z → 1 and the geometry is AdS4; for e2γ2 → 0 one finds z → ∞ and the
geometry is AdS2 × R2.
Let us remark some properties of the Lifshitz background. First, it does not have horizon: the electric
flux—that was emanating from the black hole horizon in (9) before taking into account the extra unstable
fields—now emanates from the boson or the fermion. Second, Lifshitz scaling implies that the temperature
dependence of the entropy is S ∝ T 2/z . Indeed at T = 0 the entropy vanishes, while for z →∞ one finds
a finite entropy ground state. Third, the Lifshitz geometry is not geodesically complete, and the question
remains whether there is a production of excited string states in the far IR, leading to a further instability.
4 Local criticality and the impurity problem
In section 2 we saw that a simple holographic model can realize, as the AdS2 × R2 background, a local
quantum critical ground state, which is particularly interesting because of its relation to the strange metal
phase. In fact it is also possible to realize such state with an impurity problem [46, 47].
For instance, following [47] consider a single spin impurity at ~x = 0 coupled to the CFT3 at the
Ne´el/VBS antiferromagnetic transition discussed in sec. 1.1. Let us couple them through the following
partition function:
Z =
∫
Dzα(x, τ)DAµ(x, τ)Dχ(τ) exp
{
−
∫
dτ Limp −
∫
d2x dτ Lz,A
}
Limp = iχ†
( ∂
∂τ
− iAτ (0, τ)
)
χ ,
(40)
where Lz,A is the effective Lagrangian (6) written in terms of the slave fermion zα, and the impurity Sˆa
has been written in terms of a slave fermion χ as well: Sˆa = 12χ
∗
ασ
a
αβχβ . The impurity correlators can be
computed at large N for N -dimensional spins: at low temperature T  ω they decay with power-law in
time:
〈Sˆa(τ)Sˆb(0)〉 ∼ δab
∣∣∣ piT
sin(piTτ)
∣∣∣γ T→0−−−→ δab|τ |−γ . (41)
Moreover the ground state has finite zero-temperature entropy. These are precisely the properties of the
AdS2 local quantum critical system, and after all local criticality is the expected scaling of an impurity.
Similar properties can be obtained in four dimensions by coupling a spin impurity to 4d N = 4 SYM
[48, 49]:
S =
∫
dτ Limp +
∫
d3x dτ LSYM ,
Limp = χ†a
(
δba
∂
∂τ
+ iAτ (0, τ)
b
a + iv
IφI(0, τ)
b
a
)
χb .
(42)
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Indeed such system is very similar to the semi-holographic Fermi liquid of sec. 2.2
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