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Abstract
We report the first observation of charmed mesons with the ZEUS detector at HERA
using the decay channel D∗+ → (D0 → K−pi+)pi+ (+ c.c.). Clear signals in the mass
difference ∆M=M(D∗)–M(D0) as well as in the M(Kpi) distribution at the D0 mass are
found. The ep cross section for inclusive D∗± production with Q2 < 4 GeV2 in the γp
centre-of-mass energy range 115 < W < 275 GeV has been determined to be (32±7+4
−7) nb
in the kinematic region {pT (D∗) ≥ 1.7 GeV, |η(D∗)| < 1.5}. Extrapolating outside this
region, assuming a mass of the charm quark of 1.5 GeV, we estimate the ep charm cross
section to be σ(ep → cc¯X) = (0.45 ± 0.11+0.37
−0.22)µb at
√
s = 296 GeV and 〈W 〉 = 198
GeV. The average γp charm cross section σ(γp→ cc¯X) is found to be (6.3± 2.2+6.3
−3.0)µb
at 〈W 〉 = 163 GeV and (16.9 ± 5.2+13.9
−8.5 )µb at 〈W 〉 = 243 GeV. The increase of the
total charm photoproduction cross section by one order of magnitude with respect to low
energy data experiments is well described by QCD NLO calculations using singular gluon
distributions in the proton.
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1 Introduction
In high energy ep collisions at HERA the leading order QCD contribution to charm production
is the photon-gluon fusion (PGF) mechanism [1, 2]. In this process the photon participates
as a point-like particle (direct photon process) interacting with a gluon from the proton and
giving a cc¯ pair (γg → cc¯). The PGF cross section for ep → cc¯X behaves like dσ/dQ2 ∼ Q−2
and is dominated by the exchange of almost real photons (Q2 ≈ 0), i.e. by photoproduction
events where the electron is scattered by a small angle. As a consequence, the contribution of
the Deep Inelastic Scattering (DIS) regime, Q2
>∼ 4GeV2, where the scattered electron is seen
in the main detector, is expected to be small compared to photoproduction.
Apart from the direct channel, charm photoproduction at HERA can also proceed via the
resolved photon processes [3, 4], where the photon behaves as a source of partons which can
scatter off the partons in the proton (mainly gg → cc¯). QCD-based models predict that these
types of processes dominate over the direct processes for light quark production [4, 5]. This
prediction has been confirmed by measurements of the ZEUS [6, 7] and H1 [8] collaborations.
The predicted open charm cross section at HERA has two major uncertainties: the mass of the
charm quark (mc) [9, 10] and the structure functions of the proton and the photon. Next to
leading order (NLO) corrections have been calculated and found to be substantial [9, 11]. The
full NLO cross section σ(ep→ cc¯X) at HERA, obtained using mc = 1.5 GeV and the structure
function parametrisation MRSD′
−
[12] for the proton and GRV HO [13] for the photon is
predicted to be ∼ 0.9µb [10] at √s = 296 GeV. A variation of mc by ±0.3 GeV changes
the values of the cross sections by a factor of 2. The predicted relative amount of the direct
and resolved contributions depends on the photon structure function parametrisation. For
DG [14], GRV or ACFGP [15] the resolved contribution is less than 30%, but if the LAC1 [16]
parametrisation is used the resolved contribution can be 50% or more and the predicted cross
section can increase by almost a factor of 2. As a consequence, estimates of the total charm
cross section σ(ep→ cc¯X) at HERA vary between 0.3 µb and 2 µb.
We search for open charm production at HERA with the ZEUS detector by looking for the
fragmentation products of the heavy quarks which produce a D∗(2010)±. The method relies on
the tight kinematic constraints of the decay chain1
D∗+ → D0pi+S → (K−pi+)pi+S (1)
where the momentum of the pion coming from the D∗ (‘soft pion’, piS) is just 40 MeV in the
D∗ rest frame. Consequently, the mass difference [17]
∆M =M(D0piS)−M(D0) = 145.42MeV
can be measured much more accurately than the D∗ mass itself. This low Q-value of the
D∗ → D0piS decay yields a prominent signal in an otherwise phase space suppressed kinematic
region, the threshold of the M(KpipiS)−M(Kpi) distribution.
We assume that the fraction of D∗± originating from bb¯ is negligible [1].
1In this analysis the charge conjugated decay chain D∗− → D¯0pi−S → (K+pi−)pi−S is also included.
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2 Experimental Setup
Data were collected during the 1993 running period, when protons of energy Ep = 820 GeV
were colliding with electrons of Ee = 26.7 GeV. Collisions took place between 84 electron and
proton bunches with typical beam currents of 10 mA. Additional unpaired bunches of electrons
and protons allowed an estimation of beam related background.
The total 1993 luminosity collected by ZEUS was ≈ 550 nb−1, of which 486 nb−1 were used
in the present work. This restricted sample contains runs taken with stable trigger conditions
and the tracking chambers operating fully in the nominal magnetic field.
Charged particles are measured by the ZEUS inner tracking detectors, which operate in a
magnetic field of 1.43 T provided by a thin superconducting coil. Immediately surrounding
the beampipe is the vertex detector (VXD) [18] consisting of 120 radial cells, each with 12
sense wires. It uses a slow drift velocity gas and the presently achieved resolution is 50 µm in
the central region of a cell and 150 µm near the edges. Surrounding the VXD is the central
tracking detector (CTD) which consists of 72 cylindrical drift chamber layers, organised into 9
‘superlayers’ [19]. With our present calibration of the chamber, the resolution of the CTD is
around 260 µm. The resolution in transverse momentum for tracks going through all superlayers
is σ(pT )/pT ≈
√
(0.005)2 p2T + (0.016)
2 where pT is in GeV. The single hit efficiency is greater
than 95%. The efficiency for assigning hits to tracks depends on several factors: very low pT
tracks suffer large systematic effects which reduce the probability of hits being attached to them,
and the 45 degree inclination of the drift cells also introduces an asymmetry between positive
and negative tracks. Nevertheless, the track reconstruction efficiency for tracks with pT > 0.1
GeV is greater than 95%. Using the combined data from the VXD and CTD, resolutions
of 0.4 cm in Z and 0.1 cm in radius in the XY plane2 are obtained for the primary vertex
reconstruction. From Gaussian fits to the Z vertex distribution, the r.m.s. spread is found to
be 10.5 cm, in agreement with the expectation from the HERA proton bunch length.
The high resolution uranium-scintillator calorimeter (CAL) [20] is used in the present ana-
lysis to calculate global quantities of the events. It covers the polar angle range between
2.2◦ < θ < 176.5◦, where θ = 0◦ is the proton beam direction. It consists of three parts: the
rear calorimeter (RCAL), covering the backward pseudorapidity3 range (−3.4 < η < −0.75);
the barrel calorimeter (BCAL) covering the central region (−0.75 < η < 1.1); and the forward
calorimeter (FCAL) covering the forward region (1.1 < η < 3.8). The calorimeter parts are
subdivided into towers which in turn are subdivided longitudinally into electromagnetic (EMC)
and hadronic (HAC) sections. The sections are subdivided into cells, each of which is viewed
by two photomultiplier tubes. Under test beam conditions the CAL has an energy resolution,
in units of GeV, of σE = 0.35
√
E(GeV) for hadrons and σE = 0.18
√
E(GeV) for electrons.
The CAL also provides a time resolution of better than 1 ns for energy deposits greater than
4.5 GeV, and this timing is used for background rejection.
We use two lead-scintillator calorimeters (LUMI) [21] to measure the luminosity as well as
to tag very small Q2 processes. Bremsstrahlung photons emerging from the electron-proton
interaction point (IP) at angles below 0.5 mrad with respect to the electron beam axis hit
2The ZEUS coordinate system is defined as right handed with the Z axis pointing in the proton beam
direction, hereafter referred to as forward, and the X axis horizontal, pointing towards the centre of HERA.
3The pseudorapidity η is defined as − ln(tan θ
2
), where the polar angle θ is taken with respect to the proton
beam direction.
2
the photon calorimeter 107 m from the IP. Electrons emitted from the IP at scattering angles
pi − θ′e ≤ 6 mrad and with energies 0.2 Ee < E ′e < 0.9 Ee are deflected by beam magnets and
hit the electron calorimeter placed 35 m from the IP.
3 Trigger Conditions
Data are collected with a three level trigger [22]. The hardwired First Level Trigger (FLT)
is built as a deadtime free pipeline. The FLT decision is based on energy deposits in the
calorimeter and luminosity detectors, on tracking information and on the muon chambers. We
require a logical OR of five conditions on sums of energy in the calorimeter cells: either the
BCAL EMC energy exceeds 3.4 GeV; or it exceeds 2.0 GeV, if any track is found in the CTD; or
the RCAL EMC energy, excluding the towers immediately adjacent to the beam pipe, exceeds
2.0 GeV; or it exceeds 0.5 GeV, if any track is found in the CTD; or the RCAL EMC energy,
including the beam pipe towers, exceeds 3.75 GeV.
The Second Level Trigger (SLT) uses information from a subset of detector components
to separate physics events from backgrounds. It rejects proton beam-gas events using particle
arrival times measured in the forward and rear sections of the calorimeter, reducing the FLT
trigger rate by almost an order of magnitude.
The Third Level Trigger (TLT) has available most of the event information. It is used to
apply stricter cuts on the event times and to reject beam-halo and cosmic muons. Beam-gas
interactions are rejected by requiring:
• a reconstructed Z vertex position within 75 cm of the nominal interaction point,
• ∑i(Ei − pZi) > 3GeV,
• ∑i pZi/∑iEi < 0.9 ,
where the sums run over all calorimeter cells i and pZi is the Z-component of the momentum
vector assigned to each cell of energy Ei.
The following additional TLT requirements are made in order to further reduce the back-
ground and the output rate:
• (p+T )max > 0.5 GeV and (p−T )max > 0.5 GeV and (p+T )max + (p−T )max > 1.3 GeV, where
(p±T )max is the track of positive or negative charge with the highest pT ,
• transverse energy outside a cone of 10◦ around the proton direction in excess of 5 GeV;
or
∑
i(Ei − pZi) > 15GeV; or
∑
i pZi/
∑
iEi ≤ 0.8; or an electron with energy larger than
5 GeV detected in the LUMI electron calorimeter.
3
4 Kinematics
Neutral Current ep scattering e (k) + p (P )→ e (k′) + X can be described with the following
kinematic variables:
√
s =
√
(k + P )2 ≈
√
4EpEe = 296GeV ,
the total ep centre of mass energy;
q2 = −Q2 = (k − k′)2 ,
the four-momentum transfer squared carried by the virtual photon;
y =
q · P
k · P ,
the Bjorken variable describing the energy transfer to the hadronic system; and
W 2 = (q + P )2 = −Q2 + ys+m2p ,
the centre of mass energy squared of the γp system, where mp is the mass of the proton.
The variable y can be determined to a good approximation from the hadronic system using
the Jacquet-Blondel expression [23]:
yJB =
∑
i(Ei − pZi)
2 · Ee
with the sum running over all calorimeter cells i except for those associated with the scattered
electron.
If the scattered electron is seen in the main detector (DIS events) or in the LUMI electron
calorimeter (tagged photoproduction events), the variable y can also be obtained from:
ye = 1− E
′
e
Ee
1− cosθ′e
2
.
5 Monte Carlo Simulation
The Monte Carlo programs HERWIG[24] and PYTHIA[25] are used to model the hadronic final
states in cc¯ production. Both generators include parton showers in the initial and final states.
Fragmentation into hadrons is simulated with the LUND string model [26] as implemented in
JETSET[27] in the case of PYTHIA, and with a cluster algorithm in the case of HERWIG.
The lepton-photon vertex is modelled according to the Weizsa¨cker-Williams Approximation
(WWA) [28] in the case of PYTHIA, whereas HERWIG uses exact matrix elements for the
photon-gluon fusion (PGF) component and the Equivalent Photon Approximation (EPA) [29]
for resolved processes.
For these Monte Carlo models a large number of cc¯ events was generated, but only those
containing at least one charged D∗, decaying into D0piS with subsequent decay D
0 → Kpi, were
4
processed through the standard ZEUS detector and trigger simulation programs and through
the event reconstruction package. With both Monte Carlo programs we have generated events
with both direct and resolved components, setting mc = 1.5GeV. The parton densities in the
proton were described by MRSD′
−
and by GRV HO in the case of the photon. For systematic
checks, we also generated events using different parametrisations for the proton (MRSD′0 [12],
CTEQ2M′ [30] and GRV HO [31]) and the photon (DG, ACFGP and LAC1). To check the
dependence of the results on the charm mass assumed in the Monte Carlo simulations the whole
analysis was repeated using the default values for mc in both Monte Carlo generators (1.35 GeV
in PYTHIA and 1.8 GeV in HERWIG).
6 D∗ Observation
6.1 Reconstruction Method
In order to select a kinematic region where the efficiency of the tracking detectors is high
and systematic uncertainties are well understood, the following requirements on the tracks are
made:
• pT > 0.16GeV;
• |η| < 1.5, corresponding to 25◦ < θ < 155◦.
Pairs of these tracks with opposite charge are combined and considered in turn to be a kaon
or a pion. The combination is accepted as a possible D0 candidate if the Kpi invariant mass lies
in the range:
1.80 < M(Kpi) < 1.93GeV
(the nominal value of the D0 mass is 1.865 GeV [17]). To reconstruct D∗ mesons, these D0
candidates are combined with an additional track having opposite charge to that of the kaon.
Assuming this third track to be the soft pion, the mass difference ∆M = M(KpipiS)−M(Kpi)
is then evaluated.
Monte Carlo studies show that after these cuts more than 95% of the decay products of the
D0 satisfy pT > 0.5 GeV, with a mean value of 1.5 GeV. These high transverse momentum
tracks have a higher reconstruction efficiency and a better track extrapolation to the vertex.
As a consequence, the following more stringent cut is applied to them:
pT (K), pT (pi) > 0.5GeV.
From Monte Carlo studies we find that the piS travels essentially in the same direction as
the D∗ itself. Therefore the |η| < 1.5 cut on the single tracks limits the η(D∗) range to:
|η(D∗)| < 1.5.
This cut was thus also applied.
Moreover, we have restricted our analysis to:
pT (D
∗) > 1.7GeV,
since more than 95% of the D∗’s fulfil this condition after the above cuts.
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6.2 ∆M and M(D0) Signals
DIS events are defined to be those having an electron identified in the CAL with ye < 0.7. The
Q2 for these events is larger than 4 GeV2. We find that 20% of the events in which we find a D∗
candidate fulfil this requirement. This relatively large fraction of DIS candidates, reproduced
by the Monte Carlo programs, is due to the higher trigger acceptance for DIS events than for
photoproduction events, and to the harder pT (D
∗) and pT (piS) spectrum for these events. We
show the ∆M distribution for the DIS candidates in Fig. 1. A clear D∗± signal around the
nominal value of ∆M is observed which is evidence for D∗± production at HERA in DIS with
Q2 > 4GeV2.
The 80% of the D∗ candidates which are not identified as DIS events have Q2 < 4GeV2 and
are called photoproduction events. Of these, 27% are tagged in the LUMI electron calorimeter,
in agreement with Monte Carlo simulations and the ZEUS photoproduction measurements [6].
To reduce possible background from DIS, where the electron is not identified, we require
yJB < 0.7 [7]. The true W and y are underestimated using the Jacquet-Blondel method. We
correct the measured WJB with Monte Carlo methods [32], resulting in a corrected W value
which will be used in the following. Comparison with the W measured from events with a
LUMI tag shows that the estimated true W has a systematic uncertainty of less than 10%.
The cut on yJB corresponds to W < 275 GeV. Furthermore we will restrict ourselves to
W > 115 GeV where the acceptance is above 8%. The ∆M distribution for these photopro-
duction events obtained with the set of cuts described above is shown in Fig. 2a. A clear peak
around ∆M = 145.5 MeV is observed.
In order to check the background shape, pairs of tracks with the same charge are selected
for calculating the Kpi invariant mass (wrong charge combination method). This distribution
is fitted with the maximum-likelihood method using the function: A× (∆M −mpi)B, where A
and B are the free parameters of the fit.
The signal distribution is then fitted assuming this function for the background plus a Gaus-
sian to parametrise the signal shape. The corresponding fits and the normalised background
are also shown in Fig. 2a. The background shape parameters obtained in the signal fit agree
with the values obtained by fitting the wrong charge distribution.
We observe 48± 11 D∗’s above background, with a signal to background ratio of about 1.5.
The mean value of the ∆M signal obtained from the fit is ∆M = (145.4±0.2) MeV, consistent
with the nominal value. The corresponding width is (0.9±0.2) MeV, in agreement with 0.7 MeV
obtained from Monte Carlo simulation. The mean W for these events is 〈W 〉 = 198 GeV.
To check whether the D∗’s are produced according to the decay channel (1), we show in
Fig. 2b the M(Kpi) distribution for the events in the ∆M range from 142 MeV to 149 MeV.
A clear signal is seen around the nominal value of the D0 mass. In order to fit this distribution
we have used an exponential background shape plus a Gaussian for the signal. The number of
observed D0’s is 43± 12, consistent with the number of D∗’s obtained from the fit to the ∆M
distribution. We obtain a mean value of M(D0) = (1.854 ± 0.005) GeV, slightly below the
nominal value, with a width of (18 ± 4) MeV, consistent with the value of 17 MeV obtained
from Monte Carlo simulation.
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7 Cross Sections
7.1 ep Cross Section
The cross section is obtained using the expression:
σ =
N
L × BR× Acc,
where N = 48 is the number of observed D∗’s, L = 486 nb−1 is the integrated luminosity,
and BR = (2.73± 0.11)% [17] is the combined branching ratio of the decay chain (1). The
acceptance Acc was calculated as the number of detected over generated D∗ → KpipiS decays
in the kinematic range chosen, using Monte Carlo methods including the trigger simulation.
We have used the PYTHIA Monte Carlo prediction with MRSD′
−
/GRV HO structure function
parametrisations for the proton/photon to correct our data and quote cross sections. The
overall acceptance in the kinematic region {pT (D∗) > 1.7 GeV, |η(D∗)| < 1.5} for the W range
from 115 to 275 GeV is Acc = 11.4% for the above Monte Carlo program.
We describe here the checks that are found to have a significant contribution to the sys-
tematic error. For the acceptance, a systematic shift of +18% is estimated using different
structure function parametrisations and +14% using HERWIG with MRSD′
−
/GRV HO as a
different Monte Carlo program. Also, a systematic error of 8% is found by varying the cuts on
pT (K, pi) between 0.3 GeV and 0.7 GeV and on pT (piS) between 0.1 GeV and 0.25 GeV. Adding
these errors in quadrature yields a total systematic error in the acceptance calculation of +24−8 %.
The systematic error on the number of events is 10%, estimated by using different background
parametrisations to fit the signals. The systematic error of the luminosity measurement is 3.3%.
Using the above quantities we measure an ep cross section for D∗± production,
σ(ep→ D∗±X) ≡ σ(ep→ D∗+X) + σ(ep→ D∗−X), of:
σ(ep→ D∗±X) = 32± 7(stat)+4
−7(syst) nb
in the kinematic region {pT (D∗) > 1.7 GeV, |η(D∗)| < 1.5} and 115 < W < 275 GeV. This
cross section is valid for Q2 < 4 GeV2. The statistical error also includes the one due to the
Monte Carlo statistics.
In order to quote a cross section for charm production we need to correct for the fraction of
events in which a charm quark pair fragments into D∗+ or D∗− as well as for the acceptance Aext
of the kinematic region {pT (D∗) > 1.7 GeV, |η(D∗)| < 1.5}. The former is (52.0 ± 4.2)% [33]
and the latter is calculated by using PYTHIA with MRSD′
−
/GRV HO to be Aext = 13.7% for
the region 115 < W < 275 GeV. This extrapolation outside the kinematic region has a large
uncertainty. In extrapolating pT (D
∗), the uncertainty is mainly due to the strong dependence
on themc value and for η(D
∗) it comes from the large differences between the different structure
function parametrisations in the region |η(D∗)| > 1.5. As a consequence, the systematic error
of the product Acc ·Aext is very large. We have fixed mc to 1.5 GeV and quote the systematic
error ∆(Acc ·Aext) coming from the different structure functions and using HERWIG (SF and
MC in Table 1 respectively). Using a value of mc of 1.35 GeV (1.8 GeV) results in a shift of
+25% (−40%) of the estimated cross section.
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〈W 〉 N Acc Aext ∆(Acc · Aext) σ(ep→ cc¯X) Integrated σ(γp→ cc¯X)
(GeV) (%) (%) SF MC (µb) Φ (µb)
163± 16 21± 7 8.1 16.2 +63−49% +54% 0.23± 0.08+0.23−0.11 0.0367 6.3± 2.2+6.3−3.0
243± 24 28± 8 22.4 8.8 +92−43% +30% 0.21± 0.06+0.17−0.10 0.0122 16.9± 5.2+13.9−8.5
198± 20 48± 11 11.4 13.7 +76−43% +48% 0.45± 0.11+0.37−0.22 0.0488 9.1± 2.2+7.6−4.4
Table 1: Acceptances and cross sections
We therefore estimate the ep charm production cross section at
√
s = 296 GeV for Q2 <
4 GeV2 in the range 115 < W < 275 GeV as:
σ(ep→ cc¯X) = 0.45± 0.11+0.37
−0.22 µb.
This procedure was also carried out dividing W into two ranges, 115 < W < 205 GeV and
205 < W < 275 GeV. The 〈W 〉 for the events in these two ranges were 163 GeV and 243 GeV
respectively. The error inW is dominated by the systematic uncertainty of the Jacquet-Blondel
method. The results are shown in Table 1.
7.2 γp Cross Section
The γp cross section can be obtained from the corresponding ep cross section using the EPA
formula:
σep(s) =
∫ ymax
ymin
dy
∫ Q2
max
Q2
min
dQ2 · Φ(y,Q2) · σγ∗p(W,Q2),
where
Φ(y,Q2) =
α
2pi
1
yQ2
[1 + (1− y)2 − 2m
2
ey
2
Q2
]
is the flux of transverse photons, Q2min = m
2
e
y2
1−y
, Q2max = 4GeV
2 and me is the electron mass.
Since the median Q2 ≈ 10−4 GeV2 is very small, we can assume the photons to be on-shell
and therefore neglect the longitudinal contribution and the Q2 dependence of σγp. The γp
cross section is then obtained as the ratio of the measured ep cross section and the photon
flux factor Φ integrated over the Q2 and y range covered by the measurement. This procedure
assumes that σγp(W ) is independent of y in the range of the measurement. As this dependence
is not known a priori, the above calculation procedure was repeated assuming a proportional or
logarithmic rise in W . An increase of 5% in the resulting cross section was found at 〈W 〉 = 163
GeV and less than 2% at 〈W 〉 = 243 GeV.
The estimated charm photoproduction cross section is (6.3± 2.2+6.3−3.0)µb at 〈W 〉 = 163 GeV
and (16.9± 5.2+13.9−8.5 )µb at 〈W 〉 = 243 GeV, assuming mc = 1.5 GeV (see Table 1). In Fig. 3 we
show our measurements for the total cc¯ photoproduction cross section as a function ofW , in ad-
dition to earlier measurements in fixed target experiments [35] and NLO QCD calculations [34]
for mc = 1.5 GeV. The solid line represents the prediction with the MRSD
′
−
/GRV HO struc-
ture function parametrisation for proton/photon using µR = mc as the renormalisation scale.
The shaded band represents the theoretical uncertainties coming from varying this scale in the
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range 0.5 < µR/mc < 2. We also show the extreme predictions of MRSD
′
−
/LAC1 (dashed line)
and MRSD′0/GRV HO (dash-dotted line) for µR = mc. We note that our measurement of the
total charm photoproduction cross section at these high W values is in good agreement with
those calculated using singular gluon distributions in the proton like MRSD′
−
or GRV [36].
8 Summary
We have observed 48 D∗(2010)± mesons in the decay channel D∗+ → D0pi+ → (K−pi+)pi+ (+ c.c.)
in photoproduction events from ep collisions at HERA. Cross sections have been determined
for these events with Q2 < 4GeV2 and 115 < W < 275 GeV. The ep cross section for inclu-
sive D∗± production is found to be (32 ± 7+4−7) nb in the kinematic region {pT (D∗) > 1.7 GeV,
|η(D∗)| < 1.5}. Extrapolating outside this region and assuming a mass of the charm quark of
1.5 GeV we estimate the ep charm cross sections to be σ(ep→ cc¯X) = (0.45± 0.11+0.37−0.22)µb at√
s = 296 GeV and 115 < W < 275 GeV. The average γp charm cross section σ(γp→ cc¯X) is
found to be (6.3 ± 2.2+6.3−3.0)µb at 〈W 〉 = 163 GeV and (16.9± 5.2+13.9−8.5 )µb at 〈W 〉 = 243 GeV.
NLO QCD calculations using a gluon momentum density in the proton ∼ x−1/2 at low x are
in good agreement with the observed increase of the cross section by one order of magnitude
when the γp centre-of-mass energy increases one order of magnitude with respect to previous
low energy experiments.
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Figure 1: ∆M = M(KpipiS) −M(Kpi) distribution for DIS candidates : Q2 ≥ 4GeV2 and
ye < 0.7.
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Figure 2: a) ∆M distribution for photoproduction events having 1.80 < M(Kpi) < 1.93 GeV:
signal (dots) and wrong charge combinations (dashed histogram). The dashed line is a fit to the
wrong charge background using the parametrisation A(∆M −mpi)B, where mpi is the mass of
the pion. The solid line is a fit to the distribution, parametrised as a sum of the same function
for the background plus a Gaussian for the signal. b) (Kpi) invariant mass distribution for
those candidates with 142 < ∆M < 149 MeV. The fitting function is the sum of a Gaussian
and an exponential.
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Figure 3: Total cc¯ photoproduction cross section as a function of W . The solid dots are the
ZEUS measurements and the open dots are earlier measurements from fixed target experiments.
The inner error bars are the statistical and the outer ones the systematic errors. The solid line
represents the central prediction of NLO calculations with MRSD′
−
/GRV HO parametrisations
of the proton/photon structure function using µR = mc (for mc = 1.5 GeV) as the renormal-
isation scale. The shaded band represents the theoretical uncertainties coming from varying
this scale in the range 0.5 < µR/mc < 2. The dashed line represents the central prediction of
MRSD′
−
/LAC1 and the dash-dotted line is MRSD′0/GRV HO.
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