iibstract4daptive stochastic search methods are expected to lead to "optimal" or "near-optimal" configurations of a simulation model as they manage to escape from sub-optimal (local) solutions. In that sense, they provide an automated "optimization" approach that adapts the parameters of a model in order to handle uncertainty that arises from stochastic elements in either the environment (process noisekoncept drift) or the objective function evaluation process (observation noise) and improves the performance of the model. The paper reviews the fundamentals of adaptive stochastic search methods and explores their behavior for the adaptation of the parameters of a steelworks model. Experimental results illustrate the effectiveness of the methods, and particularly of swarm intelligence in this task.
I. INTRODUCTION
IT has long been established that simulation is a powerful tool for aiding decision-making. This is due to a number of factors, such as the inherent ability to evaluate complex systems with large numbers of variables and interactions for which there is no analytic solution.
Simulation can model the dynamic and stochastic aspects of systems, generating more precise results when compared with static and deterministic spreadsheet calculations. It is also considered as a tool to answer "What if' questions. Simulation itself is a solution evaluator technique, not a solution generator technique [l]. This scenario could be changed with the aid of optimization procedures. In this case, simulation could answer not only "What if" questions but also answers "HOW to" questions [2] , providing with the best set of input variables that maximize or minimize some performance measure(s) (based on the modeling objectives).
According to [3], simulationists can be classified into 3 categories with regards to the optimization of quantitative variables: the first category tends to use the "trial and error" method, varying the input variables in order to find which set gives the best performance. The second category tends to systematically vary the input variables, to see their effects on the output variables. The thud category will apply an Authors are with the "Centre for Applied Simulation Modelling" (CASM), Department of Information Systems and Computing, Brunel University, Uxbridge, Middlesex UB8 3PH, U.K automated simulation optimization approach.
In the paper we are concentrating on the last category. That is, an automated "optimization" approach based on adapting the parameters of the model in order to handle uncertainty that arises from stochastic elements in either the environment (process noisehariables drift) or the objective function evaluation process (observation noise), and we particularly investigate the use of adaptive stochastic search methods in this context. 
ADAPTIVE STOCHASTIC SEARCH STRATEGIES
A. Simulated Annealing Simulated Annealing (SA) is a method based on Monte Carlo simulation, which solves difficult combinatorial optimization problems. The name comes from the analogy to the behavior of physical systems by melting a substance and lowering its temperature slowly until it reaches freezing point (physical annealing). Simulated annealing was first used for optimization by Kirkpatrick et al. [5] . In t h~s context, SA is a procedure that has the capability to move out of regions near local minima
[4]. SA is based on random evaluations of the objective function, in such a way that transitions out of a local minimum are possible. Thus, candidate solutions are updated following the relation (1) where h i s random noise from a uniform distribution. The method applies the Metropolis criterion, i.e. it either accepts or rejects a candidate solution depending on the probability is negative, then the new point can be accepted with probability 1; otherwise, it depends on the probability value and the threshold value 0 , The effectiveness of the method depends the parameter T that is called temperature; it controls the noise reduction rate:
When the temperature takes high values SA behaves like a random search, whilst at low values it works like a hill climbing procedure. Usually one starts with a high temperature value and gradually reduces: it is important to start at a temperature where most changes are accepted, i.e. probability is 1 in (2) , then we can reduce the temperature in steps of a few percent while maintaining each temperature just long enough to reach an approximate solution.
SA does not guarantee, of course, to find the global minimum, but if the function has many good near-optimal solutions, it should find one. In particular, SA is able to discriminate between "gross behavior" of the function and finer "wrinkles". First, it reaches an area in the function domain space where a global minimizer should be present, following the gross behavior irrespectively of small local minima found on the way. It then develops finer details, finding a good, near-optimal local minimizer, if not the global minimum itself.
Genetic Algorithms Genetic Algorithms (GA) are simple and robust search algorithms based on the mechamcs of natural selection and natural genetics. The mathematical framework of GAS was developed in the 1960s and is presented in Holland's pioneering book [9] . GAS have been used primarily in optimization and machine learning problems.
The fundamental principle of GAS is that at each generation of a GA, a new set of approximations is created by the process of selecting individuals according to their level of fitness in the problem domain and breeding them together using operators borrowed from natural genetics. This process leads to the evolution of populations of individuals that are better suited to their environment than their progenitors, just as in natural adaptation. A high level description of the simple GA is shown in the code below. More specifically, a simple GA processes a finite population of fixed length binary strings called genes. GAS have two basic operators, namely: crossover of genes and mutation for random change of genes. The crossover operator explores different structures by exchanging genes between two strings at a cmssover position and the mutation operator is primarily used to escape the local minima in the weight space by altering a bit position of the selected string; thus introducing diversity in the population. The combined action of crossover and mutation is responsible for much of the effectiveness of GA search. Another operator associated with each of these operators is the selection operator, which produces survival of the fittest in the GA. The parallel noisetolerant nature of GA and their hillclimbing capability make GA eminently suitable for simulation optimization, as they seem to search the parameter space efficiently.
STANDARD GENETIC ALGORITHM MODEL

C. The Particle Swarm Optimization Method
In Particle Swarm Optimization (PSO) algorithm the population dynamics simulates a "bird flock's" behavior where social sharing of information takes place and individuals can profit from the discoveries and previous experience of all other companions during the search for food. Thus, each companion, called particle, in the population, which is now called swarm, is assumed to "fly" over the search space in order to find promising regions of the landscape. For example, in the minimization case, such regions possess lower functional values than other regions visited previously. In this context, each particle is treated as a point in an n-dimensional space which adjusts its own "flying" according to its flying experience as well as the flying experience of other particles (companions).
There are many variants of the PSO proposed so far, after
Eberhart and Kennedy introduced this technique [7]-[SI.
In our experiments we have used a version of thls algorithm, which is derived by adding an inertia weight to the original PSO dynamics [lo] . This version is described in the following paragraphs.
First let us define the notation used in this PSO: the i-th particle of the swarm is represented by the n-dimensional vector xi = (x,,,xi, ,..., x,) and the best particle in the swarm, i.e. the particle with the smallest function value, is denoted by the index g. The best previous position (the position giving the best function value) of the i-th particle is recorded and represented as p i = ( p i l , p i 2 , . .
.,pin), and the position change (velocity) of the i-th particle is The first relation is used to calculate i-th particle's new velocity by taking into consideration three terms: the particle's previous velocity, the distance between the particle's best previous and current position, and, lastly, the distance between swarm's best experience (the position of the best particle in the swarm) and i-th particle's current position. Then, following the second equation, the i-th particle flies toward a new position. In general, the performance of each particle is measured according to a predefined fitness function, which is problem-dependent .
The role of the inertia weight, w, is considered very important in PSO convergence behavior. The inertia weight is employed to control the impact of the previous history of velocities on the current velocity. In this way, the parameter w regulates the trade-off between the global (wide-ranging) and local (nearby) exploration abilities of the swarm. A large inertia weight facilitates global exploration (searching new areas), while a small one tends to facilitate local exploration, i.e. fine-tuning the current search area. A suitable value for the inertia weight w usually provides balance between global and local exploration abilities and consequently a reduction on the number of iterations required to locate the optimum solution.
A general rule of thumb suggests that it is better to initially set the inertia to a large value, in order to make better global exploration of the search space, and gradually decrease it to get more refined solutions, thus a time decreasing inertia weight value is used.
From the above discussion it is obvious that PSO, to some extent, resembles GAS. However, in PSO, instead of using genetic operators, each individual (particle) updates its own position based on its own search experience and other individuals (companions) experience and discoveries. Adding the velocity term to the current position, in order to generate the next position, resembles the mutation operation in evolutionary algorithms. Note that in PSO, however, the ''mutation'' operator is guided by particle's own "flying" experience and benefits by the swarm's "flying" experience. In another words, PSO is considered as performing mutation with a "conscience", as pointed out by Eberhart and Shi [IO] . 
THE STEELWORKS MODEL
In this section, we use a typical simulation model as a benchmark for comparing the various methods. We will first explain the system to be modeled and we will proceed by spectfying the parameters that are considered important to adaptation.
The steelworks simulation model is an example of a manufacturing simulation model fully described in [ll] . A brief description is provided here. There are two blast furnaces, which melt iron at certain daily volumes, in a plant that blows and fills as many torpedoes as available; these are used to transport molten iron. If no torpedo is available, the molten iron is dropped on the floor and waste is produced. Each torpedo can hold a fixed quantity of molten iron. All torpedoes with molten iron travel to a pit, where crane(s)canying ladles are filled from torpedoes, one at a time. The ladle holds 100 tons of molten iron, which is exactly the volume of a steel furnace that is fed from the crane. There are five steel furnaces, whch produce the final product of the steelworks. Figure 1 shows the schematic layout (not to scale) for the steelworks plant.
When a blast furnace has emptied its blast into the minimum number of torpedoes required (if available) all torpedoes with molten iron in go to the pit (by railway-the torpedoes run on a railway track). This includes partially full torpedoes.
The crane travels along an overhead gantry and carries a ladle (large spoon shaped vessel). The crane is filled at the pit from one torpedo at a time. The pit is two-sided to avoid any delay if the crane requires more than one torpedo to load it (yet one at a time). In the event that two torpedoes are insufficient to load the crane, the time it takes to discharge the second torpedo can be considered sufficient for a third torpedo (if there is one) to take the place of the first, ready for unloading. Note that the pit's function is to catch any spillage of molten iron. It does not hold molten iron. The simulation model was built using Simul8 package running on Windows NT (see Figure 2 ). Simul8 is a simulator package, which in its simplest form allows the building of models by using graphcs (e.g. dragging and dropping icons), by selecting items from menus and filling in dialog boxes. Due to its two-way interface facilities with Microsoft Excel and Visual Basic for Applications (VBA) it 2s
helps the user to build extra routines for the mode. This adds to the software's flexibilitv and Dower. conditions change withm the environment. This is simulated in our model through several stochastic variables; for example, the model incorporates randomness in the way the weight of the molten iron is distributed and in the number of minutes that it takes to get from the blast furnace to the pit. Figure 3 shows the interaction between Simul8 and Excel. The model has been built using Simul8 and the optimization algorithm has been implemented in Visual Basic. Excel acts as the "middleman" sending information back and forth between the two applications. However, at this point we must note that the end user will only be using Excel as hisher point of interaction. The other applications will run in the background.
Sirnuld
Visual Basic In Simul8 we used Visual Logic (a logic based component within SimulS) to pass arguments to Excel and Excel's macro language (VBA) was used to implement the optimization algorithms (see in Figure 4 the optimization worksheet of the PSO algorithm). The data exchange between Simul8 and the optimization algorithm was perEormed via an Excel spreadsheet using DDE facilities.
Simul8 provides an ExcelNB Library (a list of all the functions within SIMUL8 which ExcelNB logic can reference) and ExcelNB Signals (a list of the special signals which SIMULS sends to ExcelNB logic while the model runs), which will be employed. The simulation model has many parameters that could be used for adaptation. We have chosen to keep the number of blast furnaces constant (i.e. two) throughout the experimentation and adapt the number of torpedoes, number of steel furnaces, volume that the torpedoes can hold and the number of cranes. This would keep in line with other publications of the same model [12] - [13] . Figure 5 presents the behavior of the best particle in the swarm for various sizes (the results are from 20 independent runs). A summary of the best results is shown in Table I . Note that no special fine-tuning of PSO heuristics was done; default values suggested in the literature were used to initialize the parameters which were adapted in run timc (see [14] - [15] for PSO details and parameter control techniques). We conducted additional experiments to compare PSO with SA. PSO is a population-based method while SA works with a single point. That results of course in totally different converges behavior. However, we decided to run several experiments with the SA and record the initial point that leaded to the best available solution found. We then initialized the swarm and the GA in the neighborhood of the same point. According to our experiments PSO offers superiority over SA. The criteria used to arrive at this conclusion are two fold. Firstly the number of iterations required to reach a "global" optimum is less, and secondly the value of the fitness value reached is lower than that achieved by SA. This may be a fair comparison because the swarm was deliberately initialized in a region analogous to that of the SA test. The SA found a feasible solution after 130 function evaluations that correspond to searching the 0.3% of the search space. The GA needed 460 function evaluations using 20 individuals. In the PSO test, the swarm consisted of 10 particles and a typical result is shown in Table 11 . An average of 6 iterations was needed in these tests that corresponds to searching the 0.14% of the search space. The best result obtained with PSO had a value of 79; a value that is significantly better than other results obtained using SA and GAS. Adapting the parameters of a simulation model is a powefil tool to improve model's performance and answer "What if" questions. Adaptive stochastic search methods are eminently suitable for this task. These methods do not require derivative-related information, and provide global exploration of the search space. As the environment changes, information contained within the population of solutions allows efficient discovery of better-adapted solutions.
