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Abstract
In this article we classify rank-one nonincreasing maps ψ on n-square block triangular
matrix algebras with the assumption that ψ(In) is of rank n. As applications, we obtain com-
plete classifications of adjugate-commuting maps, and compound-commuting maps on block
triangular matrix algebras.
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1. Introduction
One of the very active research areas in matrix theory is the study of linear pre-
servers, which concerns the classification of linear maps on spaces of matrices that
preserve certain special properties; see the expository articles [12,13,18] and their
references for some general background. Possibly the earliest papers on the study of
linear preserver problems such as Frobenius [8] and Kantor [10] date back to 1897.
Since then these problems have been studied extensively, and many interesting and
elegant results have been obtained and discovered. However, among the most studied
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and appealing linear preserver problems are those dealing with rank preserving maps
and rank nonincreasing maps, because in many cases linear preserver problems may
be reduced to, or solved with the help of such maps.
Let U andV be matrix spaces. Let r be a fixed positive integer, and let ρ be the
rank function. We say that a linear map ψ : U→V is a rank-r preserver if ρ(A) =
r implies that ρ(ψ(A)) = r , and that ψ is rank-r nonincreasing if ρ(ψ(A))  r
whenever ρ(A)  r . Let τ be a matrix function on U. A linear map ψ : U→ U is
called τ -commuting if ψ(τ(A)) = τ(ψ(A)) for all A ∈ U. In particular, if U is a
space of n-square matrices and τ(A) = adj(A), the adjugate (classical adjoint) of a
n-square matrix A, then ψ is called adjugate-commuting, and that ψ is compound-
commuting when τ(A) = Cn−1(A), the (n − 1)th compound of A.
In this paper we first classify rank-one nonincreasing maps ψ on n-square block
triangular matrix algebras with the additional assumption that ψ(In) is of rank n,
which generalize some results in [5]. We next deduce from this result complete clas-
sifications of adjugate-commuting maps and compound-commuting maps on block
triangular matrix algebras respectively. Unlike the situation of full matrix spaces, the
results obtained are much more complicated. In addition to the complete solution
of the linear preserver problems involving the adjugate-commuting and compound-
commuting, the structure of rank-one nonincreasing maps obtained in this paper may
be helpful in studying other linear preserver problems on triangular matrix algebras
that have attracted many researchers recently (e.g., see [1,3–7,9,11,15–17]).
2. Notation and preliminary results
Let us now introduce some notation and terminology that will be required through-
out our discussion. Let m and n be positive integers with m, n  2, and let F be
an arbitrary field. Let Mm,n(F ) denote the vector space of all m × n matrices over
F , and as usual Mn(F) = Mn,n(F ). Let k, m1, . . . , mk , n1, . . . , nk be a finite se-
quence of positive integers satisfying m1 + · · · + mk = m and n1 + · · · + nk = n.
ByT(mi ,ni ;k) we designate the subspace of Mm,n(F ) consisting of all block matrices
(Ai,j ) of the form

A1,1 A1,2 · · · A1,k
0 A2,2 · · · A2,k
...
...
...
0 0 · · · Ak,k

 ,
where Ai,j ∈ Mmi,nj (F ) for all 1  i, j  k. We shall call such a vector space
T(mi ,ni ;k) a block triangular matrix space. In particular, when mi = ni for all i =
1, . . . , k, the spaceT(ni ,ni ;k) forms a subalgebra of Mn(F), and will be abbreviated
to T(n1,...,nk), and if mi = ni = 1 for i = 1, . . . , n, then it constitutes the algebra
of all n-square upper triangular matrices and is abbreviated to Tn. Given two vec-
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tors u = (ui) ∈ Mm,1(F ) and v = (vj ) ∈ Fn, we shall denote by u ⊗ v the m × n
matrix uv whose (i, j)th entry is uivj . It is obvious that a matrix A ∈ Mm,n(F )
is of rank-one if and only if A = u ⊗ v for some nonzero vectors u ∈ Mm,1(F ),
v ∈ Fn. As usual, we will denote the elements of the standard bases of Mm,1(F ) and
Fn by e1, . . . , em and f1, . . . , fn, respectively. We also use the common notation
Ei,j = ei ⊗ fj for the matrix unit in Mm,n(F ), whose (i, j)th entry is 1 and all others
are zero. Given A = (ai,j ) in Mm,n(F ), by A∼ we designate the matrix (bi,j ) in
Mn,m(F ) for which bi,j = am+1−j,n+1−i for all i, j . Let Jn =∑ni=1 Ei,n+1−i . Then
it is straightforward to verify that A∼ = JnAtJm. Here, At stands for the transpose
of the matrix A.
Let h be a positive integer with h  n. The totality of strictly increasing sequences
of h integers chosen form 1, . . . , n will be denoted by Qh,n. By Hh,n we designate
the subset of Qh,n whose sequences α = (αi) satisfy α1 = 1, αh = n. Clearly if
n = 1, then α = 1. For any α = (αi) ∈ Qh,n, A = (as,t ) ∈ Mn(F), we associate an
n-square matrix, denoted by A(α), to be
A(α) =
∑
i odd
A[α,i] +
∑
i even
At[α,i] −
h−1∑
i=2
aαi,αiEαi ,αi , (1)
where for each 1  i < h, A[α,i] = (bs,t ) is the n-square matrix whose entries are
given by
bs,t =
{
as,t if αi  s, t  αi+1,
0 otherwise.
We will now give a couple of examples to illustrate the definition of (1). For instance,
if we choose α = (αi) ∈ Hh,n with h is even, then A(α) is of the form
0
0
If it happens that we select A ∈Tn, and α = (αi) ∈ Hh,n with h is odd, then A(α) is
of the form
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0
0
Now, fixing an arbitrary element α ∈ Hh,n, we see that the totality of n-square
matrices A(α) such that A ∈Tn constitutes a subalgebra of Mn(F). Note also that
for any A,B ∈Tn,
(AB)(α)[α,i] = A(α)[α,i]B(α)[α,i] = (A(α)B(α))[α,i] (2)
whenever i is an odd integer < h; and
(AB)(α)[α,i] = B(α)[α,i]A(α)[α,i] = (B(α)A(α))[α,i] (3)
whenever i is an even integer < h. In particular, we have
(AB)(α) = A(α)B(α) whenever AB = BA in Tn, (4)
and hence
A(α)B(α) = B(α)A(α) whenever AB = BA in Tn. (5)
However, we can extend our study of the properties of A(α) by considering block tri-
angular matrices A ∈T(n1,...,nk). We will see that with appropriate adjustments on the
conditions of the sequence α, many of the interesting properties are inherited from
the triangular matrix algebra Tn. To see this, we let δi = n1 + · · · + ni for all i =
1, . . . , k, and δ0 = 0 for simplicity. Let  = {1, n} ∪ {δi | ni = 1, 1 < i < k}, and
let h be a positive integer satisfying 2  h  ||. By Hh,(n1,...,nk) we designate the
totality of strictly increasing sequences of h integers α = (αi) chosen from satisfy-
ing α1 = 1 and αh = n. Indeed, if ni = 1 for all i, then we must have Hh,(n1,...,nk) =
Hh,n. It is easily verified that for any fixed but arbitrary α ∈ Hh,(n1,...,nk), the set of
all n-square matrices A(α) such that A ∈T(n1,...,nk) also constitutes a subalgebra of
Mn(F), and all the results (2)–(5) hold true.
For the construction of our main result, we first establish several lemmas. The
proof of the first lemma is analogous to that of Lemma 9 in [5], so it will be omitted.
Lemma 2.1. Let α = (αi) ∈ Hh,(n1,...,nk). Then ρ(A(α))  ρ(A) for all A ∈
T(n1,...,nk).
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Given any permutation σ of degree n, we denote by Pσ = (pi,j ) ∈ Mn(F), the
permutation matrix corresponding to σ ; that is, pi,σ (i) = 1 for all i = 1, . . . , n, and
pi,j = 0 elsewhere. Clearly, P tσEi,jPσ = Eσ(i),σ (j) for all i, j . Let s, t be integers
with s  t . We say that a permutation σ is increasing on an interval Is,t = {s, . . . , t}
if σ(i) < σ(j) whenever i < j in Is,t , and decreasing on an interval Is,t if σ(i) <
σ(j) whenever j < i in Is,t . We will denote by 〈u1, . . . , ur 〉 the subspace generated
by the vectors u1, . . . , ur . We have the following result.
Lemma 2.2. Let α = (α1, . . . , αh) be a fixed but arbitrary sequence of Hh,(n1,...,nk),
and let σ be a permutation of degree n. Then P tσA(α)Pσ ∈T(n1,...,nk) for all A ∈
T(n1,...,nk) if and only if
(I) σ is increasing on the interval {αi−1, . . . , αi} whenever 1 < i  h is even,
(II) σ is decreasing on the interval {αi−1, . . . , αi} whenever 1 < i  h is odd, and
(III) for each 1  i  k, σ (Iδi−1+1,δi ) = Iδj−1+1,δj for some 1  j  k.
Proof. Suppose that σ satisfies all the conditions (I), (II) and (III). Consider any
Es,t ∈T(n1,...,nk) with Es,t (α) /= 0. Then αi−1  s, t  αi for some 1 < i  h. Thus,
we have
P tσEs,t (α)Pσ =
{
Eσ(s),σ (t) when i is even,
Eσ(t),σ (s) when i is odd.
The result is clear when s  t by conditions (I) and (II). Suppose t < s. Then there
exists 1  p  k such that δp−1 < t < s  δp. By (III), we have δq−1 < σ(t),σ(s) 
δq for some 1  q  k. Thus P tσEs,t (α)Pσ ∈T(n1,...,nk), and so P tσA(α)Pσ ∈
T(n1,...,nk) for all A ∈T(n1,...,nk).
Conversely, suppose that P tσA(α)Pσ ∈T(n1,...,nk) for all A ∈T(n1,...,nk). Then
P tσEs,t (α)Pσ =
{
Eσ(s),σ (t) when αi−1  s, t  αi , and 1 < i  h is even,
Eσ(t),σ (s) when αi−1  s, t  αi , and 1 < i  h is odd
is inT(n1,...,nk) whenever Es,t ∈T(n1,...,nk) with Es,t (α) /= 0. We first claim that for
every 1  i  k, σ(Iδi−1+1,δi ) = Iδj−1+1,δj for some 1  j  k. Let Ni = δi − δi−1
for i = 1, . . . , k. For simplicity, we may assume that N1  N2  · · ·  Nk . Clearly,
the result holds true when N1 = 1. Suppose that N1  2 (i.e., δ1  2). Then it
is clear that for every 1  s, t  δ1, Eσ(s),σ (t), Eσ(t),σ (s) ∈T(n1,...,nk). Thus there
exists 1  j  k such that δj−1 < σ(i)  δj for all 1  i  δ1. By the maximality
of N1, we conclude that δj − δj−1 = N1. Again, by the bijectivity of σ , and apply-
ing a similar argument to N2 and so on, we can complete our claim. Thus we can
conclude that P tσEs,t (α)Pσ ∈Tn for all Es,t ∈Tn. Hence, σ is increasing on the
interval {αi−1, . . . , αi} when 1 < i  h is even, and σ is decreasing on the interval
{αi−1, . . . , αi} when 1 < i  h is odd. This completes our proof. 
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Remarks
1. By replacing A(α) by A(α)t in Lemma 2.2, we obtain an analogues result with
respect to A(α)t as follows: let α = (αi) be a fixed but arbitrary sequence of
Hh,(n1,...,nk), and let σ be a permutation of degree n. Then P tσA(α)tPσ ∈T(n1,...,nk)
for all A ∈T(n1,...,nk) if and only if
(I*) σ is decreasing on the interval {αi−1, . . . , αi} whenever 1 < i  h is even,
(II*) σ is increasing on the interval {αi−1, . . . , αi} whenever 1 < i  h is odd,
and
(III) for each 1  i  k, σ(Iδi−1+1,δi ) = Iδj−1+1,δj for some 1  j  k.
2. If ni = 1 for all i, then P tσA(α)Pσ ∈Tn for all A ∈Tn if and only if σ satisfies
conditions (I) and (II). Observe that a similar result has been mentioned in [17,
p. 4].
Let r , s be positive integers satisfying 1  r  p and 1  s  q. Let µ ∈ Qr,p
and η ∈ Qs,q . Given any A ∈ Mp,q(F ), as usual, we use the notation A[µ|η] to
designate r × s submatrix of A lying in rows µ and columns η, and let us agree to
abbreviate the expression A[µ|µ] to A[µ].
Lemma 2.3. Let A1, . . . , An be n nonzero distinct mutually orthogonal idempotents
inT(n1,...,nk). Then there exist a permutation σ of degree n and a nonsingular matrix
P ∈T(n1,...,nk) such that
Ai = PEσ(i),σ (i)P−1 for all i = 1, . . . , n.
Proof. We argue by induction on n, with the result being trivial for n = 1. Assume
that n > 1, and the statement holds true for n − 1. It is easy to see that Ai’s are
rank-one matrices. In view of Lemma 6.4 in [6], there exists a nonsingular matrix
Q ∈T(n1,...,nk) such that A1 = QEr,rQ−1 for some 1  r  n. Let Bi = (b(i)s,t ) =
Q−1AiQ for all i = 1, . . . , n. Clearly, {Bi | i = 1, . . . , n} constitutes a set of non-
zero distinct mutually orthogonal idempotents in T(n1,...,nk) with B1 = Er,r . Since
BiEr,r = 0 = Er,rBi , it follows that for each 1 < i  n, b(i)j,r = 0 = b(i)r,j for all j =
1, . . . , n. For each 1 < i  n, we define Ci = Bi[λ], where λ = (1, . . . , r − 1, r +
1, . . . , n). Evidently, Ci’s are orthogonal idempotent block triangular matrices of
T = {A[λ] | A ∈T(n1,...,nk)}. By our induction hypothesis, there exists R ∈T such
that {R−1CiR | 1 < i  n} is a permutation of {Ei,i[λ] | 1  i  n}. Next, we let
P =
[
R1 0 R2
0 1 0
R3 0 R4
]
Q,
where R1 = R[µ], R2 = R[µ|η], R3 = R[η|µ] and R4 = R[η] with µ = (1, . . . ,
r − 1) and η = (r + 1, . . . , n). Clearly, P is a nonsingular matrix ofT(n1,...,nk), and
it is easy to verify that for each i = 1, . . . , n, Ai = PEσ(i),σ (i)P−1 for some permu-
tation σ of degree n. 
Lemma 2.3 was shown in [15] for upper triangular matrices.
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Lemma 2.4. Let P,Q ∈ Mn(F) be nonsingular matrices. If PEi,iQ ∈T(n1,...,nk)
for all i = 1, . . . , n, then there exist a permutation σ of degree n and nonsingular
matrices M,N ∈T(n1,...,nk) such that
P = MP tσ and Q = PσN.
Proof. We first see that PQ is a nonsingular matrix of T(n1,...,nk) as PEi,iQ ∈
T(n1,...,nk) for all i = 1, . . . , n. Let Ai = Q−1Ei,iQ for i = 1, . . . , n. Then, since
Ai = (PQ)−1PEi,iQ, Ai’s are n distinct rank-one mutually orthogonal idempotents
in T(n1,...,nk). By Lemma 2.3, there exist a nonsingular matrix S ∈T(n1,...,nk) and
a permutation σ of degree n such that Ai = SEσ(i),σ (i)S−1 for i = 1, . . . , n. So,
(QS)−1Ei,iQS = Eσ(i),σ (i), and hence 〈(QS)−1ei〉 = 〈eσ(i)〉 and 〈fiQS〉 = 〈fσ(i)〉
for i = 1, . . . , n. Thus there exist nonsingular diagonal matrices U , V such that
S−1(PQ)−1P = UP tσ and QS = PσV , as asserted. 
3. Rank-one nonincreasing maps
In this section, we will study the rank-one nonincreasing maps ψ on n-square
block triangular matrix algebrasT(n1,...,nk) with the assumption that ψ(In) is of rank
n. As we see later, the structure of rank-one nonincreasing maps onT(n1,...,nk) differs
very much from the corresponding result on full matrix algebras, even if an additional
assumption is attached.
Let h, n, p, q be positive integers satisfying h  n  p, q. Henceforth, we will
denote by Rh the set of all rank h matrices. Unless otherwise stated, for the matrix
space Mp,q(F ) we always assume p, q  n. For simplicity, we write
A(α;µ) = µA(α) + (1 − µ)A(α)t
for any A ∈ Mn(F), α ∈ Qh,n and µ ∈ {0, 1}. Clearly, in view of Lemma 2.1, for
each α ∈ Hh,(n1,...,nk) and µ ∈ {0, 1}, the map ψ :T(n1,...,nk) → Mp,q(F ) defined as
ψ(A) = A(α;µ) for all A ∈T(n1,...,nk), (6)
is rank-one nonincreasing with ψ(In) ∈ Rn.
Lemma 3.1. Let ψ :T(n1,...,nk) → Mp,q(F ) be a linear map. Then ψ is rank-one
nonincreasing with ψ(In) ∈ Rn and ψ(Eδi,δi+1) /= 0 for i = 1, . . . , k − 1 if and
only if there exist full-rank matrices P ∈ Mp,n(F ), Q ∈ Mn,q(F ), µ ∈ {0, 1} and
α ∈ Hh,(n1,...,nk) such that
ψ(A) = P(A(α;µ))Q for all A ∈T(n1,...,nk).
Proof. The sufficiency is obviously true by Lemma 2.1. We now prove the necessity.
For each 1  i  k, letHi = 〈Es,t | δi−1 < s, t  δi〉. Since ψ(In) ∈ Rn, it follows
from Theorem 1 of [14] that for each 1  i  k with ni  2, there exist injective
linear maps hi : Mn,1(F ) → Mp,1(F ) and gi : Fn → Fq such that either
32 W.L. Chooi, M.H. Lim / Linear Algebra and its Applications 370 (2003) 25–39
ψ(x ⊗ y) = hi(x) ⊗ gi(y) for all x ⊗ y ∈Hi; (7)
or
ψ(x ⊗ y) = hi(yt) ⊗ gi(xt) for all x ⊗ y ∈Hi . (8)
Consequently, we have ψ(Es,t ) /= 0 for all Es,t ∈Hi , i = 1, . . . , k. Hence, ψ |Tn
is rank-one nonincreasing with ψ(In) ∈ Rn and ψ(Ei,i+1) /= 0 for all i = 1, . . . ,
n − 1. In view of Theorem 11 of [5], there exist µ ∈ {0, 1}, α ∈ Hh,n, and full-rank
matrices P ∈ Mp,n(F ), Q ∈ Mn,q(F ) such that
ψ(A) = P(A(α;µ))Q for all A ∈Tn. (9)
We will consider only the case µ = 1 as the case µ = 0 has a similar proof. We
now claim that α = (αi) ∈ Hh,(n1,...,nk), i.e., for each 1 < i < h, αi = δj for some
1 < j < k with nj = 1. It is trivial for h = 2, and we consider h  3. Suppose the
contrary. Then there exists 1 < i < h such that δj−1 < αi  δj for some 1  j  k
with nj  2. For simplicity, we may assume that i is even. Let s = αi . Since nj 
2, it follows that either Es,s−1 ∈Hj or Es+1,s ∈Hj . We only consider the first
case, as the second case can be treated similarly. Since i is even, in view of (7)–(9),
we have ψ(Es,s−1) = hj (es) ⊗ gj (fs−1) = PEs,s−1Q. By (9), it is easy to see that
ψ(Es,s+1) = PEs+1,sQ. Hence, ψ(Es,s−1 + Es+1,s) = P(Es,s−1 + Es+1,s)Q is of
rank two, a contradiction. So, we prove that for each 1 < i < h, αi = δj for some
1 < j < k with nj = 1, and hence α ∈ Hh,(n1,...,nk). By (7)–(9), for each 1  i  k
with ni  2, ψ(Es,t ) = PEs,t (α;µ)Q for all Es,t ∈Hi . Hence we have ψ(A) =
P(A(α;µ))Q for all A ∈T(n1,...,nk). This completes our proof. 
Corollary 3.2. Let ψ :T(n1,...,nk) →T(n1,...,nk) be a linear map. Then ψ is rank-
one nonincreasing with ψ(In) ∈ Rn and ψ(Eδi,δi+1) /= 0 for i = 1, . . . , k − 1 if and
only if there exist nonsingular matrices M,N ∈T(n1,...,nk), a permutation σ of
degree n, µ ∈ {0, 1} and α ∈ Hh,(n1,...,nk) such that
ψ(A) = MP tσ (A(α;µ))PσN for all A ∈T(n1,...,nk),
where σ is a permutation satisfying conditions (I), (II) and (III) when µ = 1, or
conditions (I*), (II*) and (III) when µ = 0.
Proof. The sufficiency is obviously true by Lemmas 2.1 and 2.2. We prove the
necessity. In view of Lemma 3.1, there exist a scalar µ ∈ {0, 1}, α ∈ Hh,(n1,...,nk),
and nonsingular matrices P,Q ∈ Mn(F) such that
ψ(A) = P(A(α;µ))Q for all A ∈T(n1,...,nk).
We will prove the case µ = 1, as the case µ = 0 has a similar proof. Since PEi,iQ ∈
T(n1,...,nk) for all 1  i  n, it follows from Lemma 2.4 that there exist a permuta-
tion σ of degree n with Eσ(i),σ (i) ∈T(n1,...,nk) for all 1  i  n, and nonsingular
matrices M,N ∈T(n1,...,nk) such that P = MP tσ and Q = PσN . Then P tσA(α)Pσ ∈
T(n1,...,nk) for all A ∈T(n1,...,nk). By Lemma 2.2, we complete our proof. 
W.L. Chooi, M.H. Lim / Linear Algebra and its Applications 370 (2003) 25–39 33
As an immediate consequence of Lemma 2.4, Corollary 3.2, and Lemma 5.1 of
[6], we have the following corollary.
Corollary 3.3. LetT(n1,...,nk) be a block triangular matrix algebra satisfying ni  2
for all 1 < i < k. Let ψ :T(n1,...,nk) →T(n1,...,nk) be a linear map. Then ψ is rank-
one nonincreasing with ψ(In) ∈ Rn and ψ(Eδi,δi+1) /= 0 for i = 1, . . . , k − 1 if
and only if there exist µ ∈ {0, 1} and nonsingular matrices P,Q ∈T(n1,...,nk) such
that
ψ(A) = P(µA + (1 − µ)A∼)Q for all A ∈T(n1,...,nk).
We are now ready to prove the main results of this section. For our discussion,
we need to introduce some notation to describe the results. Let h, m1, . . . , mh be
positive integers satisfying m1 + · · · + mh = n. Let ε0 = 0 and εi = m1 + · · · + mi
for all i = 1, . . . , h. For each 1  i  h, we let λi = (εi−1 + 1, . . . , εi). For any
A ∈ Mn(F), the n-square matrix ⊕hi=1 Ai , where Ai = A[λi], 1  i  h, stands
for the mi-square submatrix of A lying in the rows and columns λi respectively, is
called the (m1, . . . , mh)-block diagonal induced by the matrix A.
Theorem 3.4. Let ψ :T(n1,...,nk) → Mp,q(F ) be a linear map. Then ψ is rank-
one nonincreasing with ψ(In) ∈ Rn if and only if there exist full-rank matrices P ∈
Mp,n(F ), Q ∈ Mn,q(F ), integers 0 = s0 < s1 < · · · < sh = k, and maps ψi :
T(nsi−1+1,...,nsi ) → Mmi (F ) with mi = δsi − δsi−1 for i = 1, . . . , h such that
ψ(A) = P
(
h⊕
i=1
ψi(Ai)
)
Q for all A ∈T(n1,...,nk),
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A, and ψi’s are the
rank-one nonincreasing linear maps described in (6).
Proof. The sufficiency part is clear. We consider the necessity part. If ψ(Ei,i+1) /= 0
for i = 1, . . . , n − 1, then the result follows immediately from Lemma 3.1. We now
suppose there exist exactly 1  t1 < t2 < · · · < th−1 < n such that ψ(Eti ,ti+1) = 0
for all 1  i < h. We first claim that for each 1  i < h, ti = δj for some 1  j <
k. The claim is obviously true if T(n1,...,nk) =Tn. We now consider T(n1,...,nk) /=
Tn. Suppose the contrary. Then there exists δj < ti < δj+1 for some 0  j < k.
LetH = 〈Es,t | δj < s, t  δj+1〉. Clearly, ψ |H is rank-one nonincreasing. Since
ψ(In) ∈ Rn and dimH  2, by repeating a similar argument as in (7) and (8), we
see that ψ(A) /= 0 for all A ∈H, a contradiction. Consequently, for each 1  i < h,
ti = δsi with 1  s1 < · · · < sh−1 < k, and hence h − 1 < k. In view of Lemma 7
of [5], we have
ψ(Es,t ) = 0 for all 1  s  δsi , δsi < t  n, 1  i < h. (10)
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Let s0 = 0, sh = k, and mi = δsi − δsi−1 , i = 1, . . . , h. Evidently, we have
m1 + · · · + mh = n. From now on we will shortly write εi = δsi for all 0  i  h.
For each 1 i  h, we letSi = 〈Es,t | εi−1 < s, t  εi〉, and for each A ∈T(n1,...,nk),
we denote Ai = A[εi−1 + 1, . . . , εi] in Mmi (F ). We obtain, for each 1  i  h, a
linear map ϕi :T(nsi−1+1,...,nsi ) → Mp,q(F ) such that
ψ(A) = ϕi(Ai) for all A ∈Si ∩T(n1,...,nk). (11)
It is easy to verify that ϕ’s are rank-one nonincreasing maps satisfying all hypotheses
of Lemma 3.1. Thus, by (11), for each 1  i  h, there exist a scalar µi ∈ {0, 1},
βi ∈ Qki,mi , and full-rank matrices Pi ∈ Mp,mi (F ), Qi ∈ Mmi,q(F ) such that
ψ(A) = Pi(Ai(βi;µi))Qi for all A ∈Si ∩T(n1,...,nk), (12)
where Ai = A[εi−1 + 1, . . . , εi] ∈T(nsi−1+1,...,nsi ). In view of (10) and (12), for each
A ∈T(n1,...,nk),
ψ(A) = ψ
(
h⊕
i=1
Ai
)
=
h∑
i=1
ϕi(Ai) =
h∑
i=1
Pi(Ai(βi;µi))Qi, (13)
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A. Let P =[P1| · · · |Ph] and Q = [Q1| · · · |Qh]t. Clearly, P and Q are matrices in Mp,n(F ) and
Mn,q(F ) respectively. For each 1  i  h, we define a linear map ψi :
T(nsi−1+1,...,nsi ) → Mmi (F ) such that
ψi(A) = A(βi;µi) for all A ∈T(nsi−1+1,...,nsi ). (14)
By (13) and (14), we obtain
ψ(A) = P
(
h⊕
i=1
ψi(Ai)
)
Q for all A ∈T(n1,...,nk).
Since ψ(In) = PQ ∈ Rn, it follows that P , Q are matrices of rank n, as asserted. 
Theorem 3.5. Let ψ :T(n1,...,nk) →T(n1,...,nk) be a linear map. Then ψ is rank-
one nonincreasing with ψ(In) ∈ Rn if and only if there exist nonsingular matri-
ces M,N ∈T(n1,...,nk), a permutation σ of degree n, µ1, . . . , µh ∈ {0, 1}, integers
0 = s0 < s1 < · · · < sh = k with mi = δsi − δsi−1 for i = 1, . . . , h, and βi ∈
Hki,(nsi−1+1,...,nsi ) for i = 1, . . . , h such that
ψ(A) = MP tσ
(
h⊕
i=1
Ai(βi;µi)
)
PσN for all A ∈T(n1,...,nk),
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A, and σ is a per-
mutation satisfying conditions (I), (II) and (III) when µi = 1, or conditions (I*),
(II*) and (III) when µi = 0 for each 1  i  h.
Proof. The “if” part can be easily checked. For the converse, by Theorem 3.4,
there exist nonsingular matrices P,Q ∈ Mn(F), µ1, . . . , µh ∈ {0, 1}, integers 0 =
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s0 < s1 < · · · < sh−1 < sh = k with mi = δsi − δsi−1 for i = 1, . . . , h, and βi ∈
Hki,(nsi−1+1,...,nsi ) for i = 1, . . . , h such that
ψ(A) = P
(
h⊕
i=1
Ai(βi;µi)
)
Q for all A ∈T(n1,...,nk),
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A. Since PEi,iQ ∈
T(n1,...,nk) for all i = 1, . . . , h, it follows from Lemma 2.4 that there exist a permuta-
tion σ of degree n and nonsingular matrices M,N ∈T(n1,...,nk) such that P = MP tσ
and Q = PσN . Hence we obtain
ψ(A) = MP tσ
(
h⊕
i=1
Ai(αi;µi)
)
PσN for all A ∈T(n1,...,nk).
By repeating the similar argument as shown in the proof of Lemma 2.2, we can show
that σ satisfies conditions (I), (II) and (III) when µi = 1, or conditions (I*), (II*) and
(III) when µi = 0 for each 1  i  h. This completes our proof. 
One sees immediately from Corollary 3.3 and Theorem 3.5 that
Corollary 3.6. LetT(n1,...,nk) be a block triangular matrix algebra satisfying ni  2
for 1 < i < k. Let ψ :T(n1,...,nk) →T(n1,...,nk) be a linear map. Then ψ is rank-
one nonincreasing with ψ(In) ∈ Rn if and only if there exist nonsingular matrices
M,N ∈T(n1,...,nk), a permutation σ of degree n, µ1, . . . , µh ∈ {0, 1}, and integers
0 = s0 < s1 < · · · < sh = k with mi = δsi − δsi−1 for i = 1, . . . , h such that
ψ(A) = MP tσ
(
h⊕
i=1
(µiAi + (1 − µi)Ati )
)
PσN for all A ∈T(n1,...,nk),
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A, and σ is a per-
mutation satisfying conditions (I) and (III) when µi = 1, or conditions (I*) and (III)
when µi = 0 for each 1  i  h.
4. Applications
In this section, we apply the above results to study two linear preserver problems
onT(n1,...,nk), namely, the adjugate-commuting maps and the compound-commuting
maps. The structure of adjugate-commuting maps was possibly first examined by
Sinkhorn [19] in 1982. He studied such problem on n-square complex matrices by
making use of continuity argument and the Frobenius’s classical theorem concerning
determinant preservers [8]. Later on, his result was generalized by Chan et al. in [2]
to infinite fields by using rank-n preservers. Recently, in [4], the present authors stud-
ied the nonsingular adjugate-commuting maps on triangular matrices by considering
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rank-one preservers. Nevertheless, in the present section, by using the result of rank-
one nonincreasing maps onT(n1,...,nk), we completely classify adjugate-commuting
maps and also compound-commuting maps onT(n1,...,nk).
Let n be integer  2. We first see that for any fixed but arbitrary α ∈ Hh,(n1,...,nk),
the adjugate function has the following property
adj(A(α)) = (adj A)(α) for all A ∈T(n1,...,nk). (15)
In fact, by a standard calculation, (15) can be generalized as follows: let h, s1, . . . , sh
be positive integers such that 0 = s0 < s1 < · · · < sh = k and mi = δsi − δsi−1 for
i = 1, . . . , h. Let αi ∈ Hki,(nsi−1+1,...,nsi ) and µi ∈ {0, 1} for i = 1, . . . , h. Then
adj
(
h⊕
i=1
λiAi(αi;µi)
)
=
h⊕
i=1
λi(adj A)i(αi;µi) (16)
for all A ∈T(n1,...,nk), where
⊕h
i=1 Ai and
⊕h
i=1(adj A)i are the (m1, . . . , mh)-
block diagonals induced by A and adj A respectively, and λ1, . . . , λh are nonzero
scalars satisfying
∏h
j=1 λ
mj
j = λ2i for all i.
With these preliminaries we can now establish our main result of this section.
Theorem 4.1. Let n be an integer  3. Let ψ :T(n1,...,nk) → Mn(F) be a non-
zero linear map. Then ψ is adjugate-commuting if and only if there exist a non-
singular matrix P ∈ Mn(F), integers 0 = s0 < s1 < · · · < sh = k, maps ψi :
T(nsi−1+1,...,nsi ) → Mmi (F ) with mi = δsi − δsi−1 for i = 1, . . . , h such that
ψ(A) = P
(
h⊕
i=1
λiψi(Ai)
)
P−1 for all A ∈T(n1,...,nk),
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A, ψi’s are the lin-
ear maps described in (6), and λ1, . . . , λh are nonzero scalars with
∏h
j=1 λ
mj
j = λ2ifor all i.
Proof. Sufficiency part. By (16), it can be verified that ψ is an adjugate-commuting
map.
Necessity part. We first claim that ψ is rank-one nonincreasing. To prove this let
A ∈T(n1,...,nk) be any rank-one matrix, then there exist a nonzero α ∈ F and a rank
n − 1 matrix B ∈T(n1,...,nk) such that A = α adj B. Suppose that ψ(B) ∈ Rn. Then
0 = ψ(adj A) = αn−1 adj(adj ψ(B)) ∈ Rn, an impossibility. So, ρ(ψ(B))  n − 1,
and thus ρ(ψ(A))  1. Hence ψ is rank-one nonincreasing. Moreover, since ψ
is a nonzero map and adj ψ(In) = ψ(In), we conclude that ψ is rank-one nonin-
creasing with ψ(In) ∈ Rn. In view of Theorem 3.4, there exist integers 0 = s0 <
s1 < · · · < sh = k, linear maps ψi :T(nsi−1+1,...,nsi ) → Mmi (F ) with mi = δsi − δsi−1
for i = 1, . . . , h, and full-rank matrices P ∈ Mp,n(F ), Q ∈ Mn,q(F ) such that
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ψ(A) = P
(
h⊕
i=1
ψi(Ai)
)
Q for all A ∈T(n1,...,nk). (17)
Here,
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A, and for each 1 
i  h, there exist µi ∈ {0, 1} and αi = (αi,1, . . . , αi,ki ) ∈ Hki,(nsi−1+1,...,nsi ) such that
ψi(A) = A(αi;µi) for all A ∈T(nsi−1+1,...,nsi ). Since ψ(adj In) = adj(ψ(In)) and by
(17), we can show there exist nonzero scalars λ1, . . . , λh, satisfying
∏h
j=1 λ
mj
j = λ2i
for all i, such that QP =⊕hi=1 λiImi . Thus the proof is done. 
One sees immediately from Theorem 4.1 and Lemmas 2.2 and 2.4 that
Theorem 4.2. Let n be an integer  3. Let ψ :T(n1,...,nk) →T(n1,...,nk) a nonzero
linear map. Then ψ is adjugate-commuting if and only if there exist a nonsingu-
lar matrix Q ∈T(n1,...,nk), a permutation σ of degree n, µ1, . . . , µh ∈ {0, 1}, inte-
gers 0 = s0 < s1 < · · · < sh = k with mi = δsi − δsi−1 for i = 1, . . . , h, and βi ∈
Hki,(nsi−1+1,...,nsi ) for i = 1, . . . , h such that
ψ(A) = QP tσ
(
h⊕
i=1
λiAi(βi;µi)
)
PσQ
−1 for all A ∈T(n1,...,nk),
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A, σ is a permuta-
tion satisfying conditions (I), (II) and (III) when µi = 1, or conditions (I*), (II*)
and (III) when µi = 0 for each 1  i  h, and λ1, . . . , λh are nonzero scalars with∏h
j=1 λ
mj
j = λ2i for all i.
Let En be the diagonal matrix (ei,j ) for which ei,i = (−1)i+1 for all i = 1, . . . , n.
Then the following identity
Cn−1(A) = En(adj A)∼En, A ∈ Mn(F) (18)
leads us to the consideration of compound-commuting maps on T(n1,...,nk). Note
that the condition ni = nk+1−i for all i = 1, . . . , k is indispensable to ensure that
Cn−1(A) ∈T(n1,...,nk) whenever A ∈T(n1,...,nk). Thus, throughout the remaining of
this section, we will denote by T+(n1,...,nk) the n-square block triangular matrix sub-
algebra of Mn(F) such that ni = nk+1−i for all i = 1, . . . , k.
In view of (15) and (18), it can be verified that for any fixed but arbitrary sequence
α ∈ Hh,(n1,...,nk) and any A ∈T+(n1,...,nk), A(α)∼ = (A∼)(α) if and only if
Cn−1(A(α)) = (Cn−1(A))(α). (19)
By using an analogous argument as in the proof of Theorem 4.1, and applying
(19) and Lemmas 2.2 and 2.4, we have
Theorem 4.3. Let n be an integer 3. Let ψ :T+(n1,...,nk) →T+(n1,...,nk) be a nonzero
linear map. Then ψ is compound-commuting if and only if there exist a permutation
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σ of degree n, nonsingular matrices M,N ∈T+(n1,...,nk), µ1, . . . , µh ∈ {0, 1}, inte-
gers 0 = s0 < s1 < · · · < sh = k with mi = δsi − δsi−1 and mi = mh+1−i for i =
1, . . . , h, and βi ∈ Hki,(nsi−1+1,...,nsi ) with A∼(βi;µi) = A(βh+1−i;µh+1−i )∼ for
i = 1, . . . , h such that
ψ(A) = MP tσ
(
h⊕
i=1
Ai(βi;µi)
)
PσN for all A ∈T+(n1,...,nk),
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A, σ is a permuta-
tion satisfying conditions (I), (II) and (III) when µi = 1, or conditions (I*), (II*)
and (III) when µi = 0 for each 1  i  h, and M, N are the matrices satisfying
PσM
−1Cn−1(MP tσ ) =
h⊕
i=1
λiImi = PσNCn−1(N−1P tσ )
for some nonzero scalars λ1, . . . , λh.
Corollary 4.4. Let n be an integer  3, and let T+(n1,...,nk) be a block triangular
matrix algebra satisfying ni  2 for i = 1, . . . , k. Let ψ :T+(n1,...,nk) →T+(n1,...,nk)
be a nonzero linear map. Then ψ is compound-commuting if and only if there exist
a permutation σ of degree n, nonsingular matrices M,N ∈T+(n1,...,nk), integers 0 =
s0 < s1 < · · · < sh = k and mi = δsi − δsi−1 with mi = mh+1−i for i = 1, . . . , h,
and µ1, . . . , µh ∈ {0, 1} with µi = µh+1−i for i = 1, . . . , h such that
ψ(A) = MP tσ
(
h⊕
i=1
µiAi + (1 − µi)Ati
)
PσN for all A ∈T+(n1,...,nk),
where
⊕h
i=1 Ai is the (m1, . . . , mh)-block diagonal induced by A, σ is a permu-
tation satisfying conditions (I) and (III) when µi = 1, or conditions (I*) and (III)
when µi = 0 for each 1  i  h, and M,N are the matrices satisfying
PσM
−1Cn−1(MP tσ ) =
h⊕
i=1
λiImi = PσNCn−1(N−1P tσ )
for some nonzero scalars λ1, . . . , λh.
Corollary 4.5. Let n be an integer  3. Let ψ : Mn(F) → Mn(F) be a nonzero
linear map. Then ψ is compound-commuting if and only if there exist µ ∈ {0, 1} and
nonsingular matrices P,Q ∈ Mn(F) such that
ψ(A) = P(µA + (1 − µ)At)Q,
where Cn−1(P ) = λP and Cn−1(Q) = λ−1Q for some nonzero scalar λ ∈ F .
We note that since C1(A) = A for all A ∈ M2(F ), any linear map ψ onV, where
V is any subspace of M2(F ), is a compound-commuting map.
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