Local Likelihood Density Estimation, and Value at Risk.
Introduction
The presence of heavy tails in marginal distributions of nancial returns was rst documented in the seminal work of Mandelbrot on cotton prices (1963) . This stylized fact has inspired a fair amount of research, both empirical and theoretical, con rming Mandelbrot's observation and providing plausible explanations in various contexts. Mandelbrot himself advanced a hypothesis of a stable non-normal distribution of returns following a random walk process. Clark (1973) and Harris (1989) suggested that asset returns are generated by a mixture of normal distributions, with the rate of new information arrival acting as a stochastic mixing variable. Heavy tails may also be viewed as a consequence of conditional heteroscedasticity, i.e. endogenous variation in the volatility of returns Engle (1982) ]. For assets with volatilities modelled by unit root processes, featuring an in nite persistence range, the marginal variance of returns may not even exist Nelson (1990) ].
Heavy tails also characterize the conditional distributions of returns. Under market uncertainty, this feature indicates a substantial probability of nancial losses. Therefore Central Bank regulators Basle Committee] have adopted a tail-based measure of risk, called the Value-at-Risk (VaR). It is the major determinant of the capital reserve, banks are required to keep to cover potential losses. The VaR of a portfolio depends on a time period, and a predetermined loss probability, or risk level. It equals the Dollar loss on the portfolio that will not be exceeded by the end of the period with that probability. In practice, bank regulators chose a 10 day time period, and 5% loss probability. They also set the capital required for market risk equal to three times the value of VaR.
More precisely, let us denote by x t the portfolio excess return between t ? 1 and t. The (conditional) VaR is de ned as: P t x t+1 < ?V aR t ( )] = ; (1.1) where is the loss probability, and P t denotes the conditional distribution of x t+1 given the lagged values x t ; x t?1 ; :::.
There exist various approaches to calculating VaR depending on the assumption on the portfolio return dynamics. Returns are often assumed i.i.d., for computational ease. In such a case, the formula (1.1) de nes the so-called marginal VaR. When the marginal distribution of portfolio returns is gaussian, we get:
V aR( ) = ?Ex t+1 ? ?1 ( )(V x t+1 ) 1 2 ; (1.2) where Ex t+1 is the expected return on the portfolio, V x t+1 is the variance of the return and ?1 ( ) is the -quantile of the standard normal distribution. This method, which has been suggested by the regulators, underestimates the required capital. Indeed the tails of the normal distribution are much thinner than the tails of empirical portfolio return distributions. Therefore, the risk and the required capital are underevaluated when E(x t+1 ) and V (x t+1 ) are replaced by their empirical counterparts.
The normality, but not the i.i.d. assumption is relaxed under another commonly adopted VaR computation method, called the historical simulation see Hull, White (1998) ]. This approach consists in approximating VaR( ) by the empirical quantile for loss probability , estimated from historical data. Its major drawback is that it provides a poor approximation for small . A substantial improvement of the marginal quantile approximation can be achieved for small by assuming that the gaussian tail approximation is valid, for instance for 's less than 10 % 1 . This is compatible with the mean-variance methodology underlying the equation (1.2). Indeed, we can compute from the data the empirical historical quantilesV aR( 0 ) =V aR(10%);V aR( 1 ) =V aR(5%), representing loss probabilities based on a su cient number of observations. The estimated mean and variance in the tail arise as the solutions of the system: V aR(10%) = (1. 3)
The aim of this paper is to extend this approach in two respects. Firstly we select arbitrarily close loss probabilities 0 and 1 , and introduce local estimation of a parametric distribution. Secondly we explain how to modify this method in order to take into account the return dynamics and compute the conditional Values at Risk. Our approach is fully nonparametric and does not specify a parametric ARCH type model for the conditional mean and volatility J.P. Morgan (1995) , Engle, Manganelli (1999) ].
In section 2 we introduce a parametric multivariate family of distributions F = ff(y; ); 2 g caled the pseudo family, which is in general misspeci ed. We also determine the pseudo true value of the parameter such that f(:; ) is at the minimum distance from the empirical distribution 1 Other families of distributions with fat tails such as Pareto or Levy distributions have also been proposed see e.g. Danielsson, De Vries (1997) ,(1998), Embrechts et alii (1999) , Gourieroux, Jasiak (2000) , chapter 16] . Although these approaches may provide a better t to the tail, they are di cult to extend to conditional VaR, where a multivariate distribution is required see subsection 2.2 ii)] . of y's, for observations on y's lying in a neighbourhood of a predetermined value c. The shape of the distribution is revealed by the behavior of the pseudo true value with respect to c. The relationship between the pseudo-true value and c de nes the local parameter function (l.p.f.). The l.p.f., for large values c yields a new instrument for tail analysis. The l.p.f. estimator is also used to derive a nonparametric estimator of the density function see Hjort, Jones (1996) , Loader (1996) for an alternative local likelihood approach]. When the parametric pseudo family is multivariate gaussian, our approach provides a local gaussian approximation of the conditional density and local rst and second order conditional moments i.e. local drift and volatility]. In section 3 we give the asymptotic properties of nonparametric estimators of the l.p.f. and the density function for multivariate serially dependent observations. In section 4 we apply the methodology to compute the conditional Value at Risk for portfolios including two stocks traded on the Toronto Stock Exchange. Section 5 concludes the paper. Technical details are given in Appendices 1,2 and 3.
Local P.M.L. Analysis of the Density Function
This local approach is in the spirit of recent literature on local polynomial estimation of nonparametric regression see Fan, Gijbels (1996) and the references therein], borrowing from earlier work by Stone (1977) , Cleveland (1979) , Cleveland, Devlin (1988) ], as well as on local estimation of density functions based on either polynomials Tibshirani, Hastie (1987), Fan, Heckman, Wand (1995), Loader (1996) ], or pseudo models Hjort, Jones (1996) ]. We will discuss in detail the connections with this literature, especially the Hjort, Jones approach.
In the rst subsection, we introduce the local parameter function and its kernel estimator. We discuss the importance of the gaussian pseudo family in subsection 2.2 and the interpretation of the local parameter function in subsection 2.3.
The Estimation Method
Let us rst consider the univariate random variable Y . We approximate the unknown distribution The local parameter function (l.p.f.) is de ned as the limit of~ c;h , when h tends to zero.
Let us assume that Y is a serially correlated process of a nite dimension d. The formula (2.1)
directly implies a nonparametric estimator of the local parameter function :
where h tends to zero at an appropriate rate.
The estimator of the true p.d.f. at c is de ned by :
As noted by Hjort, Jones (1996) , the naive local log-likelihood
not appropriate. Since the truncation is endogenous, it is necessary to introduce into the objective function a term correcting for selectivity bias. Therefore the problem di ers from the local analysis of a conditional p.d.f. smoothed with respect to conditioning exogenous variable see Tibshirani, Hastie (1987) , Fan, Gijbels (1996) ]. However our correction does not coincide with the correction introduced by Hjort, Jones (1996), Loader (1996) for a similar problem. Their estimator is de ned by:
and leads to a local moment estimator based on the score function. Their correction eliminates the asymptotic bias of the naive local likelihood estimator in the spirit of the approach used to obtain the consistency of simulated maximum likelihood see e.g. La ont, Ossard, Vuong (1995), Gourieroux, Monfort (1996) p45].
The Gaussian Pseudo-family
The gaussian pseudo family is especially interesting for two reasons: 1) the estimator~ T (c) admits an explicit form, which can easily be interpreted, and 2) it is appropriate for nancial applications based on a mean-variance approach.
i) Gaussian family indexed by the mean.
Let us rst consider a multivariate gaussian pseudo-family indexed by the mean vector :
where is the p. The local estimators of the drift and volatility based on a gaussian pseudo model can also be used for hedging or derivative pricing. A signi cant number of nancial strategies for hedging or option pricing are based on misspeci ed models. The typical example is the Black-Scholes formula, which assumes the normality of returns. Let us now address the question whether it is possible to account and correct for a misspeci ed t. From a statistical point of view, a natural solution consists in nding a better speci ed model, accommodating the tail e ects for example, to replace the currently used one. However, this new model may be di cult to implement since it would require new nancial software for hedging and pricing, as well as a major change of trading practices. An alternative consists in maintaining the standard practices and software, and modifying instead the input parameters. Let us consider the Black-Scholes formula, where the inputs are estimated conditional variances. Depending on trader's portfolio being more or less risky, we assign to it at date T a value c T = c and x c T?1 = x T?1 ; : : : ; c T?p = x T?p . Next, we use as input the local pseudo volatility obtained from a gaussian pseudo model. This approach is promising although it requires a careful choice of the bandwidth h. Indeed, h should not be xed according to statistical criteria only, but also to ensure that the estimator~ T (:) is a smooth function of both past observations and risk level to avoid an impression of erratic input when the trader slightly modi es the portfolio.
In practice we will encounter the curse of dimensionality, which concerns both the number n of assets and the lag p. This problem arises even with high frequency data, where the number of available observations is often larger than 10 5 n. Therefore we will need to select a small autoregressive order p, p = 1 or 2, i.e. to restrict the conditioning set. At a rst sight, this may induce a loss of information, especially due to the observed volatility persistence. However we have to keep in mind that the persistence is observed in terms of a slow decay of shocks to the tted conditional variance, estimated from a parametric spe ci cation, such as the GARCH(1,1) model. Thus, it is possible that the volatility persistence is spurious, due to a misspeci ed linear dynamics. For instance, strong persistence would also be found if we tted a GARCH(1,1) model to a Markov process featuring infrequent breaks Granger, Terasvirta (1999), Gourieroux, Jasiak (1999) ]. Therefore the use of nonparametric methods may allow to account for the persistence due to nonlinear patterns.
The Local Parameter Function
In this section we discuss the interpretation of the local parameter function and its relationship with the underlying p.d.f. The expansion i) provides a local interpretation of the objective function as a distance between the pseudo score and the true score. In this respect our objective function clearly di ers from the objective function proposed in Hjort, Jones (1996), whose expansion de nes a l 2 -distance between the true and the pseudo p.d.f. We know that the log derivative of the density function can be de ned in various ways. In particular, it can be de ned as the envelope of an auxiliary family of curves whenever this family is su ciently large (see the assumption A.3 which implies that the parameter dimension is larger than d). 
Asymptotic Properties of the Local Pseudo-Maximum Likelihood Estimator
The asymptotic properties of the local P.M.L. estimator of are derived along the following lines. We rst nd asymptotic equivalents of the objective function and of the estimator, which depend only on a limited number of kernel estimators. Next, we deduce the properties of the local P.M.L. estimator from the properties of these basic kernel estimators. We only detail the additional assumptions which are necessary to satisfy the asymptotic equivalence, since the set of assumptions for the existence and asymptotic normality of the basic kernel estimators for multivariate dependent observations are quite standard see Bosq (1996) ].
Let us introduce the additional assumptions.
A.5 : the parameter set is a compact set; A. A.8 : In any neighbourhood of , the third order derivatives @ 3 log f(y; )=@y i @y j @y k ; i; j; k varying, are dominated by a function a(y) such that kyk 3 a(y) is integrable. Property 3.1
The local pseudo-maximum likelihood estimator~ T (c) exists and is a strongly consistent estimator of the local parameter function~ (c; f 0 ) under A.2 -A.10.
Proof: See Appendix 2(i).
It is possible to replace the set of assumptions A.7 by su cient assumptions concerning directly the kernel, the true density function f o , the bandwidth h, and the Y process. In particular it is usual to assume that the process Y is geometrically strong mixing, and that h ! 0; Th d (log T) 2 ! +1, when T tends to in nity see Roussas (1988) , (1990), Bosq (1996) ]. 
The formulas for the rst and second order asymptotic moments are easily veri ed see Appendix 3] 2 . The rate of convergence of the numerator is slower than the rate of convergence of the denominator since we study the degenerate case, where the Nadaraya-Watson estimator is applied to a regression where the regressor is equal to the regressand. We deduce that the asymptotic distribution of It is important to note that the rst order asymptotic properties of the estimator of the log derivative of the density function do not depend on the pseudo family, whereas the value of the estimator does. It is beyond the scope of this paper to discuss the nite sample properties of the estimator. Nevertheless by analogy to the literature on local estimation of nonparametric regression and density functions see e.g. the discussion in Hjort, Jones (1996)], we expect that the nite sample bias will diminish when we enlarge the pseudo family, i.e. when the parameter dimension increases. 2 Assumption A.9 is implied by su cient conditions concerning the kernel, the process... see Bosq (1996) ]. In particular it requires some conditions on the multivariate distribution of the process such as sup t 1 <t 2 kft 1 ;t 2 ?f f k1 < 1; where ft 1 ;t 2 denotes the joint p.d.f. of (Yt 1 ; Yt 2 ) and f f the associated product of marginal distributions, and sup t 1 <t 2 <t 3 <t 4 kft 1 ;t 2 ;t 3 ;t 4 k1 < 1, where ft 1 ;t 2 ;t 3 ;t 4 denotes the joint p. The asymptotic distributions of the two kernel estimators of the log-derivative of the density function are identical if j _ K(u)j = juK(u)j, in particular for a gaussian kernel.
Application to Value at Risk
We now apply the local conditional mean-variance approach as described in subsection 3.2.ii). We consider two stocks traded on the Toronto Stock Exchange, i.e. Bank of Montreal and Royal Bank in October 1998, and all portfolios with nonnegative allocations in these two stocks. From the tick-by -tick data, we sample the stock prices at two minute intervals, and examine the associated two minute returns x t = (x 1t ; x 2t ) 0 (say and determines the required capital necessary to avoid a loss with probability 5%. In Figure 1 we provide the Values at Risk computed from the localized and unlocalized conditional moments, for any admissible portfolio. The proportion a invested in the Bank of Montreal stock is measured on the horizontal axis.
Insert Figure 1 : Localized and Unlocalized VaR.
As expected, the localized VaR lie far above the unlocalized ones, implying a larger required capital. We also note that the least risky portfolio of minimum required capital contains equal proportions of both assets under the spurious unlocalized VaR. In contrast, the localized measure suggests to invest the whole portfolio in a single asset to avoid extreme risks.
Conclusions
The aim of this paper was to introduce a local likelihood method of VaR computation for dynamic multivariate data representing the returns on assets in a portfolio. We also provided an estimator of the unknown density function. Our approach relaxes the assumptions of normal and i.i.d. returns. It allows to compute the moments of the distribution locally, and to condition them on past observations. We used an approximation of the true unknown density by a misspeci ed model, called the pseudo-density In particular, by considering a multivariate gaussian pseudo family, we can correct the conditional drift and volatility for extreme risks, and introduce the associated estimators into the commonly used mean-variance methodologies. 
