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The active movement of children poses a safety risk in the absence of adult supervision. To 
reduce the risk of accidents in children, an automatic detection system for the direction of 
children's movements is crucially needed. In this study, detection of the direction of human 
movement based on image processing was carried out with the input of videos produce from 4 
CCTV installed in each corner of the room. The system will detect the direction of object 
movement with classification of orientation, namely front, back, right and left. The detection 
method used in this research is Optical Flow. Optical Flow will calculate the value of the 
direction or orientation of the movement of an object. The orientation obtained is then 
accumulated with HOOF (Histogram Orientation of Optical Flow), where HOOF will collect 
the orientation of objects on the whole frame according to a 8-part Cartesian angle. The results 
of the orientation with Optical Flow will be compared with the direction of detection measured 
manually to determine whether the detection of movement direction using Optical Flow is 
running well. According to the results, it is known that the Optical Flow method has succeeded 
in detecting the direction of movement accurately based on different camera angles. 
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In 2019, The total population of Indonesia has reached 266,91 
million. The largest population is people in productive age (15 – 
64 years old) and the second largest is children (0 – 14 years old), 
with 66,17 million or about 24,8% of the total population [1]. 
Large number of children means that we need to be more concern 
with their development. Children, especially in the very young 
age, tend to be more active and have great curiosity on what to be 
seen or heard [2]. They need to be monitored and supervised by 
adult in order to prevent from the dangerous thing or action that 
can harm them. One of the solutions is installing a CCTV (Closed 
Circuit Television) cameras around the house. However, CCTV 
camera only record events and unable to analyze the movement 
[3], it is necessary to have an integrating system which able to 
recognize the direction or the movement of a person through 
CCTV camera automatically. Several researchers have conducted 
research on the detection of human movement [4]-[7]. Camera-
based human movement detection systems (non CCTV) are also 
widely developed, various methods have been developed to 
improve performance such as, [8] performs pixel-based motion 
detection. [9] detects the movement of objects using cameras and 
sensors. [10] detected movement during sleep using periodic limb 
motion detection (PLM).[11] performs face movement detection 
using template matching.[12] motion detection with a focus on 
head movement. 
 
In this paper, we studied about the detection of human movement 
using videos acquired from CCTV. The camera is only able to 
record and showing the pictures or videos without analyzing the 
movement of person. However, if we utilized the camera and used 
the photos or videos to combine it with video processing 
technology, we will able to analyze and made prediction with it. 
The main parameter that we investigated is the detection of 
human movement and its direction. The direction of human 
movement is something that can be seen by the human eye and 
can be processed in the brain where the direction is. 
 
Research [13] had been conducted a study on human movement 
recognition using Optical Flow histograms. In order to obtain the 
direction of human movement, a derivative formula from Optical 
Flow is needed, namely the Lucas-Kanade algorithm. The 
algorithm works by finding the orientation or value. The 
orientation values are grouped into Histogram Orientation of 
Optical Flow or HOOF with a reference angle of Cartesian 
coordinates by dividing it into 8 parts. In the first part, the 
orientation is between the angles of 0° to 45°, in the second part 
it is grouped between the angles of 45° to 90°, in the third part it 
is grouped from 90° to 135°, the fourth section is 135° to 180°, 
the fifth section is 180°. to 225°, sixth section 225° to 270°, 
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seventh section 270° to 315° and eighth section 315° to 360°. 
However, this study of HOOF only uses 8 parts which are the 
minimum references. They lacked of accuracy of the direction of 
human movement.  
 
The study in [14] determined the direction of object movement 
based on the Optical Flow feature. The direction or orientation in 
the optical flow is calculated for each pixel that moves in each 
frame. The orientation is very large and need to be simplified. To 
shorten the calculation, the HOOF technique is used which makes 
the orientation of each pixel in a frame grouped into a single 
histogram. There were more than one object in the video being 
tested. In this research, the direction or orientation is is calculated 
for each object so that each frame is divided into 16 grids. The 
orientation in the grids have been accumulated into the HOOF to 
simplify the reading of direction or movement in the frame. 
However, the comparison between the results of motion direction 
detection using Optical Flow with the actual detection results is 
not stated in the paper, thus the research that had been carried out 
was adding the results of the comparison of motion direction 
detection using Optical Flow detection with actual detection. This 
paper using research in [13] and [14] as key papers to study. 
METHOD 
Data 
We used the data of CCTV recorded video that installed in 4 
corners of the room. The resolution of the video is 432×240 
pixels. We recorded video with human as an object and applied 
several scenarios, such as the object walking towards the front, 
back, left, and right. The direction of the object's movement is 
relative to each camera as shown in Figure 2 and an illustration 
of the scenario of the object's movement at each camera 
orientation is shown in Figure 1. 
 
The orientation of camera 1 shows the object moving towards the 
front of camera. While the orientation of camera 3 shows the 
object moving to wards the back away from the camera. From the 
left and right point a view, the camera 2 shows the object moving 
to the right and the camera 4 shows the object moving to the left 












Figure 1. The illustration of data acquisition. 
 
Capture of video on camera 1 
 
Capture of video on camera 3 
 
Capture of video on camera 2 
 
Capture of video on camera 4 
*Note: 
Depan  = Move straight towards the camera 
Belakang  = Move straight away from camera 
Kanan  = Move to the right side of the camera 
Kiri   = Move to the left side of the camera 
 
Figure 2. The examples of data. 
Optical Flow 
Optical Flow is a method used to find the value of the motion 
vector by calculating the field of optical flow in the image. 
Optical Flow in moving object detection works by estimating the 
movement of a part of an image based on the derivative of light 
intensity or I (x, y, t) in an image sequence. Optical Flow assumes 
that the flow or intensity of light in an image is basically a 
constant value [15] as it is shown in (1): 
 
𝐼(𝑥(𝑡),𝑦(𝑡),𝑡) = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (1) 
 
In two-dimensional space, Optical Flow define how further an 
image pixel moves between two consecutive frames. A pixel at 
the initial position (x, y, t) with intensity 𝐼(𝑥,𝑦,𝑡) will move with 
the derivative distance dx, dy and dt in between two frames as it 
is stated in (2). 
 
𝐼(𝑥,𝑦,𝑡) = 𝐼(𝑥+∆𝑥,𝑦+∆𝑦,𝑡+∆𝑡) − 𝐼(𝑥,𝑦,𝑡) (2) 
 
𝐼(𝑥(𝑡),𝑦(𝑡),𝑡) = Light intensity of Optical Flow 
𝐼(𝑥+∆𝑥,𝑦+∆𝑦,𝑡+∆𝑡) = Light intensity of Optical FLow that move 
for ∆x, ∆y dan ∆t. 
 
Assuming that the movement is very small [15], then the equation 
in 𝐼(𝑥,𝑦,𝑡) can be developed to obtain (3), 
 









∆𝑡 + 𝐻. 𝑂. 𝑇 
(3) 
 
H.O.T(Higher-Order-Terms) in (3) is an approximation solution, 
ude to very small value, it can be ignored to reach a simplified 
version in (4). Then we applied a differential equation based on 
time and we obtain (5). Since the derivative of the position 
function with respect to time is velocity, the equation in (5) 
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becomes (6). With 𝑉𝑥, 𝑉𝑦 is the velocity component of Optical 









 is the partial derivative of the image 
𝐼(𝑥,𝑦,𝑡) which turns Ix, Iy, It [10] then the equation becomes (7) : 
 












































































 is the partial derivative of the image 𝐼(𝑥,𝑦,𝑡) which 
turns Ix, Iy, It [14] then the equation becomes (7) : 
 




𝐼𝑥  = Pixel intensity gradient on the x-axis 
𝐼𝑦 = Pixel intensity gradient on the y-axis 
𝐼𝑡 = Pixel intensity gradient in the time domain 
𝑉𝑥  = Pixel velocity on the x-axis 
𝑉𝑦  = Pixel velocity on the y-axis 
 
Equation 7 yields the final Optical Flow equation to get the pixel 
velocity on the x-axis and y-axis. However, this equation cannot 
be solved because there are two unknown variables in one 
equation. This problem is called the aperture problem of Optical 
Flow. Hence, we need to develop method that able to determine 
𝑉𝑥 and 𝑉𝑦 using Lucas-Kanade algorithm [15]. 
Lucas-Kanade Algorithm 
The Lucas-Kanade algorithm is an Optical Flow algorithm that 
solves the previous Optical Flow equation by combining 
information from adjacent pixels [15]. This method assumes the 
image position between two frame images is small and close to 
constant. Then the equation in this method becomes (8). 
 
𝐼𝑥(𝑞1)𝑉𝑥  +  𝐼𝑦(𝑞1)𝑉𝑦 = −𝐼𝑡(𝑞1)  
𝐼𝑥(𝑞2)𝑉𝑥  +  𝐼𝑦(𝑞2)𝑉𝑦 = −𝐼𝑡(𝑞2)  
𝐼𝑥(𝑞𝑛)𝑉𝑥  +  𝐼𝑦(𝑞𝑛)𝑉𝑦 = −𝐼𝑡(𝑞𝑛)  
(8) 
 
Where q1, q2, q3 is a pixel in a frame, while 𝐼𝑥(qi), 
𝐼𝑦(qi), 𝐼𝑡(qi) is a partial derivative of the image that related 
to the coordinate position x, y and time domain. The 
equation (8) can be written in the matrix form in (9). 
 







],  𝑣 = [
𝑉𝑥
𝑉𝑦







If we want to find matrix 𝑣 then the equation can be written as in 
(10) and (11). In (11), the velocity of the image, 𝑉𝑥 and 𝑉𝑦 can 
be obtained. Optical flow assumes the small pixel of movement, 
however it has the drawback which unable to detect large 
movement. To cope up with it, we used pyramid method, namely 
pyramidal Lucas-Kanade [16].  
 
























The direction or orientation of the movement in Optical flow can 
be determined by using 𝑉𝑥 and 𝑉𝑦 [16]. The final equation to get 
the direction is the calculate the angle between the velocity of x-
axis and y-axis as it is shown in (12), where 𝜃(𝑉𝑥 , 𝑉𝑦) is the 
direction or orientation movement. 
 






Figure 3 shows the result of orientation movement in a frame 
according to the figure 2. Figure 4 shows the cartesian coordinate 
of x-axis and y-axis. While figure 5 shows the coordinate of the 
image, which has positive x-axis to the right but opposite from 
cartesian coordinate in figure 4, the positive y-axis is toward 
downwards. 
 
Figure 3. Orientation movement of figure 2 [17]. 
 
Figure 4. Cartesian Coordinate. 
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Figure 5. Coordinate of the image. 
 
Optical Flow Detection Movement 
We utilized software Matlab to process the data of video 
recording from CCTV. We used Lucas-Kanade optical flow 
algorithm to detect the vector movement. There are several steps 
to reach the decision of the movement.  
Step 1: Input Data Video 
In the first step, we acquired the video recording of CCTV and 
used it as the input. Data from each camera was processed to 
generate parameters of the orientation in Optical flow. At the 
same time, we determined the starting point of the object and the 
movement direction based on the cartesian coordinate point of 
view. The data were stored and compared later with the result of 
the detection system. 
Step 2: Frames Reading 
Basically, the video is a collection of moving frames, thus we 
procced the video frame-by-frame [18]. 
Step 3: Change to Grayscale 
The next process was changed the frame image from RGB (Red-
Blue-Green) into greyscale. It need to be done because optical 
flow is able to read only the changing in light intensity in gray 
degrees. 
Step 4: The computation of Algorithm 
Now the RGB image has been converted to a greyscale. Optical 
flow, by using Lucas-Kanade algorithm, calculated the 
orientation of the image. The result is in radian and we need to 
convert it into degrees. The negative value of the angle is added 
360 degrees to make easier computation. Nan orientation (Not a 
Number) is an orientation with a value of 0. The result of NaN 
aims to remove the value 0 from HOOF, because HOOF tend to 
pick values that appears the most according to the angles. 
to the parts of the angle. 
Step 5: Detection of the Object with GMM and Kalman 
Filter  
The function of GMM (Gaussian Mixture model) and Kalman 
Filter in this study is to make it easier to visualize as well as speed 
up analyzing the orientation of human movement. Object 
detection with GMM is to segment objects or detect foreground 
(foreground/objects) by separating pixel values that do not match 
the Gaussian distribution in the background [19]. Kalman filter 
serves to track an object that has been defined by GMM. When 
the object is moving or the frame is running, the Kalman filter 
will predict the movement of the object in each frame. 
Step 6: Compute the Orientation 
The orientation that was calculated and analyzed is the orientation 
of the object. The orientation of the object was distinguished by 
the presence of a box on the object, to distinguish human objects 
from other moving objects. 
Step 7: Orientation Coding 
In this step, the orientation obtained was encoded or converted 
into HOOF. HOOF is a histogram that serves to collect the 
orientation value of each pixel in each frame within a certain 
range of angles [5]. The 12 parts of the angle division is shown in 
the Table 1. 
Step 8: Decision of the Orientation 
Lastly, the decision of human movement direction was 
determined by the highest number of orientations. It was 
visualized in the last frame. 
 
Table 1. The division of the angles. 
Part Angle 
1 0°/360°< θ ≤ 45° 
2 45° < θ ≤ 90° 
3 90° < θ ≤ 135° 
4 135° < θ ≤ 180° 
5 180° < θ ≤ 225° 
6 225° < θ ≤ 270° 
7 270° < θ ≤ 315° 
8 315° < θ ≤ 0°/360° 
 
Furthermore, to facilitate the classification we grouped the eight 
angle ranges into four directions, namely front, back, left and 
right as shown in Table 2. Classification relative to each camera 
as shown in Figure 1. 
 
Table 2. Direction Classification 
No Camera Direction Part 
Camera 1 Front 2 and 3 
 Back 6 and 7 
 Right 4 and 5 
 Left 1 and 8 
Camera 2 Front 4 and 5 
 Back 1 and 8 
 Right 2 and 3 
 Left 6 and 7 
Camera 3 Front 6 and 7 
 Back 2 and 3 
 Right 1 and 8 
 Left 4 and 5 
Camera 4 Front 1 and 8 
 Back 4 and 5 
 Right 2 and 3 
 Left 6 and 7 
Evaluation 
The evaluation of the detection system with optical flow is 
compared to the manual set point to obtain the accuracy. The 
comparison will be analyzed to determine whether the detection 
of the direction of human movement with Optical Flow has a 
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good performance. Figure 6 shows a Cartesian diagram as a 
reference for determining direction. 
 
Figure 6. Cartesian Diagram 
RESULTS AND DISCUSSION 
Result of Human Movement Detection System with 
Optical Flow 
The tests were conducted to find out the performance of detection 
system with Optical flow. One of the scenarios of the test is 
shown in Figure 7. While the rest of the result of scenarios is 
shown in Table 2. 
 
 
Figure 7. Result test of detection on Camera 1 
 
We took the 16 videos from 4 CCTV with different angle. Based 
on the result, we obtain that the optical flow is able to detect the 
direction of human movement with successful rate of 100%. 
 
Table 2. The result of the test with Optical Flow 




2 Back Detected 
3 Right Detected 





6 Back Detected 
7 Right Detected 





10 Back Detected 
11 Right Detected 





14 Back Detected 
15 Right Detected 
16 Left Detected 
 
Performance of Orientation Direction ofMovement with 
HOOF Classifier and Optical Flow 
Orientation direction is classified with histogram HOOF based on 
the cartesian diagram. Figure 8 shows one of the example of the 
histogram HOOF on camera 1 with the direction of human 
movement walk to the front side. 
 
 
Figure 8. Histogram HOOF on Camera 1 with direction to the 
front side. 
 
Table 3. Result of Detection of Movement Direction using Optical Flow from Angle Orientation Point a View 
No Camera Direction 
Number of orientations with accumulated HOOF values 
The direction 




45° 90° 135° 180° 225° 270° 315° 360° 
1 1 Front 2621 7524 2827 1012 326 468 632 968 90° 
2 Back 458 346 463 1399 2924 7249 2233 682 270° 
3 Right 193 33 30 0 21 16 65 220 360° 
4 Left 238 54 67 678 135 311 99 315 180° 
5 2 Front 1248 1865 2181 6468 2107 1586 733 986 180° 
6 Back 2408 966 249 259 218 503 2396 8266 360° 
7 Right 2968 800 308 80 48 93 636 2872 45° 
8 Left 265 217 353 487 650 565 68 304 225° 
9 3 Front 563 875 1108 2646 5075 3665 1293 919 225° 
10 Back 10776 4166 623 116 173 281 545 2466 45° 
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No Camera Direction 
Number of orientations with accumulated HOOF values 
The direction 




45° 90° 135° 180° 225° 270° 315° 360° 
11 Right 589 1175 1389 3704 2118 1324 571 585 180° 
12 Left 2126 586 144 115 239 173 755 3630 360 
13 4 Front 1779 425 249 298 457 1237 8397 225° 315° 
14 Back 2143 3557 5487 5605 1365 2100 257 45° 180° 
15 Right 436 535 714 1134 1899 1050 316 180° 225° 
16 Left 5817 1591 287 125 249 446 1447 360 45° 
Initially, the angle orientation of optical flow on all frame video 
can not be the final direction of movement. This is because there 
is no information about the classification of orientation. Thus, at 
the final process, the detection of direction with optical flow 
needs to be classified with HOOF. The classification of HOOF 
collects all angle orientation of every pixel in each frame and 
classify it according to 8 diagrams. Every angle with the most 
orientation results will be the final decision of direction. the result 
from all test video is shown in Table 3. 
 
The comparison of between the detection with optical flow and 
the result with manually detection of direction was done to get the 
accuracy of the detection. For each camera, we computed 
manually the angle with different point a view, which means that 
for every camera can be relatively different angle. Figure 9 shows 
the illustration of manually computation of angle. While the result 
of the comparison is shown in Table 4. The Accuracy yields 
87,5%, which means out 14 out of 16 videos tested is compatible 
with manually detection. While 2 of 16 videos has wrong 
estimation, that is from camera 1 of the right side and camera 3 
of the front side. Detection error occurs because the initial 
movement of the detected object is covered by immovable objects 
around the detection area. 
 
 




Tabel 4. The Comparion of Detection of DIection with Optical Flow and Manually Computaion 





1 1 Front 90° 90° True 
2 Back 270° 270° True 
3 Right 360° 45° False 
4 Left 180° 180° True 
5 2 
 
Front 180° 180° True 
6 Back 360° 360° True 
7 Right 45° 45° True 
8 Left 225° 225° True 
9 3 
 
Front 225° 225 True 
10 Back 45° 90° False 
11 Right 180° 180° True 
12 Left 360° 360°° True 
13 4 
 
Front 315° 315° True 
14 Back 180° 180° True 
15 Right 225° 225° True 
16 Left 45° 45° True 
Comparison with Other Research 
In this part, we compare our experimental method and result with 
the previous results. Table 5 shows the different method and 
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Tabel 5 Comparisson with previous research 




Usmankhujaev, et al 
[20] 
You Only Look 
Onve Version 3 
(YOLOv 3) 
91.98 % Vehicle Training pixels  
2 Solichin, et al [13] Optical Flow-Horn 
Schunk 
98.1 % Human HOOF  
3 Ishii, et al [14] 
 
Cubic Higher-
order Local Auto 
Correlation 
(CHLAC) 
82 % Human Training pixels 
4 Proposed Research Optical Flow-
Lucas Kanade 
87,5 % Human HOOF 
Explicitly in the table5, the accuracy of our method is lower than 
the research in [13] and [20]. However, the detection with optical 
flow method, especially with Lucas-Kanade algorithm has less 
complexity in term of it do not need training data as proposed in 
[20] and [14]. The method is similar with research in [13], yet the 
difference is they use more complex algorithm, Horn Schunk, 
while we implemented simplified version of algorithm with 
Lucas-Kanade. Additionally, we utilized more CCTV camera 
which produce more point a view to detect compared with the 
research in [20], [13], and [14] which only used one camera. 
CONCLUSIONS 
Detection system of human movement direction using optical 
flow is able to detect all of direction and orientation from four 
cameras, where each camera shows an object that moves with 
different scenarios, to the front, back, right and left side. The 
results show that the 16 tested scenarios are able to detect the 
direction of movement with the successful rate 100%. While the 
results of angle orientation show the accuracy of 87,5%. 
Moreover, compared to the previous research, the less complex 
method is the advantage of optical flow with Lucas-Kanade and 
HOOF diagram. 
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