Abstract A multi-objective comparison between an artificial neural network and the conceptual HBV rainfall-runoff model has been performed. The popular NSGA-II algorithm was used for calibration of both models. A combination of three objective functions was used to evaluate model performance. The results show that, for a small forecast lead time, the artificial neural network outperformed the HBV model on the objective functions for low and high flows, but the former was outperformed on a novel objective function related to the shape of the hydrograph. As the forecast horizon increases, the HBV model starts to outperform the ANN model on all objective functions. The main conclusion of this study is that, although the differences between the two model approaches make a straightforward and unequivocal comparison difficult, the multi-objective approach enables a more reliable evaluation of the two models than the single-objective approach.
INTRODUCTION
Rainfall-runoff (R-R) models of river basins enable modellers to forecast river discharge. Such forecasts should be accurate and reliable in order to be effectively used for warning against hydrological extremes and for water resources management purposes. The modelling task is complex, due to such issues as nonlinearity, heterogeneity, scale and measurability of rainfall-runoff processes. It is for these reasons that the search for accurate, reliable and physically plausible models still remains one of the most challenging topics in hydrology.
The most popular models for runoff forecasting are so-called conceptual models, which are based on the principle of mass conservation and simplified forms of momentum and energy conservation principles. Conceptual models commonly comprise a soil moisture reservoir and several routing reservoirs which represent the different domains that mediate various runoff processes. Popular examples are TOPMODEL (Beven et al., 1995) , the Sacramento soil moisture accounting model (Burnash, 1995) , and the HBV model (Bergström, 1976; Lindström et al., 1997) . Like physically-based models, which use a mathematical framework based on mass, momentum and energy Results are presented and discussed in Section 5. The conclusions are presented in the sixth and final section. Figure 1 shows the Geer River basin, which is located in the north of Belgium, northwest Europe, and is a sub-basin of the River Meuse. The basin area is 494 km 2 , and its mean annual rainfall is approximately 810 mm. This perennial river has discharge ranging from 1.8 m 3 /s in dry periods to peaks of around 10 m 3 /s. Hourly time series of rainfall at Bierset station and streamflow at the catchment outlet at Kanne were available for the period 1993-1997. Daily potential evaporation time series for Bierset station were also available for this period. All time series may be subject to measurement errors. Figure 2 shows hourly catchment discharge in combination with rainfall at Bierset for the complete data period.
SITE OF STUDY AND DATA
The simple soil moisture reservoir component of the GR4J lumped conceptual R-R model (Edijatno et al., 1999; Perrin et al., 2003) was used to produce a time series of simulated soil moisture (S). The rainfall and temporally downscaled potential evaporation time series served as input to the GR4J soil moisture model component. Downscaling of evaporation was simply done by taking 24 hourly values equal to the daily value. The filtering effect of the soil moisture reservoir made the inclusion of further details in the downscaling procedure, such as sinusoidal shapes for daily evaporation cycles, unnecessary. The only parameter that needs to be defined is the reservoir's maximum capacity, for which a value of 400 mm produced the best results. Also by trial and error, the best initial value for the storage in the reservoir was found to be 180 mm. This procedure is identical to that in de Vos & Rientjes (2005) , and the result is shown in Fig. 3 .
Time series of the non-decaying moving average of the discharge were constructed. Based on trial-and-error runs using this variable as ANN input for predicting discharge, we used a memory length of 192 h (eight days) for the moving average. Similarly, time series of the moving average of the rainfall were also used, and trialand-error runs showed that a memory length of 480 h contained the most information.
The time series were split into calibration and validation periods (see Fig. 2 ), which shared similar statistical features, as shown in Table 1 . The calibration period contained the largest discharge value, so no extrapolation issues were encountered in the present study. No measure for preventing overfitting of the ANN models was used, since the use of a training algorithm based on evolutionary principles generally produces sub-optimal solutions, thereby significantly reducing the risk of overfitting (Dawson et al., 2006) . Moreover, the algorithm iterations were limited to a reasonably small number and the results were inspected afterwards to check for possible overtraining effects.
MODEL DESCRIPTIONS

Artificial neural network model
Introduction An ANN is a network of simple but densely interconnected processing units called neurons, which is able to automatically adjust to information and learn aspects of this information by storing it in the connection strengths (i.e. weights) between neurons. A detailed explanation of ANNs is not provided in this paper. Instead, we refer the interested reader to the many excellent textbooks on the subject, such as Hecht-Nielsen (1990), or Haykin (1999) .
Model structure
The ANNs used in this study are feed-forward networks in which the neurons are grouped in one hidden layer (see Fig. 4 ). In feed-forward ANNs, signals are propagated unidirectionally from input to output without delay. The incorporation of the dimension of time takes place through tapped delay lines on the input signals, so that a sequence of time series values is presented to the ANN as separate input signals: X t , X t-1 , … , X t-m , in which X t represents an input variable in time and m the size of the time window. The transfer function that was used in both the hidden and the output layers is the logistic function (equation (1)). Because of the saturation and the output range of this function, all input data were linearly scaled between -1 and 1 and the output data between 0 and 1.
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An analysis of linear correlation coefficients and the nonlinear average mutual information (AMI) (Gallagher, 1968) between the discharge time series and various other time series served as indication for the usefulness of certain variables as ANN input (see Table 2 ). The AMI is based on Shannon's theory of entropy (Shannon, 1948) and is defined as the average of the mutual information:
where H(x) is the entropy of x, which is a measure of its uncertainty, and H(x|y) the conditional entropy that expresses the information in x given that y is known. In an equivalent but more practical formulation we see how the AMI can be calculated using the joint and marginal probability distribution functions of x and y:
High values of the AMI served as primary criteria for input selection. Note that the evaporation contained significantly less information than other inputs according to the analysis described above and was consequently not used as model input. By gradually adding neurons until the ANN's mean squared error no longer decreased significantly, an appropriate number of hidden neurons was found to be 3. The network also contained biases, so the 11-3-1 network contained 40 parameters that had to be calibrated.
Training An ANN can be calibrated, or "trained" in ANN terminology, using a so-called supervised learning procedure, which allows the network to simulate a system or function by examining input-output examples from it. The procedure involves the use of automatic optimization algorithms that adjust the network's weights to minimize an objective function that expresses the difference between the ANN response to sample input and target output data.
The best-known algorithm is the classical back-propagation algorithm (Rumelhart et al., 1986) , which follows a steepest-descent approach based on the first-order gradient of the slope of the objective function. Other popular back-propagation methods include the conjugate gradient algorithm and methods based on second-order gradients such as the Levenberg-Marquardt (L-M) algorithm. However, global optimization methods such as genetic algorithms (GAs) are becoming more popular. In comparison to the gradient-based techniques, these algorithms generally perform well in terms of accuracy and robustness, but require more computational effort. The multiobjective algorithm used in this research (NSGA-II) is also based on GA principles. The algorithm is discussed in Section 4.
HBV model
Introduction The HBV conceptual R-R model, originally developed by Bergström (1976) , has been applied in a large number of countries and over a large range of hydrological conditions. A re-evaluation of the model with various modifications and additions, termed HBV-96, is presented in Lindström et al. (1997) . The reader is referred to that paper for a detailed review and analysis of the model.
Model structure In this study, a simplified version of the HBV-96 model is used.
A lumped model structure without a snow routine was transformed to be used for simulations with hourly time steps, whereas the model is normally operated on daily time steps. Figure 5 shows a schematic of the HBV model structure.
The inputs to the HBV model are rainfall (P) and potential evaporation (E p ). The ρ parameter accounts for interception and is multiplied with the rainfall to calculate the amount of infiltration that will be added to the soil moisture (S):
The actual evaporation that is subtracted from S is calculated: 
Capillary flux from the upper zone to the soil moisture zone is calculated by:
and the recharge from the soil moisture zone to the upper zone by:
The percolation from the upper zone (R u ) to the lower zone (R l ) is a constant value, which is calibrated. Subsequently, the response from the upper zone (U) and lower zone (L) can be determined:
Finally, the sum of Q u and Q l is transformed through a triangular transformation function with base length t f to get the discharge Q. Table 3 shows a description of the various calibration parameters of the HBV model, along with the ranges within which the parameters were calibrated. Different calibrated values of the parameters of the HBV model were used for the one-hour-ahead and the six-hour-ahead forecasts. 
Model parameters
-] 0-1 S max Maximum soil moisture content [L] 0-800 E pl Limit for potential evaporation [L T -1 ] 0-1 β Parameter in soil routine [-] 1-2 C max Maximum value of capillary flow [L T -1 ] 0-0.2 k u Recession coefficient upper zone [T -1 ] 0-0.1 α Response box parameter [-] 0-1 R l Percolation [L T -1 ] 0-0.5 k l Recession coefficient lower zone [T -1 ] 0-0.01 t f Transformation function parameter [T] 1-16
THE MULTI-OBJECTIVE CALIBRATION PARADIGM
Single-objective versus multi-objective
An objective function that is optimized to find what is regarded as the optimal set of model parameters is based on a transformation and aggregation of the residuals between the modelled and observed values. The choice for a specific objective function is subjective and depends on which specific aspects of the hydrograph the modeller wants to highlight. However, the expression of model residuals as only a single objective function value signifies a severe loss of information Gupta et al., 1998) . This is why the use of so-called no-preference multi-objective methods that independently optimize multiple objectives (see Deb, 2001 ) is becoming increasingly popular for calibrating hydrological models. Such multi-objective algorithms reveal a set of solutions that represent the trade-off between the objectives involved. This is the so-called Pareto front, which can be visualized by plotting the solutions' objective function values against each other (often in two-dimensional projections of the multidimensional objective space). Neither of these Pareto solutions is better than the others in terms of all objective functions involved, so the choice of which solution is preferable depends on higher-level information on the optimization problem (Deb, 2001) . The additional benefit of no-preference multi-objective methods is that, having identified multi-objective trade-off solutions, the solution choice is a more objective one (Deb, 2001) . Because of the improved capability to assess model performance, multi-objective methods are also able to extract more information from the calibration data. Examples of recent studies that have proven this and the value of the multiobjective paradigm in hydrological modelling in general, include: Gupta et al. (1998) , Boyle et al. (2000) , Seibert (2000) , Seibert & McDonnell (2002) , Khu & Madsen (2005) and Fenicia et al. (2007) . From a different point of view, the Pareto set of solutions holds information on the parameter uncertainty of the model that is used and can even shed light on structural shortcomings of models .
As discussed in de Vos & Rientjes (2007b), one should keep in mind that the apparent optimality of multi-objective methods is limited. First of all, multi-objective algorithms might actually not be able to converge to a global optimum. Secondly, what is defined as optimal depends on subjective choices of objective functions (see Section 4.2). Lastly, and perhaps most importantly, the "optima" that are found by multi-objective methods are subject to uncertainties in measurement data and model structure and are therefore subject to the consequences of equifinality (Beven & Binley, 1992; Beven, 2006) . Nevertheless, the authors argue that the degree of illposedness (Beck, 1987; Beven, 2006 ) of environmental models can be decreased by extracting more information from calibration data. The multi-objective paradigm can be a tool for retrieving this additional information content and can therefore prove beneficial in reducing model uncertainty.
Objective functions
Each of the objective functions used in this study is intended to cover a unique aspect of the streamflow hydrograph. Unfortunately, correlations between them are inevitable and the choice of which objective functions to use remains subjective. The objective functions that were used in this study (mean squared error, MSE; mean squared logarithmic error, MSLE; mean squared derivative error, MSDE) are listed below.
In these equations, K is the total number of data elements, and Q k and ˆk Q are the observed and the simulated runoffs at the kth time interval respectively. The MSE is a commonly used objective function in runoff hydrology. It is considered a goodness-of-fit indicator that focuses especially on peak flows, since large differences are given more importance. The MSLE function (based on the logarithmic function of Hogue et al., 2000) is more suitable for low flows than the MSE because of the logarithmic transformation. The MSDE was introduced and discussed by de Vos & Rientjes (2007b) . It expresses the difference between the firstorder derivatives of the simulated and the observed discharge, which is equal to the difference in residuals between two successive time steps. This objective function can be seen as an indicator of the fit of the shape of the hydrograph. It especially penalizes noisy time series and series with timing errors, because of the resulting difference in derivative between observed and simulated data. Since this objective function does not take into account absolute differences but only the shapes of the simulated and observed hydrographs, it should be used in combination with residual-based functions such as the MSE.
NSGA-II algorithm
The non-dominated sorting genetic algorithm II (NSGA-II) was developed by Deb et al. (2002) and is thoroughly explained in Deb (2001) . It uses the following evolutionary operators to create an offspring population from the original parent population: binary tournament selection, simulated binary crossover and polynomial mutation. The new population is selected from the parent and offspring population by sorting individuals based on ranks that express their degree of non-domination. In the case of equal non-domination ranks, individuals in lessr crowded regions of the Pareto space are preferred over the other individuals in order to preserve the diversity of the population. The most important parameters of the NSGA-II algorithm are the population size and number of generations. For the ANN calibration, the population size was chosen to be 80, and the number of generations 800 (resulting in 64 000 model evaluations). The conceptual model has fewer parameters, so a population of 40 was found to be sufficient, along with a number of 400 generations (resulting in 16 000 model evaluations). The ANN model structure has 40 parameters and the HBV 10, justifying the difference between the numbers of model evaluations. Other parameters that are kept constant for all calibration procedures are the probabilities of crossover and mutation, which are set to 0.9 and 0.05 respectively, and the crossover and mutation distribution indices, which are both set to 20. These values were found by testing some commonly suggested values for these parameters (e.g. Deb, 2001) .
Both the ANNs and the conceptual models are initialized by generating normally distributed random values for the parameters between reasonable ranges. It is because of this randomness that the optimization algorithms can find different optima in the objective function response surface for each new calibration trial. Because of their global perspective, methods such as GA are theoretically able to find global optima with a high probability (Duan et al., 1992; Goldberg, 1989; Deb, 2001) . In this research, it is therefore assumed that the NSGA-II algorithm is able to find acceptable sub-optima and the dependency on initial values is neglected. This assumption also seems warranted by the results in de Vos & Rientjes (2007b) . Figure 6 shows Pareto plots of the three objectives for the calibration results of the one-hour-ahead and six-hour-ahead forecasts of both the ANN and the HBV models. Figure 7 shows the accompanying validation results. The similarity between the calibration and validation results for both models suggests that the calibration runs found solutions in good regions of the parameter space that are capable of generalizing. The results also clearly indicate a correlation between the MSLE and MSE in proportion to the trade-off between the MSDE and these two functions. Apparently, with the MSDE function different types of solutions are valued in comparison with the MSE and MSLE. The MSDE function is physically interpretable as a measure for the shape of the hydrograph that especially penalises timing errors and noisy approximations. From this we conclude that using the MSDE in a multi-objective calibration procedure results in finding a more diverse set of physically realistic model realizations than if the more common combination of MSE and MSLE was used.
RESULTS AND DISCUSSION
The ANN model has a higher-dimensional parameter space compared to the HBV model, which is why a more extensive calibration routine was performed (see Section 4.3). This results in a more diverse set of solutions than for the HBV model, encompassing more extreme solutions for all of the objective functions. On average, however, the ANN seems to often outperform the HBV model in terms of the MSE and MSLE objective functions, while the opposite is true for the MSDE function. A comparison between the one-hour-ahead and six-hour-ahead simulations shows that the HBV model performs better relative to the ANN model as the forecast lead time increases. This indicates that the physical principles underlying the HBV (e.g. the mass balance equation) help the model to maintain forecasting capabilities for larger forecast horizons, while the ANN model as a data-driven technique has increased difficulty in extracting the rainfall-runoff transformation from the data. These fundamental differences between the ANN and HBV are also clearly recognized in the simulations shown in Fig. 8 . These plots show calibration and validation details of three Pareto solutions for the one-hour-ahead forecast of both models. One of the Pareto solutions represents a trade-off between the three objectives. The two others were chosen from the extremes of the Pareto front. Table 4 shows the coordinates of the solutions in Pareto space.
Some general conclusions are that the ANN generally underestimates high peak flows but performs well on low flows. The HBV, on the other hand, performs poorly on lower flows and shows an inability to accurately simulate the recession limb of the Table 4 Coordinates in Pareto space of the trade-off and extreme solutions plotted in Fig. 8 Figure 9 shows two hydrograph plots for the six-hour-ahead forecasts by both the ANN and the HBV model. The one-hour-ahead plot is disregarded since it is very similar to this figure, and its details have already been presented in Fig. 8 . The grey area demarks the ranges of the forecasts made by the various Pareto solutions that were found, and the dots are the measurements. The big differences in the shape of these bounds reflect the fundamental differences between the two model approaches. The ANN bounds are wider because of the larger set of solutions, and they are skewed towards higher values because of some extreme solutions that prefer a lower MSDE over low-magnitude errors. The bounds of the HBV are more equally distributed around the measurements towards high and low values. The HBV bounds again show the model's inability to accurately simulate the shape of the recession curve. Note that the bounds mentioned here are not meant to be a formal representation of the models' uncertainty bounds. A more extensive training procedure (cf. the ANN versus the HBV calibration) results in higher apparent uncertainty estimates because of the larger spread of the Pareto solutions. This, however, does not necessarily imply a more realistic uncertainty assessment for the ANN model.
CONCLUSIONS
A multi-objective comparison between the ANN and the HBV model using the NSGA-II optimization algorithm pointed out that a single-objective approach in both model calibration and validation is inadequate for evaluating and comparing these different model approaches. Using single objectives leads to the disregarding of information by drawing oversimplified conclusions on model performance and this prevents a deeper understanding of model approach and data. By using the novel MSDE objective function, a more diverse set of solutions was found in comparison with only traditional objective functions, enabling a more extensive comparison of the models.
For one-hour-ahead forecasts, ANNs slightly outperformed the HBV model on the MSE and MSLE, but not on the MSDE. When the forecast horizon was increased to 6 hours, the HBV model outperformed the ANN model on all objective functions. However, the reasons for the differences in objective function values between the ANN and HBV models are different for each of the models. For example, the high MSDE for ANNs seems to be related to timing errors and noisiness of the simulation, (b) (a) whereas the HBV model has problems simulating the recession limb of the hydrograph. These conclusions show that better and perhaps more objective functions are still needed to allow a completely effective numeric evaluation of model performance.
One should keep in mind that the fundamental differences between the two model approaches tested here prevent straightforward and unequivocal comparisons from being made. The HBV model has physical laws, such as the mass balance equation, built into the model structure, whereas the ANN is a data-driven technique. Nevertheless, the implementation of the multi-objective paradigm into both datadriven and conceptual modelling studies is needed to enable a more reliable and robust calibration and evaluation procedure, and to enable better comparison of performance of the two model approaches.
