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Abstract
Satisfying non-trivial information needs involves collecting information from multiple resources, and
synthesizing an answer that organizes that information. Traditional recall/precision-oriented information
retrieval focuses on just one phase of that process: how to eciently and eectively identify documents
likely to be relevant to a speci®c, focused query. The TREC Interactive Track has as its goal the location of
documents that pertain to dierent instances of a query topic, with no reward for duplicated coverage of
topic instances. This task is similar to the task of organizing answer components into a complete answer.
Clustering and classi®cation are two mechanisms for organizing documents into groups. In this paper, we
present an ongoing series of experiments that test the feasibility and eectiveness of using clustering and
classi®cation as an aid to instance retrieval and, ultimately, answer construction. Our results show that
users prefer such structured presentations of candidate result set to a list-based approach. Assessment of the
structured organizations based on the subjective judgement of the experiment subjects suggests that the
structured organization can be more eective; however, assessment based on objective judgements shows
mixed results. These results indicate that a full determination of the success of the approach depends on
assessing the quality of the ®nal answers generated by users, rather than on performance during the in-
termediate stages of answer construction. Ó 2001 Elsevier Science Ltd. All rights reserved.
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Individuals have information needs that they need resolved. Satisfying a non-trivial information
need involves more than simply locating a speci®c datum; it typically involves collecting infor-
mation from one or more resources, and synthesizing an answer that organizes that information
(Wu & Fuller, 1997).
Information retrieval represents one stage in this task: the identi®cation and retrieval of partial
or whole documents from a collection. Traditional information retrieval research has focused on
this issue: the question of how to eciently and eectively identify those (partial) documents most
likely to be relevant to a speci®c, focused query. The main TREC `ad hoc' track is representative of
this work (Voorhees & Harman, 2000). However, this task is only part of the overall information
seekingprocess,which hasas its goalthe constructionof ananswertothe overallinformation need.
A variation from the standard information retrieval focus is the TREC Interactive Track's `in-
stance retrieval' task. This task uses an interactive framework to explore query topics whose res-
olution requires locating multiple independent data items. In direct contrast to the main ad hoc
track, where the goal is to locate as many documents as possible that are relevant to the topic, the
goal in the Interactive Track is to locate documents that pertain to dierent instances of the query
topic, with no reward for duplicated coverage of topic instances. Interestingly, this task is signi®-
cantly closer to our own overall goal ± the production of complete answers to non-trivial infor-
mationneeds±thantheadhoctrack.AlthoughtheparametersoftheInteractiveTrackdonotstate
it explicitly, the task of the Interactive Track can be considered to be the production of a single
answerforeachtopic,whereananswerconsistsofmultiplesub-components,onepertopicinstance.
The assessment of a TREC Interactive Track session measures the ability of the interactive
subject to identify documents that contain topic instances. It is measured by applying standard
recall/precision to an interactive session, where recall equates to the proportion of the known
topic instances contained in the documents identi®ed by a subject, and precision to the proportion
of the documents identi®ed by a subject that were deemed to contain topic instances. The as-
sessment process, therefore, provides indirect or, more accurately, circumstantial evidence of the
eectiveness of the interactive system's ability to help the subject develop an answer to the in-
formation need represented by the interactive topic. That is, it does not evaluate the answer itself
(and, in fact, no such answer is explicitly instantiated during the experimental procedure), but it
does attempt to determine the potential of the selected information sources ± the identi®ed
documents ± to be used to generate such an answer.
A key point may be drawn from the foregoing. The TREC Interactive Track topics are
structured. This, when combined with our goal of structuring and organizing information to form
`answers', suggests an interesting working hypothesis: that organizing information with regard to
task structure is helpful to users.
Intuitively, this makes sense. As previously discussed, the goal of an interactive subject is to
locate documents that pertain to as many dierent instances of the topic as possible. Given that
there is no bene®t
1 in locating documents that cover previously discovered topic instances, it
1 In fact, because Interactive Track experiments are conducted within a ®xed time limit, it is counter-productive to
locate or view documents that only address previously identi®ed instances of a topic.
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dressing dierent instances of the query topic were separated into dierent groups. Ideally, the
interactive user could then simply select a single representative document from each instance
group. Further, these instance groups could help the user to organize the discovered information
as components of their ®nal answer.
How, therefore, should the candidate information be organized? The approaches we have
chosen to explore are clustering and classi®cation. The remainder of this paper explores this
hypothesis through a sequence of thematically linked experiments. The experiments address the
use of document clustering and, later, document classi®cation within the context of the TREC
Interactive Track; each experiment examines components of the above hypothesis, and leads into
the subsequent experiments. The questions that we attempt to answer include:
· Can automatic clustering re¯ect topic structure?
· Can users recognize good clusters?
· Do users prefer a clustering approach?
· Are users more eective with a clustering approach?
· Are variations in users' mental maps signi®cant for instance retrieval tasks?
· Can users recognize appropriate classi®cation axes?
· Are users more eective with a classi®cation approach?
· Is the use of information delivery strategies that re¯ect topic structure bene®cial?
In Section 2, we address two of the fundamental issues that underlie this approach. One, can we
cluster documents based on their relevance to a topic, versus can we cluster documents by their
relevance to separate instances of a topic? Two, given that documents have been clustered, are
users capable of identifying the cluster or clusters most appropriate to their information needs?
In Section 3, we examine whether clustering helps users carry out an instance retrieval task. The
assessed outcome from this experiment raises the question of variations in mental maps from
experiment subject to subject, and between subjects and objective assessors; an experiment ex-
ploring this issue is presented in Section 4.
After that, we explore the use of simple document classi®cation in place of unguided clustering.
Experiments and analysis pertaining to this are presented in Section 5.
Finally, the limitations of the presented work are discussed in Section 6. We conclude with a
general discussion in Section 7 on the basic hypothesis and an analysis of the outcomes of all the
experiments as a group.
2. Can users recognize good clusters?
Cluster analysis is a method for revealing structure and relationships in data (Kaufman &
Rousseeuw, 1990). Clustering is normally used in information retrieval to organize documents in a
collection into topic-coherent groups (Rijsbergen, 1979; Salton, 1989). Recently, clustering has
been used as an alternate organization of retrieved documents, aiming to help users better un-
derstand the retrieved documents and therefore be better able to focus their search (Cutt, Karger,
Pedersen, & Tukey, 1992; Hearst & Pedersen, 1996; Rose et al., 1993).
The purpose for which we seek to use clustering is to investigate whether the implicit structure
discovered (or inferred) by a clustering method can help users with structured tasks such as
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irrelevant documents tend to fall into dierent clusters (Croft, 1978). The TREC instance retrieval
task is slightly dierent from the standard retrieval task in that it introduces a second level of
relevance: a document is relevant or irrelevant to an instance of a topic. For a given topic, there is
a general level of relevance, or topic relevance, and relevance to each instance of a topic, or in-
stance relevance. For example, two documents that are both relevant to the topic as a whole (topic
relevant) may not be relevant to the same instances of the topic (instance relevant). Previous work,
including Croft (1978) and Hearst and Pedersen (1996), has indicated the ability of clustering to
group documents with respect to topic relevance; such ®ndings are the basis for the clustering
hypothesis. To group a set of documents into clusters of documents relevant to dierent instances
of a topic requires clustering with respect to instance relevance. Given a clustering algorithm able
to do so, our hypothesis was that the candidate documents retrieved by an instance topic query
could be re-organized into a structure that re¯ected the desired answer, and that such a structure
would help users to resolve their information needs more eciently and more eectively.
There are many variants of clustering algorithms, which fall into one of two groups: hierarchical
and non-hierarchical (Frakes & Baeza-Yates, 1992). To our knowledge, there is no previous work
that has evaluated clustering algorithms with respect to instance retrieval. Our purpose of using a
clustering method is to group and order a set of documents with regard to certain instances. The
concept of documents being ``about'' a certain instance is already inexact, so hierarchical clus-
tering is probably not appropriate in this case (Rose et al., 1993). We thus chose a non-hierar-
chical, single-pass algorithm. To reduce document order dependence, after the set of cluster
centroids had been selected, documents were reassigned to the nearest centroids. The number of
clusters was controlled to be between seven and ten; the size of each cluster was not controlled.
Within a cluster, documents were ranked according to their similarity to the query. Clusters were
ranked according to the similarity to the query of the highest ranked document they contained.
Each cluster was represented by its cluster description. A cluster description was formed from
the ten highest-weighted terms from the cluster vector, the ®ve most frequent word pairs from all
documents in the cluster, and the titles of the three documents in the cluster that were most similar
to the query.
2.1. Experiment I: user-selection of relevant clusters
The ®rst experiment was to investigate how well the implemented clustering algorithm grouped
the retrieved documents, and whether users could successfully distinguish clusters likely to contain
relevant documents from those not likely to contain relevant documents. (In the TREC Inter-
active Track, a document is considered relevant if it is relevant to at least one instance of the
topic.)
Using the TREC Financial Times of London 1991±1994 document collection,
2 we selected eight
topics from TREC-7 Interactive Track. For each topic, the MG search engine (Witten, Moat, &
Bell, 1994) was used to retrieve the 300 highest ranked documents from the collection. These
documents were then clustered.
2 All experiments reported in this paper used this collection.
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presented as a list of textual cluster descriptions. Although graphical presentation of a cluster
structure in 2-D and 3-D has been shown to help users to understand the clustering eect (Swan &
Allan, 1998; Leuski & Allan, 1998; Sebrechts, Cugini, Vasilakis, Miller, & Laskowski, 1999), we
wished to focus solely on the two alternate result structures. For this reason, we chose a delib-
erately simple textual presentation for our experimental interfaces.
Four postgraduate students volunteered to take part in the experiment. Their task was to judge
the relevance of a cluster to the topic based solely on the given topic and the only description of
the cluster. The possible judgements were: ``High Relevant'' (the cluster contained instances to the
topic); ``Relevant'' (the cluster was relevant to the topic, but may not contain instances to the
topic); ``Irrelevant'' (the cluster was not relevant to the topic); or ``Could not Judge'' (the provided
information was not enough to make one of above three choices).
2.2. Results and ®ndings
For the eight topics, there were 66 clusters. According to the TREC/NIST assessors' judge-
ments, there were 16 clusters containing relevant documents; these clusters are here referred as the
relevant clusters. Among the eight topics, two of them had only one relevant cluster, four of them
had two relevant clusters and the remaining two topics had three relevant clusters. These results
con®rm the cluster hypothesis with respect to topic relevance. However, the relevant documents
were not separated into relevant clusters according to dierent instance relevance: for all topics,
one or two clusters contained all retrieved instances.
Fig. 1. Part of the interface for the experiment I.
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were judged either ``High Relevant'' or ``Relevant'' by all four subjects; two of the relevant
clusters (in topic 357 and 392 respectively) were judged ``Irrelevant'' by all four subjects;
3 the
subjects disagreed on ®ve of the relevant clusters ± they were judged ``Irrelevant'' by at most two
subjects, either ``Relevant'' or ``Could not Judge'' by the other subjects.
For 50 irrelevant clusters, 37 were judged ``Irrelevant'' by all four subjects, while the subjects
disagreed on only 13 clusters. Of the latter 13 clusters, only one cluster (in topic 387, which three
of the four subjects judged relevant) can be regarded as wrongly judged. For 11 of the other 12
clusters where the subjects' judgement was not unanimous, three of the judgements were ``Irrel-
evant'' with the other ``Could not Judge'' for 11 clusters; for the remaining cluster, the breakdown
was three ``Irrelevant'' judgements and one ``Relevant''.
This initial experiment showed two things. First, the cluster algorithm could group topic rel-
evant documents, but could not separate documents with dierent instance relevance. Second,
subjects were able to correctly determine from the cluster description which clusters were likely to
contain relevant (topic or instance) information, and which were not.
3. Can clustering be used eectively?
Although the clustering algorithm did not group the retrieved documents into instances, sub-
jects were able to successfully judge the potential of a cluster from its description. This suggested
that the cluster structure was likely to be an eective way of organizing query results into mostly
relevant and mostly non-relevant segments; Hearst and Pedersen (1996) had shown this was the
case for ad hoc query topics. The next question is therefore whether the cluster structure is equally
eective for an instance retrieval task. In our second experiment, using the same document sets
and the same clustering algorithm, the experiment subjects' task became ``save relevant docu-
ments, which, taken together, covered as many dierent instances of a topic as possible within a
15 min time limit''.
3.1. Experiment II: using clustering for interactive instance retrieval
Two interfaces were implemented: one based on clusters, the other on ranked lists. Given the
goal of comparing two alternative organizations of the same data, it was important that the two
Table 1
Summary of relevance judgement of clusters
Agree, right Agree, wrong Disagree
Relevant clusters 9 2 5
Irrelevant clusters 37 0 13
3 Interestingly, the two clusters were the only two relevant clusters that were the lowest ranked and therefore last
displayed clusters for the respective topics.
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nizations. The design of the interfaces also assumed that relatively large monitors would be
available for the interactive experiments, sucient to permit side-by-side viewing of documents
and result organizations. To minimize variation between searches, no mechanism for providing
relevance feedback or for supplying a new query was provided; subjects were restricted to ex-
ploring the pool of pre-selected candidate documents.
Although the TREC task description required subjects to save only those documents that
covered at least one unsaved instance, we asked our subjects to describe all instances they found in
documents. Therefore, in our experiment, a document was saved only when a subject explicitly
identi®ed an instance within it.
Fig. 2 shows the interface for the ranked list. The interface was divided into two panels. The
left-hand panel displayed a ranked, scrollable list of the titles of the top 300 documents for a topic;
each title could be selected by a single clicking. The upper part of the right-hand panel, initially
Fig. 2. Experiment II: the list-based interface.
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of right-hand panel, the instance selection panel, displayed a list of saved instances; subjects could
use this panel to record all identi®ed instances for a topic, and to supply a description for an
instance (via a pop-up dialogue box).
Fig. 3 shows the interface for the cluster structure. The interface was also divided into two
panels. The left-hand panel shows an ordered, scrollable list of cluster descriptions; each cluster
could be selected by a single clicking. The right-hand panel was sub-divided into three parts.
Compared with the right-hand panel of the list-based interface, it had an additional section in
which a scrollable, ranked list of the titles of documents in any cluster selected in the left-hand
panel could be displayed; each title in the top part could be selected by a single clicking. The
function of the other sections matched that of the corresponding components of the list-based
interface.
Fig. 3. Experiment II: the cluster-based interface.
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1998). The experiment design thus followed the Latin Square arrangement as stipulated by the
TREC-7 Interactive Track (Lagergren & Over, 1998). In this design, eight search topics were
broken evenly into two blocks, the order of four topics was ®xed within each block. Each subject
was assigned to use one system on a block of four topics and then use the other system on another
a block of four topics. This design is intended to minimize the eect of inter-subject and inter-
topic variations, making it possible to focus solely on inter-system variations. The arrangement
required a minimal number of four subjects because of the sequence and the combination of two
blocks and two systems. We augmented this design by adding another three groups of four
subjects.
Sixteen paid subjects were recruited via an internal university newsgroup. All of them were
undergraduate computer science students, aged from 17 to 23, and had an average 3.3 years of
online search experience.
When subjects arrived at the experiment site, they completed a pre-search questionnaire and
psychometric test. The subjects were then given a quick demonstration of the main functions of
each interface. During the experiment, prior to using a system for the ®rst time, the subjects
attempted an example topic to familiarize themselves with its interface; they were free to ask any
question at this point. Each subject was required to ®ll in a post-topic questionnaire after com-
pleting each topic, a post-system questionnaire after completing their three allocated topics on
each system, and an exit questionnaire at the conclusion of their session. Subjects were permitted
up to 15 min to complete each topic; at the 15th minute mark they were informed that the time
allocated had expired and were directed to complete their current action, complete the appro-
priate questionnaire, and move on to the next topic. All actions time-stamped outside the
allocated 15 min were discarded. During each search session, every signi®cant event was auto-
matically logged and time-stamped. Participants were not informed which interface was the
control system and which was the experimental system.
3.2. Results and ®ndings
3.2.1. Is clustering approach more eective than the ranked list?
Evaluation of a system within the TREC Interactive Track is based on instance recall and
instance precision of the saved documents. Instance recall is the fraction of total known instances
(as determined by the assessor) for the topic that are covered by the saved documents, instance
precision is the fraction of the saved documents which contain at least one instance. Here we focus
on instance recall. Those documents where a subject saved at least one instance were identi®ed
from search logs. The instance relevance judgements of the TREC/NIST assessors were then used
to determine the instance coverage of each such document. From this, the average instance recall
across all subjects, per topic, per interface could be calculated. Table 2 shows the average instance
recall across all subjects per topic. As it can be seen, the average instance recalls of two interfaces
are very close, with no statistically signi®cant variation present (P < 0:05).
4
4 A two-tailed t-test has been used to determine the statistical signi®cant dierence throughout, unless otherwise
stated.
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than the ranked list'' is rejected.
Although there is almost no dierence in terms of average instance recall between two inter-
faces, inspection of the topic-by-topic results suggests that there is in fact a variation in perfor-
mance for a subset of the topics. Table 2 shows that, for the ®ve topics (352, 353, 362, 365, and
366) for which subjects using the list organization saved fewer instances, the subjects using the
cluster organization saved more instances, especially for topic 366 and 353. Conversely, for the
three topics (357, 387, and 392) for which subjects using the list organization saved more in-
stances, fewer instances were saved by the subjects using the cluster organization.
Interestingly, the topic in which subjects of the cluster interface most out-performed subjects of
the list interface ± topic 366 ± is also the topic with which all subjects claimed to be least familiar
(see Section 3.2.2, for the de®nition of familiarity), while the topics with which subjects claimed to
be most familiar ± topics 387 and 392 ± are also the topics in which subjects of the list interface
most out-performed subjects of the cluster interface. However, no correlation between familiarity
and system performance could be detected at a statistically signi®cant level.
Table 3 shows the interaction between the subject and the system. On the average, subjects read
more documents from cluster interface than the list interface (List M  15:69 and Cluster
M  16:41), saved similar number of documents (List M  3:656 and Cluster M  3:625) and
similar number of instances (List M  4:188 and Cluster M  4:0). There is also no statistical
signi®cance found between two interfaces for any above measure.
No signi®cant correlation was found between instance recall and the number of instances saved
by subjects, and between instance recall and the number of documents saved. No signi®cant
dierence was found between instance recall of individual subjects, or the number of instances
saved by individual subjects.
Table 3
Subject±system interaction
352 353 357 362 365 366 387 392 Mean
Instances saved
by subjects
Cluster 3.750 3.250 4.375 4.125 4.000 2.625 3.125 6.750 4.000
List 2.875 2.625 5.375 6.125 2.750 1.625 3.375 8.750 4.188
Documents saved Cluster 3.750 3.375 4.000 4.125 1.875 2.750 3.250 5.875 3.625
List 2.750 2.625 5.250 4.750 1.625 1.750 3.250 7.250 3.656
Documents read Cluster 15.00 19.75 14.75 20.63 8.375 15.50 19.88 17.38 16.41
List 15.13 19.88 14.38 17.00 5.000 19.63 19.25 15.25 15.69
Table 2
Instance recall per topic of the saved documents, as judged relevant by assessors
352 353 357 362 365 366 387 392 Mean
Cluster 0.089 0.102 0.231 0.146 0.687 0.214 0.111 0.184 0.221
List 0.053 0.068 0.279 0.135 0.677 0.071 0.250 0.285 0.227
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During the experiment, subjects ®lled in a post-search questionnaire after searching each topic.
We extracted three questions from the post-search questionnaire that related to performance and
subject±system interaction. The three questions are: ``Are you familiar with this topic?'', ``Are you
satis®ed with your search results?'', and ``Are you con®dent that you identi®ed all of the dierent
instances for this topic?''. Each of these questions was measured on a 5-point Likert scale, where
1not at all; 3somewhat; and 5extremely. Table 4 shows the average responses per system
for the three selected questions. There was little dierence between two interfaces in the subjects'
response to each question.
Table 5 shows the correlation between the selected questions, the performance (instance recall),
and the number of documents saved. There is no signi®cant correlation between instance recall
and any selected question. The number of documents saved is signi®cantly correlated to the fa-
miliarity and satisfaction, but not to the con®dence. Familiarity is also signi®cantly correlated to
the satisfaction and con®dence.
The pre-experiment psychometric test attempted to gauge subjects' verbal skills in terms of their
ability to identify synonyms of eight stimulus words (Ekstrom, French, Harman, & Dermen,
1976). The mean score for the 16 subjects was 23.2 correct of 34.9 total terms, with a standard
deviation of 8.1 terms. There appeared to be a linear correspondence between subjects' score and
their average instance recall; no signi®cant correlation was found with performance with either
interface.
From the exit questionnaire, 12 of the 16 subjects preferred the cluster-based interface than the
list-based interface, and 13 subjects rated the cluster-based interface as easy to use.
A fairly clear preference for the cluster structure was also shown in subjects' comments, such as:
· It showed me all the list of the topics in a screen.
· It is easy to search and has a topic or summary in each group.
· The group narrows down the scope of the searching task.
· Speci®c group of articles is associated with one another.
Table 4
Average scores for three selected questions from post-search questionnaire
Cluster List
Familiarity 2.344 2.469
Satisfaction 2.890 2.890
Con®dence 2.766 2.860
Table 5
Correlation matrix
Familiarity Satisfaction Con®dence
Instance recall (assessor's judgement) 0.17 0.30 0.41
Documents saved 0.52 0.72 0.28
Familiarity 0.77 0.56
*Correlation is signi®cant at the 0.05 level.
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formation. As discussed in Kaufman and Rousseeuw (1990), classi®cation and grouping like
things together are some of the most primitive and common activities of human beings. (Miller,
1956) also explores the bene®t of grouping as an aid to human information processing.
In contrast, comments on the simple list organization included:
· The list is too long to explore all items.
· Everything was just in a list and it was dicult to concentrate on the actual topic.
· Long list, sometimes frustrated in could not ®nd suitable topic.
· Hard to search, depends on the topic.
However, subjects did note some inadequacies of the cluster structure as implemented, such as:
· The keywords in each group are not clear.
· They will make users confused for the ®rst time.
This is probably re¯ective of the fact that the terms in cluster descriptions were stemmed, rather
than complete, words. We also observed that apparently not all subjects understood the cluster
structure. For example, some subjects commented:
· Unclear how groups are determined.
· I did not really understand the way the categories (clusters) were grouped. Perhaps if I did, it
would have been better.
This may indicate that subjects needed more training and experience to make best use of the
clustering structure.
This experiment showed us that although most subjects liked the cluster structure, the overall
performance of using two structures was very similar. Subjects tended to browse all clusters, but
generally saved documents from clusters that contained instances (as determined by the NIST
assessors); in contrast, subjects generally did not save documents from clusters that contained few
topic instances. While we hope that the subjects may have gained a greater understanding of what
the collection, as a whole, contained about a topic, this understanding did not help them to
complete the instance task more successfully than the list-based approach did.
4. Are variations in mental maps signi®cant?
In the experiment presented in Section 3, the subjects ®lled the role of search intermediary.
They were given an information need, then searched for documents that were relevant to that
information need. Analysis of the results revealed a substantial disagreement as to what was and
was not a relevant instance between the experiment subjects and the TREC/NIST assessors.
Subject-determined instances sometimes covered multiple assessor-determined instances; the re-
verse was also true. Subjects also perceived some relevant instances in documents that the as-
sessors felt did not contain any relevant instances.
This kind of con¯ict in judgement has also been seen in other previous TREC investigations
(Voorhees, 1998); it is just more conspicuous for the instance ®nding task, as the determination of
what is an instance appears a more open, subjective decision. However, in contrast to the main
TREC ad hoc Track ± where the impact of this phenomenon has been shown to be minimal
(Zobel, 1998) ± in the context of the TREC Interactive Track with its relatively shallow pool of
relevant documents and instance judgements, it may make the calculation of instance recall and
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using those judgements. This is an open question.
A possible explanation is that we were observing a variation in mental maps; each user had a
particular view of how the topic should be split into instances, and where the dividing lines should
be drawn between those instances. Because each individual's map diered, there could be no
consistent correlation between the instances identi®ed by users and those identi®ed by assessors.
Our next experiment sought to prove or disprove the presence and impact of variations in
mental maps. Rather than trying to match each subject's instances with those of the assessors, we
chose to have the subjects use the instance framework provided by the assessors. By presenting the
instances identi®ed by the assessors as the de®nitive partition of a topic into its sub-topics, we
could simplify the users' task to that of identifying occurrences of each sub-topic. In this ex-
periment, we tried to investigate:
· Is there any signi®cant judgement dierence between assessors and subjects if the subjects are
provided the assessor instance sets?
· Can the evaluation of two experiment systems be made more reliable based on assessor's in-
stance sets?
We therefore made the following changes to the experimental interfaces:
Rather than asking subjects to identify instances, we provided them with the instances identi®ed
by the TREC/NIST assessors. These instances were permanently listed in the right-hand panel of
both experimental interfaces; an example is shown in Fig. 4. When the text of a document was
being displayed, the list of instances was active: during that time, subjects could select from the
pre-determined list those instances that they considered were present in the visible document. In
keeping with the Interactive Track goal of avoiding repeated instances, once an instance had been
marked as present, it was removed and added to a list of discovered instances (see Fig. 4).
Because the right-hand panel permanently displayed the assessor-identi®ed instances (to rein-
force the foreign mental map that the experimental subjects were being asked to explore), the
left-hand panel was used to present all delivered information. For the list-based interface, the left-
hand panel showed the retrieved documents in the ranked order, with each document title a link
to its full content. For the cluster-based interface, the left-hand panel showed the cluster de-
scriptions, with each cluster description containing a link to all documents in the cluster; the
document titles that formed part of a cluster description were linked directly to the document
content. Selecting a document or cluster link caused the appropriate information to replace the
content of the left-hand panel. As noted, while the text of a document was being viewed, the list of
instances in the right-hand panel was active. Once a subject had ®nished viewing a document, they
could return to the list of documents or clusters.
To know how much information a subject can capture during a search, the presentation of the
left-hand frame was paged. For the list structure, titles of 20 documents appeared on each page,
similar to the style of Web interfaces to search engines such as Alta Vista and Excite. For the
cluster structure, the cluster descriptions were also paged, four or ®ve clusters per page. The lists
of documents in each cluster were also paged in the same way as the document lists of the list-
based interface.
When subjects read a document but did not save any instance, the color of the link to the
document changed to red; if the subject read and saved at least one instance from a document, the
link to the document changed to red and was ticked.
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In the TREC-7 experiment reported in the Section 3, eight topics were used. This was likely to
be too small a sample to allow statistically signi®cant results to be observed, so in this experiment
another four topics from TREC-6 were added.
Sixteen new subjects were recruited to undertake the experiment. The experiment design and
procedure were the same as that in the previous experiment, but the subjects attempted six topics
using each interface.
In the previous experiment, the average instance recall was 0.646 for the pooled documents, and
only 0.312 for the ®rst 20 highly ranked documents; this seemed low. We therefore used Rocchio-
based relevance feedback (Salton, 1971) to improve the quality of the set of candidate docu-
ments. The average instance recall for 12 topics was 0.879. For the eight queries (352±392) used in
TREC-7, the instance recall (at ®rst 300 documents) increased 22.5%.
Fig. 4. Interface for experiment III.
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Table 6 shows the average instance recall per topic per interface for saved documents from
which a subject saved at least one instance. Interestingly, while fewer instances were covered in
documents saved by users of the clustering interface than of the list interface according to the
TREC/NIST assessors' relevance judgements, subjects selected more instances using the clustering
interface than the list interface. However, the dierence in instance recall between two interfaces
was not statistically signi®cant in either assessor's judgement or subject's selection.
The correlation between assessors' judgement and subjects' selection for the clustering interface
is highly signi®cant (P < 0:02); the correlation for the list interface is not signi®cant. Overall, the
correlation between assessors' judgement and subjects' selection is highly signi®cant (P < 0:01).
Table 6 quanti®es the dierences in judgement between assessors and subjects in terms of in-
stance recall. Instance recall, as used in the TREC Interactive Track does not directly correlate to
the standard TREC ad hoc recall measure. In the TREC Interactive Track, instance recall is
de®ned as ``the fraction of total instances (as determined by the assessor) for the topic that are
covered by the submitted documents'' (Hersh & Over, 1999). That is:
TREC instance recall 
number of relevant instances found in saved documents
total number of relevant instances
:
True instance recall, akin to the standard TREC ad hoc recall metric, would be:
true instance recall 
number of relevant instances saved
total number of relevant instances
;
that is, the number of instances explicitly identi®ed by a subject, divided by the total number of
instances. Similarly, whereas
Table 6
Instance recall for saved documents
Topic Assessors' judgement Subjects' selection
Cluster List Cluster List
303 0.518 0.544 0.375 0.589
307 0.217 0.174 0.250 0.201
326 0.583 0.569 0.555 0.528
339 0.775 0.700 0.663 0.425
352 0.183 0.094 0.161 0.125
353 0.239 0.329 0.466 0.511
357 0.404 0.394 0.519 0.442
362 0.208 0.229 0.240 0.219
365 0.797 0.766 0.469 0.214
366 0.250 0.429 0.571 0.462
387 0.042 0.333 0.278 0.389
392 0.163 0.306 0.208 0.257
Mean 0.365 0.406 0.396 0.364
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we can say that:
true instance precision 
number of relevant instances saved
total number of instances saved
:
Under normal Interactive Track conditions, true instance recall and true instance precision
cannot be determined, because only information about which documents were saved, not speci®c
instances, is recorded; further if speci®c instances were saved, it would still be necessary to rec-
oncile or consolidate the overlapping or con¯icting topic instances that could be nominated by
each interactive subject. In this experiment, however, neither problem applies: all subjects were
working from a single, agreed upon set of possible topic instances, and the exact instances as-
sociated with each document were recorded.
Table 7 shows the distribution of average true instance precision and average true instance
recall, per topic for each interface. The overall average true instance precision was 0.63 for the
cluster interface, and 0.70 for the list interface (no signi®cant dierence). The overall average true
instance recall was 0.65 for the cluster interface, and 0.66 for the list interface (no signi®cant
dierence).
In contrast, there was a signi®cant correlation between the TREC instance precision and true
instance precision, and between TREC instance recall and true instance recall, suggesting that the
standard TREC Interactive Track measures are acceptable substitutes.
The two ``true'' metrics can also be considered as measuring the level of agreement between the
experimental subjects and the TREC/NIST assessors. From this perspective, the data do not show
a signi®cant variation in the level of agreement based on interface; further, the overall level of
agreement is consistent with that reported elsewhere for similar multi-assessor experiments
(Voorhees, 1998; Cormack, Palmer, & Clarke, 1998).
5. Can classi®cation be used eectively?
One of the goals of this work has been to organize retrieved data in ways that re¯ect the
structure of the topic and its answer. Static clustering, as explored in the preceding sections, failed
to achieve that as a measurable result. This section describes a dierent way, classi®cation, of
achieving that goal.
Clustering attempts to group documents that are internally similar to each other. An alternative
is to group documents based on their similarity to some external set of criteria. One source of such
criteria is the query topic itself. By analyzing the query topic, it may be possible to identify an
appropriate set of classi®cation constraints that correspond to the desired set of topic instances.
This would allow the set of candidate documents (retrieved in response to the query) to be
classi®ed into categories that correspond to dierent instances of the answer. Such classi®cation
constraints can easily be automatically identi®ed in the query topic with the help of the interactive
users themselves. While users may not know the exact details of the answer to their query, they
usually know characteristics of the answer that they are looking for. For example, consider the
topic: ``Which countries import sugar from Cuba?''. While users may not know beforehand that
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be country names. In this example, by using a set of country names (the potential instances) to
classify the retrieved documents, subjects may be able to more easily ®nd instances of the topic.
5.1. Experiment IV: classi®cation and instance retrieval
In the classi®cation approach, several possible axes for categorization are identi®ed from the
query topic. From the alternative axes, the user interactively selects categorization that is most
appropriate. The retrieved documents are then dynamically classi®ed into categories. This ap-
proach is shown in Fig. 5, and contains several signi®cant stages: a category generation stage, a
category selection stage, and a document classi®cation and ordering stage.
Category generation. The category generator extracts keywords from each query, and uses
WordNet (Fellbaum, 1998) to identify a set of hyponyms for each keyword. These hyponym sets
form the basis for candidate category sets. We do not attempt to distinguish between alternate
senses when identifying sets of hyponym.
Category selection. For a given query, there may be multiple ways of classifying the set of
retrieved documents. Automatically determining the appropriate classi®cation axis is in itself a
dicult procedure. Instead, we let the user select the categorization appropriate for organizing the
retrieved documents. In our implemented system, a window (shown in Fig. 6) shows users the
extracted keywords and the sample of their associated categories; users can consider the alter-
native classi®cations before selecting the most appropriate.
Classi®cation and ordering. The retrieved documents are then matched against the selected set
of categories. Classi®cation is based on ranking the set of retrieved documents by their similarity
to the terms describing each category; in our initial implementation, each category is restricted to
the 10 highest-ranked documents for that category. Documents may belong to more than one
Table 7
True instance precision and true instance recall
Topic True instance precision True instance recall
Cluster List Cluster List
303 0.54 0.58 0.50 0.63
307 0.91 0.90 1.00 1.00
326 0.98 1.00 0.92 0.92
339 0.77 0.84 0.67 0.50
352 0.46 0.05 0.30 0.19
353 0.54 0.51 0.80 0.73
357 0.55 0.70 0.80 0.78
362 0.71 0.63 0.71 0.67
365 0.97 0.94 0.56 0.26
366 0.47 0.83 0.70 0.94
387 0.13 0.74 0.50 0.72
392 0.48 0.70 0.41 0.59
Mean 0.63 0.70 0.65 0.66
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neous documents. Within each category, the documents are ordered according to their similarity
to the original query. Overall, categories are ranked by the similarity of their ®rst-ranked docu-
ment to the query.
After the search results have been categorized and ranked, they are presented to a user as shown
in Fig. 7. The interface is divided into two panels. In the left-hand panel, the upper frame shows
the document categories. Each category is expandable and collapsible; in Fig. 7, the ®rst category
is shown collapsed, and the second expanded. The middle frame shows the already discovered
instances, along with the saved documents relevant to each instance. A button in the bottom
frame enables users to add new categories into which documents may be classi®ed. When any
document is selected from the upper-left or middle-left frame, its content is shown in the right-
hand panel of the window. Any terms that match the currently expanded category are highlighted
in red; terms that match the descriptions of other categories are highlighted in blue. This high-
lighting is intended to help users more easily locate potential answers from within what may be
Fig. 5. System architecture for classi®cation approach.
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document, they can click on ``Save Instances'' button. This causes a pop-up window to appear in
which the user can note the instances to which the document is relevant. The discovered instances
and their associated document are then added to the middle-left frame. Whereas the upper-left
frame helps the user to search for information that can contribute to their answer, the information
in the middle-left frame helps the user synthesize their answer.
The ranked list interface diered from the classi®cation interface in three ways. One, where the
classi®cation-based interface contained a list of expandable categories of retrieved documents
(the upper-left frame), the ranked list interface contained a simple ranked list of retrieved doc-
uments. Two, the classi®cation-based interface allowed users to interactively add additional
Fig. 6. Interface for category selection.
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interface.
This experiment was the basis for our participation of TREC-8 interactive track (Fuller et al.,
1999), which used the same document collection as TREC-7, but a dierent set of six topics. There
is also slight dierence in experimental design between TREC-7 and TREC-8. In TREC-7, the
order of topics within each block was ®xed; in TREC-8, each topic was searched at a dierent
position within each block. A complete round of the TREC-8 experiment required 12 subjects. We
augmented the experiment design by adding an additional group of twelve subjects. The twenty-
four subjects were computer science undergraduate and postgraduate students, with an average
age of 23, three years online search experience, an average FA-1 (Controlled Associations) score
of 28.6, and an average VZ-1 (paper folding) score of 15 (Ekstrom et al., 1976). None of the
subjects had previously participated in a TREC interactive experiment.
Fig. 7. Interface for classi®cation.
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Form Table 8, we can see that subjects saved more instances on average using the classi®cation-
based interface. The mean number of saved instances is 9.3 (SD  5:2) for the classi®cation-based
interface, and 8.8 (SD  4:1) for the ranked list interface; this dierence is not statistically sig-
ni®cant (two tail, paired t-test).
That fewer instances were saved using the classi®cation-based interface in topics 438 and 446
was unexpected. Topics 438 and 446 were both instances of ``country'' topics: topics where the
instances consisted of a list of dierent countries. Before the experiment, we anticipated that such
topics would be ideally supported by the classi®cation approach, as the categories instantiated
from country match well with a reasonable division of the topics into instances. On closer ex-
amination, we found that the categories for topic 438 turned out not to have been ranked as
expected due to a coding error (the other ®ve topics were not aected by this mistake); as a result,
some categories containing documents that were very similar to the topic were not highly ranked.
Discarding the results of this topic, on the average, the subjects saved 7.98 instances from the list
interface and 8.84 instances from the category interface. This dierence was not statistically
signi®cant.
Table 9 shows the average instance recall for each topic, based on the TREC/NIST assessors'
judgement (topic 438 is excluded). According to the assessors' judgement, the saved documents
from category interface covered more instances than the saved documents from list interface.
However, this dierence is also not statistically signi®cant. The comparison of Tables 8 and 9
shows the dierence between the objective evaluation and the users' subjective performance.
Closer inspection of the experiment logs revealed a somewhat surprising occurrence. For topic
446, we expected that subjects would choose the concept country as the classi®cation axis.
However, ®ve of the twelve subjects did not do so. This (in our opinion) mis-selection of classi-
®cation axis also occurred with two other country topics (414 and 428): six out of twelve subjects
for topic 414, and three out of twelve subjects for topic 428 did not choose country as the basis for
classi®cation. What we had expected as a given ± that subjects would trivially select an apparently
obvious classi®cation axis for a given topic ± turned out not to be the case. This makes comparing
the eectiveness of the list-based and classi®cation-based interfaces dicult. Taking speci®c
searches in isolation, for topics 414, 428 and 446, if we consider only those searches where subjects
selected the ``correct'' categories, signi®cantly more instances were saved using the classi®cation-
based interface than using the list based interface (P < 0:03, one tail, unpaired t-test), although
again this does not carry on to an improved objective performance. However, such isolated an-
alyses are fraught with danger: the use of a subset of searches compromises the integrity of the
Latin Square design that the Interactive Track experiments are built around.
Table 8
The average number of saved instances for each topic in subjects' view
408 414 428 431 438 446 Mean
List 8.5 6.6 8.3 8.9 13 7.6 8.8
Category 10.1 7.3 8.8 11.3 11.6 6.7 9.3
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In this experiment we also gauge users' impressions of the two interfaces. After completing a set
of searches with an interface, members of one group of 12 subjects were asked to complete a
questionnaire evaluating their experience. The questionnaire was adapted from (Doll & Tork-
zadeh, 1988), and focused on subjects' satisfaction with the presentation format, the delivered
data, an interface's ease-of-use, and the time available for the topics.
The results from the questionnaires are shown in Fig. 8. Q1-Q3 shows subjects' satisfaction
with the displayed contents; Q4 the time available; Q5-Q6 the ease of use; Q7-Q9 the way the data
was organized; and Q10 overall satisfaction with the interface. Note that for Q1, a lower score
indicates greater satisfaction. Subjects responded using a ®ve-point scale. From Fig. 8, we can see
that for all questions the satisfaction scores for the classi®cation-based interface are higher than
the ranked list interface. This dierence is statistically signi®cant (P < 0:001, paired, one tail
t-test).
Fig. 8 also suggests that the organization of retrieved data may in¯uence the subjects' per-
ception of it. Although both interfaces oered the same number of documents, albeit dierently
organized, subjects nonetheless felt that the ranked list interface showed too much information,
and felt able to ®nd neither enough instances nor suciently precise instances to answer the
topics. Given that subjects saved approximately the same number of instances with each interface,
this shows a strong discrepancy between subjects' preferences and their performance.
Fig. 8. The results from the user satisfaction questionnaire (Q1: Too much information, Q2: Precise instances, Q3:
Sucient instances, Q4: Enough search time, Q5: Easy to use, Q6: User friendly, Q7: Clear organization, Q8: Useful
format, Q9: Organization what is needed, Q10: Satisfaction with the interface.)
Table 9
The average instance recall of the saved documents per topic in assessors' view (excludes topic 438)
408 414 428 431 446 Mean
List 0.292 0.535 0.263 0.317 0.219 0.325
Category 0.323 0.514 0.179 0.273 0.172 0.292
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Only one or two experiments are not convincing enough to accept or reject an experimental
hypothesis, especially when the experiment sample is small. The experiments presented in this
paper were our ®rst attempt to explore how to conduct interactive experiments, and how to
evaluate and interpret the interactive experiment results. We have identi®ed some limitations of
the presented experiments which will be addressed in our future work.
The interfaces we have explored have been static: each cluster or classi®cation was based on the
pre-speci®ed query. Users were able neither to re-formulate the query terms used to generate the
clusters or classi®cations, nor to re-cluster or re-classify. Given that the experimental framework
is inherently an interactive one with a human user available at all times to guide or re®ne the
selection and organization of data, an improved approach would enable users to dynamically
control the information presented over the course of a session. We believe that the structured
delivery does help users understand better about the set of retrieved documents than a ranked list.
We will be in a better position to prove this hypothesis if we let users have more interaction with
the system in our future experiments.
The subjects for each experiment were all ®rst time users of the two delivery systems. Through
the post experiment interview, some subjects admitted that they did not understand why the
documents were clustered or classi®ed. We believe if subjects understand a little bit more about
the concept of clustering or classi®cation structure, they could adopt more suitable search
strategies. We will try to verify this through an experiment that involves both ``experienced''
subjects and new subjects.
The experiments introduced in this paper were basically conducted under TREC Interactive
Track framework. Compared with the TREC ad hoc data, the Interactive Track data has an
extremely low proportion of alternative, equivalently relevant documents for each topic instance.
Taken to an extreme, this means that it is simply not possible to outperform a list interface for
such a collection. Consider a collection that contained exactly one relevant document per topic
instance. For such a collection, the ideal delivery organization would be a list of the relevant
documents, one after the other. Any re-structuring of that list can only add a level of indirection
between the user and the data, without adding any possible bene®t. In contrast, a collection that
contained many relevant alternatives or non-relevant near-alternatives would be ill-served by a
simple list: a user must sift through a large amount of redundant or irrelevant information in
order to locate documents containing all relevant instances. In such a case, a suitable form of re-
organization may be of signi®cant bene®t.
We observed that the experiment systems (clustering/classi®cation) worked well for some
topics. However, examination of the subject±system interactions and of subjects' perception of
topics and systems provided no explanation for this phenomenon. It may be possible to discover
some hidden relationships if the number of topics and the number of subjects are considerably
larger.
In the presented experiments, subjects played the role as intermediary searchers. We observed
that the subjects lacked a genuine motivation to pursue their solutions, and lacked a good un-
derstanding of the search topics and search tasks. It would be interesting to investigate how
subjects performed if asked to carry out searches based on their own, real information needs. We
expect this will bring up more challenges to the experiment design and evaluation.
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Clustering and classi®cation are two mechanisms for organizing documents into groups. In this
paper, we have presented an ongoing series of experiments that tested the feasibility and eec-
tiveness of using clustering and classi®cation as an aid to instance retrieval and, ideally, answer
construction.
Our results have shown that static clustering can organize intermediate result sets into subsets
that are (mostly) relevant or non-relevant to the topic, but not into instance groups. Users were
able to ®nd the clusters that contained the relevant documents.
Users preferred a cluster-based interface to a list interface for the interactive instance retrieval
tasks set for them. They believed they were performing better; objective assessments showed that
they did not improve their performance in terms of instance recall. However, it is possible that the
structuring provided by the cluster-based interface delivered additional bene®ts (not measured by
these experiments) in the larger task of synthesizing and constructing an answer to the topic.
Several hypotheses exist for the variation between subjective and objective assessment of user
performance. One is simply that if users like something, particularly something new, they believe
they perform better. An alternative is that the discrepancy is caused by the inevitable dierences in
world view between the objective assessors and the experimental subjects. This second hypothesis
was tested and invalidated by an experiment that removed the potential variance in world views
by pre-determining the potential instances to be located.
Apparently, although the static clustering explored here could separate documents into groups
containing more or fewer relevant and non-relevant documents, and although users could suc-
cessfully identify those groups likely to contain more relevant documents, it simply was not an
appropriate mechanism for instance retrieval. There are several possible remedies for this. One is
to use a hierarchical mechanism to cluster documents according to topic relevance at higher levels,
while clustering according to instance relevance at deeper levels. An alternative is dynamic ap-
proaches, using interactive clustering and re-clustering, perhaps along the lines of Hearst and
Pedersen (1996).
An alternative to clustering is classi®cation. Simple classi®cation using WordNet was at-
tempted. Under experimental conditions, subjects did not always select the apparently most ap-
propriate classi®cation axis from the other alternatives. Nonetheless, even when an inappropriate
classi®cation was selected, there was no great deterioration in performance. As was the case with
the clustering approach, subjects preferred the classi®cation interface to a simple list interface, and
believed their performance to be better. Again however, objective assessments showed that their
performance with the classi®cation interface was not improved.
These approaches ¯ow naturally into the task of constructing answers themselves, as opposed
to simply identifying valuable information resources. The classi®cation approach, in particular,
can be seen as an initial stage in helping users with the task of organizing and constructing an-
swers. Arguably, the content and quality of those constructed answers are what should be assessed
in order to determine the eectiveness of the interactive process itself. The ultimate challenge, of
course, is the fully automated construction of synthetic answer documents with minimal user
input.
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