We show that the decision problem for the basic system of interpretability logic IL is PSPACEcomplete. For this purpose we present an algorithm which uses polynomial space with respect to the length of a given formula. The existence of such algorithm, together with the previously known PSPACE-hardness of the closed fragment of IL, implies PSPACE-completeness.
Introduction
Computational complexity of modal logics was first studied by Ladner [Lad77] . Various tableaubased methods were used in proofs of PSPACE-decidability of a number of modal logics (like K, K4, S4 etc; see [Lad77] and [Spa93] ). Complexity of the satisfiability problem for the closed fragments of modal systems K4 (PSPACE), Grz and GL (PTIME) is proved by Chagrov and Rybakov [CR03] . Shapirovsky [Sha10] proved the PSPACE-decidability of propositional polymodal provability logic GLP. PTIME-decidability of the closed fragment of the system GLP is proved by Pakhomov in [Pak14] .
The interpretability logic IL, introduced by Visser [Vis90] , is an extension of provability logic with a binary modal operator . This operator stands for interpretability, considered as a relation between extensions of a fixed theory. In this paper we focus on modal aspects of interpretability logic. For details on arithmetical aspects see e.g. [Vis98] . Bou and Joosten proved in [BJ11] that the decidability problem for the closed fragment of IL is PSPACE-hard. This is the only known (non-trivial) result regarding the complexity of interpretability logics. Related research regarding tableaux methods and proof systems for interpretability logics can be found in [HJ16] and [Sas02] .
We consider the complexity problem for interpretability logic and prove that the system IL is PSPACE-complete. Our constructions can be seen as generalizations of the constructions by Boolos presented in [Boo96] (Chapter 10). If we restrict our work to GL, the resulting method is very similar to the one given by Boolos, up to the terminology. Occasionally we will also refer to Shapirovsky [Sha10] , since our method can also be seen as extending the method presented there of proving PSPACE-completeness (monomodal case). Our algorithm SatTreeIL will have the same purpose as SatTree from [Sha10] . Finally, there are some similarities between the manner in which our algorithm constructs models, and the approach used in the completeness proofs for interpretability logic (see [deJV90] and especially [GJ08] nad [GJ11] ). For example, at some point we will speak of copies of x labelled by C D, which have similar purpose as the so-called D-critical cones above x (namely, to block the truth of D).
In Section 1 we give an overview of some basic notions of interpretability logic. In Section 2 we show how to transform a finite model of a given satisfiable formula into a certain "small" model. The goal of this section is to produce well-behaved models suitable for the proof of completeness of our algorithm. We can assume the starting model is a finite tree (for that we can use unravelling, or refer to the completeness proofs for IL). In the first phase we transform the model to gain certain useful properties. We will also label worlds that serve as witnesses of truth or falsehood of certain important formulas. In the second phase we extract the submodel consisting of some of the previously labelled worlds. The final model has polynomial height and branching, and can be easily decomposed into parts suitable for our algorithm. Models from the completeness proofs of IL mentioned above already have some of this properties. We chose not to assume these properties mainly to provide useful techniques and lemmas for the extensions of IL, where such properties may not be readily available. We will not study the extensions further in this paper.
In Section 3 we present our algorithm for testing whether a given formula A is satisfiable. The algorithm will not store the entire model in memory, but construct it piece by piece. In Sections 4 and 5 we show that the algorithm is correct and complete. That is, given a formula F , the algorithm outputs true if and only if F is satisfiable. We conclude with a discussion of prospects for future work on computational complexity regarding the extensions of the system IL.
Preliminaries
The language of interpretability logics is given by
where p ranges over a fixed set of propositional variables. Other Boolean connectives can be defined as abbreviations as usual. Also, A can be defined as an abbreviation (it is provably equivalent to ¬A ⊥), thus making this language an extension of the basic modal language. From this point on, by A we will mean ¬A ⊥, and by ♦A we will mean ¬(A ⊥).
Provability logic GL is a modal logic with standard Kripke-style semantics (validity on transitive and reverse well-founded frames), which treats provability predicate as a modal operator. The axioms of GL are all instances of classical tautologies and the following schemata: (A → B) → ( A → B), and ( A → A) → A. The inference rules are modus ponens and necessitation A/ A.
Axioms of interpretability logic IL are all axioms of GL and the following schemata: (A → B) → A B, (A B) ∧ (B C) → A C, (A C) ∧ (B C) → A ∨ B C, A B → (♦A → ♦B), and ♦A A (as usual, we avoid parentheses if possible, treating as having higher priority than →, but lower than other logical connectives). The inference rules are modus ponens and necessitation.
The basic semantics for interpretability logic IL is provided by Veltman models. A Veltman frame is a triple F = (W, R, {S x : x ∈ W }), where W is a non-empty set, R is a transitive and reverse well-founded relation on W (i.e. (W, R) is a GL-frame) and for all x ∈ W we have: a) if uS x v then xRu and xRv; b) the relation S x is transitive and reflexive on {y ∈ W : xRy}; c) if xRuRv then uS x v.
A Veltman model is M = (F, ), where F is a Veltman frame and is a forcing relation, which is defined as usual for atomic and propositional cases, and x A B if and only if for all u such that xRu and u A there exists v such that uS x v and v B. De Jongh and Veltman [deJV90] proved the completeness of the system IL w.r.t. finite Veltman models. Thus, IL is decidable. Let us fix some notation. Let (W, R, {S x : x ∈ W }, ) be a Veltman model. For x ∈ W we denote R[x] = {y ∈ W : xRy}. For x ∈ W and y ∈ R[x] we denote S x [y] = {z ∈ W : yS x z}. For S ⊆ W , by max R S we denote an arbitrary but fixed R-maximal element of S. We say that a Veltman frame F = (W, R, {S x : x ∈ W }) is a tree if (W, R) is a tree. Veltman model is a tree if the corresponding frame is a tree.
Transformation of Veltman models
The goal of this section is to produce models that our algorithm will be able to "simulate". This property will be used to prove the completeness of the algorithm.
The following lemma shows that for any satisfiable formula, there is a finite tree satisfying it. The lemma is analogous to Proposition 2.15 for the basic modal case in [BdeRV01] .
Lemma 2.1. Let N = (W, R, {S x : x ∈ W }, ) be a finite Veltman model and let w ∈ W. Then there exists a finite Veltman model N = (W , R , {S y : y ∈ W }, ) such that (W , R ) is a finite tree with the root r, and for each formula B we have: N, w B if and only if N , r B.
Proof. We define W as follows:
Clearly, W is finite. For x, y ∈ W we put xR y if and only if x is a non-empty prefix of y and x = y. For k ∈ ω and x = (w 0 , ..., w k ) ∈ W we define ( x) = w k . Put yS x z if and only if xR y, xR z and ( y)S ( x) ( z). Furthermore, for each propositional variable p and for each world x ∈ W we define x p if and only if ( x) p.
Denote N = (W , R , {S x : x ∈ W }, ). It is easy to see that N is a Veltman model and that (W , R ) is a finite tree with the root (w). By induction on the complexity of a formula B we prove that for each world x ∈ W we have: N , x B if and only if N, ( x) B. Clearly, this implies the lemma. We only consider inductive step in the case formula B is of the form C D. Assume N , x C D. Let y ∈ W be an arbitrary world such that ( x)Ry and N, y C. Denote by the operator of concatenating finite sequences. Now, ( x)Ry implies that y = x (y) is an element of W . We have ( y) = y; now N, y C and the induction hypothesis imply N , y C. Since N , x C D, xR y and N , y C, there exists a world z ∈ W such that yS x z and N , z D.
To prove the converse, assume N, ( x) C D. Let y ∈ W such that xR y and N , y C. The induction hypothesis implies N, ( y) C. Since N, ( x) C D, N, ( y) C and ( x)R ( y), there exists z ∈ W such that ( y)S ( x) z and N, z D. Now, ( x)Rz implies z = x (z) ∈ W . Clearly yS x z. The induction hypothesis implies N , z D. Thus we proved N , x C D.
Let M = (W, R, {S x : x ∈ W }, ) be a Veltman model, w a world in M and A a formula such that M, w A. Lemma 2.1 implies that we can assume M is a finite tree with the root w. We will transform the model M in two stages. First we will define a finite sequence of models, the last of which, denoted by M * , will contain witnesses of truth or falsehood of certain important formulas of the form C D. Then we will extract a special submodel M f of M * . Let Γ be the smallest set of formulas closed under subformulas containing A and for each subformula of A of the form C D we have ♦C, ♦D ∈ Γ. Observe |Γ| = O(|A|), where |A| denotes the length of the formula A.
1 Let n = |M|. Without loss of generality we can assume that W = {0, . . . , n − 1} and that the standard linear ordering < extends the relation R −1 (so, w = n − 1 is the root, while 0 is an R-maximal world). For each i ∈ {0, ..., n} we will define a model The world w will be the root of all these models. We will, among other things, prove that in all these models the world w satisfies exactly the same formulas from Γ as in the initial model M. For i ∈ ω, 0 ≤ i ≤ n − 1, we will build the model M i+1 in several steps. For a certain natural number s i we will define a finite sequence of models
.., n − 1}. Thus we will obtain a finite sequence of models of the following form:
For each i ∈ {0, ..., n} and j ∈ {0, ..., s i } we wish to define certain sets of formulas. Assume for a moment that some model M i,j has been defined. For each world x ∈ W i,j we define the following sets of formulas:
Later we will observe that the sets I i,j x and N i,j x do not depend on i and j (assuming i and j are large enough, so that the world x is present in the model M i,j ); see Corollary 2.5. Note that the main ingredients of this phase of the transformation are depicted in Figure 1 on page 6.
Suppose we have defined all models in the sequence up to and including M i,0 for some i ∈ {0, ..., n − 1}. Now we will recursively define new models, including M i+1 . Clearly i ∈ W . In the following, denote
, thus s i = 0. Consider the case when N is a non-empty set. First we will describe the construction of the model M i,1 , which will be a certain extension of M i,0 . We now modify the model in such way that the set
. We (bijectively) assign formulas C D ∈ N to these copies. For a given C D ∈ N , we refer to the corresponding set as the copy of i labelled by C D, and we denote that copy by R
, by y C D we denote the same world (i.e. the isomorphic image of y) in the copy R
C D i
. We assume that the set of formulas N is linearly ordered. The "original copy" is considered to be still present and is labelled by the first formula C D ∈ N . So, the worlds y 1 By length of the formula we mean the number of occurrences of variables and operators within the formula. Note that for our purposes it suffices |Γ| = O(|A| k ) for any k ∈ ω.
from that copy will be denoted in two ways: y (as in W ) and y C D . When we make a copy of
, we assume that all R and S x pairs that involve copied worlds are also copied, for all x ∈ W , in the following natural way.
We define a new relation S i,1 in the following way
where again u
This concludes the construction of M i,1 . Before proceeding to the construction of the models M i,2 , . . . , M i,si , in the following lemma we emphasize that the satisfaction of formulas from the set Γ is preserved on M i,1 . It is easily proved by the induction on the complexity of the formula.
Lemma 2.2. Let x ∈ W i,0 and C D ∈ N be arbitrary. Then for each formula B ∈ Γ we have:
Now we will describe the construction of the model M i,2 . Then it will be clear how to construct the remaining models M i,3 , . . . M i,si . To be more specific, we construct models M i,2 , . . . M i,si in the innermost iterations of certain nested loops. In the outmost loop we will iterate through the set N , in the middle loop through the set I, and in the innermost, through the set which will be defined later. As before, we assume that the formulas in N are linearly ordered. Let C D ∈ N be the first formula. Recall that for x ∈ R i,0 [i] by x C D we denote the corresponding world in the copy R
. Since C D ∈ N , we have M i,0 , i C D, so the following set is non-empty:
Choose an R i,1 -maximal world w.r.t. this set and denote it by i C D . Assume that formulas in the set I are also linearly ordered and let E G ∈ I be the first formula. From the definition of the set I it is clear that the following set is non-empty:
We will choose a world from this set and denote it by i C D,E G , in the following way: , E G ∈ I and (in the outermost loop) C D ∈ N , we obtain a finite sequence of models M i,0 , . . . M i,si , where
This also defines the model M i+1 , recall that M i+1 = M i,si . In this way we obtain all of the models For a given Veltman model M = (W, R, {S x : x ∈ W }, ), where W = {0, . . . , n − 1}, a world w ∈ W and a formula A such that M, w A, the model M n obtained by the above construction will be denoted by M * = (W * , R * , {S *
x : x ∈ W * }, ). Our aim now is to prove that the satisfaction of the formulas from Γ is preserved.
Lemma 2.3. For each i ∈ {0, ..., n−1} such that s i > 0 and j ∈ {1, ...,
Proof. Fix an arbitrary i ∈ {0, ..., n − 1} such that s i > 0. Clearly, for all j ∈ {1, ...,
. By induction on j we will prove the other inclusion. We will first prove that S i,2 
Then there must be some y such that xS
, the inductive step is completely analogous to the above proof of the induction basis.
Lemma 2.4. For all i ∈ {0, ..., n − 1} such that s i > 0 and j ∈ {0, ..., s i − 1}, for each x ∈ W i,j and each formula B ∈ Γ we have:
In particular, M i,j+1 , w A.
Proof. Let i ∈ {0, . . . , n − 1} such that s i > 0. We will prove the claim by induction on j. Case j = 0 is a special case of Lemma 2.2. Let us suppose that for some j > 0, the claim holds for all k < j. We will prove the claim by induction on the complexity of the formula B ∈ Γ. We only consider the case when B is of the form C D. Let x ∈ W i,j . Note that since j > 0,
, thus the claim obviously holds. Consider the case
Since c was arbitrary and 
Corollary 2.5. For all i, k ∈ {0, . . . , n}, j ∈ {0, . . . , s i }, l ∈ {0, . . . , s k }, and
x . Furthermore, for all B ∈ Γ we have:
In the following text, instead of I i,j x we will write I x and instead of N i,j x we will write N x .
Corollary 2.6. For all i ∈ {0, . . . , n − 1} and C D ∈ N i we have that M * , i C D C and for all worlds y such that
Proof. The definition of the world i C D implies that there is a world c ∈ W i,0 such that i C D = c C D and the following holds:
By construction, Lemma 2.2 and Corollary 2.5,
Finally, use the fact that S * i = S n,0 i and apply Lemma 2.3.
Now we move to the second phase of the transformation of a model. For the given model M, we will define a particular submodel of M * .
Definition 2.7. Let N = (W, R, {S x : x ∈ W }, ) and N = (W , R , {S x : x ∈ W }, ) be Veltman models such that the frame of N is a subframe of the frame of N. Let Γ be a set of formulas closed under subformulas such that for each C D ∈ Γ we have ♦C, ♦D ∈ Γ. We say that N is a selective filtration 2 of N with respect to Γ if the following holds: a) N, x p if and only if N , x p, for each propositional variable p and each x ∈ W ; b) for all x ∈ W and E G ∈ Γ we have:
Lemma 2.8. Let N be a selective filtration of N with respect to Γ. Then for each x ∈ W and each B ∈ Γ we have:
Proof. We will prove the claim by the induction on the complexity of a formula B ∈ Γ. We only consider inductive step in case B is of the form E G. Let x ∈ W such that N, x E G. Let y ∈ W such that xR y and N , y E. The definition of selective filtration implies that there is z ∈ W such that yS x z and N, z G. The induction hypothesis now implies N , z G. Hence,
The definition of selective filtration implies that there is y ∈ W such that N, y E and for all z ∈ W such that yS x z we have N, z G. The induction hypothesis now implies N , y E and for all z ∈ W such that yS x z we have N , z G. Thus N , x E G.
Before discussing the transformation further, let us recall our assumptions: M is a finite tree with the root w (where w = n − 1) and A is a formula such that M, w A; Γ is the smallest set of formulas which contains all subformulas of A and for all C D ∈ Γ we also have ♦C, ♦D ∈ Γ. Finally, M * is an extension of M obtained by the above transformation of M.
Now we recursively define a certain sequence of sets of worlds (W j ). Put W 0 = {w}. Suppose we have defined W 0 , . . . , W j . If W j = ∅, then we put W j+1 = ∅. Otherwise we define:
Proof. By definition, M f is a subframe of the frame of M * . We claim that for each E G ∈ Γ and each i ∈ W f the following holds:
. Now, E G ∈ I i implies the existence of i C D,E G with (by employing Corollary 2.5)
The definition of i E G and Corollary 2.6 imply M * , i E G E and for all z ∈ S *
. Then the following holds:
Proof. The definition of the world i C D implies there is a world c such that i C D = c C D and c is an R i,1 -maximal world such that the following holds:
Suppose there is some world
is transitive relation, the following would also hold:
But this would contradict the fact that c is an R i,1 -maximal world with that property. Thus there is no world
By Corollary 2.5 and lemmas 2.8 and 2.9 we have that M f , i C D ♦C. The first claim is now immediate. The second claim can be proved analogously.
Let Ht F stand for the height of a finite tree F. If x is a world in some finite tree F = (W, R), we define branching of x to be the number of all immediate R-successors of x, and denote it by Br x. So, Br x = |R 1 [x]|, where R 1 is the restriction of R to pairs of immediate successors. We define the branching of a finite tree F as max{Br x : x ∈ W } and we denote it by Br F. If a model N is a tree, than we say that the height of N is the height of its frame. Analogously we define the branching of a model.
, where m is the length of the formula A.
Proof. First let us prove the bound on the height of 
¬C. The definition of the world i C D,E G , Corollary 2.5 and lemmas 2.8 and
¬B. This implies that the longest path in M f cannot have more than |Γ| + 1 worlds. Hence, Ht M f ≤ |Γ| + 1. Since clearly
Now let us prove that
Since for j ∈ {0, . . . , d − 1} we can choose exactly one C D ∈ Γ in the proof above, we in fact
, but any polynomial in x suffices for our purposes.
The corollary 2.6 implies M * , x D. Now, the lemmas 2.8 and 2.9 imply M f , x D. To prove the other part of the second claim, let E G ∈ I i be arbitrary. Let us suppose M f , x E. The fact E G ∈ I i and Corollary 2.6 imply M i,0 , i E G. The assumption M f , x E and lemmas 2.8 and 2.9 imply M * , x E. There is a (unique) formula L M ∈ N i and a (unique) world u ∈ W i,0 such that x = u L M . Corollary 2.5 and Lemma 2.2 imply
We have in particular that iR i,0 z. This implies that the set
, y G} is non-empty. Since the world i C D exists, we have C D ∈ N i . So, for each y ∈ Q 1 , the world y C D is well-defined, and thus the set Q = {y
, y G} is non-empty. This implies that the world i C D,E G is defined, and pair (x, i C D,E G ) is added to S i,j i for some j. 
The claim is now immediate from the second claim of the Lemma.
Remark 2.13. From this point onwards, we redefine the set R
Model searching
Let us comment on how the theoretical considerations of the previous section influence the way our algorithm works. The soundness and completeness theorems of interpretability logic IL imply that some formula A is satisfiable if and only if there exists a finite model M in which A is satisfied (see [deJV90] or [GJ08] ). Results of the previous section imply that such A is also satisfied on the root of a certain model M f . We saw that M f has some useful properties such as tree-like structure and polynomially bounded height and branching. If we search only within the class of such models (let us refer to them as small models) and fail to find a model that satisfies A, then there are no models that satisfy A. Unfortunately, such small models are, in general, not really small enough for our purposes, e.g. their cardinality does not allow us to memorize an entire model in a polynomial amount of space. Therefore we cannot simply list all possible small models (up to isomorphism). Instead, our algorithm SatTreeIL will build models one part at a time, in such way that each part can fit in a polynomial amount of memory.
A single run of the algorithm SatTreeIL is intended to represent a world in a model. Informally, by a run we mean an execution (a computational process) of the algorithm SatTreeIL. Formally, we will identify runs with input data of the algorithm. A run can (recursively) make new calls of the algorithm, which will result in more runs. This will be mirrored by an R relation between the world represented by the caller, and the world represented by the callee. The first run of the algorithm SatTreeIL checks whether there is a model such that a given formula A is satisfied on its root. Further calls of SatTreeIL will depend on the formula A. Each run of the algorithm SatTreeIL will, in general, inherit (some) requirements (goals to be fulfilled) of preceding runs and possibly set some new goals. The inherited requirements which are not fulfilled in a given call, together with the new requirements, must be fulfilled in the future runs of the algorithm. If indeed there exists a model for A, sooner or later a way will be found for all the requirements to be fulfilled. If a run succeeds in producing a world in which all the requirements are fulfilled, then it will return True as the output, otherwise it will return False. To prove the correctness we will define a model determined by a run. If the starting run returns True, the domain of this model will be a certain subset of all the runs that occurred during the execution.
In the previous section we described how to construct the model M f . The algorithm will try to construct a model that somehow resembles the model M f . We wish to note that the model determined by a run is not necessarily precisely the model M f (for any choice of the starting model M). Still, there will be similarities. For example, both models have polynomially bounded height and branching. Let us describe the intended values of the input arguments.
1. By max-height we denote the largest allowed length of a sequence of recursive calls of the algorithm, starting from the current call. The purpose is to bound the height of the (sub)model determined by this run.
2. By max-branching we denote the largest allowed number of calls made directly from any run of the algorithm. The purpose is to bound the branching of the (sub)model determined by this run.
3. By goals we denote a certain set of quadruples of the form (i, X, Y, act-bans). These quadruples are defined in the starting call of the algorithm, or within some of the subsequent runs of the algorithm. They may recursively propagate to other runs. Let us describe components of a quadruple, and describe their purpose. The first component, i.e. the variable denoted by i, equals the value of the variable max-height in the run which created this quadruple. The purpose of this components is to distinguish between quadruples made in different runs whose other three components coincide. The second component X is a formula of the form ¬(C D) or E G. In the former case we will always have that Y = C, while in the latter case Y = G. The last component act-bans is a certain set of formulas.
Let us now describe a purpose of a quadruple. Quadruples represent goals which must be fulfilled in a part of the model. The goal is always to make some formula true and ensure that (somewhere) some formulas are false. A run y whose set goals contains a certain quadruple can realize this quadruple. Formally, this will mean that this quadruple is in the set my-goals of that run. If the run that created this quadruple is represented by some world x and X = ¬(C D), one can think of the world represented by the run y as the world x C D . Similarly for X = E G and the world x C D,E G . If X = ¬(C D), the set act-bans should be thought of a the set of formulas that must not be true in any S x -successor of the world x C D . We will say that a formula F is realized if some quadruple whose third component is F is realized.
4. By persistent-bans we denote the set of formulas which must not be true in the world represented by the current run, or its R-successors. For example, take the run that represents the world x C D and let us consider some run y called from x C D . Then, among other things, D should be in the set persistent-bans of the run y.
Possible outputs of the algorithm SatTreeIL are the values True and False. This value should be interpreted as the success of building (a part of) a model in which the quadruples from the set goals are realized. Let us fix some more notation and emphasize some facts. Let A be a formula. The set Γ is defined as before. We define another set of formulas Γ 0 as follows: Before presenting the algorithm SatTreeIL itself, let us describe auxiliary functions which are used in the algorithm. We will use the phrase "weak partition" to denote any family of pairwise disjoint sets that covers the given set. So, a weak partition may contain an empty set.
1. The argument of the function Splits is any finite set P , and the value of the function, i.e.
Splits(P ), is the set of all ordered pairs (P 1 , P 2 ) such that the set {P 1 , P 2 } is a weak partition of the set P .
2. The argument of the function NumParts is any pair (n, Q), where n is a natural number and Q is a finite set. The value of the function NumParts(n, Q) is the set of all sequences of the length |Q| of nonnegative integers with the sum n. Each sequence in NumParts(n, Q) is indexed by the elements of Q.
3. The argument of the function OrdParts is any pair (P, Q) where P and Q are finite sets. The value OrdParts(P, Q) is the set of all sequences of the length |Q| of subsets of P which determine a weak partition of P . Each sequence is indexed by the elements of Q.
3 Substitute the subformulas of the form C D with fresh propositional variables in the formula 1≤i≤|Γ 0 | B
We say that the initial formula is propositionally valid if thus obtained formula is a propositional tautology. A 1 , A 2 , B, Q) , where A 1 , A 2 and B are finite sequences, and Q is a finite set, such that all the three sequences are indexed by the elements of Q. Elements of A 1 and A 2 are finite sets, and elements of B are natural numbers. Then Arrangements(A 1 , A 2 , B, Q) = {P : P is a sequence indexed by {(q, j) : q ∈ Q, 1 ≤ j ≤ B(q)} and for all q ∈ Q the set {P (q, 1), ..., P (q, B(q))} is a weak partition of the set A 1 (q) ∪ A 2 (q)}.
The argument of the function Arrangements is any quadruple (
Note that the functions above do not return their entire output (all these functions return a set) at once, but rather one element at a time. Otherwise the algorithm would obviously need more than a polynomial amount of space. for all K ∈ {0,
9:
10:
if N = ∅ and fw-goals = ∅ then
11:
return True Label: *
12:
for branching = 1 to max-branching do
13:
for all num-succ ∈ NumParts(branching, N) do
14:
for all sorted-fw-goals ∈ OrdParts(fw-goals, N) do
15:
for all I-witnesses ⊆ I do g2 := {(max-height, E G, G, bans(C D)) : E G ∈ I-witnesses, I-main-witnesses(C D, E G)}
21:
g3 := {(max-height, E G, G, ∅) : E G ∈ I-witnesses, not I-main-witnesses(C D, E G)}
22:
new-goals(C D) := g1 ∪ g2 ∪ g3
23:
I-bans := {E | for some E G ∈ I, E G / ∈I-witnesses}
24:
for all branch-goals ∈ Arrangements(new-goals, sorted-fw-goals, num-succ, N) do return False
Note that all the loops in this algorithm have their (finite) number of iterations determined in advance.
Furthermore, each recursive call of the algorithm is such that the value of the first argument, i.e. the variable max-height, becomes strictly smaller than its previous value in each subsequent call (and, as implied by the first lines of the algorithm, cannot be negative). Therefore the algorithm always terminates.
Recall that each run is determined by its input data, and thus we can define a run by the corresponding input data.
Model determined by a run and algorithm correctness
Each run of the algorithm SatTreeIL which outputs True induces a certain model. We will define it and prove that it satisfies the formula with which the algorithm was initiated. If some run x returns True, and var is a variable, we will denote by (x::var) the value of var in the run x at the moment when the line labelled by (*) or (**) was executed. Note that only one of these lines (11 and 26) could have been executed, since they both end the current run when called.
Definition 4.1. Let x be a run of the algorithm SatTreeIL which returns True. We will define a certain set of runs x * . If the line labelled by (*) was executed in the run x, we define x * = ∅. If the line labelled by (**) was executed, then at least (x::branching) calls of the algorithm SatTreeIL were also executed.
4 In this case we define x * to be the set of the last (x::branching) runs called directly from x.
We say that a run y is an immediate successor of a run x if y ∈ x * . If there is a sequence of runs x 1 , x 2 , . . . , x n (with n ≥ 2) such that x i+1 is an immediate successor of x i for all i ∈ {1, 2, . . . , n−1}, we say that x n is a successor of x 1 . Definition 4.2. Let w be a run of the algorithm SatTreeIL that returns True. We define the GL-frame (W, R) determined by w as follows. Put W 0 = {(w)}. If the set W i is defined for some i 0, we put W i+1 = {x (y) : y ∈ (x) * , x ∈ W i }. Put W = i W i . We define R ⊆ W × W as follows: xRy if and only if x is a proper prefix of y.
Note that (W, R) from the previous definition is a finite (transitive) tree, so it is indeed a GLframe. Let (W, R) be the GL-frame determined by a run of the algorithm SatTreeIL and let x ∈ W . Although x is a finite sequence, we will sometimes refer to it as if it were a run. We will actually be referring to the last member of the finite sequence x (which is a run). This identification of worlds and runs is not bijective, since in our model we wish to distinguish between different calls of the same run. In order to define S x relations we will first define some auxiliary notions. Definition 4.3. Let (W, R) be the GL-frame determined by the run w of the algorithm SatTreeIL. Let x ∈ W be arbitrary. In the line 25 of the algorithm there is a conjunction defined over all formulas from the set (x::N). To each iteration in the computation of this conjunction we assign a formula from (x::N) in a natural way. Let i be an iteration of this conjunction in the run x (that is, fix some formula C D ∈ (x::N)). We say that an arbitrary run y is from the iteration i of x if its call, or the call of one of its predecessors, occurred in the iteration i. We say that arbitrary worlds y and z are of the same iteration with respect to x if there exists an iteration i such that both y and z are from the iteration i of x.
Since we use variables K, I-witnesses and my-goals of the algorithm SatTreeIL in the following definition, let us explain their meaning by providing their intended values. We will assume the model M f is given (such that the formula whose satisfiability we are interested in is satisfied on the root of M f ). Let x ∈ W . The vector (x::K) contains |Γ| binary values, so that for all B ∈ Γ 0 , (x::K(B)) = 1 if and only if x B. The set (x::I-witnesses) equals the set of formulas I x . The set (x::my-goals) contains quadruples of the form ((y::max-height), ¬(C D), C, act-bans) whenever x = y C D , and also quadruples of the form ((y::max-height), E G, G, act-bans) whenever x = y C D,E G for some C D ∈ N y . Definition 4.4. Let (W, R) be the GL-frame determined by the run w of the algorithm SatTreeIL. For each x ∈ W we define the relation S x ⊆ R[x] × R[x] as follows: we put yS x z if the following conditions are met: a) y and z are of the same iteration with respect to x; b) there is E G ∈ (x::I-witnesses) such that (y::K(E)) = 1; c) there is a set act-bans such that ((x::max-height),E G, G, act-bans) ∈ (z::my-goals).
Let S x ⊇ S x be defined as the smallest reflexive and transitive relation such that xRyRz always implies yS x z. Finally, we put x p if (x::K(p)) = 1.
The following proposition is easily verified.
Proposition 4.5. The structure (W, R, {S x : x ∈ W }, ) from Definition 4.4 is a Veltman model. We call this structure the model determined by the run w.
Before we state and prove the correctness theorem for the algorithm SatTreeIL, let us briefly describe variables used in the proof. The set (x::I) equals the set {C D : C D ∈ Γ, x C D} (which is less restrictive than I x ), while the set (x::N) equals the set of formulas N x . The finite sequence (x::num-succ) is indexed by formulas from the set N x and for each formula it contains the number of immediate R-successors of x in the copy labelled by that formula. , or its R-successor; and quadruples of the form ((y::max-height),E G, G, C, act-bans) whenever y C D,E G is the j-th immediate successor of x within the copy R
C D x
, or its R-successor.
Theorem 4.6 (Correctness of SatTreeIL). Let A be a formula and let h and b be natural numbers. Let Γ be defined as before. Let w be a run of the algorithm SatTreeIL determined by the input data (h, b, {(h + 1, A A, A, ∅)}, ∅) such that it returns True. Let M be the model determined by w. Then for each world x ∈ M and each formula B ∈ Γ we have: M, x B if and only if (x::K(B)) = 1.
In particular, M, w A.
Proof. For each world x define v(x) = max{k : there are worlds x 1 , . . . , x k such that x = x 1 and x i Rx i+1 }. We prove the claim by induction on v(x).
Let x ∈ W be a leaf. We prove the claim for x by induction on the complexity of a formula B ∈ Γ. We will only consider the case when B is of the form C D. Since x is a leaf, clearly M, x C D. We need to verify that (x::K(C D)) = 1. Assume the opposite, i.e. (x::K(C D)) = 0. Then by the line 8 of the algorithm SatTreeIL we have C D ∈ (x::N). Since (x::N) is non-empty, the line (*) of the algorithm is not executed. Since the output of the run x is True, the line (**) is executed in the run x. This means that the line 25 is executed. Since C D ∈ (x::N), the lines 19 and 22 imply that the set (x::new-goals(C D)) is non-empty. Now the definition of the function Arrangements implies that for some j, 1 ≤ j ≤ (x::num-succ(C D)), the set (x::branchgoals(C D, j) is non-empty. Hence, both conjunctions in the line 25 are non-empty. This means that in the run x there is a call of at least one run of the algorithm SatTreeIL that returns True. Then x * is non-empty and so x is not a leaf in the model M, which contradicts the assumption.
We will now prove the inductive step. Let x be a world in M which is not a leaf. The induction hypothesis implies the claim of the theorem for all R-successors of x. For x we will prove the claim by induction on the complexity of B. Again we will only consider the case when B is of the form C D. First assume (x::K(C D)) = 1. Then (x::K(C D)) = 0, thus (x::N) = ∅. Now we aim to prove that there is a run y which is a successor of x such that (y::K(C)) = 1 and for all z such that yS x z we have (z::K(D)) = 0. To prove this, we will first prove the following claim: for each quadruple v ∈ (x::new-goals(C D)) there is a run y which is a successor of x and v ∈ (y::my-goals). Let v ∈ (x::new-goals(C D)) be arbitrary.
First let us prove that there is an immediate successor z of x such that v ∈ (z::goals). To prove this, note that the line 24 of the algorithm and the definition of the function Arrangements imply that there is j ∈ {1, . . . ,(x::num-succ(C D))} such that v ∈ (x::branch-goals(C D, j)). Furthermore, from the line 25 we see that there is a call of some run z such that (z::goals) = (x::branch-goals(C D, j)). The line 4 implies the following: v ∈ (z::my-goals) or v ∈ (z::fw-goals). If v ∈ (z::my-goals), then for the required run y we can take z, thus the auxiliary claim is proved. Now, consider the case v ∈ (z::fw-goals). Then in particular (z::fw-goals) = ∅, so the line labelled with (*) is not executed. Hence, the line labelled with (**) is executed. The facts (z::fw-goals) = ∅ and (z::N) = ∅, together with the definition of the function OrdParts and the line 14 of the algorithm, imply that there is a formula E G ∈ (z::N) such that v ∈ (z::sorted-fw-goals(E G)). The line 24 of the algorithm and the definition of the function Arrangements imply that there is a natural number j ∈ {1, . . . ,(z::num-succ(E G))} such that v ∈ (z::branch-goals(E G, j)). From the line 25 we see that there is a call of some run z such that (z ::goals) = (z::branch-goals(E G, j)). By repeating the argument for z similarly as for z we obtain the following: v ∈ (z ::my-goals) or there is a run z which is a successor of x such that v ∈ (z ::goals). If the latter case would always occur (i.e. v ∈ (z::fw-goals), v ∈ (z ::fw-goals), v ∈ (z ::fw-goals) and so on), the algorithm would obviously never terminate. As we know it does terminate, there must exist a successor y of x such that v ∈ (y::my-goals).
Note that the quadruple ((x::max-height), ¬(C D), C, (x::bans(C D))) from the line 19 of the algorithm is also in the set (x::new-goals(C D)) (see the lines 19 and 22). Hence, the claim we just proved implies that there is a run y which is a successor of x such that ((x::max-height), ¬(C D), C, (x::bans(C D))) ∈ (y::my-goals). The line 6 of the algorithm implies that the formula C is part of the conjunction (y::φ). Since (y::K((y::φ))) = 1 (see the line 7), we obviously have (y::K(C)) = 1. The induction hypothesis implies M, y C. Now we aim to prove that there in no z such that yS x z and M, z D. We will prove that the two basic cases in which such z would exist are impossible. The other basic case we consider is the one in which yS x z. The condition b) in the definition of S x implies that there is a formula E G ∈(x::I-witnesses) with certain properties. First consider the case (C D, E G) ∈ (x::I-main-witnesses). The definition of S x further implies that there is a run z of the same iteration as y with respect to x and we have that ((x::max-height), E G, G, (x::bans(C D, E G))) ∈ (z::my-goals) (this quadruple is defined in the line 20 of the algorithm in the run x). Then the fact D ∈ (x::bans(C D)), similarly as in the proof of the first basic case, implies that for each t ∈ {z} ∪ R[z] we have (t::K(D)) = 0. Now consider the case (C D, E G) ∈ (x::I-main-witnesses). Then yS x z and the condition b) from the definition of S x imply (y::K(E)) = 1. The line 18 and (C D, E G) / ∈ (x::I-mainwitnesses) imply E ∈ (x::bans(C D)). The line 19 implies that the formula E is an element of the fourth component of the following quadruple: ((x::max-height), ¬(C D), C, (x::bans(C D))). But we have already proved that for all z ∈ {y} ∪ R[y] we have (x::bans(C D)) ⊆ (z::persistentbans), thus in particular (y::K(E)) = 0. This is in contradiction with (y::K(E))=1. So, the case (C D, E G) ∈ (x::I-main-witnesses) is not possible.
Similarly we see that in all other cases whenever yS x z we have (z::K(D)) = 0. (The most general case y(S x ∪ R) . . . (S x ∪ R)z is proved analogously as two basic cases we have considered, z ∈ {y} ∪ R[y] and yS x z.) The induction hypothesis implies that for each z such that yS x z we have M, z D. Hence, we have xRy and M, y C, and there is no z such that yS x z and M, z D. Thus we have M, x C D.
To prove the converse, assume M, x C D. So, there is y ∈ R[x] such that M, y C and there is no z such that yS x z and M, z D. The induction hypothesis implies (y::K(C)) = 1 and for all z such that yS x z we have (z::K(D)) = 0. Assume (x::K(C D)) = 1. We distinguish two cases.
The first case is C D ∈ (x::I-witnesses). Then in the run x in the line 20 or 21, for each E G ∈ (x::N) in the set (x::new-goals(E G)) a quadruple of the form ((x::max-height), C D, D, act-bans) is defined (for some set act-bans). This quadruple must be realized in some z ∈ R[x] (of the same iteration as y) so in particular (z::K(D)) = 1. The induction hypothesis implies M, z D. Furthermore, the definition of M implies yS x z. This contradicts the assumption that such z does not exist. Now consider the case C D / ∈(x::I-witnesses). Then the line 23 implies C ∈ (x::I-bans). The line 25 implies C ∈ (y::persistent-bans). From the line 7 we have (y::K((y::φ))) = 1, so from the line 6 it follows (y::K(C)) = 0. But we already have (y::K(C)) = 1, so this is a contradiction. Hence, (x::K(C D)) = 0, as desired.
Note that the formula A is a part of the conjunction (w::φ). Thus (w::K(A)) = 1. The first claim of the theorem now implies in particular M, w A.
Note that the input data from the statement of the theorem above is somewhat arbitrary. For example, any formula could have been used instead of A A, and any number could have been used instead of h + 1.
Algorithm completeness
In the previous section we proved the correctness of SatTreeIL. Now our aim is to prove the completeness of the algorithm, i.e. we will prove that we can choose iterations of loops in the runs of SatTreeIL in such way that the model determined by the starting run resembles the model M f . Proof. Lemmas 2.8 and 2.9 imply that we can assume M equals M f . Furthermore, we can assume that the world w is the root of the tree M. By R 1 [x] we will denote the set of all immediate R-successors of a world x.
Let us briefly present the proof idea. To each world x in the model M we will assign a certain run x of the algorithm SatTreeIL. Similarly as in the proof of the correctness theorem, let v(x) = max{k : there are worlds x 1 , . . . , x k such that x = x 1 and x i Rx i+1 }, for all x ∈ W . By induction on v(x) we will prove that for each world x, the run x returns True. In the proofs of the base case and the inductive step we will assume the opposite, i.e. that the run x returns False. These assumptions will imply that during the computation of the run x, the loops of the algorithm will not terminate before handling the iterations that correspond to the properties of M f . The main part of the proof will consist of choosing these iterations and verifying the legality of our choice. The property we aim to fulfill is that for each x ∈ W and for each run z we have: the run z is called from the run x under given iterations if and only if there is y ∈ R 1 [x] such that z = y. As before, let Γ be the smallest set of formulas closed under subformulas which contains the formula A, and for each formula C D ∈ Γ we have ♦C, ♦D ∈ Γ. We wish to emphasize that for our purposes the height h of a model is the largest number of worlds on any path from a leaf to the root, while the height of a world x, denoted by h(x), is the number of all R-links from the root to the world x. Let us define some auxiliary sets of formulas and quadruples which will be used for defining values of variables (that is, choosing iterations) in the run x. For each world u ∈ W and each formula C D ∈ N u we define:
A(u, C D) = {D} ∪ {E : E G ∈ I u , and it is not the case that u C D S u u C D,E G }.
For all worlds u, v ∈ W and formulas C D ∈ N u and E G ∈ I u we define the following sets:
Furthemore, for all worlds u, v ∈ W we define:
For all sets U, V ⊆ W we define:
Instead of G({u}, V ) and G(U, {v}) we will sometimes write G(u, V ) and G(U, v), respectively. For each world u ∈ W we define the following sets:
Let us prove the following auxiliary claim:
Let U, V 1 and V 2 be subsets of W with the following properties:
a) there is a world z ∈ W such that for each u ∈ U and v ∈ V 1 ∪ V 2 we have uRz, and zRv or z = v;
Proof of the auxiliary claim. Assume the opposite. Let a = (i, X, Y, act-bans) ∈ G(U, V 1 ) ∩ G(U, V 2 ). Then there are u 1 , u 2 ∈ U, and
Since the model M is a tree and for each u ∈ U we have uRz, the set U is linearly ordered by the relation R. Then the linearity and h(u 1 ) = h(u 2 ) imply u 1 = u 2 . Put u := u 1 = u 2 . Consider the case X is of the form
. Now consider the case X is of the form E G. This implies v 1 = u C1 D1,E G and v 2 = u C2 D2,E G for some formulas C 1 D 1 and C 2 D 2 . Since by the condition a) we have uRz, there is a unique formula C D ∈ N u such that z ∈ R C D u . Now, v 1 , v 2 ∈ V 1 ∪ V 2 and the condition b) imply zRv 1 or z = v 1 , and zRv 2 or z = v 2 . This implies
, and then also v 1 = v 2 , which leads to a contradiction. This proves the auxiliary claim. For x = w, i.e. the root of the tree, the assigned run w is defined in the statement of the theorem. Now, let x be a world which is not the root. We will define the run x. Let (x::max-height) = h − h(x) and (x::max-branching) = b. Furthermore, we define (x::
) and (x::persistent-bans)=B(x). Thus we defined all input data needed for a run, so the run x is now defined. Thus we have defined the run x for each world x ∈ W .
We will prove that each run x returns True by induction on v(x). Let us prove the base case, i.e. that for each leaf x the corresponding run x returns True. Let x be a leaf in the model M. . We need to verify that the condition from the line 4 is satisfied: ((x::my-goals), (x::fw-goals)) ∈ Splits((x::goals)). So, we need to check that {(x::my-goals), (x::fw-goals)} is a weak partition of the set (x::goals). It is clear from the definitions of these sets that their union equals (x::goals). The disjointness follows from the auxiliary claim we proved earlier.
Recall that the set of formulas Γ 0 is defined as follows: Now, let us prove that the condition from the line 7 of the algorithm is satisfied, i.e. that (x::K((x::φ)))=1. The definition of the formula (x::φ) (see the line 6 of the algorithm) implies that we need to consider three cases, as follows. Let B be a formula such that there is a quadruple a = (i, X, B, act-bans) ∈(x::my-goals). The definition of the set (x::my-goals) implies that there is a ) . If a ∈ G 1 (y, x), then there is a formula C D ∈ N y such that B = C and x = y C D . If a ∈ G 2 (y, x) ∪ G 3 (y, x), then there are formulas C D ∈ N y and E G ∈ I y such that B = G and x = y C D,E G . In both cases we have that the definition of the world y C D , and the world y C D,E G , respectively, implies M, x B, so in both cases it obviously follows that (x::K(B))= 1. Now, consider the case B ∈ (x::persistent-bans). The definition of the set (x::persistent-bans) implies that there is a world y ∈ R −1 [x] such that one of the following holds:
(1) there is B G ∈ Γ \ I y such that M, y B G;
, y) such that B ∈ act-bans.
In case (1), the first claim of Lemma 2.12 implies M, x B. In case (2), there is Similarly, the line 9 of the algorithm states I := {E G ∈ Γ : K(E G) = 1}, thus the definition of (x::K) implies (x::I)={E G ∈ Γ : M, x E G}. Now we aim to prove that in the run x the line (*) is executed. In other words, we need to verify that the condition from the line 10 of the algorithm is satisfied. Let us first verify that the set (x::N) is empty. Otherwise, the line 8 implies that for some formula C D ∈ Γ we have (x::K(C D)) = 0. Then the definition of (x::K) implies M, x C D. So there is an R-successor (satisfying C) of x, which contradicts the assumption that x is a leaf. Thus (x::N) = ∅. Since x is a leaf, clearly R[x] = ∅, so the definitions of sets (x::goals) and (x::my-goals) imply that they are equal. Since (x::fw-goals) = (x::goals) \ (x::my-goals), the set (x::fw-goals) is empty. The facts (x::N) = ∅ and (x::fw-goals) = ∅ imply that the line labeled by (*) is executed, i.e. x returns True. This proves the induction basis. Now, let us prove the inductive step. Let x be a world that is not a leaf, and such that for each y ∈ R[x] the run y returns True. We will prove that x returns True. Again, assume the opposite, i.e. the run x returns False. The proof of the inductive step is the same as the proof of the induction basis, up to (and including) the step in which we emphasized the value of the variable (x::I). . Thus we have:
The auxiliary claim proved at the beginning of this proof and the fact that different copies of the world x are mutually disjoint implies that the sets in F are mutually disjoint.
In the Section 1 we defined I x = {E G ∈ Γ : M, x E G, M, x ♦E}. Now we put (x::I-witnesses) = I x . Recall that we observed (x::I)={E G ∈ Γ : M, x E G}. This implies (x::I-witnesses) ⊆ (x::I), so the condition from the line 15 of the algorithm is satisfied.
We define the relation (x::I-main-witnesses) as follows: . Let j ∈ {1, . . . , (x::num-succ(C D))} be arbitrary. By x C D j we denote j-th element within the set of immediate successor of x which are also in the set R
C D x
. Now we define:
The line 24 of the algorithm implies that we need to prove the following: ). Hence, the following equalities hold: Let us prove that the sets in the family K are mutually disjoint. Assume the opposite, i.e. there are j, k ∈ {1, . . . , (x::num-succ(C D))}, j = k, such that there exists Ry. This contradicts the assumption that M is a tree because the path from x L M to the root must be unique. Our auxiliary claim implies that the sets from the family L are mutually disjoint. These observations imply:
= (x::new-goals(C D)) ∪ (x::sorted-fw-goals(C D)) .
It remains to prove that sets from the family H are mutually disjoint, i.e. for all distinct j, k ∈ {1, . . . , (x::num-succ(C D))} we have (K j ∪ L j ) ∩ (K k ∪ L k ) = ∅. Since the sets in K are mutually disjoint, and the same holds for L, it remains to prove that for all distinct natural numbers j, k ∈ {1, . . . , (x::num-succ(C D))} we have K j ∩ L k = ∅. Assume the opposite, i.e. there exists a quadruple (i, X, Y, act-bans) ∈ K j ∩ L k . Then i = h − h(x) = h − h(y), for some y ∈ R −1 [x] . But this is impossible, since obviously h(y) < h(x).
It remains to verify that for each run z which is an immediate successor of the run x there is a world y ∈ R 1 [x] such that z = y. Let z be an immediate successor of x. Then the line 25 of the algorithm implies that there is a formula C D ∈ N x and there is j ∈ {1, . . . , (x::num-succ(C D))} determined by the run z. We are assuming the same order as before is given on the set of immediate successors of x which are in the set R The induction hypothesis implies that all of the runs called in the line 25, since they are all of the form y for some y ∈ R 1 [x], return True. Clearly this implies that the line 26 is executed.
But, this contradicts the assumption that x returns False. Hence, x returns True. This proves the inductive step. So, the run x for each x ∈ W returns True. In particular, w returns True.
It is easy to verify that the size of each run, i.e. the local memory occupied by variables of a run of the algorithm SatTreeIL, depends polynomially on the length of the input formula. Since at any given moment we have runs representing at most one branch of the model in the memory, and since a branch can have only polynomially many worlds, the total amount of occupied memory depends polynomially on the length of the input formula. These considerations imply the following theorem.
Theorem 5.2. The algorithm SatTreeIL requires polynomial amount of space with respect to the input formula.
The correctness and completeness theorems for the algorithm SatTreeIL together with the previous theorem imply the following corollary.
Corollary 5.3. The decidability problem of the logic IL belongs to the class PSPACE.
Bou and Joosten [BJ11] proved that the decidability problem for the closed fragment of IL is PSPACE-hard. Together with the previous corollary, this implies the following.
Corollary 5.4. The decidability problem of the logic IL is PSPACE-complete.
It is natural to ask whether this result extends to other interpretability logics. Perhaps the best candidates for the future research are interpretability logics that are known to be decidable. These are (to the best of our knowledge) ILP ( ). Note also that in [MPV17] we proved the decidability using generalized Veltman semantics, in which S w -successors are sets of worlds. Therefore an adaptation of the technique of this paper should take that into consideration (for example, we might allow a quadruple to be realized in more than one world).
