In this paper, we propose an extension of the algorithm proposed by Bajard, Imbert and Negre in (Bajar et al., 2006) , refered as BIN algorithm. We use binomial residue representation of field elements instead of the Lagrange representation of (Bajar et al., 2006) . Specifically, every elements in F p k is represented by a set of residue modulo fixed binomials. We propose two versions of our algorithm, one in general form with a sub-quadratic complexity equal to O(k 1.5 ) operations in F p . The second one is optimized with the use of FFT. In this case the cost is O(k log(k)) operations in F p . For fields GF(p k ) suitable for elliptic curve cryptography our algorithm roughly improves the time delay of (Bajar et al., 2006) by 45%.
Introduction
Efficient implementation of finite field arithmetic is an important pre-requisite for cryptography and coding theory (Lidl and Niederreiter, 1994) . Specifically this is the case for elliptic curve cryptography (ECC), proposed independently by Koblitz (Koblitz, 1987) and Miller (Miller, 1986) . In ECC, the most used and also the most costly field operations is the multiplication.
During the past few years, more and more people believe that elliptic curve defined over F p k is better than F 2 k and F p in efficiency point of view in software environment. Many works (Bailey and Paar, 1998; Lim and Hwang, 2000) have shown that F p k is a suitable choice for computer software implementation.
In 2006, Bajard, Imbert and Negre (Bajar et al., 2006) proposed an efficient multiplication algorithm for F p k using Lagrange representation (we will refer to it as the BIN algorithm). The BIN algorithm only needs O(k) multiplications in F p . This algorithm is very efficient in hardware, but in software, it is not so efficient. Indeed it also needs O(k 2 log k) additions in F p . When p has size of 32 bits which is an interesting case in software environment, multiplication in F p is only twice slower than addition in software platform. So O(k 2 log k) additions cause too much time delay in software implementation.
In this paper, we will use an extended form of Lagrange representation used in (Bajar et al., 2006) , the binomial residue representation, for field representation.
Using a strategy similar to BIN algorithm through our binomial residue representation, we can reduce the number of addition balanced by the cost of increasing a few number of multiplications in F p . Specifically, in our algorithm multiplications and additions are only in sub-quadratic number. This ensures that our algorithm is faster in software implementation.
The rest of this paper is organized as follows. In Section 2, we briefly recall the Lagrange representation and then give the definition of binomial residue representation. In Section 3, we present the binomial residue multiplication algorithm in a general and optimized form. In Section 4 we evaluate the complexity of our approach and compare it with other methods for field multiplication. We then briefly conclude and give some further perspectives of this work.
Binomial Residue Representation
A finite field F p k can be seen as the set of polynomials in F p [x] with degree less than k. Arithmetic operation in F p k , i.e., addition, multiplication or inversion, consists to perform it modulo an irreducible polynomial P ∈ F p [x] of degree k. The most used operations in cryptographic protocol are addition and multiplication. The addition is just a simple addition of polynomial in F p [x] . To multiply two elements A(x) and B(x) modulo P, it requires to first compute the product C = A × B and then to reduce C modulo P. This operation is in general more costly than an addition, and thus it should be performed efficiently.
Optimal extension field. A strategy to simplify the reduction process consists to choose P as sparse as possible. For example in OEF (Bailey and Paar, 1998) they take P with binomial form. In this case the reduction modulo P consists simply to add the upper part to the lower part of C.
Lagrange representation approach (Bajar et al., 2006) . Another interesting approach for modular multiplication is the Montgomery algorithm (cf. (Montgomery, 1985) for the integer version).
Given two polynomials A and B of degree less than k, Montgomery algorithm computes A × B × Φ −1 mod P where Φ is a constant polynomial often chosen as Φ = x k . gomery, 1985) Require: Two polynomials A(x), B(x) such that deg A, deg B < k Other data : an irreducible degree k polynomial P, and Φ(x), Φ (x) such that deg Φ, deg Φ ≥ k and P, Φ, Φ are pairwise prime.
Algorithm 1 Montgomery Multiplication (Mont
Step
In their paper, Bajard et al. proposed a version of Montgomery algorithm which use a Lagrange representation of the elements. Specifically they represent a polynomial A(x) by its evaluation at 2k values
As shown in (Bajar et al., 2006) , the use of such representation is interesting to implement Montgomery algorithm when
Indeed, due to Chinese remainder theorem, the multiplication modulo Φ (or Φ ) in Lagrange representation is a simple coefficient by coefficient multiplication. In other words it requires k independent multiplications in F p .
Binomial residue representation
In this subsection we present an extension of Lagrange representation of (Bajar et al., 2006) . We use this representation to perform Montgomery multiplication using the same strategy as in (Bajar et al., 2006) .
where φ i are pairwise prime. Recall that Chinese remainder theorem (Bajar et al., 2006; Halbutoǧullari and Ç . K. Koç, 2000) asserts that the following application is a ring isomorphism.
(1) The CRT asserts also that if we know the residue U i = U mod φ i we can get back to U by computing
The operator | · | φ i represents the reduction modulo φ i .
If we consider φ i with binomial form of fixed degree d, then we know that they are pairwise prime. Lemma 1. Two binomials φ(x) = x d + α,φ (x) = x d + α with α, α ∈ F p are relatively prime if and only if α = α .
Proof. It is well known that for any
But in the situation of the Lemma, we have
if and only if α = α.
So if we take
where φ i are distinct binomials of degree d, then equation (1) holds. This means that we can represent a polynomial U of degree less than nd by its n residues modulo φ i .
The arithmetic modulo Φ is advantageous in BR representation since the arithmetic split into n independent arithmetic units which perform arithmetic operations (addition and multiplication) in
Based on this feature, we construct an efficient Montgomery Multiplication in the following section.
Montgomery Multiplication using binomial residue representation
Let φ 1 (x), · · · , φ n (x) and φ 1 (x), . . . , φ n (x) be 2n distinct binomials of degree d > 0 and let
Using this type of polynomial for Φ and Φ in Montgomery Algorithm 1 we can perform Step 1 and
Step 2 in BR representation. The major drawback of this approach is that it requires two BR representation systems : one relatively to Φ and the other to Φ . Consequently we must include two conversion operation to convert Q from BRΦ to BRΦ and the other to convert R from BRΦ to BRΦ. We will explained in subsection 3.1 how to perform these conversions.
In the sequel we note Γ the BRΦ representation of Φ −1 mod Φ , and we note P the inverse of P modulo Φ (such polynomials exists since Φ, Φ and P are pairwise prime ).
Algorithm 2 BR multiplication
Require: A BRΦ , A BRΦ and B BRΦ , B BRΦ the BR representation of A(x) and B(x). of degree < k.
Other data : an irreducible degree k polynomial P, and Φ(x), Φ (x) such that deg Φ, deg Φ ≥ k and P, Φ, Φ are pairwise prime.
Remark 1. We notice that Algorithm 2 requires 2n binomials with degree d. But, due to Lemma 1 there are at most p distinct binomials of degree d in
So we must have p ≥ 2n.
Conversion operation
In this subsection, we focus on the conversion operation in
Step 2 and Step 4 in Algorithm 2. There are several methods for completing the transformation.
The first method is mentioned in (Bajar et al., 2006) , it consists to apply Newton interpolation. It first computes Q(x)and then compute the remainders of Q(x) modulo φ i for i = 1, . . . , n. This method requires roughly O( 3 2 n 2 d) operations in F p . This second method consists to apply an interpolation similar to the original Lagrange interpolation. This method is also mentioned in (Bajar et al., 2006) but they showed that it is more complicated than Newton interpolation. Here we will show that this method is well suited to our Binomial Residue representation.
Let Q be a polynomial of degree less than k where k is the degree of P the polynomial which defines the field F p k . Let Q BRΦ = (Q 1 , . . . , Q n ) be its binomial representation relatively to Φ. Using equation (2) we can get back to the polynomial form of Q
where
To get the BRΦ representation of Q we have to compute the remainder modulo φ j , for j = 1, . . . , n, of the previous expression of Q. In the following lemma we give the resulting expression of these residues. Lemma 2. Let Φ and Φ be as follow
with α i , α i ∈ F p all distinct. Let Q BRΦ = (Q 1 , . . . , Q n ) the BR representation relatively to Φ, then the BR representation of Q relatively to Φ can be computed as
Proof. Let us go back the the following equation
We first show that in our context, no final reduction modulo Φ is needed in this previous expression of Q. 
Indeed, we show that the polynomials |Φ −1 i | φ i for i = 1, . . . , n are constant polynomials, and this will prove that the polynomial ( ) has a degree at most nd − 1.
Let us prove that |Φ −1 i | φ i is a constant. We have
.
This proves that |Φ −1
i | φ i is a constant polynomial and that the following equation holds
Now we compute the BRΦ representation of Q by computing the remainder of the later expression of Q modulo φ j for j = 1, . . . , n. We have
where Q j is the j-th polynomial in Q BRΦ . To simplify this expression (4) we use the binomial form of the polynomials φ i and φ j . We first remark that
But we know that
. and we can obtain using a similar method that
If we replace these expressions of |Φ (5) we finaly get
The main advantage of the conversion expression of equation (3), is that the matrix Ω has its coefficients in F p . Consequently, if we perform the change of representation using (3) with a direct computation of the matrix vector product, the conversion has a cost of n 2 d multiplications and n(n − 1)d additions in F p .
Optimization
In some special cases, we can perform the conversions more efficiently. This is possible with the strategy used by Negre (Negre, 2006) to improve Bajard et al. approach. Negre showed that under some conditions on α i and α j and p the matrix vector product in equation (3) can be done through two FFT evaluation.
Specifically, assume that n = 2 r and that 2 r+1 |(p− 1) then there exists a primitive 2 r+1 -th root of unity β ∈ F p . The 2 r+1 elements β i for i = 0, . . . , 2 r+1 − 1 are distinct elements. We take Φ and Φ as
In this situation the matrix Ω = [ω i, j ] i, j=1,...,n expressed in Lemma 2 can be written as in Figure 1 (cf. Negre (Negre, 2006) for detailed explanation).
The matrix ( ) is 2 r × 2 r matrix of Discrete Fourier Transform , so we can compute the corresponding matrix vector product with FFT algorithm.
Consequently a conversion between two BR representations require two FFT computation and the same is true for the reverse transformation. We deduce that a conversion as a cost of 2n log 2 (n)d additions and n log 2 (n)d + nd multiplications in F p .
In this section we evaluate the complexity of Algorithm 2. The complexity is given by the number of addition, multiplication and multiplication by a constant of F p elements. We denote by M the cost of one multiplication, by A the cost of an addition and CM the cost of one multiplication by a constant in F p .
Classical approach
This approach consists to perform Algorithm 2 using no optimization given by FFT approach. This is the case for example when no 2 r+1 root of unity lie in F p . We evaluate in Table 1 the cost of each step of Algorithm 2 separately.
• In Step 1 and Step 3, we have to perform respectively 2n multiplications of polynomial of degree d modulo binomials (for Step 3, Γ lie in F n p ). These multiplications are done using school book method and direct reduction modulo the binomials φ i and φ j . Each of these multiplications in
• Step 2 and Step 4, is done through a matrix vector product as expressed in Lemma 2.
We indicate the cost of each case in Table 1 . Step
By adding the complexity of each step and obtain the total complexity of Algorithm 2.
Optimized BR multiplication
We suppose now that there exists an integer r such that 2 r+1 |(p − 1) and we take n = 2 r ≥ d. Then, we can use the FFT optimized version of Algorithm 2 .
• For Step 1 and Step 3, we have to perform operation modulo φ i or φ j . Since 2 r+1 ≥ 2d, we can perform the multiplication modulo φ i and φ j using FFT method (cf. (von zur Gathen and Gerhard, 1999) ). Each of them require 2d multiplications, (4d log(d) + d) additions and (2d log(d) + 2d) constant multiplications in F p .
• Step 2 and Step 4 are computed as explained in subsection 3.2. Their cost are thus equal to 2n log 2 (n)d additions and n log 2 (n)d + nd constant multiplications in F p .
The resulting complexity is given in Table 2 . Step
Comparison
For practical fields F p k ) , care must be taken for the selection of algorithm parameters n and d. The product of n and d should be close to k (if nd k, our algorithm have high complexity).
To simplify, let us assume that nd = k. The best choice for n and k to get the best complexity is when n = 2d. In this situation we get the Complexities of Table 3 . We gave also in this table the complexity of the approaches presented in (Bajar et al., 2006) and (Negre, 2006) . 
Comparison of general approaches. Compare to the BIN algorithm, our algorithm requires more multiplications but less additions, both multiplications and additions are in sub-quadratic number. For software implementation with p of size less than a word computer, BIN algorithm is less appropriate to this case than BR multiplication.
Indeed, we denote T M the time delay of one multiplication in F p and we denote T A the time delay of one addition in F p . We will assume that T M is about two times the value of T A , as this is the case in software environment when p has the size of a computer word. The total time delay of Algorithm 2 for software implementation is (18k 1.5 + 5k)T A . On the other hand ht the multiplication algorithm of (Bajar et al., 2006) actually has a time delay (3k 2 log k + 3k 2 + 12k)T A .
In Table 4 we give several fields with cryptographic size and the corresponding time delay required for BIN multiplier and BR multiplier.
Comparison of FFT approaches. For FFT approach we see that our algorithm is slower by a factor between 2 and 4. In the case 2 r > k, Negre's Algorithm should be preferred to BR-FFT multiplication. But when there are not enough roots of unity, Negre's approach cannot be used, in this case we get benefit of our algorithm.
Conclusion
In this paper, we have proposed a multiplication algorithm for field F p k . This algorithm extends the previous work done in (Bajar et al., 2006) . We study different strategies to implement our algorithm (general approach with Lagrange conversion and optimized approach with Fast Fourier Transform). We get two multipliers : one with sub-quadratic complexity O(k 1.5 ) which works in general and the other with complexity O(k log 2 (k)) which works only in special situations.
In software platform our general method seems to be better than original BIN (Bajar et al., 2006) algorithm. Compared to the BIN algorithm for several fields of cryptographic size our algorithm should accelerated the multiplication by an average ratio of 30%.
