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a b s t r a c t
Rough Set reduction is a typical iterative process; however, the user cannot give extra
controls and preferences during the consecutively iterative process. In this paper, we
propose a novel approach to Rough Set reduction by using control science viewpoint. In
this model, information system is regarded as controlled plant, user’s preference about
attributes is regarded as control objective, and the iterative algorithm designing process
is regarded as control law designing. We have investigated the properties of Rough Set
reduction based on control approach, and have designed the control system based on the
properties, where single attribute set and user specified attributes are all used as core
attributes to control a pruning process, and other core attributes worked out by previous
steps are also used, iteratively. Such that it forms a dynamic closed-loop control by which
the user can give much more interactivities. We have also implemented the experimental
platform, and the experimental results show that the proposed approach is efficient and
effective.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Efficient reducing information system is a fundamental problem for Rough Set theory. The problem can be described
as a reduction process for the decision table by using all possible techniques. Control technique is a valid method to make
the objective system achieve desired requirements. And the main pursuit of control approach is: the controlled plant can
be automatically monitored by the controller to achieve the desired control objective, which has been widely used in many
information-related fields [1], such as intelligent computing, industrial control, flight simulation,machine learning, network
intrusion detection etc.
However, there are not still reports about applying control techniques into Rough Set reduction. Therefore, in this paper,
our main contribution is: formulate the Rough Set reduction into a control problem, where information system is regarded
as controlled plant; user’s preference about attributes is regarded as control objective; and the Rough Set reduction iterative
algorithms are regarded as control law. In addition, the user participation is also considered to be an important factor in the
Rough Set reduction procedure, so that it can form a dynamical human in the loop control construction. By doing so, the
result of Rough Set reduction shows diversities, as possibly makes Rough Set reduction produce more practical values.
Applying control techniques into Rough Set reduction is in a control way to solve Rough Set reduction issue. As known,
since Rough Set is a mathematical theory that can divide knowledge into different granularities/boundaries [2], it can make
Rough Set be widely adopted in uncertainty and imprecision researches [3,4]. To further extend the Rough Set applications,
we incorporate control engineering techniques into Rough Set theory, and initially construct a control-based Rough Set
reduction. The aim of such Rough Set reduction is to solve the ongoing decision issues, i.e., flight control, aeronautical data
merging and decision, path planning, CGF (Computer Generated Forces) behavior modeling. Because Rough Set reduction is
a process where unrelated or unimportant information will be reduced [5], some control techniques can be used to preset
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the objectives and further monitor the process to achieve such desired results. Many Rough Set algorithms are based on
Discernibility Matrix [6]; though it is effective and efficient method, the improvements based on different applying fields
are necessary. In this paper, we have explored a dynamic core attributes generationmechanismwhichmakes it unnecessary
to full generate Discernibility Matrix, and further, based on this, we proposed a control-based Rough Set reduction.
Related work of Rough Set based on control techniques includes the followings. Chen et al. presented a hybrid control
algorithm leading to integrate the distinct aspects of indiscernibility capability of Rough Set theory and search capability
of genetic algorithms with conventional neural-fuzzy controller design [7]. Kortelainen presented an approach to apply
modifiers, which was defined as binary relations corresponding to L-fuzzy set, to knowledge acquisition [8]. In [9], Rough
Set analysis was used as a methodology to identify the relative importance of variables for individuals who interacted with
various computer and other display and communication systems aboard airborne warning and control systems. Liang and
Huang developed a multi-agent system to simulate a supply chain, where agents operated these entities with different
inventory systems [10]. Peters and Henry introduced an approach to off-policy Monte Carlo learning guided by behavior
patterns gleaned from approximation spaces and Rough Set theory [11]. Zeng et al. proposed a knowledge acquisition
algorithm that increased the obtained rules’ generalization power by integrating a measure of every condition attribute
contribution to the state space [12]. For the classification with a controlled degree of uncertainty, Su and Hsu proposed an
algorithm, named the extended Chi2 algorithm, to overcome themisclassification error and the effect of variance inmerged
intervals [13]. Wang et al. designed a nearest neighbor searching method with gradually shrinking search space to reduce
the computing complexity of indiscernibility relation in the Rough-Set-based attribute reduction algorithm [14]. In addition,
there are many studies related with dynamic rough Set reduction reported. E.g., Li and Hu proposed the dynamic Rough Set
theory which was to research and deal with dynamic knowledge, and gave the mathematical expression of the dynamic
Rough Sets by defining some concepts such as the elementary transfer coefficients [15]. Su and Hsu proposed a method to
find and control the precision parameter value that was a big issue in the variable precision rough sets model [16]. Tseng
et al. applied the Rough Set theory to derive rules for the process variables that contributed to the surface roughness, and
solved the quality assurance problem in predicting the acceptance of computer numerical control [17].Wang et al. proposed
a method of Rough-Set-based knowledge modeling for the aluminum alloy pulsed gas tungsten arc welding process [18].
Although the above studies have involved somewhat control techniques applying into Rough Set, a full control
methodologywith controlled plant, control objective, and control law designing is not still reported. In this paper, a control-
based Rough Set reduction is proposed, which focuses on control idea to Rough Set and solving the generation of core
attribute sets by monitoring the reduction procedure by a control law. Firstly, unlike the conventional Rough Set reduction,
the approach considers the users’ subjective preferences to be core attributes, and constructs a Rough Set reduction based on
user’s subjective preference that is a human in the loop control. Secondly, the approach expands the range of core attribute
definition, and furthermore, some properties are discovered and real-time used to enhance the reduction efficiency. Finally,
a closed control loop is formed to accelerate Rough Set reduction process from a pure control viewpoint.
This paper is organized as follows. In Section 2, it is a preliminary for control system and Rough Set reduction. And
then, in Section 3, we will introduce the control approach to Rough Set reduction including the research assumptions,
propositions research, control law design, and design of algorithms. In Section 4, we will analyze the complexities of the
proposed algorithms, and implement and conduct related experiments to verify the algorithms including their running
time and space consumption. Finally, Section 5 draws the conclusions and provides directions of future work.
2. Preliminaries
In this section, we will introduce the related concepts for control-based Rough Set reduction. Four definitions will be
provided and discussed, which are control system, information system, Discernibility Matrix and core attribute. Where
control system and information system are two separated concepts, but we combine them into an integrated system —
control-based Rough Set reduction; DiscernibilityMatrix and core attribute are basic concepts for information systemwhich
are the basis for the design of algorithms.
Definition 2.1 (Control System). A control system is an organic whole of controlled plant, control objective and control law,
which commonly is illustrated a class of complex linear matrix inequalities [19].
In such a control system, the three components — controlled plant, control objective and control law are necessary.
Where, controlled plant is an instance can be used to meet certain requirements; control objective is a desired objective
collection including the requirements of the users; and, control law is an algorithmormodel that is designed to automatically
monitor the controlled plant according to the control objective.
Definition 2.2 (Information System, Rough Set). Information system, also Rough Set is a decision table with the following
form:
L = (U, A,D, V , ρ) (1)
where, U = {x1, x2, . . . , xn} is universe; A is conditional attribute set; D is decision attribute set; and V is the aggregate of
values taken by the attributes (including A and D). Commonly, let C = A∪D, then, V = domain(C), which means all values
taken by C; ρ is an information function, which means ρ : U × C → V .
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In Definition 2.2, as a framework for Rough Set reduction, information system can be constructed into a computer system
to handle the universe U (by instances set), also called decision table [20].
To conduct a control-based Rough Set reduction, we regard the given information system as a controlled plant.
Definition 2.3 (Discernibility Matrix). Discernibility Matrix is a matrix with n× n scale, denoted by (rxi×xj)n×n, and if given
the information system L = (U, A,D, V , ρ), rxi×xj can be computed by:
rxixj =
{{a|ρ(xi, a) 6= ρ(xj, a) and ρ(xi,D) 6= ρ(xj,D), ∀a ∈ A}
0, when ρ(xi, A) = ρ(xj, A) and ρ(xi,D) = ρ(xj,D)
−1, when ρ(xi, A) = ρ(xj, A) and ρ(xi,D) 6= ρ(xj,D)
(2)
where ρ(xi, a) 6= ρ(xj, a) denotes objects xi and xj take different values on attribute a; ρ(xi, A) 6= ρ(xj, A) denotes objects
xi and xj take different values on conditional attribute set A; and ρ(xi,D) 6= ρ(xj,D) denotes xi and xj take different values
on decision attribute set D.
For convenience, we simply mark rxixj by rij, so (rxi×xj)n×n = (rij)n×n. And further, since the relationships between any
two objects in U are all symmetric, viz. rij = rji, Matrix (rij)n×n is also symmetric. We commonly ignore the meaningless
conditions rij = 0 and −1, so the remainder in Discernibility Matrix will be {a|ρ(xi, a) 6= ρ(xj, a) and ρ(xi,D) 6=
ρ(xj,D), ∀a ∈ A}, which represents the condition attribute set takes different values and the decision attribute set also
takes different values.
By Discernibility Matrix, we can design the control laws to achieve the desired objective (reduction set).
Definition 2.4 (Core Attribute). Core attribute is certain condition attribute that cannot be reduced during the Rough Set
reduction.
According to Definition 2.4, core attribute includes the common part of all reduced attribute sets. However, in our work
core attribute also includes the attributes specified by the users to be preference, since they cannot be reduced too. In
addition, the core attribute of an information system commonly includes more than one condition attributes. That being so,
the result of Rough Set reduction displays much diversity, as is different with the conventional Rough Set reduction.
By core attribute, we can design efficient control laws to achieve the desired control objective.
3. Control-based Rough Set reduction
3.1. Basic assumptions and propositions research
Suppose L = (U, A,D, V , ρ) is the given information system; U = {x1, x2, . . . , xn} is the set of all instances in L;
A = {a1, a2, . . . , am} is related conditional attribute set of all the instances; D = {d} is decision attribute set with one
decision attribute d; C = A∪D; V = {V1, V2, . . . , Vm, Vd} is a set of values taken by attributes (include conditional attributes
and decision attributes); and ρ is information function (see also Definition 2.2).
Obviously, |U| = n, |A| = m, |D| = 1, |C | = m+ 1.
To conduct a control-based Rough Set reduction, the followings show the basic assumptions.
(1) ∀x ∈ U → hasAttr(x, A) ∧ hasAttr(x,D). ‘‘→’’ denotes implication relationship; hasAttr(x, A) is predicate, indicating
instance x owns (or be endowed) all the attributes in set A; similarly hasAttr(x,D) indicates instance x owns all the attributes
in D.
(2) (∀x ∈ U) ∧ (∀a ∈ A ∪ D)→ hasVal(x, a) 6= Φ . hasVal(x, a) is also predicate, indicating the values taken by instance
x on attribute a, and hasVal(x, a) 6= Φ indicates the values taken is not empty.
(3) ¬∃x ∈ U → L(U − {x}, A,D, V , ρ) = L(U, A,D, V , ρ). That is to say, there are no redundant instances in U .
(4) ∃Vi ∈ V → |Vi|n < 1, where V = {V1, V2, . . . , Vm}. |Vi| denotes the number of different values taken by the instances
in U on the ith attribute of A, where i = 1, 2, . . . ,m.
(5) Rough Set reduction is based on Discernibility Matrix which is denoted byM = (rij)n×n.
(6)M 6= φ, andMT = M .
(7) (∀rij ∈ M) ∧ (rij 6= φ) → rij = {a|ρ(xi, a) 6= ρ(xj, a) and ρ(xi,D) 6= ρ(xj,D), a ∈ A}, where rij denotes the
conditional attributes that can discern xi and xj.
(8) Core attribute (Definition 2.4) and the given information system can be monitored by the designed control law to
produce the desired minimum attribute reduction sets.
(9) If not special indication, the attribute reduction set of L refers to the relativeminimum attribute reduction set, and the
relative minimum attribute reduction set may be multiple. Let S0is the container (set) to store the entire relative minimum
attribute reduction sets.
(10) For any core attribute k0, ∀s ∈ S0 → k0 ⊆ s.
(11) The attribute reduction process is f : M → M2, where set conjunctive operation is utilized, i.e., ∀rij, rkl ∈ M →
(rij ∧ rkl) ∈ M2, M2 is the Discernibility Matrix after reduction. I.e., the final step of Rough Set reduction is a conjunctive
operation.
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Fig. 1. Conventional Rough Set reduction.
Proposition 1. (∃rij ∈ M) ∧ (rij = {a})→ a ∈ k, where k is core attribute set.
Analysis: the proposition is to prove that in the DiscernibilityMatrixM , if there exists an element rij 6= φ (element locates in
ith row and jth column) and it only includes one attribute ‘‘a’’, then ‘‘a’’ is core attribute. Therefore, we prove Proposition 1
mainly from the fact that element ‘‘a’’ is the only element that can discern xi and xj.
Proof. Suppose a is not core attribute, i.e. a 6∈ k.
∵ rij ∈ M and rij = {a} (known condition)
∵ rij = {a|ρ(xi, a) 6= ρ(xj, a) and ρ(xi,D) 6= ρ(xj,D), a ∈ A}
Take any b ∈ k
∵ b ∈ k and a 6∈ k
∴ b 6= a
And ∵ |rij| = |{a}| = 1
∴ b 6∈ rij
∴ b cannot discern instances xi and xj
∵ b is an element of k
∴ Core attribute set k cannot discern instances xi and xj
∴ There are at least one redundant instance between xi and xj, and this produces a contradiction with Assumption 3
∴ Proposition 1 holds, viz., the element ‘‘a’’ should be in k. 
Proposition 2. Known that k is a core attribute set, M is the Discernibility Matrix, M2 is the Discernibility Matrix after reduction,
and f is the function between M and M2; ∀k0 ∈ k, ∃rij ∈ M, k0 ∈ rij, and rij − {k0} 6= φ, prove that rij can be real-time ‘‘pruned’’
during the Rough Set reduction.
Analysis: we will prove Proposition 2 mainly from the actual course of Rough Set reduction.
Proof. ∵ f : M → M2
∵ k0 ∈ k (known condition)
∴ {k0} ∈ M
∵ rij ∈ M and rij − {k0} 6= φ (known condition)
∵ k0 ∈ rij (known condition)
∴ rij ∧ {k0} = {k0} (conjunctive operation)
∴When k0 is core attribute, rij can be pruned real-time, i.e. the result {k0} can be worked out without conducting any
conjunctive operations. 
3.2. Control law design
Based on the assumptions and propositions research related with control-based Rough Set reduction, wewill discuss the
related control law design in this section.
First of all, for the Rough Set reduction [21], if viewed from the control context, it is an approximate open-loop control
process, as can be illustrated in Fig. 1.
In Fig. 1, there are 3 procedures for the conventional Rough Set reduction — generate Discernibility Matrix from
information system, reduce Discernibility Matrix, and generate minimum attribute sets.
The principle of control law design is to use the Propositions 1 and 2, and further construct an approximate closed-loop
control for the Rough Set reduction process. I.e., our basic idea is to reuse some runtime core attributes and rules to enhance
the Rough Set reduction process. The dynamic ‘‘pruning’’ process can be constructed into a feedback loop to achieve the
desired control objective. By the control law, the generation of Discernibility Matrix and the reduction of Discernibility
Matrix can be monitored, automatically. In addition, we regard the user specified preference attributes as core attributes to
be used as reduction rules. Fig. 2 illustrate the control-based closed-loop Rough Set reduction process.
In Fig. 2, from information system to Discernibility Matrix, the generation of Discernibility Matrix and the reduction of
Discernibility Matrix are also conducted, but the initial results are stored in attribute reduction set which will be reused
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Fig. 2. Control-based closed-loop Rough Set reduction.
Fig. 3. Architecture for control-based closed-loop Rough Set reduction.
by a control-based closed-loop reduction process. Preference attributes are specified by the users, dynamically. Dynamic
reduction rules include the preference attributes and the core attributes generated dynamically.
The entire control-based closed-loop Rough Set reduction process is demonstrated in Fig. 3. And the track of control law
design is clearly illustrated in Fig. 3, and the following steps show such control law design procedure.
(1) Firstly, the first core attribute should be found by the designed control law or be designated by the users at the
beginning of the Rough Set reduction process.
(2) And then, all the instances are compared one by one, and the comparingmethod is according to Assumption 7. Denote
rij as the result of every comparison (run).
(3) Next, for rij, a judgment for core attribute is conducted on rij:
If k ∩ rij 6= Φ , according to the Propositions 1 and 2, rij can be pruned.
If k∩ rij = Φ and |rij| = 1, according to the Proposition 1, the elements in rij are core attributes and they should be added
into k.
If other cases, rij should be kept for the next run.
(4) Repeat step (2)–(3) until the relative minimum attribute reduction set is generated.
In Fig. 3, as clearly shown in the graph, two control-based closed-loops are formed which are (single core attribute
generator→ Discernibility Matrix→ attribute reduction sets→ core attribute set) and (single core attribute generator
→ Discernibility Matrix→ attribute reduction sets→ preference attributes→ core attribute set). We regard the two
control-based closed-loops as control laws to design the following reduction algorithms.
3.3. Design of algorithms
Two algorithms mainly involved in the control-based Rough Set reduction, and we call them as Core Attribute Selection
Algorithm (CASA) and Importance Reduction Algorithm (IRA), respectively.
3.3.1. Core Attribute Selection Algorithm
In Core Attribute Selection Algorithm, the main objective is to find the first core attribute or user specified preference
attribute from the given information system (by decision table). According to Definition 2.4 and Proposition 1, not only the
common attributes of all attribute reduction sets are core attributes, but also the user specified preference attributes are.
Algorithm 1. Core Attribute Selection Algorithm (CASA).
Input: Information system L = (U, A,D, V , ρ).
Output: Core attributes.
Function Find_FirstCoreAttribute(A, a)//a is a variant
Step 1: Begin
Step 2: For all Xi ∈ L
Step 3: For all Xj ∈ L And i 6= j
Step 4: Begin
Step 5: If d(i) 6= d(j) then //d(i), d(j) denote the values taken by Xi, Xj on attribute d,
respectively
Step 6: Begin
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Step 7: For index_k = 1 to |A| // index_k is the index to elements in attribute set A
Step 8: Begin // comparisons between the values of condition attributes
Step 9: If ρ(Xi, index_k) 6= ρ(Xj, index_k) then
Step 10: Mark index_k;
Step 11: End;
Step 12: CountNumber← |{allindex_kmarked}|
Step 13: If CountNumber = 1 then
Step 14: Return a← index_k; // find core attribute
Step 15: End;
Step 16: End;
Step 17: End
Step 18: If a preference attribute a has been specified
Step 19: return a (core attribute);
Step 20: If Not existing any core attribute
Step 21: return a← the first attribute of A;
Remarks. In Algorithm 1, U = {x1, x2, . . . , xn}; A is condition attribute set; and D is decision attribute set. In addition,
function Find_FirstCoreAttribute is used to judge whether there is core attribute in condition attribute set A. I.e., d(i) 6= d(j)
is used to decide whether the values taken by decision attributes are identical to, and ρ(Xi, index_k) 6= ρ(Xj, index_k) is
used to decide the values taken by condition attributes are identical to. By the function Find_FirstCoreAttribute (A, a), if there
exists a core attribute in condition attribute set or use has specified a preference attribute, the core attribute is certain to
be found. Because if there exists a core attribute, a set with the length is 1 must be appeared in Discernibility Matrix, by the
dual loop in Algorithm 1 the element is certain to be found.
3.3.2. Importance reduction algorithm
In Importance Reduction Algorithm, firstly, the Core Attribute Selection Algorithm is used to find the first core attribute,
and then, a statistic-based process is conducted to count the frequency of each attribute in DiscernibilityMatrix. Importance
of attribute means if the more frequent an attribute is, the more important it is. Finally, the attribute reduction set is
generated based on the importance of attributes.
Algorithm 2. Importance Reduction Algorithm (IRA).
Input: Information system L = (U, C,D, V , ρ).
Output: Attribute reduction set.
Step 1: k← Find_FirstCoreAttribute (C, a),M = φ; //M is Discernibility Matrix
Step 2: For all Xi ∈ L
Step 3: For all Xj ∈ L and i 6= j
Step 4: Begin
Step 5: For any c_i ∈ k, any c_j ∈ k // c_i, c_j denote the ith attribute and jth
attribute of C
Step 6: If d(i) 6= d(j) and ρ(Xi, c_i) = ρ(Xj, c_j)
Step 7: Begin
Step 8: Compare Xi and Xj to obtain the attribute setmij that can discern Xi
and Xj;
Step 9: IF
∣∣mij∣∣ = 1 then
Step 10: Begin
Step 11: k← mij; // closed-loop control
Step 12: Delete the elements that includemij; // closed-loop control
Step 13: End;
Step 14: ElseM ← mij;
Step 15: End; //end if
Step 16: End; end; end; //terminate the closed-loop
Step 17: If attribute e is specified to be preference by the users then
Step 18: k← e;
Step 19: R = k; // R is temporary variant
Step 20:
(1) For each attribute a ∈ A− R
(2) Compute fa ← frequency of a; //importance of a
(3) Select b← max {all the fa };
(4) R = R ∪ {b};
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(5) Delete the elements that include b;
(6) IfM = φ then
(7) Exit
(8) Else goto (1);
(9) End if
(10) End for
Step 19: R is the attribute reduction set.
Remarks. In Algorithm 2, firstly, the function Find_FirstCoreAttribute (C, a) is used to find the first core attribute; and then,
a statistic-based process is arranged to conduct the attribute reduction of Rough Set. Propositions 1 and 2 are also used to
form a control-based closed-loop regulation.
4. Algorithm analysis and experimental results
To assess the control-based Rough Set reduction model and related algorithms, we firstly analyzed the related algorithm
complexity including time complexity and space complexity; and then, we conducted 8 experiments related with aircrafts
training datasets (http://my.mofile.com/yinyunfei).
4.1. Algorithm complexity analysis
The algorithm complexity analysis related with time involves the complexity analysis based on control and the
complexity analysis based on non-control. Suppose L = (U, A,D, V , ρ) is a given information system, and let F = A ∪ D
that denotes the whole attribute set. Decision table (information system) length (row): |U| = n, and decision table width
(column) ism. The time complexity is analyzed as follows.
The best case of Rough Set reduction (non-control):
T bnon−control(n,m) = m · n(n− 1)/2 = o(mn2).
The worst case of Rough Set reduction (non-control):
Twnon−control(n,m) = m · n(n− 1)/2 = o(mn2).
The best case of Rough Set reduction (control-based):
T bcontrol = o(1)+ k · n(n− 1)/2 (where k is a constant)
= o(n2).
The worst case of Rough Set reduction (control-based):
Twcontrol(n,m) = n(n− 1)/2+ k · n(n− 1)/2 (where k is a constant)
= (k+ 1) · n(n− 1)/2
= o(n2).
Remarks. The above algorithmanalysis steps are based on the fact that there aren rows andm columns in a dataset (decision
table). As can be shown in Algorithms 1 and 2, the above results can be obtained from the dual circulation computations as in
Algorithms 1 and 2. In order to have a clear comparison between the control-based Rough Set reduction and the non-control-
based reduction, we utilized Refs. [14,22] to aid the analysis. From the above steps, we can see clearly that the control-based
algorithms have a better enhancement than the non-control-based algorithms. And, if the condition attributes become large,
the enhancement may be further obvious.
Similarly, the space complexity is analyzed as follows.
The best case of control-based Rough Set reduction:
Sbcontrol = o(1)+ k(n− 1)/2 = o(n).
The worse case of control-based Rough Set reduction:
Swcontrol = o(1)+ k(n− 1)/2 = o(n).
Remarks. The space complexity of non-control-based Rough Set reduction is o(mn2). Obviously, the control-based
algorithms are relatively better than the non-control-based Rough Set reduction algorithms.
4.2. Experiments
In order to have a further verification about the aforementioned approach, we conducted the following experiments
which were related with the aircrafts training experiments.
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Table 1
Control-based Rough Set reduction experiments.
Datasets Scales Attributes Preference attributes Time consuming (ms) Efficiency (%)
Test_1 4,500 48 15 28 82.1
Test_2 6,850 58 18 43 88.4
Test_3 8,732 45 17 55 90.9
Test_4 12,000 50 18 70 87.1
Test_5 20,000 40 20 122 93.4
Test_6 30,000 42 23 146 93.8
Test_7 35,000 46 25 210 95.2
Test_8 140,000 50 17 683 85.1
Fig. 4. Runtime comparisons between the control-based and non-control-based algorithms.
Fig. 5. Space consumption of control-based algorithms and non-control-based algorithms.
In Table 1, there are 8 datasets related with aircrafts training to be examined. Where, scales denote the size of each
dataset; attributes denote the number of condition attributes for each dataset (aircrafts training); preference attributes
denote the attributes specified by the users with their preference (the training attributes to be focused). In addition, time
consuming is the runtime of control-based algorithms for each dataset, and Efficiency is the efficiency enhancement of
control-based algorithms to non-control-based algorithms.
Fig. 4 shows the runtime comparisons between the control-based Rough Set reduction algorithms and the non-control-
based Rough Set reduction algorithms.
In Fig. 4, the runtime comparisons between control-based Rough Set reduction algorithms and non-control-based Rough
Set reduction algorithms are conducted in the datasets shown in Table 1. The experimental results show that the control-
based algorithms are relatively better than the non-control-based algorithms; especially, when the scales of the datasets
increase, the enhancements are more obvious.
In addition, we also validated the space consumption (memory consumption) of the control-based Rough Set reduction
algorithms and the non-control-based Rough Set reduction algorithms, as shown in Fig. 5.
In Fig. 5, the comparisons between the control-based Rough Set reduction algorithms and the non-control-based Rough
Set reduction algorithms on space consumption are conducted. As can be shown in the figure, control-based algorithms
display a relatively better performance than the non-control-based algorithms; viz., the control-based algorithms consume
relatively less space (memory) than the non-control-based algorithms.
Fig. 6 shows the trends of dataset scales and runtime as the number of preference attributes changes.
In Fig. 6, not only the trends of dataset scales and runtime are shown with the changes of different preference attributes,
but also the relationship between the changing trend of dataset scales and the changing trend of runtime is shown. As can
be seen from the figure, the number of preference attributes has relatively stronger effect to runtime.
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Fig. 6. Trends of runtime and scales with different preference attributes.
Remarks. In the above tables and figures, there are some related comments:
(1) Dataset denotes different information systems related to aircrafts training (Table 1);
(2) Scale means the number of records in each dataset;
(3) Preference attributes denote the attributes that the user designates subjective favorite or special attributes;
(4) Algorithm time is runtime consumed by the control-based Rough Set reduction algorithm;
(5) In the 8 experiments, the percentage of efficiency enhancement refers to the efficiency in time (Table 1);
(6) User preference attributes in our experiments are always including the first attribute and the last attribute;
5. Conclusion
We have introduced a control approach to Rough Set reduction that allows using control techniques. Our approach
greatly reduces the time spent on traversing information system and Discernibility Matrix, and also reduces the space
consumption for storing the elements of DiscernibilityMatrix. By cutting in from the control concept and Rough Set concept,
we incorporated the control techniques into the Rough Set reduction. Then we investigated two propositions based on the
assumptions of control-based Rough Set reduction. Next, we discussed the control law design for the control-based Rough
Set reduction. To conduct an efficient control-based Rough Set reduction, we also designed the related algorithms based on
the control law. Our experimental results show that the control-based Rough Set reduction algorithms are relatively better
than the non-control-based algorithms, not only on the running time, but also on the memory consumption.
Though the experimental results given in this paper show the success of our approach, a more extensive verification is
required. So, our future work is: (1) Verify and validate the approach in CGF behavior modeling and decisions; (2) Extend
the approach to multiple users and multiple preferences decisions; and (3) Verify and validate the approach in a real-time
and distributed environment.
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