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ABSTRACT
This study identified important uncertainties affecting watershed-scale flow and water quality
simulations and recommended modeling options for reducing the uncertainties by means of the
Hydrological Simulation Program-FORTRAN (HSPF) model. Specifically, parameter-induced
uncertainties in HSPF model were estimated along with uncertainties associated with DEM
resolutions and sources. National Elevation Dataset (NED) DEMs with original and resampled
resolutions of 3.5, 10, 30 and 100m were utilized for manual and automatic delineation of three
watersheds with different gradients in HSPF model to identify the effects of DEM resolution, DEM
resampling, delineation method and watershed gradient on the simulation of streamflow, nitrate
(NO3), dissolved phosphorus (P) and total suspended sediment (TSS). Furthermore, the
Generalized Likelihood Uncertainty Estimation (GLUE) method was applied to estimate the
parameter-induced uncertainties in HSPF model. Uncertainties originated from DEM sources were
compared to DEM resolution-induced uncertainties using 30m original DEMs and 100m
resampled DEMs from National Elevation Dataset (NED), SRTM (Shuttle Radar Topography
Mission), and ASTER (Advanced Space-borne Thermal Emission and Reflection Radiometer)
sources.
Results from this study indicated that the simulation of flow and water quality parameters via
HSPF model is sensitive to DEM properties (particularly resolution and source). It was found that
sediment was the most sensitive and NO3 was the least sensitive parameters to the variation in
DEM resolutions and sources. Greater DEM resolution-induced uncertainties were involved in
watershed delineation and subsequent simulation of flow, NO3, P and sediment for the study
watershed with a lower gradient. The effect of DEM resolution on flow, NO3 and P simulations
was lower using resampled DEMs and was negligible when the manual delineation method was
ix

used. For watersheds with higher slopes, parameter uncertainties were shown to be substantially
greater than resolution-induced uncertainties, meaning that the calibration of HSPF parameters
within their feasible ranges can alleviate the resolution-associated uncertainties to a great extent.
It was also found that uncertainties propagated into HSPF simulations via DEM sources are more
notable than the uncertainties from DEM resolution. In the study watershed with a lower gradient,
higher uncertainties were observed due to high sensitivity of extracted topographic features and
subsequently simulated flow to DEM sources.

x

CHAPTER 1. INTRODUCTION
1.1 Background
State environmental agencies are required by the Clean Water Act (CWA) to assess all
waterbodies and evaluate potential sources of impairments while providing restoration plans (US
EPA 1972). The watershed restoration projects generally involve nonpoint source (NPS) pollutant
loads estimation, Total Maximum Daily Load (TMDL) development, Critical Source Area (CSA)
identification, and assessing the impacts of Best Management Practices (BMPs).
The use of watershed-scale models for environmental analyses as well as developing and
implementing watershed restoration plans has progressively increased since these models are
commonly employed to imitate the dynamic and complex interactions of distinct watershed
subsystems. One of the watershed models, which has been frequently used in environmental
watershed-scale analysis and in this research as well, is Hydrological Simulation ProgramFORTRAN (HSPF). A broad range of physical and management-related data and parameters is
required in watershed modeling, which are often associated with uncertainties. If not assessed and
accounted for, these uncertainties may be propagated through further analysis steps, cause loss of
results’ credibility and subsequent loss of resources. Therefore, identification and analyzing the
uncertainties which are contributed in watershed modeling via parameters and input data is crucial.
An error is defined as the deviation of a measurement or computation from its correct value.
In modeling, an error is referred to the difference between the output of the model and a measured
data that is considered to be true (Dieck 2007). The concept of being in doubt about an error is
called uncertainty which arises from the lack of knowledge about errors. Uncertainty is an estimate
of error limits (Hipel and Fang 2013). Regarding the topic of this research, an error is a difference
between the value, which a given DEM provides for the elevation of a certain location, and the
1

true elevation of that point. This error propagates into the simulation of flow and water quality
parameters and leads to model prediction error, i.e., the difference between the predicted
flow/water quality parameters and the corresponding measured values. Since no broad knowledge
is available about the errors in DEMs, watershed modeling results are uncertain. In other words,
modelers cannot be certain about the extent of the error that enters into flow and water quality
modeling via DEM inaccuracy, instead a range of results associated with a range of errors could
be expected. Better understanding and representation of a process via increased knowledge reduce
the uncertainty (Hipel and Fang 2013).
Uncertainties associated with predictions of the numerical models, such as watershed
models, which are employed as a tool for environmental management, must be assessed (Gallagher
and Doherty 2007). Uncertainties in watershed modeling are differentiated into model (structure)
uncertainty, input data uncertainty and parameter uncertainty. Since any model is a simplified
representation of the real physical world, the uncertainty associated with model structure cannot
be avoided (Iskra & Droste, 2008). Input data uncertainty is caused by spatiotemporal variability
in natural systems or by measurement and sampling errors in input data such as elevation data.
Model parameter refers to the characteristics of the model that can be adjusted by the modeler
through the calibration process. Certain level of uncertainty lies with the estimation of these
parameters (i.e., parameter uncertainty) since their direct measurement is not easily possible
(Gallagher and Doherty 2007) and have to be adjusted through calibration.
The accuracy of flow and water quality simulation with watershed models is highly affected
by model input data (Chaplot 2005) since one of the primary sources of uncertainty in hydrologic
modeling is caused by input data (Patil et al. 2011) and the model simulated flow is dominated by
DEM input (Earls and Dixon 2005). Among watershed model’s diverse spatial input data (i.e.,
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soil, land use and elevation), Digital Elevation Model (DEM) is one of the most important input
data as it contributes the highest level of uncertainty in water quantity and quality simulation
through watershed models (Cotter et al. 2003). Two principal properties of DEMs are their
resolution and accuracy (DEM source).
DEM sources, implicitly their associated vertical accuracy, effect on the delineation of streams
and extracted physical characteristics of the watershed as well as flow simulation has been
evaluated (Lin et al. 2013; Tan et al. 2015). However, DEM sources impact on water quality
simulation, using HSPF model is poorly studied and understood. On the other hand, applications
of high-resolution DEMs from specific sources are not always possible due to computational
resources and costs, data availability and accessibility (Prodanović et al. 2009). Thus, it is crucial
to identify the DEM’s source and resolution effects on flow and water quality simulation. Although
efforts have been made by researchers to evaluate the sensitivity of flow and water quality
simulation to DEM resolutions and sources, a general consensus has not yet been reached and
reported results are often inconsistent in terms of the level of sensitivity and the variation trend in
water quality parameters: use of lower resolution DEMs were inferred to have no meaningful
effects on flow simulation (Chaplot 2005; Lin et al. 2013; Tan et al. 2015; Yang et al. 2014; Zhang
et al. 2014). In other case studies, on the contrary, flow simulations were reported to be sensitive
to DEM resolution (Chaubey et al., 2005; Cho and Lee, 2001; Amy S Cotter et al., 2003; Zhang
and Montgomery, 1994). Simulated values of NO3 and P were shown to be decreased substantially
with the application of coarser resolution DEMs (Chaubey et al. 2005; Cotter et al. 2003; Lin et
al. 2013) while slight changes in NO3 and P loads were reported by others (Zhang et al. 2014).
Slight decreases were detected in simulated sediment loads with lower resolution DEMs (Lin et
al. 2013). Contrarily, Zhang et al., (2014) showed significant variations in sediment load.

3

However, there are still some aspects that remained unclear: Limited assessments have been
performed on DEM resolution-induced uncertainty for HSPF model (since most previous studies
were conducted using SWAT model) while no data is available on DEM resampling impact
(resampled DEMs vs. original DEMs comparison) on flow and water quality simulations.
Furthermore, the scale of uncertainties and extent of model output reacting to input data may be
different for watersheds with different gradient when models are calibrated (Lin et al. 2013).
Therefore, more studies (particularly on comparisons of multiple watersheds) with calibrated
watershed models and use of original DEMs are needed.
Parameter uncertainty is one of the substantial uncertainty sources and may jeopardize the
reliability of modeling results for decision making if it is not assessed and accounted for.
Populating the watershed model with physically meaningful parameters is crucial to an accurate
characterization of the watershed hydrology (Fonseca et al. 2014). Watershed models such as
HSPF model has numerous parameters which are not easy to measure in the real world (Fonseca
et al. 2014), therefore, producing the parameter uncertainty. Additionally, it has been become
widely accepted that equally acceptable simulations from several distinct parameter sets are likely
to be produced by hydrological models (Hope et al. 2004). As a result, it is highly unlikely that a
single set of “best” parameters can be identified (Fonseca et al. 2014).
Although extensive uncertainty analyses have been conducted for some watershed models such
as SWAT model, little is known about HSPF model parameter uncertainty analysis for flow and
water quality parameters: parameter uncertainty estimation has only been performed for
streamflow (Iskra and Droste 2008; Jia and Culver 2008; Xie and Lian 2013) fecal coliform
(Mishra et al. 2007b) whereas a few studies were conducted on HSPF model sensitivity analysis
for water quality parameters (Li et al. 2015; Luo et al. 2017). Therefore, quantification of
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parameters uncertainties associated with water quality simulation (specifically NO3 and P) in
HSPF model and evaluating its effect (offsetting or aggravating) regarding the DEM resolutioninduced uncertainty is necessary.
1.2 Research scope and hypotheses
While uncertainties in some watershed models have been extensively investigated, little is
known about sources and extents of uncertainties in HSPF model and their effects on watershedscale flow and water quality simulation. The basic research hypotheses of this dissertation and
associated research questions include:
Hypothesis 1: Simulated flow is sensitive to the variation of DEM resolution.
Question-1: What is the DEM resolution effect on watershed delineation?
Question-2: How does the DEM resolution affect flow simulation?
Question-3: What is the impact of parameter uncertainty on DEM resolution-induced uncertainty?
Hypothesis 2: Simulated NO3, dissolved P and TSS are significantly affected by DEM resolution
and resampling.
Question-1: How do the DEM resolution and DEM resampling affect the simulation of NO3,
dissolved P and TSS and what are the influential factors?
Question-2: How do the parameter uncertainties associated with water quality modeling impact
the DEM resolution uncertainty?
Hypothesis 3: Simulated flow, NO3, dissolved P and TSS are more sensitive to DEM sources than
DEM resolutions.
Question-1: How does the DEM source affect watershed delineation?
Question-2: Is the DEM resolution impact on flow and water quality simulation greater than DEM
source impact?

5

Nutrient pollution, which is caused by excess nitrogen and phosphorus, is reported as
America’s most widespread, costly and challenging environmental problems by USEPA. These
constituents are transported by hydrologic mechanisms into waterbodies and are associated with
sediment. Therefore, in this study HSPF model uncertainties in the simulation of flow, nitrate,
dissolved phosphorus* and sediment have been assessed. Uncertainties in HSPF model is
differentiated into structural uncertainty, input data uncertainty and parameter uncertainty. This
study has been focused on the identification and reduction of the HSPF model uncertainties, in
simulation of flow, NO3, P and sediment, introduced by DEM resolution, DEM sources and
model’s parameters. Assessment of the structural uncertainties and the uncertainties from other
spatial input data (such as rainfall, land use and soil) are beyond the scope of this study.
To that end, National Elevation Dataset (NED) DEMs with original and resampled resolutions
of 3.5, 10, 30 and 100m have been manually and automatically delineated for three 10-digit
hydrologic unit watersheds with different gradients toward appraisal of DEM resolution, DEM
resampling, delineation method and watershed gradient impacts on flow, NO3, P and sediment
simulation. Further, the Generalized Likelihood Uncertainty Estimation (GLUE) method has been
applied to estimate the parameter-induced uncertainties for HSPF model. Uncertainties originated
from DEM’s accuracy (i.e., DEM source) has been contrasted to DEM resolution uncertainties.
Finally, recommendations were made toward reduction of the uncertainties contributing to flow
and water quality simulation using HSPF model based on the evaluated uncertainties and
approaches.

*
Phosphorus exists in water in two forms including dissolved and particulate forms. Ortho-phosphorus is
the primary dissolved form of phosphorus. Since available measured phosphorus data for this study is in dissolved
form, dissolved phosphorus is simulated by HSPF model in chapter 3 and 4. Dissolved phosphorus will be referred
to as P hereafter.
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1.3 Research objectives
The overall goal of this study is to analyze the uncertainties that involve in flow and water
quality simulation using HSPF model while testing various approaches to lower these
uncertainties. To that end, specific objectives of this study are (1) Identification of DEM
resolution-induced uncertainties in flow and water quality simulation, (2) Assessment of the
impacts of DEM resampling on flow and water quality modeling, (3) Estimation of parameter
uncertainties and (4) Evaluation of DEM sources uncertainties.
1.4 Dissertation structure
In order to achieve the goals of current research, various studies are carried out that are
categorized into three main parts that each one of them are submitted to a peer-reviewed journal.
Therefore, each chapter is presented with an independent introduction, methodology, results and
conclusions. In addition to the introductions and conclusions presented in each chapter, the first
and the last chapters of the dissertation present a general introduction and the grand conclusions
for the whole research, which make the dissertation as a solid research study.
Chapter 1 is an introduction to the research topic and includes the importance and motivation
of the research. Uncertainties that involve in flow and water quality simulation using this model
are presented while a brief literature review on each type of uncertainty is provided and some of
the knowledge gaps are addressed. Hence, this chapter provides a general introduction that is
required for the next four chapters, which gradually develop the goals of the study.
Chapter 2 is a comprehensive study on flow sensitivity and uncertainty analysis using HSPF
model. DEM resolution-induced uncertainties were evaluated by employing four DEMs of various
resolutions for three watersheds with different gradients. Additionally, the impact of watershed
slope and delineation method on flow sensitivity to DEM resolution were assessed. Finally,
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parameter uncertainties were estimated and tested against the DEM resolution uncertainty to detect
its aggravating or offsetting effects.
Chapter 3 evaluates the level of uncertainties that contribute into the simulation of NO3, P and
sediment due to DEM resolution coarseness and HSPF model parameters variations. In this part,
original and resampled DEMs for two mainly agricultural watersheds were used to detect the
sensitivity of water quality simulation to DEM resolution, finding the DEM resampling effect and
optimum DEM resolution. Uncertainties of the parameters associated with water quality
simulation were estimated and contrasted to DEM resolution uncertainty in order to detect the
impact of model recalibration on alleviating the adverse effects of DEM resolution coarseness.
Chapter 4 is an evaluation of the effects of DEM sources (vertical accuracies) on HSPF
simulated flow and water quality parameters. In this chapter, two DEMs from three major sources
were employed and results were compared to determine the impact of the topographic data
accuracy on delineated streams, defined subwatersheds and consequently on flow, NO3, P and
sediment simulations.
Chapter 5 summarizes the research, draws overall conclusions on the obtained results from
the whole study as well as recommendations for future work.

8

Figure 1.1

The structure of present research
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CHAPTER 2. IDENTIFICATION OF UNCERTAINTIES IN HSPF-BASED
WATERSHED-SCALE FLOW SIMULATION
2.1 Introduction
Hydrologic simulation plays a pivotal role in understanding hydrologic processes and
managing water resources. Particularly, flow simulation is needed not only for flood management
but also for water quality management and restoration. The accuracy of flow simulation with
watershed models is strongly affected by model input data (Chaplot 2005) since the primary source
of uncertainty in hydrologic modeling is introduced as input data (Patil et al. 2011) and the model
simulated flow is dominated by DEM input (Earls and Dixon 2005). However, populating the
watershed model with physically meaningful parameters is crucial to an accurate characterization
of the watershed hydrology (Fonseca et al. 2014). A certain level of uncertainty lies with the
estimation of these parameters (i.e., parameter uncertainty) since their direct measurement is not
easily possible (Gallagher and Doherty 2007). One of the major inputs for any hydrologic process
simulation is topographic data. These data are inputted as raster layers, called Digital Elevation
Models (DEMs), into watershed models to describe the topography of drainage area
mathematically. Extensive efforts have been made to understand the effect of DEM resolution on
flow simulation though results are still mixed.
Chaubey et al. (2005) and Cotter et al. (2003) examined the resolution effect of resampled
DEM (30 to 1000m) on the simulated flow for the Moores Creek watershed, Arkansas, with an
average slope of 3.43 degrees. They found that coarsening the DEM resolution not only affected
the delineation process in SWAT model but also led to the reduction in simulated flow. Based on
flow simulation results from HSPF model for Yixun River basin in China, Wang et al. (2015)
reported that flow and nutrient loads were substantially affected by DEM resolution. Kienzle
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(2004) assessed DEM resolution effects on terrain derivatives for four study areas with various
slopes in Alberta, Canada. He inferred that based on the complexity of the intended derivative,
various resolutions of DEMs are required. Ghaffari (2011) tested the impact of DEM resolution
on flow and topographic attributes of Zanjanrood watershed using SWAT model. The steady
decrease of simulated flow, mean elevation, slope and length of streams were indicated as DEM
resolution as DEMs were aggregated to coarser resolutions.
Chaplot (2005) indicated that the flow simulated using SWAT was not sensitive to DEM
resolutions. Similar results were achieved by Zhang et al. (2014) and Lin et al. (2013) for a
mountainous watershed in China, and by Yang et al. (2014) for 3 watersheds in Idaho. Despite the
significant signs of progress and efforts put into modeling and understanding DEM resolution
effects on hydrologic simulation, the results from previous studies are not consistent. The scale of
uncertainties and extent of model output reacting to input data may be different for watersheds
with different gradient when models are calibrated (Lin et al. 2013). Therefore, more studies
(particularly on comparisons of multiple watersheds) with calibrated watershed models are needed.
Moreover, uncertainties that are stemmed from the HSPF model’s parameter is rarely analyzed
and has not been evaluated with respect to DEM resolution uncertainties yet. This chapter is
intended to test the first hypothesis of this research regarding the sensitivity of HSPF-based
watershed-scale simulation of flow to DEM resolution. The hypothesis states that watershed
delineation and flow simulation are sensitive to DEM resolution variation. The primary objective
of this chapter is to reduce the uncertainty caused by DEM resolutions by examining the DEM
resolution effects on watershed-based flow simulation and comparing the impacts from HSPF
model’s parameter uncertainty. To that end, streamflow was simulated for three 10-digit
hydrologic unit watersheds with different slopes using the HSPF coupled with BASINS (Better
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Assessment Science Integrating Point and Nonpoint Sources) model. Effects of DEM resolution
on the properties of delineated watersheds, which control simulated flow, as well as the flow
characteristics were quantified and analyzed concerning parameter uncertainties and suggestions
were made to reduce the uncertainties based on the watershed characteristics.
2.2 Materials and methods
2.2.1 Study area
Three watersheds of 10-digit hydrologic units were selected, including (1) Little North Santiam
River watershed in Oregon, (2) Wolf Creek watershed in Iowa and (3) Bayou Des Cannes
watershed in Louisiana, the United States (U.S.) to evaluate the role of watershed gradient on
sensitivity of flow simulation to DEM resolution (Figure 2.1). Each watershed is further divided
into multiple subwatersheds at the scale of 12-digit hydrologic units.

Figure 2.1

Map showing the locations of three U.S. watersheds selected for this chapter

The Little North Santiam River watershed (HUC 1709000505) is located in western Oregon.
The Little North Santiam River drains 293 km2 of the Cascade Range to the eastern side of the
Willamette Valley. This area is dominated by forest (accounting for 85% of the total area) with an
average slope of 25.7 degrees (48 %) (Figure 2.2). Average annual precipitation in Little North
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Santiam watershed is 2280 mm and 40-year average daily temperature is 10.5°C varying from
15.7°C and 5.6°C.

Figure 2.2

Data layers (including land cover, 3.5m DEM, subwatersheds, and STATSGO soil)
for Little North Santiam watershed

Figure 2.3

Data layers (including land cover, 3.5m DEM, subwatersheds, and STATSGO soil)
for Wolf Creek watershed
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Figure 2.4

Data layers (including land cover, 3.5m DEM, subwatersheds, and STATSGO soil)
for Bayou Des Cannes watershed

The Wolf Creek is a tributary of Cedar River in Mower County, Iowa. The agricultural land
accounts for 89% of the total area of the Wolf Creek watershed (HUC 0708020508) with an
average slope of 2.58 degrees (4.5 %), as shown in Figure 2.3. Average annual precipitation in
Wolf Creek watershed is 950mm/year and the 20-year average daily temperature is 8.1°C ranging
from 2°C to 14°C.
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The Bayou Des Cannes watershed (HUC 0808020103) is located in the flat Mermentau River
basin in Southern Louisiana. The watershed is majorly covered by agricultural land (about 75%)
and wetland (about 14%), as shown in Figure 2.4. The average slope of the watershed is 0.72
degrees (1.25%) (calculated using 3.5m DEM). The sum of annual precipitation in this watershed
is 1580 mm with an average daily temperature of 20°C. The 40-year average of daily minimum
and maximum temperature are respectively 14.4°C and 25°C.
2.2.2 Data collection
In order to identify effects of DEM resolution on simulated flow, DEMs with original
resolutions of 1/9, 1/3 and 1 arc-second along with 100m DEM were downloaded from the United
States

Geological

Survey

(USGS)

National

Elevation

Dataset

(NED),

https://nationalmap.gov/elevation.html, where the original DEMs refer to those datasets that are
obtained at the mentioned resolutions without any resampling by authors. Original DEMs were
utilized from a single source to prevent the uncertainties from DEM resampling (Dixon and Earls
2009) and DEM sources (Roostaee and Deng 2018). DEMs with 1/9, 1/3 and one arc-second have
approximate horizontal resolutions of 3.5, 10.3 and 30.9m at the equator and are, respectively,
mentioned as 3.5, 10 and 30m DEMs, hereafter.
Other datasets include (1) STATSGO (State Soil Geographic) data layers mapped at the scale
of 1:250000 (https://water.usgs.gov/lookup/getspatial?ussoils); (2) USGS National Land Cover
Dataset

2006

represented

at

a

spatial

resolution

of

30

meters

available

at

https://www.mrlc.gov/nlcd2006.php; (3) the National Hydrography Dataset (NHD) and
Watershed Boundary Dataset (WBD) from https://nhd.usgs.gov/. The NHD represents the
drainage network with features such as rivers, streams, canals and lakes while the WBD represents
drainage basins as enclosed areas in eight different size categories. Both datasets represent the real
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world at a nominal scale of 1:24,000; (4) high temporal resolution (hourly) precipitation data were
obtained via BASINS for representative rain gauges within the watersheds: OR352292 (Detroit
Dam) in Little North Santiam watershed, IA138296 (Toledo) in Wolf Creek watershed and
LA162981 (Eunice) in Bayou Des Cannes watershed. Required meteorological data, such as
temperature, solar radiation, cloud, potential evapotranspiration and wind, were obtained from
BASINS for the closest weather stations with full sets of data: OR357500 (Salem AP McNary
Field), IA725461 (Marshalltown Muni) and LA165021 (Lafayette), respectively; and (5) measured
daily streamflow data for mainstream reaches in the selected watersheds were obtained from USGS
stations 14182500 (Little North Santiam River near Mehama), 05464220 (Wolf Creek near Dysart)
and 8010000 (Bayou Des Cannes near Eunice).
2.2.3 BASINS and HSPF models
Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) is a support tool
developed by EPA for environmental analysis. BASINS is a multipurpose environmental analysis
system integrating GIS, data analysis and modeling system designed to support watershed and
water quality-based studies (https://www.epa.gov/exposure-assessment-models/basins). This tool
is widely applied in watershed- and water quality- related investigations by individual researchers,
local and regional agencies. Moreover, BASINS is equipped with analysis tools and could be
coupled with HSPF and several other models.
HSPF model is a powerful and popular semi-distributed, temporally continuous, conceptual
and deterministic model which is developed under the Environmental Protection agency (EPA)
support to simulate water quality processes in natural and human-made hydrologic systems. HSPF
is the only watershed model that is capable of integrated simulation of soil and land contaminant
runoff processes with in-stream hydraulic and sediment-chemical interactions and is considered as
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one of the most flexible and comprehensive models of watershed hydrology and water quality
currently available. HSPF model has been widely used for Total Maximum Daily Load (TMDL)
development for impaired waterbodies by local, regional, and state agencies due to its unique
capabilities in simulation of in-stream hydraulic and sediment-chemical interactions along with
overland flow and contamination processes, making this model an ideal choice for hydrologic
simulation and water quality assessment. Specifically, HSPF model has been applied for
simulating flow (Akter and Babel 2012; Albek et al. 2004; Singh 2004), Dissolved Oxygen (DO)
and nutrients (Patil et al., 2011, 2013; Patil and Deng, 2012; Ribarova et al., 2008), fate processes
and sediment transport (Mishra et al., 2007), Best Management Practices (Mohamoud et al., 2010),
pesticide and herbicide transport (Laroche et al., 1996; Quilbé et al., 2006; Bicknell et al., 1997,
2001; Donigian Jr et al., 1995), bacteria (Rolle et al. 2012) and heavy metal loads estimates such
as mercury (Ouyang et al. 2012).
Interactive windows interface of HSPF, which can be launched via BASINS, is called
WinHSPF that comprises three modules: PERLND (pervious land), IMPLND (impervious land)
and RCHRES (reach and reservoir). The hydrologic and water quality simulations are performed
via PERLND and IMPLND modules while in-stream hydraulic and water quality processes are
simulated via RCHRES module. HSPF model is not able to simulate tidal flow in estuaries.
Hydrodynamic models such as advanced circulation model (ADCIRC) integrated with watershed
models should be used for modeling estuarine-riverine analysis (Bacopoulos et al. 2017).
Detail description of HSPF model can be found in (Bicknell et al. 2001). HSPF is a detailed
watershed model with numerous parameters requiring a massive amount of data and a high level
of professional knowledge that may limit its application (Luo et al. 2017) and produce substantial
uncertainties (Fonseca et al. 2014; Patil and Deng 2012).
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2.2.4 Watershed delineation methods
DEMs are commonly employed to delineate a watershed by creating a stream network either
automatically or manually, deriving critical topographical characteristics of the watershed and
channel geometry attributes (Vaze et al. 2010). The eight directional flow algorithm (D-8) (Jenson
and Domingue 1988) which is the primary algorithm available in BASINS/HSPF (Amatya et al.
2013, Huo et al. 2016) is used in the automatic delineation process for determining flow directions.
The D-8 algorithm considers a floating window of nine cells (3 by 3) and calculates the slope
between the center cell and each of its adjacent or diagonal neighbors. The direction of the steepest
slope is assigned to the flow direction of the center cell. It should be noted that other routing models
such as kinetic wave modeling are being used in urban flood models (Habibi et al. 2016; Habibi
and Seo 2018).
To be able to divide each of 10-digit hydrologic unit watershed into multiple subwatersheds at
the scale of 12-digit hydrologic unit, yet maintaining the details, the threshold area in automatic
delineation was set to 13 km2 in HSPF to meet the Federal Standards and Procedures for the
National Watershed Boundary Dataset (WBD). Based on this standard, the typical size of a
watershed at the scale of 12-digit hydrologic unit is never less than 12.1 km2 (USGS 2013). The
automatic delineation has become more and more practical due to the availability of highresolution DEMs (Oksanen and Sarjakoski 2005) and has frequently been employed in watershed
modeling. This method, also, is considerably sensitive to uncertainties originated from DEMs.
Various techniques of DEM pre-processing/conditioning including depression filling (pit removal)
have been developed and their effects on extraction of drainage network have been investigated
(Woodrow et al. 2016). In this study, pit removal (depression filling) was automatically conducted
by BASINS model as the first step of watershed delineation for all scenarios in order to obtain
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hydrologically correct DEMs. Multiple-directional flow algorithms, such as D-infinity (Tarboton
1997), Multiple Flow Direction (Quinn et al. 1991), Triangular Multiple Flow Direction algorithm
(TMFD) (Seibert and McGlynn 2007), are reported to be superior to the one-directional D-8
algorithm for topographic index calculations (López-Vicente et al. 2014; Sørensen et al. 2006).
Although these multidirectional flow algorithms are not available in BASINS, D-infinity and
TMFD algorithms were also applied in this study for watershed delineation in SAGA GIS software
(www.saga-gis.org) in order to determine whether the use of a different flow algorithm can
produce significantly different subwatersheds and an overall contributing area in watershed
delineation. Details are provided in Appendix A.
Manual delineation, on the other hand, although is less affected by random errors in DEMs,
could be uncertain in terms of delineator confusion due to complex watershed topography
(Oksanen and Sarjakoski 2005). In the manual delineation, the sizes and boundaries of
subwatersheds and streams’ paths are manually defined by the user while other attributes are
automatically extracted from the DEM. Therefore elevation, watershed slope and streams’ slopes
are the main information which will be assigned to the user-defined drainage network via manual
delineation of any DEM. Based on the accuracy and resolution of the applied DEM, the userdefined network of streams may not be in compliance with the lowest path of the DEM which
could be a source of error in the slope of the stream that can propagate to water quality simulations
such as sediment. Hence manual delineation of watersheds with a mild slope or a complex network
of streams may contribute great human error. In this study, to avoid user errors/confusion in the
manual delineation, the 12-digit hydrologic unit layer and NHD flowlines layer were, respectively,
incorporated into the watershed models as pre-defined watershed boundaries and stream network
layers, as shown in Figure 2.1 to Figure 2.4, for each of the three study watersheds. Although using
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these datasets may not capture the sufficient details for specific applications but serves the purpose
of this study well. In this chapter, the results of the manual and automatic delineation were
compared to test the impact of delineation method on mitigating or propagating the DEM
resolution uncertainties. This section is designed to answer the research question on the effects of
DEM resolution on watershed delineation.
2.2.5 DEM resolution effect on flow simulation
Various flow simulation scenarios were defined to determine the effects of DEM resolution on
flow simulation and identify the methods for mitigating these effects. Specifically, four DEMs
(including 3.5, 10, 30 and 100m) were used in both automatic and manual delineations in
BASINS/HSPF, creating eight scenarios for each study watershed. To isolate the uncertainties in
flow simulation produced by DEM resolution coarseness from other sources of uncertainties, such
as parameter uncertainty, other simulation conditions must be kept constant. If each scenario is
calibrated and validated separately, detected differences between scenarios would be because of a
mixture of two different types of uncertainties, DEM resolution uncertainty and parameters
uncertainty. Therefore, we calibrated the base scenario (model with automatic delineation of 3.5m
DEM) for each study area and used the calibrated parameter sets in all other scenarios for that
watershed (10, 30 and 100m DEMs under automatic calibration and 3.5, 10, 30 and 100m DEMs
under manual delineation). This section is designed to answer one of the research questions
regarding the effect of DEM resolution on flow simulation.
2.2.6 Sensitivity analysis
HSPF model requires extensive parameters which are not easy to measure in the real world
(Fonseca et al. 2014) and results in significant difficulty in calibrating the model. Parameter
sensitivity analysis is an efficient method to identify essential model parameters and accordingly
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simplify and shorten the model’s calibration process (Luo et al. 2015). Additionally, sensitivity
and uncertainty analysis of model parameters are conventionally considered to be one of the
primary steps in the development and evaluation of models (Fonseca et al. 2014). HSPF model
parameters can be categorized into two groups of fixed and process-related parameters (Al-Abed
and Whiteley 2002). Values for fixed parameters (such as soil type and model manipulation
switches) remain unchanged during the calibration and are not required to be included in sensitivity
analysis.
The sensitivity of hydrologic parameters has been previously addressed in few studies (AlAbed and Whiteley 2002; Donigian and Love 2007; El-kaddah and Carey 2004; Fonseca et al.
2014; Li et al. 2015; Luo et al. 2017). However, the reported results from these studies showed
substantial differences depending on the watershed condition, making the hydrologic sensitivity
analysis essential.
Following 10 water balance parameters which were repeatedly reported as sensitive in
literature are utilized in sensitivity analysis in this chapter: INFILT (index to mean soil infiltration
rate), LZSN (lower zone nominal soil moisture storage), AGWRC (base groundwater recession
rate), UZSN (nominal upper zone soil moisture storage), DEEPER (fraction of groundwater inflow
to deep recharge), BASETP (the fraction of potential evapotranspiration (ET) which can be
satisfied from groundwater and base flow), INTFLW (interflow inflow parameter), IRC (interflow
recession parameter), AGWETP (fraction of remaining evapotranspiration from active
groundwater) and LZETP (lower-zone evapotranspiration parameter).
The differential sensitivity analysis (DSA) method (Lenhart et al. 2002) was performed due to
its low complexity and short computational time compared to other methods. DSA is calculated at
one point in the parameter space through variation of the initial value of the parameter with a fixed
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percentage (x) , while other parameters remain constant. Each selected parameter was changed
by the increments of x = 10%, 20%, 30%, 40%, 50% and the gradient of the output
parameter (y) with respect to the selected (x) parameter was considered as the criterion for
quantifying the degree of sensitivity (I).

( yi +1 − yi )
I=

y0
( xi +1 − xi )
x0

(2-1)

where the model output y0 is calculated with an initial value x0 of input parameter x . The
parameter

x0 is adjusted by x , yielding xi = x0 − x and xi +1 = x0 + x while yi and yi +1

correspond to xi and xi +1 . According to Lenhart et al. (2002), the lower the value of the sensitivity
index (I) is, the lower is the sensitivity of the output parameter to changes in input parameter.
Specifically, if 0  I  0.05 , the parameter is defined as insensitive; if 0.05  I  0.2 , the
parameter is intermediately sensitive; if 0.2  I  1.0 , the parameter is highly sensitive; and, if
I  1.0 , the parameter is extremely sensitive.

2.2.7 Model calibration and validation
Flow calibration is an iterative process of adjusting hydrologic-associated parameters in HSPF
model. When a certain level of agreement is seen between trends and values of observed and
simulated series of data, a model is considered calibrated. To test this agreement, various metrics
have been used in previous studies, which are summarized by Moriasi et al. (2015).
In this study, three different statistical metrics -including coefficient of determination (R2),
Percent BIAS (PBIAS), and Nash-Sutcliffe model Efficiency coefficient (NSE) (Nash and
Sutcliffe 1970) (Equations 2-2, 2-3 and 2-4)- were selected based on the guideline by (Moriasi et
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al. 2015). The performance of HSPF models with NSE>0.5, PBIAS<15% and R2>0.6 are
considered satisfactory (Moriasi et al. 2015).
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In these equations, yobs and y sim are the observed daily/monthly flow and simulated
daily/monthly flow for the ith day/month; the parameters,

yobs and ysim , respectively, denote the

observed and simulated average streamflow in the simulation periods.
HSPF model’s input parameters associated with runoff simulation were calibrated and
validated using the automatically delineated 3.5m DEM for all the three selected watersheds. Daily
streamflow data from USGS Stations, 14182500 (Little North Santiam River near Mehama),
05464220 (Wolf Creek near Dysart) and 8010000 (Bayou Des Cannes near Eunice), were
employed for the flow calibration (2002-2007, five years) and validation (2008-2009, two years),
respectively. This time span is selected since observed data were available for all three study
watersheds in this period.
An automated method was used for flow calibration in HSPF model to avoid subjectivity: 5000
samples were taken (Monte Carlo sampling method) from feasible range (Bicknell, 2000) for each
of the most sensitive water balance parameters of HSPF model reported in Fonseca et al. (2014).
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Then, 5000 HSPF models for each study watershed were generated and run using the randomly
sampled parameter sets. The parameter set that led to a model which met the criteria suggested by
Moriasi et al. (2015), would be considered as calibrated. Calibrated parameters were then used for
other scenarios for each watershed. The scenario with 3.5m resolution DEM was used for
calibration since this DEM has the highest available resolution.
The effects of DEM resolution on watersheds hydrology were quantified by (1) comparing
HSPF model simulated streamflow from the scenario with the highest resolution DEM (3.5m) of
each study watershed with simulated stream flows from other scenarios individually using the
statistical metrics including NRMSE (Normalized Root Mean Square Error) and PBIAS, as
defined in Equations 2-3 and 2-5. This evaluation method provides a relative comparison of all
simulated streamflow results by excluding the effects of model calibration. (2) by comparing
observed flow in each study watershed with HSPF model flow outputs (8 scenarios) for that
watershed using statistical metrics such as mean, PBIAS and Mean Absolute Error (MAE)
(Moriasi et al. 2015), as defined in Equations 2-3 and 2-5.


NRMSE =

MAE =
i

n
i =1

i
i
( ysim
− yobs
)2

n
y

1 n i
i
ysim − yobs

n i =1

(2-5)

(2-6)

i

In these Equations yobs and y sim are the observed flow and simulated flow for the ith day/month
while the parameters, y denote the average streamflow in the simulation periods.

2.2.8 Model recalibration and parameter uncertainty analysis
Recalibration of the HSPF model’s parameter can be considered as a means to alleviate the
adverse impact of DEM coarseness. However, equally acceptable simulations from several distinct
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parameter sets are likely to be produced by hydrological models (Hope et al. 2004). As a result, it
is highly unlikely that a single set of “best” parameters can be identified (Fonseca et al. 2014).
Therefore, the estimation of the parameter uncertainty and evaluating its effect (offsetting or
aggravating) regarding the DEM resolution-induced uncertainty is necessary.
The Generalized Likelihood Uncertainty Estimation (GLUE) method (Beven and Binely 1992)
was used for uncertainty assessment of water balance parameters in this chapter. Uncertainties
originated from parameters were then compared to those from DEM resolution.
Several steps are included in the application of GLUE method: (1) Determination of a feasible
parameter range: most sensitive water balance parameters of HSPF model were employed in the
uncertainty estimation using GLUE framework in this study. Possible value ranges of the
parameters were obtained from BASINS Technical Note 6 (Bicknell 2000); (2) Determination of
prior distributions of parameters: A uniform distribution was employed for all parameters due to
lack of sufficient information about the prior distributions (Gong et al. 2011); (3) Monte Carlo
sampling from a possible parameter range: 5000 sets of parameters were randomly selected from
the specified parameter ranges and then HSPF model was run using each of these sets; (4)
Specification of the likelihood measure and threshold: NSE was used in this study as the likelihood
measure. Specification of the likelihood measure and threshold to divide the parameter sets into
behavioral and non-behavioral is subjective (Freer et al. 1996); the lower the threshold is set, the
wider are the ranges of parameters (Arabi et al. 2007). In this study, the threshold value for NSE
was set to 0.6. (5) Calculation of likelihood measures for all randomly selected parameter sets; and
(6) Incorporation of all behavioral parameter sets in order to derive uncertainty bands of 97.5%
and 2.5% (95% confidence interval) for annual and monthly flow prediction using HSPF model.

25

Results from this method of parameter uncertainty analysis can also be utilized to test the
impacts that re-calibration of the model may have on alleviating the negative effects of DEM
coarseness since various parameters are implemented in model each time (for 5000 times) to cover
almost every possibility of parameters’ values. In this study, parameter uncertainty for HSPF
model developed by 3.5m and 100m DEMs (the finest and the coarsest resolutions, respectively)
were estimated and compared. HSPF model with 100m DEM was also re-calibrated for each study
watershed to test the re-calibration benefits.
2.3 Results and discussion
Effects of DEM resolution on watershed-scale flow simulation are introduced in two major
steps including watershed delineation and flow simulation. Specifically, DEM resolution
influences derived topographic attributes of the watershed through watershed delineation and then
the topographic attributes affect simulated flow through watershed-scale flow simulation. The
following subsections show how DEM resolution influences watershed delineation results in terms
of topographic attributes and subsequently the watershed-scale flow simulation in terms of flow
performance metrics and mean flow simulation. Model recalibration and parameter-induced
uncertainties are then discussed and compared with DEM resolution’s effect on flow simulation.
2.3.1 Effects of DEM resolution on watershed delineation
Automatic delineation: Effects of DEM resolution on watershed delineation are described
using the changes, caused by DEM resolution variations, in stream network properties (channel
length, depth, width and slope), drainage areas, average slopes and average elevations of
automatically delineated watersheds, as shown in Table 2.1. Values presented in Table 2.1 for
areas are the contributing area to the flow gage in each study watershed. Descending trends in
drainage area are detected as the DEM resolution coarsens, although not all coarse DEMs lead to
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smaller watersheds. The drainage area of the Little North Santiam watershed delineated with 3.5m
DEM is slightly smaller than that delineated with 10m DEM. The results on descending trends in
drainage area are consistent with those of previous studies (Cotter et al. 2003, Wang et al. 2015).
In addition to the descending trends in the drainage area, the average slope of overland flow
path (known as SLSUR) of automatically delineated watersheds also displays similar descending
trends with coarsening DEM resolutions while the elevations tend to be higher, as seen in Table
2.1. Greater reductions were seen in flat watershed compare to other study areas: maximum
reductions in contributing drainage area in Bayou Des Cannes watershed (slope = 1%) is about
50% while the maximum drainage area reduction for other two watersheds with steeper higher
gradients is less than 5%. The reason behind the reduction in the drainage area could be attributed
to the inaccurate elevation data represented by coarser DEMs which led to the definition of
disconnected streams and non-contributing areas. There is a strong correlation between the SLSUR
reduction and the DEM resolution (R2 = 0.97), for the Little North Santiam watershed where the
calculated SLSUR by HSPF model decreases from 48.1% to 41.7% when the DEM resolution is
changed from 3.5 to 100m. There is a high R2 value of 0.97 for the Wolf Creek watershed where
the SLSUR decreases from 4.51% to 2.45% with coarsening DEM resolution. There is also a strong
correlation between the DEM resolution and the length of a defined stream, as indicated by the
high R2 of 0.94, 0.99, and 0.99 for Little North Santiam, Wolf Creek and Bayou Des Cannes,
respectively. The maximum reductions in the channel length are 10.7, 40.4 and 51.6 km,
respectively, when coarser DEMs are applied in the delineation of the three watersheds (Table
2.1). The total lengths of delineated streams are generally shorter when lower resolution DEMs
are used in watershed delineation (up to 58% reduction in length). In addition to the DEM
resolution, the channel length defined in the automatic delineation of a DEM is also affected by
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the threshold used for channel/watershed delineation. In this study, the effect of this threshold is
eliminated by setting a fixed threshold value for all scenarios.
Table 2.1 Effects of DEM resolution on watershed properties

wolf creek

Little North Santiam

Watershed
name

Delineation method

Manual delineation

DEM resolution (m)

3.5

10

30

100

Area (km2)

288.4

288.6

286.6

279.2

Average slope (%)

48.1

47.78

45.37

41.73

Average elevation (m)

3.5

10

30

100

293.01
24.0

23.9

23.1

22.1

804.48 814.06 816.34 818.73 805.84 805.79 805.86 805.85

Average channel width (m)

16.34

16.47

16.4

18.89

29.95

Average channel depth (m)

0.71

0.71

0.71

0.78

1.04

channel length (km)

70.89

70.31

65.89

60.18

47.26

Average channel slope (%)

2.21

2.20

2.29

2.73

Area (km2)

767.3

767.3

760.8

747.4

Average slope (%)

4.51

4.06

3.67

2.45

Average elevation (m)

302.1

302.5

302.4

303.1 302.54 302.54 302.51 303.41

Average channel width (m)

15.1

15.04

13.9

14.5

31.8

Average channel depth (m)

0.66

0.69

0.63

0.65

1.05

channel length (km)

Bayou Des Cannes

Automatic delineation

1.76

1.76

1.79

1.80

772.03
2.48

202.56 197.89 194.61 162.12

2.26

1.95

1.21

188.66

Average channel slope (%)

0.14

0.143

0.146

0.155

Area (km2)

305.8

302.2

293.6

156.0

Average slope (%)

1.25

1.05

0.62

0.28

1.12

0.60

0.34

0.19

Average elevation (m)

14.46

14.59

14.6

16.55

14.59

14.6

14.6

15.08

Average channel width (m)

13.67

14.78

14.99

10.83

23.46

Average channel depth (m)

0.62

0.66

0.67

0.54

0.87

channel length (km)

89.60

84.67

80.22

37.99

93.16

Average channel slope (%)

0.034

0.04

0.047

0.03
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0.14

0.14

0.14

0.14

344.12

0.04

0.05

0.04

0.05

The average depths of stream channels are negligibly affected by the DEM resolution while
fluctuations can be seen in average stream width due to changes in stream lengths and elevations,
as shown in Table 2.1. In BASINS, the simplified geometry of each stream is employed through
FTABLEs (Hydraulic Function Tables) which is independent of the shape of the waterbody
(USEPA 2007). Therefore, the depth and width of streams are not major determinants of the flow
simulated by HSPF model. It is clear from the results mentioned above that the extracted attributes
of the watersheds in flat areas are sensitive to the DEM resolution. However, the DEM resolution
hardly exerts noticeable effects on attributes of delineated watersheds in mountainous areas with
steep slopes (Table 2.1).
Manual delineation: The effects of DEM resolution on topographic attributes of the manually
delineated watersheds are shown in Table 2.1. In spite of the notable change in the DEM resolution
from 3.5 to 100m, the average slope of channels only experiences a slight reduction of 0.03%,
0.02% and 0.01% in Little North Santiam watershed, Wolf Creek watershed and Bayou Des
Cannes watershed, respectively. It is clear from the table that the effects of DEM resolution on
attributes of the manually delineated watersheds are negligible as compared to those on
automatically delineated watersheds. However, the attributes of the watersheds delineated
manually and automatically are significantly different particularly in the watershed slope and area,
affecting flow simulation: There are significant differences between the SLSUR values derived by
HSPF model from manual and automatic delineation methods. Calculated SLSUR values (%) vary
from 48.1 to 41.73, 4.51 to 2.45 and 1.25 to 0.28 with changing DEM resolution according to the
automatic delineation of Little North Santiam, Wolf Creek and Bayou Des Cannes watershed,
respectively. Corresponding SLSUR ranges for manual delineation are 21.2 to 21.4%, 2.48 to
1.21% and 1.12 to 0.2%, respectively (Table 2.1). The significance of this finding is that the
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calibrated parameter values for a watershed model delineated with manual and automatic methods
could be significantly different.
2.3.2 Effects of DEM resolution on flow simulation
2.3.2.1

Sensitivity analysis

Table 2.2 summarize the sensitivity of the water-balance parameters in HSPF model for study
watersheds. Results showed that sensitive parameters are not identical in different watersheds
which is due to differences in watersheds conditions such as land use, soil and gradient.
The most sensitive parameter for North Santiam watershed is infiltration which is followed by
AGWRC and DEEPFR.
Table 2.2 Sensitive water balance parameters in study watersheds
North Santiam

Wolf Creek

Des Cannes

Parameter

SI

Sensitivity

SI

Sensitivity

SI

Sensitivity

AGWETP

0.02

Small

0.05

Small

0.02

Small

AGWRC

0.21

High

0.84

High

0.45

High

BASETP

0.03

Small

0.06

Medium

0.02

Small

DEEPFR

0.1

Medium

0.28

High

0.07

Medium

INFILT

0.3

High

0.02

Small

0.02

Small

INFLW

0.00

Small

0.00

Small

0.01

Small

IRC

0.00

Small

0.00

Small

0.01

Small

LZETP

0.00

Small

0.01

Small

0.03

Small

LZSN

0.00

Small

0.04

Small

0.05

Medium

UZSN

0.03

Small

0.07

Medium

0.09

Medium

The highest sensitive parameter in Wolf Creek watershed and Bayou Des Cannes watershed
was AGWRC with sensitivity indices of 0.84 and 0.45, respectively. The intermediary sensitive
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parameters for Wolf Creek watershed are UZSN and BASETP with sensitivity index of 0.07 and
0.06. DEEPFR, LZSN and UZSN are categorized by having medium sensitivity in Bayou Des
Cannes watershed. These parameters are related to land use characteristics, soil properties and
precipitation. Overall, these results are in agreement with previous studies (Fonseca et al. 2014;
Luo et al. 2017). It should be noted that some of the mentioned parameters are not affecting the
water balance but may be influential in hydrograph shape.
2.3.2.2

Flow calibration and validation results

Simulated flow time series with monthly and daily temporal scale for calibration and validation
periods are displayed and compared to measured flow at gage stations in each study watershed
(Figure 2.5 and Figure 2.6). As mentioned earlier, more than one sets of parameters can be found
that results in acceptable (calibrated) hydrological simulations. Therefore, the final model
presented here, which will be called “calibrated” hereafter, is the modeler’s choice.
For monthly-averaged calibration of the Little North Santiam River watershed in Oregon, the
values of R2, NSE and PBIAS were 0.93, 0.92 and -6.1%, respectively, while the corresponding
values of these metrics were 0.77, 0.76 and -3.5% for Wolf Creek Watershed and 0.97, 0.9 and
13.9% for Bayou Des Cannes watershed, respectively (Table 2.3). Metrics’ values for the
validation period are presented in Table 2.3: although magnitudes of these metrics differ from the
calibration period, models’ performances are still satisfactory. Calculated performance metrics
suggest similar results for daily calibration and validation of flow in study watersheds (Table 2.3);
therefore following analysis in this chapter will only include monthly-averaged flow.
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Table 2.3 Performance metrics for calibrated watershed models
Performance metrics
Temporal scale

Watershed

Period
2

R

NSE

Calibration

0.93

0.92

-6.1

Good

Validation

0.75

0.7

-14.3

Satisfactory

Calibration

0.77

0.76

-3.5

Good

Validation

0.95

0.95

-0.5

Very good

Bayou Des
Cannes

Calibration

0.93

0.92

-1.3

Very good

Validation

0.97

0.90

13.9

Satisfactory

Little North
Santiam

Calibration

0.75

0.74

-6.9

Good

Validation

0.66

0.65

-14.6

Satisfactory

Calibration

0.75

0.77

-3.3

Good

Validation

0.74

0.74

-0.6

Good

Calibration

0.75

0.75

-1.8

Very good

Validation

0.81

0.81

13.9

Satisfactory

Little North
Santiam

Monthly flow

Daily flow

Wolf Creek

Wolf Creek
Bayou Des
Cannes

1

Qualitative rating of
model
performance1
PBIAS (%)

Moriasi et al., 2015

Overall, the model-simulated flows (particularly high flows) fit observed ones well in terms of
timing and variation trends, suggesting the acceptable performance of the watershed models in
flow simulation.
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Figure 2.5

Comparisons between the monthly flows observed and simulated with HSPF model
in Little North Santiam River (a), Wolf Creek (b) and Bayou Des Cannes (c)
watersheds for the calibration and validation periods
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Figure 2.6

Comparisons between the daily flows observed and simulated with HSPF model in
Little North Santiam River (a), Wolf Creek (b) and Bayou Des Cannes (c)
watersheds for the calibration and validation periods
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2.3.2.3

Effects of DEM resolution on performance metrics of watershed models

To differentiate the parameter-induced uncertainties in flow simulation from the errors
produced by DEM resolution coarseness, we used the parameter sets from the calibrated model
(with 3.5m DEM and automatic delineation) in all other scenarios (10, 30 and 100m DEMs under
automatic calibration and 3.5, 10, 30 and 100m DEMs under manual delineation). Table 2.4
presents the performance metrics’ values that are calculated for various scenarios. Impact of
parameter uncertainty and/or model recalibration is discussed in following sub-sections.
Table 2.4 illustrates that the R2 barely respond to any changes in the DEM resolution
(maximum R2 change is 0.01 when the resolution of DEM is changed from 3.5 to 100m) since this
parameter describes the agreement between the trends and disregard the magnitudes. It appears
that NSE and PBIAS are better metrics for identifying the effects of the DEM resolution on flow
simulation as they are sensitive not only to DEM resolutions but also to other characteristics of
individual scenarios.
Table 2.4 indicates that (1) the changes in DEM resolution exert stronger effects on the
automatically delineated watersheds than manually delineated watersheds in terms of the model
performance metrics (NSE, RMSE and PBIAS); (2) the DEM resolution effects are more important
to watersheds with a mild slope, as indicated by over 40% change in PBIAS and the change of
0.31 in NSE when the DEM resolution is lowered from 3.5 to 100m for the Bayou Des Cannes
watershed with the smallest slope of 1.25%. The corresponding changes in the Little North
Santiam River watershed with the steepest slope of 48% are smallest.
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Table 2.4 Effects of DEM resolution on simulated monthly flow characterized with performance
metrics of watershed models under 8 different simulation scenarios
Automatic delineation

Calibration
(2002-2007)

Validation
(2008-2009)

Calibration
(2002-2007)

Validation
(2008-2009)

Calibration
(2002-2007)

Period

Validation
(2008-2009)

Bayou Des Cannes

Wolf Creek

Little North Santiam

Watershed
name

Manual delineation

DEM resolution
(m)

R2

NSE

PBIAS
(%)

R2

NSE

PBIAS
(%)

3.5

0.93

0.92

-6.62

0.93

0.93

-5.39

10

0.93

0.92

-6.42

0.93

0.93

-5.90

30

0.93

0.92

-7.07

0.93

0.93

-5.90

100

0.93

0.91

-9.70

0.93

0.93

-5.90

3.5

0.75

0.70

-14.31

0.75

0.70

-13.66

10

0.75

0.70

-14.13

0.75

0.70

-13.66

30

0.75

0.69

-14.73

0.75

0.70

-13.66

100

0.75

0.67

-17.15

0.75

0.70

-13.65

3.5

0.77

0.76

-3.53

0.77

0.77

-0.76

10

0.77

0.76

-3.57

0.77

0.76

-0.76

30

0.77

0.76

-4.35

0.77

0.76

-0.76

100

0.77

0.75

-6.91

0.77

0.76

-0.73

3.5

0.95

0.95

-0.51

0.96

0.95

0.37

10

0.95

0.95

-0.53

0.96

0.95

0.36

30

0.95

0.95

-1.35

0.96

0.95

0.35

100

0.95

0.95

-4.09

0.95

0.95

0.46

3.5

0.93

0.92

-1.27

0.93

0.87

10.08

10

0.93

0.92

0.32

0.92

0.87

10.23

30

0.93

0.91

-2.56

0.92

0.87

10.16

100

0.93

0.61

-50.48

0.92

0.87

10.19

3.5

0.97

0.90

13.92

0.97

0.75

26.74

10

0.97

0.88

15.79

0.96

0.74

26.61

30

0.97

0.85

12.50

0.97

0.74

26.66

100

0.98

0.61

-42.79

0.96

0.74

26.58
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The results clearly demonstrate that the performance of watershed models in simulation of
streamflow is highly affected by the DEM resolution even if calibrated parameters are employed.
Manual delineation can improve model performance in most of the scenarios, as confirmed by the
lower PBIAS values. The greatest improvement is seen in the results for the Bayou Des Cannes
watershed, where the average NSE value increases from 0.61 to 0.74 and the PBIAS decreases
from -50.48% to 10.19% for calibration period. More detailed effects of the DEM resolution on
flow simulation are discussed in the following subsections.
2.3.3 Effects of DEM resolution on mean flow simulation
Effects of DEM resolution on monthly averaged model-simulated streamflows at or near the
outlets of each of the three watersheds, delineated using both the automatic and the manual
methods, are quantified in two ways: HSPF model simulated streamflow for the base scenario of
each study watershed were compared to the simulated streamflow from other scenarios
individually using the statistical metrics including PBIAS and NRMSE (Normalized Root Mean
Square Error), as defined in Equations 2-2 and 2-4.

Figure 2.7

NRMSE (%) values calculated for models with 10, 30 and 100m DEMs compared
to the model with 3.5m DEM for Little North Santiam (a), Wolf Creek (b) and
Bayou Des Cannes (c)
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Figure 2.8

PBIAS (%) values calculated for models with 10, 30 and 100m DEMs compared to
the model with 3.5m DEM for Little North Santiam (a), Wolf Creek (b) and Bayou
Des Cannes (c)

These results are provided for the 8yrs period of 2002 to 2009 (including both calibration and
validation) in order to cover both high and low flows (specifically for Wolf Creek watershed);
therefore Table 2.5 contains magnitudes different from Table 2.4.
Automatic delineation: Comparison of the scenarios’ results with the base scenario (Figure 2.7
and Figure 2.8) demonstrates how DEM resolution and method of delineation affect flow
simulations in terms of NRMSE and PBIAS values: increasing trends in absolute values of these
errors with decreasing DEM resolution indicates that the lower the applied DEM’s resolution is,
the higher is the error associated with flow simulation. Maximum NRMSE values for all three
study watersheds were seen for the scenario with automatic delineation of 100m DEM, ranging
from 4.3 to 83.9%, followed by 30m DEM (NRMSE values varied from 0.6 to 2.25%). Simulated
flow using 10m DEMs were closest to the results of the scenario with 3.5m DEM by only 0.27%,
0.26% and 3% errors.
PBIAS values varied from 0.2 to -3.3, from -0.03 to -2.58 and from 1.6 to -49.8 for Little North
Santiam, Wolf Creek and Bayou Des Cannes watersheds, respectively, when simulated flow from
scenarios with 10m, 30m and 100m DEM were compared to the flow simulated by the scenario

38

with 3.5m DEM. These decreasing trends indicate the decreasing trend in average simulated flow
by decreasing the DEM resolution.
Comparison of the simulated flow with observed flow showed that: average flow values,
simulated with HSPF model for Little North Santiam watershed using the DEM data of four
different resolutions, are in the range of 17.46 - 17.05 m3/s showing a strong correlation of 0.98
with the DEM resolution (Figure 2.9a). Overall, a slightly decreasing trend in the simulated flow
is detected as the DEM resolution becomes coarser, as expressed by decreasing mean values of
simulated flow and declining PBIAS values from -8.78% (3.5m DEM) to -10.92% (100m DEM)
(Table 2.5 and Figure 2.9).
The simulated mean flow for the Wolf Creek watershed decreases from 7.17 m3/s to 6.91 m3/s
when the DEM resolution is changed from 3.5 to 100m (Figure 2.9). The PBIAS value, also, varies
in the range of -0.6% (for 3.5m DEM) to -4.14% (for 100m DEM). It can be seen from Table 2.5
and Figure 2.9 that the simulated flow in the Bayou Des Cannes watershed is strongly affected by
the 100m DEM: PBIAS value sharply drops from 2.71 to -48.47% as the DEM resolution becomes
coarser from 3.5 to 100m.
The results from Table 2.5 and Figure 2.9 suggest that the flow simulated with watershed
models is sensitive to the resolution of DEM data. Specifically, the statistical metrics (mean and
PBIAS) describing the performance of watershed models in flow simulation are strongly
dependent on the resolution of DEM data, particularly for flat watersheds. Figure 2.9 shows that
there are strong correlations (R2 = 0.95 - 0.99) between PBIAS values and DEM resolutions for
all automatically delineated scenarios, confirming the significance of the DEM resolution to
watershed-based flow simulation.
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Table 2.5 Effects of DEM resolution on average monthly flow simulation for 2002-2009
Automatic delineation
Watershed
name

Little
North
Santiam

Wolf
Creek

Bayou Des
Cannes

Manual delineation

DEM
resolution (m)

Mean
(m3/s)

MAE
(m3/s)

PBIAS
(%)

Mean
(m3/s)

MAE
(m3/s)

PBIAS
(%)

3.5

17.46

3.71

-8.78

17.61

-8.10

3.67

10

17.49

3.70

-8.59

17.61

-8.10

3.67

30

17.37

3.74

-9.22

17.61

-8.10

3.66

100

17.05

3.87

-10.92

17.61

-8.10

3.66

3.5

7.17

2.02

-0.60

7.23

0.31

2.02

10

7.17

2.02

-0.63

7.23

0.31

2.02

30

7.11

2.03

-1.44

7.23

0.30

2.02

100

6.91

2.07

-4.14

7.24

0.38

2.03

3.5

8.34

1.84

2.71

9.29

15.34

2.45

10

8.47

1.91

4.37

9.30

15.42

2.48

30

8.23

2.01

1.38

9.29

15.38

2.47

100

4.18

4.02

-48.47

9.29

15.38

2.47

The slopes of the trend lines for PBIAS (Figure 2.9b) in the Little North Santiam, Wolf Creek
and Bayou Des Cannes are 0.02, 0.03 and 0.5, respectively. The increasing slopes suggest a higher
adverse influence of DEM resolution coarseness for watersheds with lower gradients. Negligible
differences were seen between results of 3.5 to 30m DEM. Therefore, considering the limited
availability of 3.5m DEM and intensive computation required for 10m DEM, 30m could be
considered as an optimum resolution of the DEM for Watershed-scale flow simulation.
Manual delineation: Comparison of the different scenarios’ results with the results of the base
scenario (Figure 2.7 and Figure 2.8) demonstrates negligible NRMSE and PBIAS values compare
to automatic delineation. This implies that manual delineation has decreased the errors involved
in flow simulation using lower resolution DEMs. Maximum NRMSE values calculated for North
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Santiam, Wolf Creek and Bayou Des Cannes watersheds are 0.15, 1.11 and 2.79% which confirm
the role of the watershed gradient in the level of errors associated with flow simulation.
Corresponding PBIAS values are 0.005, 0.06 and 0.07%, respectively.

Figure 2.9

DEM resolution effects on monthly flow simulated with automatically delineated
watersheds. The vertical axis denotes monthly mean flow (a) and PBIAS of
simulated flow (b)

Comparison of the simulated flow with observed flow showed that the use of manual
delineation reduces the difference in simulated flows for different scenarios in a watershed to less
than 0.01 m3/s and the change of PBIAS values to less than 0.1%, as shown in Table 2.5. The
manual delineation method is indispensable for flat areas to maintain the extent of the watershed
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and to prevent the loss of accuracy in watershed modeling. Although DEM resolution changes had
a negligible effect on average simulated flow, effects on water quality simulation, such as sediment
which depends on the slopes, may be significant and should be further investigated.
A comparison of the PBIAS values (Table 2.5) for individual watersheds constructed using the
manual and the automatic delineation methods demonstrates that the dominant factor responsible
for the flow reduction with coarsening DEM resolution is the reduction in the contributing drainage
area caused by the automatic delineation (Table 2.1). This finding is supported by the near perfect
correlations (greater than 0.99) between the PBIAS values calculated using HSPF model outputs
and the watershed areas delineated using different DEM resolutions for all the three watersheds
with diverse topographic characteristics, as shown in Figure 2.10.

Figure 2.10 Correlation between automatically delineated areas and calculated PBIAS for
streamflow in Little North Santiam (a), Wolf Creek (b) and Bayou Des Cannes (c)
While the underestimation of simulated flow due to the use of low resolution DEM data has
long been reported (Cotter et al. 2003), the flow reduction was generally attributed to the
smoothing effect of decreasing the DEM resolution (Chaubey et al. 2005), errors in the estimation
of mean slope at coarser DEMs (Kalin et al. 2003), and the loss of topographic details (Wang et
al. 2015). Results from this study indicate that a smoother slope is not always associated with a
lower simulated flow (Table 2.1, Table 2.3 and Table 2.4), as evidenced by the slopes calculated
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from 3.5 and 10m DEMs for Little North Santiam and Bayou Des Cannes, and their corresponding
simulated flows. Therefore, the reason behind the reduction in the drainage area and the simulated
flow could be attributed to the inaccurate elevation data represented by coarser DEMs which led
to the definition of disconnected streams and non-contributing areas. Further analysis on DEM
resolution effect on flow duration curves is provided in Appendix B.
The new finding from this study clarifies the long-standing inconsistency about the sensitivity
of the hydrologic simulation to DEM resolution: watershed gradient is the key factor in how the
watershed responds to DEM resolution coarsens which was missed in previous studies. Based on
the results presented in previous sub-sections, flow simulation in watershed with steep slope is not
sensitive to DEM resolution (in compliance with results from studies by (Lin et al. 2013, Zhang et
al. 2014)), while for flat watershed, medium to significant sensitivity is expected as evidenced by
results from this study and reported by Wang et al. (2015). Therefore, these results provide a basis
for future watershed modeling to choose the proper DEM resolution based on the gradient of the
study watershed in order to prevent the uncertainty induced by the adoption of low-resolution
DEM data.
2.3.4 Effects of model recalibration on resolution-induced uncertainty
Figure 2.11 illustrates the uncertainties in monthly average simulated flow, induced by both
the model input parameters and the DEM resolutions for the automatic method of delineation. To
better illustrate these confidence bands, annual average values are displayed in Figure 2.12 and
used in the following discussions. The widths of the uncertainty bands represent the parameterinduced uncertainties while the overall distance (spacing) between the simulated flow (using 3.5
and 100m DEM, respectively the finest and the coarsest DEM used in this study) and the observed
flow denotes the uncertainty caused by the DEM resolution.
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Figure 2.11 Comparison between the monthly model input parameter-induced uncertainty and
the DEM resolution-induced uncertainty
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Figure 2.12 Comparison between the annual model input parameter-induced uncertainty and the
DEM resolution-induced uncertainty
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It is clear from Figure 2.11 and Figure 2.12 that the variations of water balance parameters
within their feasible ranges has affected the flow simulation and produced a range of behavioral
results. For Little North Santiam and Wolf Creek watershed, uncertainty bands for 3.5 and 100m
DEMs are overlapping, with similar bandwidth. Therefore, similar results can be achieved from
any of these models by making adjustments to the water-balance parameters (results of the model
recalibrations can be seen in Figure 2.13). Average widths of 95% confidence intervals are 4.18
and 4.05 m3/s for models with 3.5 and 100m DEM, respectively, for Little North Santiam
Watershed. The Corresponding values for Wolf Creek watershed are 3.12 and 3.98 m3/s,
respectively.
However, For Bayou Des Cannes watershed the 95% uncertainty band estimated for 100m
DEM has no overlap with the band from 3.5m DEM. Therefore, none of the 5000 tested parameter
sets could produce similar results to 3.5m DEM (Figure 2.11 and Figure 2.12). In other words,
uncertainty caused by the DEM resolution was significantly greater than the HSPF model’s
parameter uncertainty and adjusting water balance parameters couldn’t make up for that even by
testing extreme (unreasonable) values such as infiltration rate of zero. Additionally, it is shown
that the uncertainty band for 100m DEM is thinner than the band for 3.5m DEM (average width
of 1.3 versus 2.42 m3/s, respectively) indicating lower flexibility of 100m model for producing
behavioral results. In case of the 3.5m DEM the maximum bandwidth/uncertainty caused by the
model input parameters (maximum thickness) in the simulated mean annual flow is 3.28 m3/s
which is higher than the uncertainty caused by the 3.5m DEM resolution (distance between 3.5m
simulated flow and the observed flow). Regarding the 100m DEM, however, the maximum
bandwidth/uncertainty caused by the model input parameters in the simulated mean annual flow
is much smaller than the uncertainty caused by the 100m DEM resolution. Specifically, the average
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simulated flow of the band representing the 100m DEM is 4.93 m3/s that is about 40% lower than
the observed flow. While the simulated average flow of 4.93 m3/s could be increased to 5.59 m3/s
by the model recalibration, the recalibrated flow of 5.59 m3/s is still 30% lower than the observed
flow (Figure 2.12). Therefore, the uncertainty caused by the low resolution DEMs in simulated
flow could be significantly higher than the uncertainty caused by model input parameters even if
model parameters are recalibrated. In order to reduce the uncertainty caused by low DEM
resolutions, it is recommended that DEMs of the 30m or finer resolution be employed in
watershed-scale flow simulation particularly for watersheds in flat areas. For watersheds with
higher gradients, adverse impacts of coarser DEMs can be offset by adjusting the water balance
parameters (Figure 2.12).
2.3.5 Recommendation for reduction of flow associated uncertainties
To reduce the uncertainties in HSPF model’s flow simulation associated with DEM resolution,
application of DEMs of 30m or finer resolution are essential since uncertainties involve with using
these DEMs are not notable. Where high resolution DEM is not available, manual delineation
should be used for flat watersheds to reduce the uncertainties. For watersheds with higher
gradients, effects of DEM coarseness (up to 100m) will barely be noticed by modelers since these
impacts will be offset through the calibration process.
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Figure 2.13 Comparison of simulated flow time-series from 3.5 and 100m model with
recalibrated 100m model and observed flow for Little North Santiam, Wolf Creek
and Bayou Des Cannes Watersheds (panels a, b and c, respectively).

48

2.4 Conclusions
In this chapter uncertainties in the simulation of flow that are induced from DEM resolution
were investigated and compared to the estimated parameter uncertainties while various factors that
are considered influential were investigated. The hypothesis is accepted and the following
conclusions can be drawn from this chapter:
1. Watershed delineation methods may significantly affect flow simulation by changing the
derived watershed attributes (particularly average slope (SLSUR) and drainage area)
controlling the flow generation. Watershed-based flow simulation is sensitive to the DEM
resolution if the watershed is constructed using the automatic delineation method.
Watershed attributes derived from an automatically delineated watershed depend heavily
on the DEM resolution. The coarser is the DEM resolution, the greater is the reduction in
the contributing drainage area (up to 55%) and the channel length. Therefore, the flow
reduction with decreasing DEM resolution is primarily due to the reduction in the derived
drainage area. The effect of DEM resolution on flow simulation is negligible when the
manual delineation method is used.
2. The watershed gradient determines whether and how the DEM resolution affects the
simulated flow. The milder is the overall slope of the watershed, the greater is the reduction
in the contributing drainage area (higher possibility of producing non-contributing areas
by DEMs) and thus in the simulated flow with coarsening DEM resolution. Simulated flow
in watersheds with flat to mild slopes is sensitive to DEM resolution. Specifically, the
drainage area derived from the flat watershed decreases markedly when the DEM
resolution changes from 3.5 to 100m, causing a significant reduction (up to 50% change in
PBIAS) in the monthly average of simulated flow. Simulated flow in a mountainous area
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with a steep slope displays only a slightly decreasing trend characterized by up to 4%
change in PBIAS, which is negligible as compared to the 50% change in the flat watershed,
when the DEM resolution changes from 3.5 to 100m.
3. The DEM resolution-induced uncertainty in simulated flow for the flat watershed
delineated with a low-resolution DEM is greater than the parameter-induced uncertainty
even if the model input parameters are recalibrated. For watersheds with higher slopes,
however, parameter uncertainty was substantially greater than the resolution-induced
uncertainty, therefore, investigation of parameters uncertainty is more critical than DEM
resolution impact assessment.
4. The effects of DEM resolution on watershed-scale flow simulation can be minimized by
using DEMs of 30m or finer resolution for flat watersheds. For watersheds with moderate
to steep slope adjusting water-balance parameters can offset the adverse impact of DEM
coarseness.
5. The findings from this study clarify the effects of DEM resolutions on watershed-scale
flow simulation in terms of how watershed delineation methods, watershed gradients, and
DEM resolutions affect derived watershed attributes and thereby simulated flow.
Parameters uncertainties were appraised for different DEM resolutions and watersheds,
providing a guideline for watershed modeling and reducing the uncertainties in simulated
flow.
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CHAPTER 3. IDENTIFICATION OF UNCERTAINTIES IN HSPF-BASED
WATERSHED-SCALE WATER QUALITY MODELING†
3.1 Introduction
Watershed modeling tools have been widely used for developing and implementing water
quality management and watershed restoration plans. The modeling tools generally require a broad
range of input data and particularly spatially distributed data which are a possible source of
uncertainty transferred into model results (Chaubey et al. 2005; Patil and Deng 2012), making
management and restoration plans questionable. In addition to the input data-induced uncertainty,
the uncertainty in model parameters, such as the uncertainty in the value of infiltration rate and
monthly concentration of NO3 in interflow, may intensify or offset the uncertainty introduced by
the input data. A number of studies have been conducted to investigate and understand the
uncertainties in order to reduce the uncertainties and make the management and restoration plans
more reasonable and feasible.
Among diverse spatial input data (i.e., soil, land use and elevation), Digital Elevation Model
(DEM) is one of the most important input data as it contributes the highest level of uncertainty in
water quantity and quality simulation through watershed models (Cotter et al. 2003). In terms of
the uncertainty introduced by the DEM properties such as resolution, source and resampling
techniques, DEM resolution was identified as the most sensitive parameter to watershed slope
extraction and flow simulation (Tan et al. 2015). Although efforts have been made by researchers
to evaluate the sensitivity of water quality simulation to DEM resolution, a general consensus has

†
The major part of this chapter has been published in the journal of Environmental Science and Pollution
Research, reprinted with the permission of Springer Nature. [Roostaee, M., and Deng, Z. (2019). HSPF-based
watershed-scale water quality modeling and uncertainty analysis. Journal of Environmental Science and Pollution
Research. https://doi.org/10.1007/s11356-019-04390-0].
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not yet been reached and reported results are often inconsistent in terms of the level of sensitivity
and the variation trend in water quality parameters. Chaubey et al. (2005) showed that the adoption
of coarse resolution DEMs in SWAT model resulted in the reduction in simulated flow and nitrate
(NO3) load but not necessarily in the simulated phosphorus (P) load. Lin et al. (2013) showed
substantial reductions in SWAT predictions of TP and TN loads when resampled DEMs with
coarse resolution were employed. The simulated flow was not sensitive to DEM resolution while
slight decreases were detected in simulated sediment loads with lower resolution DEMs.
Contrarily, Zhang et al. (2014) showed significant variations in sediment load but slight changes
in NO3 and P loads with coarsening the DEM resolution. Wang et al. (2015) ranked the sensitivity
of water quality indicators to DEM resolution as follows: NO3-N>NH3-N>TP>TN >streamflow.
Discrepancies in obtained results on the sensitivity of water quality parameters to DEM
resolution were found to be related to differences in watershed gradient profiles (Chaplot 2014;
Wu et al. 2008). Previous studies showed that water quality simulation is sensitive to properties of
DEMs such as resolution, accuracy, and sources. However, there are still some aspects that
remained unclear. Majority of these investigations employed the SWAT model to estimate the
errors entered into water quality simulations. However, the effect from DEM resolution is often
combined with the effects resulted from resolutions of other spatial data (such as land use and soil)
in SWAT model (Earls and Dixon 2005). Moreover, formulas used in SWAT model may differ
significantly from those used in other popular watershed models (e.g. HSPF). For instance,
sediment is simulated based on the empirical method of Modified Universal Soil Loss Equation
(MUSLE) in SWAT model which may not be as sensitive to DEM resolution as the process-based
method in HSPF model. Therefore, the results achieved from SWAT model, on how DEM
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properties affect water quality simulations, could not be extended to other watershed models and
separate assessments are needed.
On the other hand, although readily available DEMs with various resolutions, distributed by
governmental agencies such as the United States Geological Survey (USGS), are often used in
watershed modeling applications, resampling techniques are applied in majority of studies on
DEM resolution effects to obtain coarser resolution DEMs and to avoid entering errors associated
with DEM sources. Dixon and Earls (2009) showed appreciable differences between the flows
simulated with original and resampled DEMs of the same resolution. Nevertheless, the level of
uncertainties that the DEM resampling may impose on water quality simulations remains unclear
and is yet to be elucidated. That is, the level of uncertainty, which modelers are expected to face
based on the resampled DEM resolution analysis, may be different from what they practically get
when original DEMs are obtained and used especially for water quality modeling. Therefore, more
studies on whether and how results from applications of original and resampled DEMs differ are
needed to reduce the uncertainty involved in watershed-based water quality modeling when readily
available DEMs are employed.
Although the estimation of DEM resolution-induced uncertainties in watershed-scale nutrient
modeling is critical, these uncertainties may be outweighed by parameter uncertainties or offset by
the model recalibration. These two types of uncertainties in HSPF model have not been compared
since parameter uncertainties in nutrient simulations were barely investigated. A few studies were
conducted on HSPF model sensitivity analysis for water quality parameters (Li et al. 2015; Luo et
al. 2017), whereas parameter uncertainty estimation has only been performed for streamflow and
fecal coliform (Iskra and Droste 2008; Mishra 2011). The quantification of various types of
uncertainties associated with water quality simulation in HSPF model is essential to the preparation
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and implementation of HSPF model-based water quality management and watershed restoration
plans.
Despite the extensive efforts in investigating uncertainties involved in watershed-scale water
quality modeling, it remains unclear how the application of different DEM resolutions and
particularly resampled DEMs affects water quality simulations under diverse topographic
conditions occurring in watersheds. In fact, limited assessments have been conducted on DEM
resolution-induced uncertainty for HSPF model while data are barely available on DEM
resampling effects (resampled DEMs vs. original DEMs) on water quality simulations. Moreover,
parameter uncertainty for HSPF model has barely been analyzed and has not been tested against
the DEM resolution uncertainty for possible benefits or drawbacks. This chapter addresses these
issues by providing new insights into the uncertainties involved in watershed-scale water quality
modeling and thereby reduce the uncertainties in water quality modeling. This chapter
hypothesizes that DEM resolution and resampling have significant impacts on water quality
simulations. This chapter is intended to test the hypothesis by answering the following questions:
how DEM resolution and DEM resampling affect the HSPF-based watershed-scale water quality
modeling and what is the role of parameter uncertainty in reduction or increment of these
uncertainties. To that end, the overall goal of this study was to understand and quantify the effects
of DEM resampling on the simulation of nutrients (NO3 and dissolved P‡) and sediment by using
HSPF model while accounting for terrain declivity and parameter uncertainty effects. The specific
objectives of this study were to assess and reduce: (1) DEM resolution effects on water quality

‡
Phosphorus exists in water in two forms including dissolved and particulate forms. Ortho phosphorus is
the primary dissolved form of phosphorus. Since available measured phosphorus data for this study is in dissolved
form, dissolved phosphorus is simulated by HSPF model in chapter 3 and 4. Dissolved phosphorus will be referred
to as P hereafter.
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simulation using HSPF model; (2) DEM resampling effects on water quality simulation, (3)
watershed gradient effects on the uncertainties associated with DEM resolution, and (4) the
sensitivity of major model input parameters and the relative importance of model input data
uncertainties.
3.2 Materials and methods
3.2.1 Study area
Since watershed gradient is an important factor to watershed-scale flow and water quality
simulations (Chaplot 2014; Wu et al. 2008), two watersheds of 10-digit hydrologic units with
different gradients were selected, including (1) Bayou Des Cannes watershed in Louisiana, (2)
Wolf Creek watershed in Iowa, the United States (U.S.) (Figure 3.1). These watersheds are selected
in areas with mild to relatively flat slopes (slopes smaller than 4.5%) since agriculture is the major
source of nonpoint source pollution to streams and high-altitude steep areas are not commonly
used for agricultural development. On the contrary, plains and deltas have rich potential
for agricultural practices. Therefore, DEM resolution effect on watersheds with high gradients are
not assessed in this chapter.
The Wolf Creek is a tributary of Cedar River in Mower County, Iowa. The agricultural land
accounts for 86% of the total area of the Wolf Creek watershed (HUC 0708020508) with an
average slope of 2.58 degrees (4.5 %).
The Bayou Des Cannes watershed is part of Bayou Des Cannes watershed (HUC 0808020103)
which is located in the flat Mermentau River basin in Southern Louisiana. The primary land uses
in this watershed are agriculture including cropland and pasture (75% of total area), and wetland
(13.9%). The average slope of the watershed is 0.72 degrees (1.25%).
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Figure 3.1

Study watershed locations and data layers.

3.2.2 Data collection
As the focus of this study is on identification of DEM resampling and associated resolution
effects on water quality simulation, DEM datasets are considered as principal datasets; DEMs with
original resolutions of 1/9, 1/3 and 1 arc-second, which respectively approximate horizontal
resolutions of 3.5, 10 and 30m at the equator, are hereafter mentioned as 3.5, 10 and 30m DEMs
along with 100m DEM serving as core data. These datasets are referred to as original DEMs
hereafter and were downloaded at the mentioned resolutions from USGS National Elevation
Dataset (NED), https://nationalmap.gov/elevation.html. Other datasets required for simulation of
flow and water quality processes include (1) hourly meteorological data involving temperature,
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wind, cloud, and solar radiation which were obtained through BASINS (Better Assessment
Science Integrating Point and Nonpoint Sources) from the closest weather stations with full sets
of data: LA165021 (Lafayette) for Bayou Des Cannes and IA725461 (Marshalltown Muni) for
Wolf Creek watershed. Hourly precipitation data from representative rain gauges within/close to
the watersheds were obtained via BASINS: LA162981 (Eunice) in Bayou Des Cannes watershed
and IA138315 (Traer) in Wolf Creek watershed; (2) measured daily streamflow data were obtained
from USGS stations located on mainstream reaches: 05464220 (Wolf Creek near Dysart) and
8010000 (Bayou Des Cannes near Eunice). Water quality data, including water temperature,
Dissolved Oxygen (DO), NO3, P and Total Suspended Sediment (TSS) for mainstream reaches in
the selected watersheds, were downloaded from LDEQ (Louisiana Department of Environmental
Quality) station: LA050103 (Bayou Mallet north of Iota) and from Iowa Department of Natural
Resources

(DNR)

station:

10070002

(Wolf

Creek

at

La

Porte

City)

http://www.iowadnr.gov/Environmental-Protection/Water-Quality; (3) USGS National Land
Cover Dataset 2006 represented at a spatial resolution of 30 meters available at
https://www.mrlc.gov/nlcd2006.php; (4) STATSGO (State Soil Geographic) data layers mapped
at the scale of 1:250000 (https://water.usgs.gov/lookup/getspatial?ussoils).
3.2.3 BASINS/HSPF model description
BASINS is a GIS interface developed by US EPA for environmental analysis. HSPF is a
comprehensive, semi-distributed watershed model that is included in BASINS and has been widely
used in watershed-scale hydrologic and water quality analysis (Zhang and Ross 2012). Interactive
windows interface of HSPF, which can be launched via BASINS, is called WinHSPF that
comprises three modules: PERLND (pervious land), IMPLND (impervious land) and RCHRES
(reach and reservoir). The hydrologic and water quality simulations are performed via PERLND
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and IMPLND modules while in-stream hydraulic and water quality processes are simulated via
RCHRES module. HSPF is a detailed watershed model with numerous parameters requiring a
massive amount of data and a high level of professional knowledge that may limit its application
(Luo et al. 2017) and produce substantial uncertainties (Fonseca et al. 2014; Patil et al. 2011; Patil
and Deng 2012)
3.2.4 Sensitivity analysis
Water quality simulation and calibration with HSPF model are substantially more difficult than
hydrologic simulation due to complex chemical interactions, transport (in-stream) processes (Luo
et al. 2017) and a large number of parameters. Therefore, sensitivity analysis is imperative to
identify the critical HSPF parameters and optimize the iterative calibration procedure. Since the
focus of this chapter is on water quality parameters and sensitivity of hydrologic parameters have
been addressed in the previous chapter of this dissertation, hydrologic sensitivity was not analyzed
in this chapter and findings from the previous chapter were used. Few studies have examined the
sensitivity of NO3 and P simulation via HSPF. However, these studies have been conducted with
substantial differences in the analyzed parameters and reported results (Li et al. 2015; Luo et al.
2017), making the sensitivity analysis essential.
HSPF model parameters can be categorized into two groups of fixed and process-related
parameters (Al-Abed and Al-Sharif 2008). Values for fixed parameters (such as soil type and
model manipulation switches) remain unchanged during the calibration and are not required to be
included in sensitivity analysis. Moreover, HSPF model calibration is a hierarchical process which
begins with hydrologic calibration and follows by calibration of sediment (erosion and transport).
The final step is the calibration of nonpoint source loading rates and water quality constituents
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such as NO3 and P (Donigian 2002). Hence, hydrologic and sediment-associated parameters are
considered as constant during NO3 and P sensitivity and uncertainty analysis in this study.
The differential sensitivity analysis (DSA) method (Lenhart et al. 2002) was performed due to
its low complexity and short computational time compared to other methods. DSA is calculated at
one point in the parameter space through variation of the initial value of the parameter with a fixed
percentage (x) , while other parameters remain constant. Each selected parameter was changed
by the increments of x = 10%, 20%, 30%, 40%, 50% and the gradient of the output
parameter (y) with respect to the selected (x) parameter was considered as the criterion for
quantifying the degree of sensitivity (I):

( yi +1 − yi )
I=

y0
( xi +1 − xi )
x0

(3-1)

where the model output y0 is calculated with an initial value x0 of input parameter x . The
parameter x0 is adjusted by x , yielding xi = x0 − x and xi +1 = x0 + x while yi and yi +1
correspond to xi and xi +1 . According to Lenhart et al. (2002), the lower the value of the sensitivity
index (I) is, the lower is the sensitivity of the output parameter to changes in input parameter.
Specifically, if 0  I  0.05 , the parameter is defined as insensitive; if 0.05  I  0.2 , the
parameter is intermediately sensitive; if 0.2  I  1.0 , the parameter is highly sensitive; and, if
I  1.0 , the parameter is extremely sensitive. Based on the literature and BASINS technical notes

(Al-Abed and Whiteley 2002; Donigian 2002; Luo et al. 2017), 12, 10 and 13 parameters were
selected for sensitivity analysis of NO3, P and TSS, respectively (Table 3.1).
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3.2.5 HSPF model calibration
Model calibration is an iterative process involving the adjustment of sensitive input parameters
in their variation ranges. A model is considered well calibrated when a satisfactory level of
agreement between the observed and simulated time series of parameter values is achieved. The
satisfactory agreement could be measured using statistical metrics, including the percent bias
(PBIAS) and Nash-Sutcliffe model Efficiency coefficient (NSE) (Nash and Sutcliffe, 1970), which
are defined as follows.


PBIAS =

n
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i
i
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− yobs
)

i
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n
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i

In Equations 3-2 and 3-3, yobs and y sim are the observed and simulated parameter values for
the ith day while yobs denote the average value of the observed parameter in the simulation periods.
HSPF parameters were calibrated for flow, NO3, P and TSS simulations for base scenarios in
both study watersheds (automatic delineation of original 3.5m DEM. Specifically, 3 years of
continuously observed data (2003-2005) from Wolf Creek watershed and 2 years of data observed
in 2003 and 2005 (due to data scarcity) from Bayou Des Cannes watershed were employed for
calibrations. Calibrated parameter values were then inputted into HSPF model for other simulation
scenarios.
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Table 3.1 Selected NO3, P and TSS parameters for sensitivity analysis.

Sediment parameters

Phosphorus parameters

Nitrogen parameters

Category

Parameter

Explanation

Unit

MON-ACCUM

Monthly values of accumulation rate of QUALOF

kg/ha/day

MON-SQOLIM

Monthly values limiting storage of QUALOF

kg/ha

MON-IFLW-CONC

Monthly concentration of QUAL in interflow

kg/m

MON-GRND-CONC

Monthly concentration of QUAL in active groundwater

kg/m3

SQOLIM

Maximum storage of QUALOF (IMPLND)

kg/ha

ACQOP

Rate of accumulation of QUALOF (IMPLND)

kg/ha/day

WSQOP

Rate of surface runoff which will remove 90 percent of stored
QUALOF per hour (IMPLND).

mm/hr

KATM20

Unit oxidation rate of total ammonia at 20 °C

hr-1

KNO220

Unit oxidation rate of nitrite at 20 °C

hr-1

KNO320

Unit denitrification rate of nitrate at 20 °C

hr-1

TCDEN

Temperature correction coefficient for denitrification

hr-1

DENOXT

Dissolved oxygen concentration threshold for denitrification

mg/l

MON-POTFW

Monthly washoff potency factor

kg/ton

MON-POTFS

Monthly scour potency factor

kg/ton

MON-IFLW-CONC

Monthly concentration of QUAL in interflow

kg/m3

MON-GRND-CONC

Monthly concentration of QUAL in active groundwater

kg/m3

KDSP

The first-order reaction rate parameter for phosphate desorption

day−1

KADP

The first-order reaction rate parameter for phosphate adsorption

day−1

KIMP

The first-order reaction rate parameter for phosphate immobilization

day−1

KMP

The first-order reaction rate parameter for organic P mineralization

day−1

MALGR

Maximal unit algal growth rate for phytoplankton

hr-1

PHYSET

The rate of phytoplankton settling

m/h

KRER

Coefficient in soil detachment equation

complex

JRER

Exponent in soil detachment equation

complex

AFFIX

Daily reduction in detached sediment

day−1

NVSI

Atmospheric condition to sediment storage

kg/ha/day

KSER

Coefficient in sediment washoff equation

complex

JSER

Exponent in sediment washoff equation

complex

KEIM

Coefficient in solid washoff equation

complex

JEIM

Exponent in solid washoff equation

complex

REMSDP

Fraction of solid removed everyday

day−1

ACCSDP

Solid accumulation rate on land surface

ton/ha/day

TAUCD

Critical shear stress for deposition

kg/m2

TAUCS

Critical shear stress for scour

kg/m2

M

Erodibility coefficient of sediment

kg/m2.day

QUALOF Quality associated with overland flow, QUAL water quality constituents, such as nitrate and phosphorus
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To isolate the uncertainties in water quality simulation produced by DEM resolution
coarseness from other sources of uncertainties (such as parameter uncertainty and uncertainties
from other input data), all the other model input data (including weather and soil data, various
switches in model, threshold delineation area and the parameter values) and simulation conditions
were kept constant. Otherwise, the differences among scenarios would include effects from both
the DEM resolution-induced uncertainty and the parameter-induced uncertainty if each scenario
was calibrated separately. Therefore, the base scenario (the model with automatic delineation of
3.5m DEM) for each study watershed was calibrated and the calibrated parameter sets were
employed for all other scenarios for that watershed (including 10, 30 and 100m original DEMs as
well as 10, 30 and 100m resampled DEMs).
3.2.6 Effects of DEM resolution and resampling on water quality simulation
There are 14 scenarios defined in this study for each study watershed (28 scenarios in total for
the two watersheds) to understand how DEM resolution and resampling affect flow and water
quality simulations particularly related to important water quality indicators including NO3, P and
TSS concentrations and loads. For each watershed, each of the 14 mentioned scenarios was created
through automatic and manual delineation of one of the 7 DEMs: including 4 original DEMs with
the resolutions of 3.5, 10, 30 and 100m and 3 resampled DEMs with the resolution of 10, 30 and
100m from the original DEM of 3.5m within the BASINS interface. The scenario with the
application of 3.5m original DEM in automatic delineation was considered as the base/reference
scenario for each study watershed. Sensitivity analysis was then performed for the base scenario
of each watershed and HSPF model was calibrated accordingly.
The process by which grid cell values are interpolated from existing pixel values is called
resampling. When the original DEM contains too many details for study needs or because of
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constraints in computational tools and time, resampling can be used to convert a DEM of high
resolution to desirable coarser resolution DEMs. In this study, the nearest neighbor assignment
method for resampling was performed with the original DEM of 3.5m resolution in ArcGIS 10.1
to produce DEMs of coarser resolutions (10, 30 and 100m) for each study watershed since this
method was proved to have the best result among all available resampling methods (Tan et al.
2015).
The effects of DEM resolution and resampling on water quality simulation were quantified by
comparing HSPF model outputs for the base scenario of each study watershed with those from
other 6 scenarios individually using the statistical metrics including mean, NRMSE (Normalized
Root Mean Square Error) and PBIAS, as defined in Equations (4) and (2). Since a limited number
of observed water quality data (for instance 20 data for nitrate in Bayou Des Cannes) may not be
able to represent the characteristics of the long-term time series of flow and water quality,
simulated results from the calibrated base scenarios were also considered as a reference for
evaluating the effects of DEM properties.


NRMSE =
i

n
i =1

i
i
( ysim
− yobs
)2

n
y

(3-4)

i

In NRMSE equation yobs and y sim are the observed flow and simulated flow for the ith
day/month while y denote the average streamflow in the simulation periods.

3.2.7 Parameter uncertainty analysis and model recalibration
Parameter uncertainty is one of the substantial uncertainty sources and may jeopardize the
reliability of modeling results for decision making if it is not assessed and accounted for. HSPF
model has numerous parameters which are not easy to measure in the real world (Fonseca et al.
2014) and have to be adjusted through calibration, producing the parameter uncertainty. The
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parameter uncertainty is analyzed in this chapter by means of Generalized Likelihood Uncertainty
Estimation (GLUE) method (Beven and Binley 1992). The GLUE method is based on the general
acceptance that a unique optimum parameter set cannot be necessarily found and instead multiple
parameter sets may lead to an equally acceptable prediction (equifinality) (Gong et al. 2011).
The application of GLUE, which is a Monte Carlo based approach to quantifying parameter
uncertainty, initiates by randomly generating different sets of parameters from a prior distribution
within an uncertain but feasible range. A likelihood measure is specified to evaluate the
performance of model predictions associated with each series of randomly sampled parameters.
The predictions are then categorized as behavioral (accepted) and non-behavioral (rejected) based
on an acceptability threshold value that is defined by the user. The behavioral sets are those that
are satisfying the threshold condition and thus their application results in acceptable models based
on the available knowledge and data. Currently, there is no generally accepted threshold or
likelihood measure for uncertainty analysis. Therefore, the specification of the likelihood measure
and threshold to divide the parameter sets into behavioral and non-behavioral sets is subjective
and depends on specific applications (Freer et al. 1996). Next, uncertainty quantiles are derived
from rescaled likelihood values which formulate the cumulative distribution.
In the hierarchical process of HSPF model calibration, hydrologic and sediment calibrations
must precede water quality simulation (Duda et al. 2012). Hence, the uncertainty of NO3- and Passociated parameters were analyzed on the basis that hydrologic and sediment-associated
parameters are considered as fixed parameters. In the current chapter, NO3- and P-associated
parameters, which were determined as sensitive based on the sensitivity analysis, were selected
for uncertainty analysis. Feasible variation ranges of these parameters were specified based on
variation ranges provided in the user manual, technical notes and magnitudes found in the
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literature. For those unbounded parameters, default ranges or variation ranges of the base scenario
(calibrated model) were employed. Since sufficient information was not available for prior
distributions of the parameters, uniform distribution was applied (Freni et al. 2009) and 10,000
samples for each parameter were randomly drawn. NSE which is a potentially reliable statistic was
used as a likelihood function. Therefore, two sets of HSPF models (including 10,000 model each)
were created for the uncertainty estimation of NO3 and P.
Simulations of these initial sets, which were randomly drawn from the initial ranges of
parameters used in the literature or the default values, led to zero or a minimal number of
behavioral NO3 and P sets. Therefore, variation ranges of parameters were adjusted based on the
obtained primary uncertainty analysis results and the manually calibrated model to get more
realistic values of these site-specific parameters (Gong et al. 2011).
The acceptability threshold of the likelihood measure (NSE) was set to 0.45 in this chapter
based on the recommendation by Moriasi et al. (2015) as well as the obtained primary and
secondary results from the first 10,000 sets of parameters and adjusted ones. Moriasi et al. (2015)
recommended that NSE>0.35 for NO3 and P and NSE>0.45 for sediment are considered
satisfactory. Parameter uncertainty is estimated for the scenarios with 3.5m and 100m DEMs and
compared to resolution –induced uncertainty for both study watersheds.
Moreover, to test the efficacy of the model recalibration on the DEM-induced uncertainty
(whether the recalibration of the model can neutralize the resolution-induced uncertainties or not),
the model with the 100m DEM, which had the highest difference with the 3.5m model, was
recalibrated and results were compared for each study watershed.
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3.3 Results and discussion
3.3.1 Sensitivity analysis
Table 3.2 summarizes the sensitive parameters in NO3, P and TSS simulations for both study
watersheds. Of the 12 parameters assessed for nitrate (Table 3.1), the parameter MON-GRNDCONC was the most sensitive parameter, as characterized by I=0.98 and 0.68 for Wolf Creek and
Bayou Des Cannes watersheds, respectively. MON-IFLW-CONC and SQOLIM were moderately
sensitive (I= 0.08 and 0.08, respectively) for Wolf Creek watershed. For Bayou Des Cannes
watershed, parameters with moderate sensitivity were MON-IFLW-CONC, SQOLIM and
ACQOP with respective sensitivity indices of 0.12, 0.09 and 0.06 (Table 3.2). The sensitivity of
other tested parameters listed and defined in Table 3.1, were found to be negligible. For
phosphorus, MON-GRND-CONC and MON-IFLW-CONC were found to be sensitive in Wolf
Creek watershed model (I=0.73 and 0.2, respectively).
In Bayou Des Cannes model, in addition to these two parameters, SQOLIM, POTFW and
WSQOP were also sensitive, as shown in Table 3.2. For TSS, the sensitivity of critical shear stress
for deposition and scour (TAUCD and TAUCS, respectively) were very high for both watersheds.
In addition to these two parameters, JEIM was found to be very highly sensitive and highly
sensitive for Wolf Creek and Bayou Des Cannes, respectively. Other parameters with high
sensitivity level for Wolf Creek were KEIM and SACCUM while REMSDP and sediment
erodibility parameter parameters (M) had an intermediary level of sensitivity. JSER, M and KSER
showed high, medium and medium sensitivity, respectively.
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Table 3.2 Sensitive parameters in study watersheds with respect to NO3, P and TSS
Nitrate
Watershed

Wolf
Creek

Bayou
Des Cannes

Phosphorus

Sediment

Parameter
SI

Sensitivity

SI

Sensitivity

SI

Sensitivity

MON-GRND-CONC

0.98

High

0.73

High

--

--

MON-IFLW-CONC

0.08

Medium

0.20

High

--

--

SQOLIM

0.08

Medium

--

--

--

--

KEIM

--

--

--

--

0.6

High

JEIM

--

--

--

--

-1.7

Very high

REMSDP

--

--

--

--

-0.1

Medium

SACCUM

--

--

--

--

0.3

High

TAUCD

--

--

--

--

-1.2

Very high

TAUCS

--

--

--

--

-1

Very high

M

--

--

--

--

0.1

Medium

MON-GRND-CONC

0.68

High

0.51

High

--

--

MON-IFLW-CONC

0.12

Medium

0.07

Medium

--

--

SQOLIM

0.09

Medium

0.19

Medium

--

--

ACQOP

0.06

Medium

--

--

--

--

POTFW

--

--

0.09

Medium

--

--

WSQOP

--

--

0.1

Medium

--

--

KSER

--

--

--

--

0.06

Medium

JSER

--

--

--

--

-0.18

Medium

JEIM

--

--

--

--

-0.28

High

TAUCD

--

--

--

--

-6.5

Very high

TAUCS

--

--

--

--

-6.52

Very high

M

--

--

--

--

0.72

High

The results are generally in agreement with previous studies although some differences exist.
Specifically, MON-IFLW-CONC and MON-GRND-CONC were identified as sensitive to NO3
and P simulation in previous studies (Li et al. 2015; Liu and Tong 2011), while differences can be
seen in the level of sensitivity. Moreover, SQOLIM, WSQOP and POTFS were indicated by Liu
and Tong (2011) to have slight to moderate effects on nutrient simulations. Some of these
parameters, such as POTFS and WSQOP, were not included in sensitivity analysis by Luo et al.
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(2017) and instead other parameters (such as MALGR) were evaluated and identified as sensitive.
These differences may be due to site-specificity and/or complex chemical reactions of nutrients.
TSS sensitivity analysis results, in general, comply with the results presented by Donigian and
Love (2007).
The results provide new insights into the sensitivity of parameters associated with NO3 and P
simulations which were rarely addressed in previous studies. The new insights are useful for
improving model calibrations and reducing uncertainties involved in water quality simulations.
3.3.2 HSPF model calibration
Figure 3.2 shows the performance of the calibrated Wolf Creek watershed model in the
simulation of flow, NO3, P and TSS concentrations while Figure 3.3 illustrates the performance of
the calibrated Bayou Des Cannes watershed model. For Wolf Creek watershed, the calculated
PBIAS values are 5.2%, -0.65%, 9.1% and -3.4% for flow, NO3, P and TSS, respectively, while
the corresponding NSE values are 0.77, 0.57, 0.56 and 0.72. Both the figures and the statistical
metrics indicate good performance of the Wolf Creek watershed model in streamflow and water
quality simulations according to the model calibration guideline (Moriasi et al. 2015). For Bayou
Des Cannes watershed, PBIAS values for flow, NO3, P and TSS are 9.3%, 8.8%, -1.14 %, -4.2%,
respectively and corresponding NSE values are 0.74, 0.49, 0.52 and 0.5, indicating good
performance of the Bayou Des Cannes watershed model.
The distribution of annual dissolved phosphorus yield for the watersheds in the Mississippi
River basin is simulated in the study by Jacobson et al. (2011). This study stated that minimum
and maximum annual dissolved phosphorus yields are respectively zero and 0.4 kg/ha with a
median of 0.23 kg/ha. Comparing these numbers with the dissolved phosphorus load simulated in
this study for Bayou Des Cannes and Wolf Creek watershed confirmed that the results obtained in
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this chapter are reasonable. Annual average phosphorus yield calculated in this chapter for Wolf
Creek watershed is 0.007 kg/ha which falls within the lower 25 percentile and the yield calculated
for Bayou Des Cannes is 0.15 kg/ha which falls in upper 25 percentile. Additionally, total
phosphorus accumulated yields (kg/km2) of watersheds in the Mississippi-Atchafalaya River Basin
are estimated by USGS through spatially referenced regression on watershed attributes
(SPARROW). For Wolf Creek watershed total phosphorus yield is estimated as 110.48 kg/km2 for
2002. Since total phosphorus data was not available for the study watershed, a comparison cannot
be made. Bayou Des Cannes watershed is not included in the SPARROW model results.
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Figure 3.2

Comparisons between the observed and HSPF-simulated flow (a), NO3 (b), P (c)
and TSS (d) for Wolf Creek watershed for the calibration period.
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Figure 3.3

Comparisons between the observed and HSPF-simulated flow (a), NO3 (b), P (c)
and TSS (d) for Bayou Des Cannes watershed for the calibration period.
71

3.3.3 Effects of DEM resolution and resampling on water quality simulation
Figure 3.4 and Figure 3.5 summarize simulation results for the daily average flow,
concentrations and loads of NO3, P and sediment in a 3-year period based on both the original and
the resampled DEMs under manual and automatic delineation at the outlets of the study
watersheds.
3.3.3.1

Simulated water quality parameters

Wolf Creek Watershed
Original DEMs: For Wolf Creek Watershed, a slight decrease (up to 2.6%) in the simulated
mean flow (from 4.62 to 4.5 m3/s) was detected with the decrease in resolution of original DEMs
from 3.5 to 100m (Figure 3.4). These variations were associated with changes in the slope and
delineated contributing area of the watershed and are consistent with findings of (Chaubey et al.
2005; Cotter et al. 2003; Guan et al. 2015). Although P is generally considered as a sedimentassociated constituent, P concentration and load values follow a trend similar to the flow with the
maximum reduction of 0.01 mg/l and 0.04 kg/day, respectively, with decreasing DEM resolution.
The reason is the low sensitivity of P simulation of Wolf Creek watershed to POTFS and POTFW
parameters that link the P concentration to sediment wash-off simulation. Variations in NO3
concentration are negligible (maximum PBIAS= 0.23%) while variations in NO3 loads are up to
4% of the base scenario load and alike those of flow and P loads (Figure 3.4). These results are in
agreement with the parameter sensitivity analysis results. Specifically, nitrate was mostly
influenced by alterations in groundwater and interflow (Table 3.2) which are, in turn, sensitive to
the average slope of assumed overland flow path (SLSUR). Therefore, the decreasing trend seen
in SLSUR is also detected in simulated NO3. Contrarily, sediment concentrations and loads
fluctuated with changing the DEM resolution. Specifically, the average TSS concentrations
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simulated with 30 and 100m original DEMs were respectively 21.6% higher and 5.4% lower than
the value of the base scenario. The simulated sediment load fluctuated in a much smaller range
with the maximum change of 14.8% since flow (which has experienced minimal changes due to
lowering the DEM resolution) was involved in the load calculation.
Application of manual method of delineation toward simulation of flow and water quality
parameters reduced the variations induced by DEM resolution to a great extent. Lowering the DEM
resolution from 3.5 to 100m, no significant variations were seen for scenarios with manual
delineation of flow, NO3 and P. On the contrary, resolution-induced uncertainty in sediment’s load
simulation using manual delineation could be as high as automatic delineation (up to 0.35 ton/day).
Panel a in Figure 3.4 shows the higher values of average flow simulated for Wolf Creek watershed
via manual delineation compare to automatic delineation (maximum 0.15 m3/s) which are due to
the higher contributing area. This higher simulated flow has clearly translated into higher NO3 and
P concentration and load values. TSS simulation under manual calibration, however, led to lower
values due to lower SLSUR values.
Resampled DEMs: Resampled DEMs produced similar results as their counterpart original
DEMs in term of average flow as well as NO3 and P concentration and load values. A slight
decrease (up to 2.4%) in the simulated mean flow (from 4.62 to 4.51 m3/s) was detected when the
resolution of resampled DEM lowered from 10 to 100m (Figure 3.4). The contributing drainage
areas, delineated with resampled DEMs, were close to the area delineated with the corresponding
original DEMs of the same resolution (differences were less than 1 km2). Therefore, flows
simulated with original and resampled DEMs were similar. NO3 and P concentrations simulated
with resampled and original DEMs were barely different due to negligible differences in
contributing areas and consequently simulated flows.
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Figure 3.4

Simulated flow (a), NO3, P and sediment concentrations (b, c, and d, respectively)
and loads (e, f, and g, respectively) for Wolf Creek watershed.
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In TSS simulation, the DEM resolution effects are seemed to be moderated (reduced by 0.32
and 12.74 mg/l, respectively) by using resampled DEMs of 10 and 30m resolution but deteriorated
for resampled 100m DEM where TSS concentration was elevated to 62.18 mg/l (Figure 3.4).
Fluctuations in sediment load simulation using original DEMs are replaced by an upward trend
(from 3.08 to 3.65 metric ton/day) when resampled DEMs are employed. These differences
highlight the effects of DEM resolution on the hydrograph of the simulated flow in addition to the
simulated mean flow values.
Moreover, two different slopes were involved in flow and water quality simulations via HSPF
model: an average slope of the overland flow path (SLSUR) and the slope of the reaches. The
process-based sediment simulation in HSPF is highly sensitive to the slope of the reaches since
both shear velocity and shear stress are calculated as functions of the slope and hydraulic radius of
the reach. Therefore, variations in the slope of the reaches due to DEM resolution or resampling
(Table 3.3) can potentially cause dramatic changes in TSS simulation. In this chapter the critical
bed shear stress for deposition (TAUCD) and scour (TAUCS) values were calibrated for the base
scenario based on its flow hydrograph. Therefore, the subsequent effects of changes in values and
regime of flow on calculated shear stress may cause notable changes in estimated deposition or
scour of the stream bed and consequently on TSS concentration.
Table 3.3 shows that SLSUR values decreased significantly from 4.51 to 2.54 when the DEM
resolution changed from 3.5 to 100m, while the average slope of streams increased from 0.14 to
0.155%. The conflicting trends of these two influential slope parameters are the source of
fluctuations in the sediment simulation. It is important to note that not only the average slope of
reaches but also the slope of every stream affects the simulated sediment concentration and load.
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Table 3.3 Slope characteristics of all scenarios for study watersheds.
Original DEMs
Watershed

DEM
resolution
(m)

Wolf
Creek

Bayou Des
Cannes

SLSUR
(%)

Resampled DEMs

Slope of reaches
Average
(%)

S. D

RMSE*

SLSUR
(%)

Slope of reaches
Average
(%)

S. D RMSE*

3.5

4.51

0.140

0.065

-

-

-

-

-

10

4.06

0.143

0.068

0.010

4.01

0.144

0.081

0.033

30

3.67

0.146

0.063

0.019

3.61

0.143

0.060

0.024

100

2.45

0.155

0.065

0.040

2.73

0.150

0.058

0.029

3.5

1.25

0.034

0.010

-

-

-

-

-

10

1.05

0.040

0.012

0.016

1.22

0.034

0.017

0.006

30

0.62

0.047

0.018

0.022

0.95

0.041

0.017

0.009

100

0.28

0.030

0.005

0.016

0.42

0.055

0.037

0.037

* compare to base scenario

Results from scenarios in which resampled DEM were manually delineated have not shown
any major improvement over original DEMs for flow, NO3 and P simulations. Sediment
concentration and load simulation results for resampled DEMs are, however, decreased from 30.2
to 28.1 mg/l and from 4.46 to 4.1 mg/l, respectively, with the decrease of DEM resolution from
10m to 100m.
Bayou Des Cannes watershed
Original DEMs: For Bayou Des Cannes watershed, DEM resolution coarsening from 3.5 to
30m had a slightly decreasing effect on simulated flow with the maximum PBIAS of 3.9%.
However, employing 100m DEM resulted in a significant reduction of 44.5% in simulated flow
compared to the base scenario due to a 44% decrease in the delineated contributing area. Lowering
the DEM resolution soothes the average slope of the watershed and produces inaccurate elevation
data that may cause errors in the definition of stream network and subsequently in the delineated
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area especially for flat areas. It should be noted that the same level of error may not be produced
if other watershed models with different flow routing algorithms, DEMs from different sources
and watersheds of different gradients are tested. Further studies are needed to fully understand the
mechanisms responsible for the reduction in the drainage areas associated with the use of lower
resolution DEMs. The variations of 0.03 and 0.02 mg/l (Figure 3.5) in NO3 and P concentrations,
respectively, are inconsiderable although decreasing.
In HSPF model pollutant concentrations in interflow and subsurface flow are defined by the
user regarding the land use categories as part of the model calibration process. Therefore, if the
use of coarser resolution DEM results in the reduction in the delineated drainage area and the
excluded contributing area is one of the land use categories with high nutrient productivity (i.e.,
forest) or, on the contrary, with nutrient-removal properties (such as wetlands), the finally
simulated concentrations of the pollutant may vary.
TSS concentration, however, is strongly impacted by the DEM resolution: The mean value of
TSS concentration for 10, 30 and 100m DEMs are 16% less, 15% greater and 32% less than the
corresponding simulated values from the base scenario. Average values of simulated sediment load
experienced an upward trend from scenarios with 3.5 to 30m DEMs (2.21 to 2.41 kg/day), while
the load for 100m original DEM experienced an abrupt reduction (0.92 kg/day) due to the
considerable flow and slope changes (Figure 3.5 and Table 3.3). These fluctuations are similar to
what were seen in the simulated TSS concentrations in Wolf Creek watershed, which are the
consequences of variation in slopes of reaches presented in Table 3.3.
Application of the manual method of delineation toward simulation of flow reduced the
variations induced by DEM resolution to a great extent. These values are consistently higher than
the matching flow values simulated using original DEM (13 to 103% for scenarios with 3.5 to
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100m DEMs) due to differences in contributing area. The decreasing trends that were seen in
average simulated concentrations and loads of NO3 and P by decreasing the DEM resolution using
automatic delineation were also seen for manual delineation results but with smaller variation
magnitudes: NO3 load decreased from 16.9 to 14.7 kg/day and P load decreased from 13.9 to 9
kg/day when DEM resolution decreased from 3.5m to 100m. Manual delineation method not only
did not alleviate the DEM resolution coarseness impact but also caused significant variation in
simulated average sediment concentration and load, therefore, could not be a viable option for
sediment modeling.
Resampled DEMs: The average flow simulated with resampled DEMs of 10, 30 and 100m are
respectively 0.05, 0.14 and 2.77 m3/s higher than the original DEMs of similar resolution, i.e.,
DEM resampling effectively attenuated the unfavorable effects of DEM resolution coarsening
(Figure 3.5). Results from resampled scenarios are closer to the base scenario and decreasing with
milder slopes: average concentrations of NO3 and P simulated by 100m resampled DEM are only
1.4 and 2.4% less than the predicted values of the base scenario. Despite the negligible decreases,
nutrient loads are clearly decreasing with lowering the DEM resolution: simulated average P load
using 100m original DEM is almost 1/3 of the value simulated with 3.5m DEM, highlighting the
significance of DEM resolution in an accurate hydrologic simulation and consequently in water
quality modeling.
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Figure 3.5

Simulated flow (a), NO3, P and sediment concentrations (b, c, and d, respectively)
and loads (e, f, and g, respectively) for Bayou Des Cannes watershed.
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Simulated average NO3 loads are underestimated by 0.4, 1.5 and 7.05 kg/day (PBIAS values
equal to 2.8, 10.1 and 47.2%) for application of 10, 30 and 100m DEM, respectively, as compared
to the base scenario. Application of resampled DEMs toward simulation of flow, NO3 and P have
shown to have no advantage over original DEMs when manual delineation was used instead of
automatic delineation. Using resampled DEMs under manual delineation for sediment simulation,
on the other hand, had a significant negative impact: average TSS values were 10 to 18 mg/l higher
and sediment yields were 0.8 to 1.5 ton/day higher than the values simulated using resampled DEM
under automatic delineation.
Overall, the simulation results showed that DEM resolution coarsening affects the NO3 and P
simulations via the decrease in SLSUR magnitudes but lowering the DEM resolution acts on TSS
simulation through combined effects of SLSUR and reach slope variation. Flow, NO3 and P are
generally underestimated and TSS concentration is overestimated through the application of
resampled DEMs, for both study watersheds, compared to the original ones. These uncertainties
are outcomes of DEM resolution and resampling effects on SLSUR and the slope of reaches (Table
3.3). Therefore, errors associated with using an original DEM of a given resolution differ from
what is reported in the literature for a resampled DEM with identical resolution. These differences
are favorable for flow, NO3 and P simulations yet degrade the sediment simulation.
3.3.3.2

Errors in simulated water quality parameters

To further investigate the effects of DEM resolution on variances in time series and facilitate
the comparison of the datasets between study watersheds, NRMSE values were calculated. Figure
3.6 and Figure 3.7 illustrate the calculated NRMSE values for Wolf Creek watershed for scenarios
with respectively automatic and manual method of delineation. Results from automatic and manual
methods of delineation for Bayou Des Cannes are presented in Figure 3.8 and Figure 3.9,
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respectively. These figures demonstrate how DEM resolution and DEM resampling affected the
flow and water quality simulations, under two delineation methods, in terms of NRMSE values:
increasing trends in errors with decreasing DEM resolution indicates the DEM resolution’s effect
while the discrepancies between two time series, calculated from original versus resampled DEMs,
demonstrate the DEM resampling effect.
Wolf Creek Watershed
Automatic delineation: A common increasing trend in calculated NRMSE values can be seen
for all flow and water quality parameters with decreasing DEM resolution. The smallest error is
associated with NO3 concentration with the maximum NRMSE value of 3.1%, implying that DEM
resolution has a minor effect on NO3 simulation. By comparing panels a and e in Figure 3.6 on the
concentration and load of NO3 it can be inferred that errors from flow simulation are propagated
into NO3 simulation where NRMSE values range from 4.8 to 14%.
Although lowering the DEM resolution barely causes a change in simulated average
concentration of P, NRMSE values (Figure 3.6) reveal the significant variance of residuals (up to
7.2%). These variances are considerably greater for simulated P loads and vary between 8 to 28%
(i.e., 3.6 to 7.3 times greater). Employing resampled DEMs partially eliminates the resolutionassociated errors involved in the simulation of flow and water quality parameters (except for 100m
DEM for sediment simulation), as evidenced by lower calculated NRMSE values and lower mean
values (lower deviations are seen in SLSUR and the average slope of streams). The most
significant contrast is seen for 100m DEM; calculated NRMSE values for flow, NO3 and P
concentrations are 11.3, 3.1 and 7.26%, respectively, which are reduced to 9.1, 2.4 and 5.45% by
using resampled 100m DEM. Moreover, computed NRMSE values for NO3 and P loads from
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100m original DEM are also significantly reduced by employing resampled 100m DEM from 14%
and 28% to 9.2% and 21.4%, respectively.
Manual delineation: Calculated NRMSE values for simulated flow and water quality
parameters using manual method of delineation are provided in Figure 3.7. Similar increasing
trends were seen for calculated NRMSE values with decreasing DEM resolution.
Using manual delineation for simulation of flow, associated errors are ranging from 0.3 for
10m resampled DEM to 10.6 for 100m resampled DEM. Errors calculated for original DEMs were
from 0.5% to 5%. These errors are generally lower than the errors associated with flow simulation
via automatic delineation. The smallest error is associated with NO3 concentration with NRMSE
values ranging from 0.05% to 0.42%. Moreover, these errors are up to 6 times lower than the
corresponding errors from automatically delineated DEMs (Figure 3.6) meaning manual
delineation has successfully eliminated the uncertainties associated with low DEM resolution.
The error trends seen for NO3 load and flow are identical implying propagation of errors from
flow simulation into NO3 simulation (panels a and e in Figure 3.7). NRMSE values for NO3 load
varied from 0.4% to 15% which are, with the exception of 100m resampled DEM, lower than the
matching values from automatic delineation.
NRMSE values calculated for P concentrations and loads varied from 0.2% to 0.8% and 0.7%
to 18.5%, respectively. Although the impact of DEM resolution coarseness clearly displayed,
magnitudes of calculated NRMSEs are significantly lower (up to 10 times) than the corresponding
values from automatic delineation.
Using resampled DEM of 30 and 100m led to higher errors than the equivalent original DEM.
Similar to what has been shown for sediment simulation, the highest errors were associated with
simulations of sediment concentrations and loads due to their high sensitivity to slope variations.

82

Even by using manual delineation, 3.4% to 38% and 5% to 21.6% error is involved in sediment
simulation using DEMs with, respectively, resampled and original resolution of 10 to 100m.
Overall, uncertainties in the simulation of NO3, P and sediment loads, and concentrations were
alleviated- with the exception of resampled DEM with 100m resolution- by using the manual
method of delineation.
Bayou Des Cannes
Automatic delineation: An overall increasing trend is detected in computed NRMSE values for
simulated flow using 10 to 100m original DEMs (Figure 3.8). Errors calculated for original 10, 30
and 100m DEMs are 13.8%, 14.4% and 91%. This was expected due to the mentioned remarkable
reduction in delineated contributing area and consequently low simulated flow in Figure 3.5. Errors
calculated from scenarios with resampled DEMs are consistently lower than those with original
DEMs: NRMSE varies from 4.1% to 19%. The results are in agreement with those from Dixon
and Earls (2009).
Similar trends can also be seen in the errors associated with the simulation of NO3 and P
concentrations with coarsening the DEM resolution from 10 to 100m; HSPF simulated NO3 time
series using 10, 30 and 100m original DEMs are associated with 4.2%, 4.7% and 11.2% errors,
respectively, while the corresponding errors for resampled DEMs are 0.3%, 4.3% and 8.6%.
Comparatively larger errors are involved in simulation of P concentration which was also seen for
Wolf Creek watershed; calculated NRMSE values for original DEMs of 10, 30 and 100m
resolution are 12.8%, 19.6% and 34.7%, respectively, which were attenuated to 2.5%, 16.5% and
33.9% by applying similar resampled DEMs.
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Figure 3.6

Calculated NRMSE (%) for mean daily simulated flow (a), NO3, P and sediment
concentrations (b, c, and d, respectively) and loads (e, f, and g, respectively) for
Wolf Creek watershed under automatic delineation.
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Figure 3.7

Calculated NRMSE (%) for mean daily simulated flow (a), NO3, P and sediment
concentrations (b, c, and d, respectively) and loads (e, f, and g, respectively) for
Wolf Creek watershed under manual delineation.
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However, resampled DEMs do not always lead to more accurate simulations. NRMSE values
calculated for time series of simulated sediment concentration using 30 and 100m resampled
DEMs are respectively 2.6 and 4 times greater than the corresponding NRMSE values for original
30 and 100m DEMs. Maximum NRMSE values calculated for simulated sediment concentration
using original and resampled DEMs are 73% and 250%, respectively. These considerably high
NRMSE values are the projection of significant differences that were already seen in the average
TSS concentration in Figure 3.5, which are attributed to the reduction in peak flow resulted from
decreasing DEM resolution.
Common increasing trends can be seen in panels e, f and g in Figure 3.8, which illustrate the
resolution-induced errors in the simulation of NO3, P and sediment loads. NRMSE values vary
from 60% to 217% for NO3 loads, from 147% to 522% for P loads and from 133% to 433% for
sediment loads. These high errors stemmed from the concurrent effects of pollutant concentration
and stream flow simulations. DEM resampling effect on pollutant load estimation is evidenced by
the deviations between two series in each of panels labeled as e, f and g. For instance, NRMSE
values computed for NO3, P and sediment loads using 100m original DEM are respectively 217%,
522% and 434% while errors associated with load simulation of these pollutants using resampled
100m DEM are 122%, 379% and 248% (Figure 3.8). Although the aforementioned increasing
trends in errors resemble those of the Wolf Creek watershed, NRMSE values are substantially
greater than the corresponding values of Wolf Creek Watershed (Figure 3.6). This emphasizes the
role of watersheds gradients in resolution-induced errors in flow and water quality simulations.
Manual delineation: An overall increasing trend is detected in computed NRMSE values for
simulated flow using 10 to 100m original DEMs (Figure 3.9). Maximum flow errors calculated for
original and resampled DEMs were 9.7% and 9.3% (panel a in Figure 3.9), respectively, which are
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dramatically lower than the corresponding NRMSE values of 19% and 91% from automatic
delineation (panel a in Figure 3.9). On the contrary, errors that are calculated for NO3 and P
concentrations and loads (manually delineated scenarios) are higher than the errors calculated for
automatically delineated scenarios. This is due to the great differences between simulated values
via automatic versus manual delineation as depicted in Figure 3.5. For instance, simulated flow
using 3.5m DEM was almost 1 m3/s higher than the flow simulated using the same DEM under
manual delineation. NO3 and P concentrations were also slightly higher for manual delineation
compared to automatic delineation. These differences have progressively increased due to the
nature of NRMSE metric and led to great differences in terms of NRMSE values. Considering the
lower variation range of NRMSE values in Figure 3.9 compared to Figure 3.8, the positive effect
of manual delineation will be clear. NRMSE values calculated for NO3 loads from original and
resampled DEMs under manual delineation have increased from 56% to 136% and from 50% to
127%, respectively. For automatically delineated scenarios, NRMSE values from original and
resampled DEMs have increased from 60% to 216% and 8% to 122%, respectively.
For P loads, NRMSE values calculated from original and resampled DEMs under manual
delineation have increased from 201% to 383% and from 183% to 372%, respectively. For
automatically delineated scenarios, NRMSE values from original and resampled DEMs have
increased from 147% to 521% and 15% to 380%, respectively. Results of calculated NRMSE
values for TSS concentration are mixed without any clear trends while sediment load errors soar
as the DEM resolution decrease.
Comparing these results with the results presented for Wolf Creek watershed, it is clear that
watershed gradient has a crucial role in DEM resolution-induced uncertainties which could be to
some extent offset by the application of resampled DEMs and manual delineation method.
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The results of this chapter clearly demonstrate that original and resampled DEMs do not
produce same simulation results via HSPF model, although an original coarser DEM was obtained
via a series of operations conducted on another original DEM with a finer resolution. The findings
provide valuable new insights into the DEM resampling effect and the level of uncertainty that
may actually involve in HSPF simulations when using available (original) DEMs versus what has
already been reported in the literature. Moreover, the role of terrain declivity on errors driven from
DEM resolution and resampling is pointed out as well. The manual method of delineation was
applied as an alternative approach toward minimizing the uncertainties induced by automatic
delineation of low DEM resolution. Results of this chapter indicated that these uncertainties have
been restrained to some extent via the application of manual delineation method.
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Figure 3.8

Calculated NRMSE (%) for mean daily simulated flow (a), NO3, P and sediment
concentrations (b, c, and d, respectively) and loads (e, f, and g, respectively) for
Bayou Des Cannes watershed under automatic delineation.
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Figure 3.9

Calculated NRMSE (%) for mean daily simulated flow (a), NO3, P and sediment
concentrations (b, c, and d, respectively) and loads (e, f, and g, respectively) for
Bayou Des Cannes watershed under manual delineation.
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3.3.4 Parameter uncertainty analysis and model recalibration
In this chapter, NO3- and P- and TSS-associated parameters, which were determined as
sensitive based on the sensitivity analysis, were selected for uncertainty analysis. These sensitive
parameters are presented in Table 3.2. Feasible variation ranges of these parameters were specified
based on variation ranges provided in the user manual, technical notes and magnitudes found in
the literature such as Bicknell (2000); Luo et al. (2017); USEPA (2007). Simulations of these
initial sets, which were randomly drawn from the initial ranges of parameters used in the literature
or the default values, led to zero or a very limited number of behavioral NO3, P and TSS sets.
Therefore, variation ranges of parameters were adjusted based on the obtained primary uncertainty
analysis results and the manually calibrated model to get more realistic values of these site-specific
parameters (Gong et al., 2011). These ranges can be found in Table 3.4 for nitrate, phosphorus and
sediment. It should be noted that parameter uncertainty was analyzed for scenarios with 3.5 and
100m original DEMs under automatic delineation since highest DEM resolution-induced
uncertainties were seen for these scenarios. Therefore, if parameter uncertainties are greater than
resolution-induced uncertainties from these scenarios, results could be extended to other scenarios
with smaller DEM resolution-induced uncertainties.
The 95% confidence interval of parameter uncertainty and the resolution-induced uncertainty
for NO3 and P concentrations and loads in Wolf Creek (Figure 3.10) and Bayou Des Cannes
watershed (Figure 3.12) are compared for the dates that observed data is available. Further,
uncertainties from parameters and DEM resolution in the simulation of sediment concentration
and load for Wolf Creek watershed and Bayou Des Cannes are presented in Figure 3.11 and Figure
3.13, respectively. The width of the bands represents the parameter uncertainty (blue shaded area
and the area bounded by two grey lines) while the distance between the simulations with the finest
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and coarsest DEMs of 3.5 and 100m resolutions (displayed in dotted red and dashed green lines,
respectively) shows the uncertainty associated with DEM resolution. Results from the scenarios
with 3.5m and 100m DEMs are compared to the results from the calibrated model (Figure 3.14
and Figure 3.15 for Wolf Creek and Bayou Des Cannes watersheds, respectively).
Table 3.4 Initial and adjusted ranges of variation of sensitive parameters in GLUE
Nitrate

Phosphorus

Sediment

Parameter
Initial range Adjusted range

Initial range

Adjusted range Initial range Adjusted range

MON-GRND-CONC

0-0.30

0-0.03

0.0002-0.0008

0.0002-0.02

--

--

MON-IFLW-CONC

0-0.19

0-0.03

0.0002-0.002

0.0002-0.02

--

--

SQOLIM

0-5.6

0-0.56

0.17-0.56

0.17-0.56

--

--

ACQOP

0-5.6

0-0.84

--

--

--

--

POTFW

--

--

0-7

0-1

--

--

WSQOP

--

--

5-18

5-25.4

--

--

KEIM

--

--

--

--

0.1-10

0.5-5

JEIM

--

--

--

--

1-3

1-2

KSER

--

--

--

--

0.1-10

0.5-5

JSER

--

--

--

--

1-3

1.5-2.5

REMSDP

--

--

--

--

0.01-1

0.03-0.2

SACCUM

--

--

--

--

0-0.034

0-0.002

TAUCD

--

--

--

--

0.005-4.88

0.05-0.15

TAUCS

--

--

--

--

0.05-14.65

0.24-2.44

M

--

--

--

--

0.005-24.4

0.05-9.76

Wolf Creek: Figure 3.10 and Figure 3.11 clearly demonstrates that parameter uncertainty is
higher than the resolution-induced uncertainty for simulated NO3, P and TSS concentrations and
loads. The concentrations and loads simulated with 3.5m and 100m DEMs are bounded by the
overlapping 95% confidence bands computed for 3.5m and 100m DEMs. That is, variation in the
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parameters within the specified range in HSPF model (i.e., recalibration) can balance out the DEM
resolution uncertainty and result in calibrated results.

Figure 3.10 Parameter and resolution-induced uncertainties in NO3 and P concentration and
load simulation for Wolf Creek watershed.
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Figure 3.11 Parameter and resolution-induced uncertainties in sediment concentration and load
simulation for Wolf Creek watershed
Results from the uncertainty analysis of 3 years of daily simulated nutrients showed that
resolution-induced uncertainty varied from 0 to1.83 for NO3 concentration, from 0.04 to 3.84 mg/l
for P concentrations and from 0 to 150 mg/l for sediment concentration. Resolution-induced
uncertainty for NO3, P and sediment loads changed from 0.002 to 336 kg/day, from 0 to 10.41
kg/day, and from 0 to 52 ton/day, respectively. The width of the 95% confidence band,
representing the parameter uncertainty, for NO3 concentrations varied from 0.73 to 5.87 mg/l and
from 0.56 to 7.95 mg/l, for the models with 3.5m and 100m DEMs, respectively. NO3 load
bandwidth changed from 1.07 to 2550 kg/day and 0.18 to 2608 kg/day for models with 3.5m and
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100m DEMs, respectively. Counterpart variation ranges of P concentrations were from 0.001 to
0.21 mg/l and from 0.001 to 0.19 mg/l, respectively. Uncertainty bandwidth changed from 0 to
89.2 kg/day and from 0 to 84.9 for simulated P loads in models with 3.5m and 100m DEMs. During
the 3-year analysis period, the width of the 95% confidence band, representing the parameter
uncertainty, for sediment concentrations varied from 0 to 390 mg/l and from 0 to 605 mg/l, for the
models with 3.5m and 100m DEMs, respectively. Sediment load bandwidth changed from 0 to
208 ton/day and 0 to 230 ton/day for models with 3.5m and 100m DEMs, respectively.
Recalibration of the model with 100m DEM successfully minimized the adverse effects that
DEM resolution had on simulation of Wolf Creek NO3, P and sediment concentrations and loads
(Figure 3.14 and Figure 3.15). Performance of the recalibrated model, although being slightly
different from the 3.5m model, is qualitatively rated as “good” (Moriasi et al. 2015) with NSE
values of 0.54 and 0.57 and PBIAS values of 0.82% and 4.8% for simulations of NO3 and P
concentrations, respectively. Recalibrated model with 100m DEM for sediment concentration
showed good results with NSE value of 0.67 and PBIAS values of 1.25%.
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Figure 3.12 Parameter and resolution-induced uncertainties in NO3 and P concentrations
(panels a and b) and loads simulation (panel c and d) for Bayou Des Cannes
watershed.
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Figure 3.13 Parameter and resolution-induced uncertainties in sediment concentration and load
simulation for Bayou des Cannes watershed.
Bayou Des Cannes: Figure 3.12 indicates that parameter uncertainty is higher than the
resolution-induced uncertainty for simulated NO3 and P concentrations: concentrations simulated
with 3.5m and 100m DEMs are bounded by the overlapping confidence bands from 3.5m and
100m DEMs. Therefore, the adjustment of the parameters within the specified range in HSPF
model (i.e., recalibration) can balance out the DEM resolution uncertainty for simulated nutrient
concentrations (Figure 3.15). The results are compatible with the negligible changes in NO3 and P
concentrations (Figure 3.5). For sediment, however, no behavioral set found for 100m model due
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to its notable difference with the sediment from the 3.5m model and observed data. Moreover,
DEM resolution-induced uncertainty was higher than the parameter uncertainty (Figure 3.13).
Results from the 3 years of daily simulated NO3 and P concentrations showed that parameter
uncertainty was greater than the resolution-induced uncertainty: the 95% confidence bandwidth
for 3.5m DEM varied from 0.02 to 0.57 mg/l and from 0.04 to 0.34 mg/l, respectively. Matching
widths for the model with 100m DEM varied from 0.014 to 1.82 for NO3 and from 0.016 to 1.739
mg/l for P concentration. Resolution-induced uncertainty of NO3 and P concentrations varied from
0 to 0.56 and from 0 to 0.08 mg/l, respectively. The 95% uncertainty band could not capture the
observed NO3 concentration, which is also reflected in calibration results of HSPF model for
Bayou Des Cannes (Figure 3.12 and Figure 3.3), possibly due to short discontinuous period of
available data, unknown management–related activities in the watershed, and inherent structural
errors in the model or errors in the input data.
Results from the recalibration of the model with 100m DEM suggest good model performance
but show clear discrepancies in simulated trends and values especially for P concentration (Figure
3.15). These discrepancies are caused by the differences between calibrated flow for 3.5m and
calibrated flow for 100m DEM in terms of magnitudes and hydrograph shape. Average simulated
flow by 100m DEM was 44% lower than the flow simulated by 3.5m DEM. Through the
recalibration process, simulated flow values became closer to the flow from 3.5m DEM. However,
PBIAS is still about 30% despite using unrealistic infiltration rate of 0.025 mm/hr. As mentioned
before, the reason behind the dramatic reduction of flow for 100m scenario was the significant
reduction in the delineated area which could not be offset by adjusting hydrologic parameters
(recalibration). Despite this significant difference, statistical metrics indicate a good performance
for Bayou Des Cannes water quality simulation based on Moriasi et al. (2015): calculated NSE
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values for NO3 and P concentrations are 0.56 and 0.55 and the PBIAS values are -0.48% and 3.3% respectively.
Contrarily, for simulated NO3 and P loads, uncertainties stemmed from DEM resolution could
not be neutralized by the parameter uncertainties since the variation range of loads simulated with
100m DEM is not confined to the corresponding 95% confidence band (Figure 3.12). Moreover,
the 95% confidence band for 100m DEM does not overlap with the band computed for 3.5m DEM,
meaning that similar load results cannot be achieved through recalibration of the model from
scenarios with 3.5m and 100m DEM (Figure 3.15).
The 95% confidence bandwidth (kg/day) is thicker than the distance between NO3 and P loads
simulated with 3.5 and 100m DEMs in, respectively, 15% and 17% of days in the 3-year simulation
period. Nonetheless, DEM resolution-induced uncertainties are generally more remarkable than
the parameter uncertainties in NO3 load simulations. Over the three years of daily simulation of
NO3 and P loads, the 95% confidence bandwidth varies from 0.15 to 260 for NO3 load and from
0.28 to 203 kg/day for P load for the model with 3.5m DEM. For the model with 100m DEM,
simulated daily NO3 and P loads varied from 0.01 to 77 kg/day and 0.01 to 106 kg/day,
respectively.
Distances between NO3 loads simulated with 3.5 and 100m DEMs (uncertainty associated with
DEM resolution) vary from 0.27 to 687 kg/day while the counterpart variation range of P loads is
from 0.45 to 101 kg/day. The reason behind the differences in the uncertainty analysis results for
concentration and load simulations of NO3 and P should be sought from the flow simulation.
Although flow is the main driving force for pollutant transport from uplands into streams,
streamflow magnitude is directly multiplied with the concentrations when nonpoint source loads
are calculated. Therefore, in cases (such as Bayou Des Cannes watershed) where delineated
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contributing drainage area and consequently simulated streamflow via 100m DEM is significantly
smaller than those simulated via 3.5m DEM, notable differences are reasonable. These results
emphasize the significance of flow simulation and suggest that more efforts should be made to
utilize DEMs with the finest resolution available particularly for flat watersheds.
Results from the three years of daily simulated sediment concentration and load showed that
resolution-induced uncertainty was greater than the parameter uncertainty: the 95% confidence
bandwidth for 3.5m DEM varied from 0.77 to 496 mg/l and from 0.006 to 358 ton/day,
respectively. No behavioral sets were found after testing 10000 random samples, therefore, no
parameter uncertainty band is presented in Figure 3.13 for 100m model.
Resolution-induced uncertainty of sediment concentration and load varied from 0.6 to 478 mg/l
and from 0 to 436 ton/day, respectively. The distance between sediment concentration and loads
simulated by 3.5 model and 100m model were greater than the parameter uncertainties (95%
confidence bandwidth) in 74.6% of the days in the 3-yr analysis period.
This is demonstrated for the dates with available observed data in Figure 3.13. The remarkable
differences between simulated sediment using 3.5m DEM and 100m DEM are caused by the
differences between calibrated flow for 3.5m and calibrated flow for 100m DEM in terms of
magnitudes and hydrograph shape. Average simulated flow by 100m DEM was 44% lower than
the flow simulated by 3.5m DEM. Through the recalibration process, simulated flow values
became closer to the flow from 3.5m DEM. However, recalibrated flow from 100m model is still
about 30% lower than the flow simulated by 3.5m model, despite using unrealistically low
infiltration rate (0.025 mm/hr). Additionally, notable changes were seen in slope of reaches and
SLSUR values which are major factors in sediment simulation. Although adjusting model
parameters were shown to be beneficial toward offsetting the DEM resolution-induced
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uncertainties involved in NO3 and P concentration, it may not be advantageous to the simulation
of sediment concentration as well as loads of NO3, P and sediment in flat watersheds such as Bayou
Des Cannes. Therefore, every effort should be made to employ high-resolution DEMs for
watershed simulations in these watersheds.
These findings provide important guidelines for HSPF-based flow and water quality
simulations and thereby for developing and implementing water quality management and
watershed restoration plans since the role of parameter uncertainties and efficacy of model
recalibration in NO3, P and sediment simulations have been addressed. Additionally, the
significance of these uncertainties to the resolution-induced uncertainties was evaluated, serving
as a basis for future studies.
3.3.5 Recommendations for reduction of water quality associated uncertainties
To reduce the HSPF model’s uncertainties associated with the simulation of NO3 and P
concentrations due to low DEM resolution, modelers can take advantage of the manual method of
delineation and resampled DEMs. For sediment simulation, application of manual delineation and
resampled DEMs were not beneficial in all cases therefore every effort should be made to use
highest available resolution for sediment simulations.
In order to reduce the uncertainty caused by low DEM resolutions, it is recommended that
DEMs of the 30m or finer resolution be employed in watershed-scale flow, NO3 and P simulation
particularly for watersheds in flat areas. For watersheds with higher gradients, adverse impacts of
coarser DEMs can be offset by adjusting the water balance parameters. To reduce the parameter
uncertainties, modelers should have a good understanding of the physical meaning of HSPF model
parameters. For more complicated parameters, provided variation ranges in HSPF model technical
notes and literature can be used as a guideline.
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Figure 3.14 NO3 and P concentration and load simulated with 3.5m DEM, 100m DEM and
recalibrated 100m DEM models for Wolf Creek watershed.
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Figure 3.15 NO3 and P concentration and load simulated with 3.5m DEM, 100m DEM and
recalibrated 100m DEM models for Bayou Des Cannes watershed.
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3.4 Conclusions
Based on flow and water quality parameters simulated with the HSPF model of two watersheds
delineated with both original and resampled DEMs of varying resolutions, the hypothesis is
accepted and the following conclusions on uncertainties in simulation results from the study
watersheds can be drawn.
1. The sensitivity of water quality parameters to DEM resolution depends on the watershed
slope. Specifically, a consistently higher level of resolution-induced uncertainties was
produced in the watershed with a milder slope. Nonetheless, NO3 in both watersheds was
the least sensitive parameter and sediment was the most sensitive parameter to DEM
resolution change, respectively. NO3 and P followed the variation trend in SLSUR, while
sediment variation trend was a function of both the reach slope and the SLSUR. It was also
found that resampled DEMs resulted in lower NRMSE values in simulated flow, NO3 and
P loadings while results for sediment were mixed. The resolution-associated uncertainty
reported in the literature is generally underestimated and a higher uncertainty would occur
when using available original DEMs in HSPF model. The findings are important as they
not only provide precious information regarding the level of uncertainties that DEM
resampling may introduce into water quality simulations but also underscore the role of
terrain declivity in the errors introduced through DEM resolution change and resampling.
2. By comparing the resolution-induced uncertainty and parameter uncertainty involved in
HSPF-based watershed-scale simulations of NO3, P and sediment it was found that
parameter uncertainty was greater than resolution-associated uncertainty except for
sediment concentration and NO3, P and sediment loads simulated using 100m DEM in

104

Bayou Des Cannes watershed. In other words, changing the HSPF parameters within their
feasible range can neutralize the resolution-associated uncertainties to a great extent.
3. Although the model input data uncertainty is introduced as the primary source of
uncertainty in hydrological modeling in previous studies, attention should also be devoted
to uncertainties resulted from model parameters in water quality simulations especially in
flat watersheds since the latter uncertainties may prevail over the first group.
4. Water quality simulation results achieved from the resampled (particularly coarse) DEMs
could be significantly different from corresponding ones from original DEMs when
automatic delineation method is used.
5. The application of manual method in watershed delineation generally showed a favorable
impact by restraining the DEM resolution-induced uncertainties especially for NO3 and P.
For sediment simulation, however, results were mixed due to the extreme sensitivity of
sediment simulation in HSPF model to the slope of watershed and streams’ slopes.
6. The findings from this chapter provide new insights into the sensitivity and uncertainty of
water quality parameters and their simulation results. The new findings can also be utilized
as the guidelines for developing and implementing water quality management and
watershed restoration plans.
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CHAPTER 4. EFFECTS OF DIGITAL ELEVATION MODEL SOURCES
ON WATERSHED-BASED HYDROLOGIC AND WATER
QUALITY SIMULATIONS
4.1 Introduction
Digital Elevation Models (DEMs) are generally employed as the core input data in watershed
modeling for the creation of stream networks and the derivation of hydrologic features through the
watershed delineation process. While DEMs with a wide range of spatial resolutions are available
from various sources (Lin et al. 2013), results of watershed modeling with different DEM sources
and resolutions may be significantly different, making simulated flow and water quality parameters
highly uncertain. Uncertainties caused by DEM resolutions in flow and water quality simulations
have been investigated in previous chapters in detail. Using the manual method of delineation,
resampled DEMs and recalibration of the model were proved to be practical approaches toward
reducing or eliminating the negative impact of coarse DEM resolutions. Results of previous
chapters showed that the application of DEMs with the resolution of 30m or higher causes small
changes in flow and water quality simulations. However, since there are more than one sources
that provide publicly available DEMs with the resolution of 30m, another type of DEM-related
uncertainty is introduced into watershed modeling.
The DEM source-induced uncertainties have become more and more important due to the
availability of several DEMs of same resolution from various sources, such as 1 arc-second DEM
(approximately 30m resolution) from National Elevation Dataset (NED), 30m DEM from SRTM
(Shuttle Radar Topography Mission), 30m DEM from ASTER (Advanced Space-borne Thermal
Emission and Reflection Radiometer) for the United States, and the availability of multiple
methods for resampling DEMs from LiDAR (light detection and ranging) data or other similar
high-resolution datasets. Furthermore, for coastal areas such as Tampa Bay, methods have been
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developed to combine LiDAR data and hydrographic survey data to produce an elevation model
of bathymetric and topographic (Medeiros et al. 2011).
The sensitivity of streamflow simulated with the SWAT model to DEM source and DEM
resolutions was assessed for the Johor River Basin in Malaysia by Tan et al. (2015). DEMs from
SRTM, ASTER and Global Multi-resolution Terrain Elevation Data 2010 (GMTED2010) were
employed. The study indicates that DEM resolution is the most sensitive DEM parameter in SWAT
model compare to DEM source and DEM resampling technique for streamflow simulation within
SWAT. Hydrological behavior of SRTM DEM at catchment level was compared to regional 20m
contour interpolated DEM (TOPO DEM) by Sharma and Tiwari (2014) using SWAT model. They
showed that the vertical accuracy of SRTM DEM (±27.58 m) in the region is less than the specified
standard (±16 m). They inferred that hydrological behaviors of SRTM DEM and TOPO DEM are
significantly different from each other. Contrarily, Jarihani et al. (2015) showed that SRTM and
ASTER DEMs are more accurate than their nominal vertical errors even in low gradient large river
systems. Thomas et al. (2014) compared SRTM, ASTER and GMTED2010 with the contourderived 20m DEM for two mountainous river basins in India. Results of their study suggested that
ASTER and SRTM provide equally reliable representations of topography and the attributes
extracted from the space-borne DEMs are in agreement with the attributes derived from the contour
map. GMTED was evaluated as not reliable for mountainous basins. Lin et al. (2013) used SWAT
model and various sources of DEM, including 30m ASTER, 100m SRTM and a high-resolution
digital line graph (5m resolution). They concluded that the performance of ASTER DEM was not
better than SRTM despite lower resolution and higher vertical accuracy. The SWAT outputs for
total nitrogen, total phosphorus and sediment were reported to be similar.
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In the study by Xu et al. (2016), various DEM resolutions (from 30 m to 1000 m), along with
ASTER, SRTM and Topo-DEM were used in SWAT model to evaluate the impacts of the DEM
resolutions on the identification of non-point source (NPS) critical source area (CSA). They
indicated that the watershed delineation was influenced by DEM resolutions most, and nutrient
loads were more sensitive to DEM sources; therefore, these two properties of DEMs have a
significant impact on the identification of CSAs. While DEM source effects on watershed
modeling results and critical source area identification have been assessed with SWAT model (Lin
et al. 2013; Tan et al. 2015; Xu et al. 2016), the Water Erosion Prediction Project (WEPP) model
(Zhang et al. 2008) and HEC-RAS (Ali et al. 2015), it is not clear how the simulation outputs of
the HSPF model would be affected by the uncertainty in DEM sources.
This chapter is intended to answer the question of how various DEM sources affect the
watershed delineation and consequently HSPF-based flow and water quality modeling. The
hypothesis is that the impact of DEM source on delineation and water quality modeling is higher
than the effect of DEM resolution. The primary objective of this chapter is to identify the
uncertainties introduced by DEM sources into watershed modeling particularly related to the
application of the widely used BASINS/HSPF modeling system developed by the USEPA. The
secondary objective is to determine the relative importance of uncertainties produced by the DEM
source and the DEM resolution to watershed modeling. To that end, daily flow, sediment, nitrate,
and phosphorus loads were simulated for the Wolf Creek and Bayou Des Cannes watersheds using
the BASINS/HSPF modeling system.
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4.2 Materials and methods
4.2.1 Study area
Chapter 2 showed that terrain declivity plays an important role in the sensitivity of flow and
water quality simulations to DEM resolutions. Therefore, in this chapter, two watersheds were
used to evaluate the role of the watershed gradient in sensitivity of flow and water quality modeling
to DEM sources. Study watersheds for this chapter are Wolf Creek watershed in Iowa and Bayou
Des Cannes in Louisiana. Major land use in these watersheds is agriculture that accounts for 86%
and 75% of the watershed areas, respectively.

Figure 4.1

Study watershed locations

109

4.2.2 Data collection
In order to identify the uncertainties originated from DEM sources and propagated into the
simulation of flow and water quality parameters, NED (https://nationalmap.gov/elevation.html),
ASTER and SRTM (https://gdex.cr.usgs.gov/gdex) DEMs with original resolutions of 30m were
downloaded from the corresponding websites and employed in the automatic watershed
delineation in BASINS. These DEMs are displayed in Figure 4.2 and Figure 4.3. Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) global digital elevation model is a
product of the collaboration between the Ministry of Economy, Trade and Industry (METI) of
Japan and the United States National Aeronautics and Space Administration (NASA). The ASTER
Global DEM (GDEM) was released to the public on June 29, 2009. ASTER GDEM2 (30m
resolution) which is used in this chapter was the second version of ASTER and released in 2011
(https://asterweb.jpl.nasa.gov). Compared with the previous version, ASTER GDEM2 is an
improved version of ASTER DEM in terms of horizontal and vertical accuracies as well as the
fewer number of artifacts. An additional 260,000 overlapping images were used in upgrading
ASTER GDEM2 which gave this DEM more accurate water body coverage (Robinson et al. 2014;
Urai et al. 2012). In 2016, in a joint announcement by the US and Japan, the entire ASTER archive
was opened to the public.
SRTM DEM, which captured 80% of the Earth’s topography between 60°N and 57°S latitude
in 2000, was produced by the collaboration of NASA and the National Geospatial Intelligence
Agency (NGA). Digital topographic maps and homogeneous quality DEMs with spatial
resolutions of 1arc-second (approximately 30m) were globally generated by processing the
acquired data (Rabus et al. 2003). SRTM data was originally available to the public at a resolution
of 3 arc-second outside of the United States (approximately 90m) but was globally released at a
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resolution of 30m in 2015. The 30m DEM is the highest resolution generated from SRTM
(www.jpl.nasa.gov/srtm).
In the United States, the most popular spatial elevation dataset is the National Elevation Dataset
(NED) which is produced and distributed by the U.S. Geological Survey (USGS). NED DEM with
a resolution of 1 arc-second (30m) in raster format is available for public use conterminous United
States (CONUS), Alaska, Hawaii, U.S. island territories, Mexico, and Canada. Other raster layers
from this dataset are also available with resolutions of 1/3, 1/9 arc-second and 100m. The DEM
with 1/3 arc-second resolution (10m) is available for the conterminous United States while 1/9 arcsecond data is available for parts of the United States. The NED data is derived from diverse source
datasets but are provided with consistent resolutions, coordinate system, elevation units, and
horizontal and vertical datum (Gesch et al. 2002). Additionally, data corrections, such as filling
the silver areas of missing data, minimizing the artifacts and edge matching, are made in the NED
assembly process.
Other required datasets include (1) hourly precipitation data obtained via BASINS for
LA162981 station (Eunice) and IA138315 station (Traer) for the Bayou Des Cannes and the Wolf
Creek watershed, respectively. Hourly meteorological data, such as temperature, solar radiation,
cloud cover and wind, were obtained from BASINS for the LA165021 station (Lafayette) and
IA725461 station (Marshalltown Muni); (2) USGS National Land Cover Dataset (NLCD) 2006
https://www.mrlc.gov/nlcd2006.php; (3) STATSGO (State Soil Geographic) data layers
https://water.usgs.gov/lookup/getspatial?ussoils; (4) daily streamflow data for Bayou Des Cannes
watershed obtained from USGS station 8010000 (Bayou Des Cannes near Eunice) and for Wolf
Creek obtained from USGS station 05464220 (Wolf Creek near Dysart); and (5) water quality data
for temperature, DO, NO3, P and TSS concentrations obtained from LDEQ (Louisiana Department
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of Environmental Quality) station: LA050103 (Bayou Mallet north of Iota) and Iowa Department
of Natural Resources (DNR) station: 10070002 (Wolf Creek at La Porte City)
http://www.iowadnr.gov/Environmental-Protection/Water-Quality.

Figure 4.2

Comparison of 30m DEM from ASTER, SRTM and NED datasets (panels a, c and
e, respectively) with 100m DEMs from corresponding sources (panels b, d and f,
respectively) for Wolf Creek watershed.

4.2.3 BASINS/HSPF modeling system description and calibration
Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) is a support tool
from USEPA for environmental analysis like watershed- and water quality-based studies. HSPF
model is one of the spatially distributed watershed models that are coupled with BASINS. HSPF
is a powerful, conceptual model that can perform flow, point and non-point source water quality
simulations involving in-stream hydraulic and sediment-chemical interactions. More information
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about these models can be found at https://www.epa.gov/exposure-assessment-models/surfacewater-models.

Figure 4.3

Comparison of 30m DEM from ASTER, SRTM and NED datasets (panels a, c and
e, respectively) with 100m DEMs from corresponding sources (panels b, d and f,
respectively) for Bayou Des Cannes watershed.

For the purpose of this chapter, HSPF model is calibrated for flow, NO3, P and sediment using
30m NED DEM under automatic delineation. NED DEM with the 30m resolution is the most
popular DEM among the three sources in U.S. with the highest vertical accuracy comparing to two
other sources and was selected as the base DEM in this chapter. The accuracy assessment results
by Gesch et al. (2014) showed that SRTM and ASTER GDEM are less accurate than the NED.
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SRTM exhibits an RMSE of 4.01 meters and ASTER GDEM exhibits an RMSE of 8.68 meters,
compared to an RMSE of 1.84 meters for the NED. To evaluate the performance of calibrated
model, besides the visual comparison of simulated and measured time-series of flow and water
quality parameters, three metrics, including coefficient of determination (R2), Percent BIAS
(PBIAS), and Nash-Sutcliffe model Efficiency coefficient (NSE) (Nash and Sutcliffe 1970), were
selected based on the guideline introduced by Moriasi et al. (2015). Simulated data were compared
with the observed data for a 3-year period of 2003-2005. According to this calibration guideline,
the performance of HSPF models with NSE>0.5, PBIAS<15% and R2>0.6 are considered
satisfactory for flow simulation (Moriasi et al. 2015). Model performance at watershed-scale for
sediment is suggested as satisfactory if R2>0.4, NSE>0.45 and PBIAS≤±20%. Satisfactory
performance measures for simulation of phosphorus and nitrogen at watershed-scale were
recommended as R2>0.4, NSE>0.35 and PBIAS≤±30% (Moriasi et al. 2015) based on a metaanalysis of reported model performances in recent peer-reviewed literature.
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In these equations yobs and y sim are the observed and simulated parameter values for the ith
day; the parameters,

yobs and ysim , respectively, denote the average observed parameter in the

simulation periods.
4.2.4 Uncertainty analysis of DEM sources
In order to identify the uncertainties from DEM sources in watershed modeling and to further
compare these uncertainties with the uncertainties originated from DEM resolution, 6 scenarios
were created for each study watershed. DEMs with 30m resolutions from 3 different free of charge,
large-area elevation datasets (sources) including NED, ASTER, and SRTM were utilized and
ArcGIS software package was used to obtain resampled 100m DEM using the nearest neighbor
method from the available 30m DEMs (Figure 4.2 and Figure 4.3). The NED DEM with original
resolution of 100m was not used to avoid entering the uncertainties induced by original versus
resampled DEMs. Resolutions coarser than 100m were not used in this chapter, since the
application of such DEMs is not common in the watershed-scale analysis for simulation of flow
and water quality parameters.
The six DEMs were employed as the core data in the automatic delineation of subwatersheds
and stream networks. HSPF parameters were calibrated for flow, NO3, P, and TSS using the
automatically delineated 30m NED DEM in each watershed.
To quantify the uncertainties in watershed-based flow and water quality modeling from
different DEM data sources and avoid contribution of parameter uncertainty, parameter values of
the calibrated HSPF model were used for all 6 HSPF model scenarios of each watershed.
Topographic parameter values calculated via delineation process in each scenario were compared
and outputs of HSPF models (daily flow, NO3, P and TSS loads) were then compared with those
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from the calibrated reference scenario (30m NED DEM) using the NRMSE indicator. This section
is designed to answer the research question on how DEM vertical accuracy (DEM source) affects
watershed delineation as well as flow and water quality simulations.
4.3 Results and discussion
4.3.1 HSPF model calibration
Figure 4.4 shows the performance of the calibrated Wolf Creek watershed model in the
simulation of flow, NO3, P and TSS concentrations while Figure 4.5 illustrates the performance of
the calibrated Bayou Des Cannes watershed model. For Wolf Creek watershed, the calculated
PBIAS values are 4.9, -0.12, 4.8 and 21.3% for flow, NO3, P and TSS, respectively, while the
corresponding NSE values are 0.76, 0.5, 0.54 and 0.56. Calculated R2 values for flow, NO3, P and
TSS were 0.77, 0.66, 0.57 and 0.57, respectively. Both the figures and the statistical metrics
indicate a very good performance of the Wolf Creek watershed model in streamflow and water
quality simulations according to the model calibration guideline (Moriasi et al. 2007). For Bayou
Des Cannes watershed, PBIAS values for flow, NO3, P and TSS are -2.4, 8.9, -2.5 and 22%,
respectively and corresponding NSE values are 0.72, 0.5, 0.56 and 0.33. R2 values for simulated
flow, NO3, P and TSS are 0.7, 0.56, 0.69 and 0.47, respectively, indicating a satisfactory
performance of the Bayou Des Cannes watershed model.
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Figure 4.4

Calibration results from 30m NED DEM for Wolf Creek watershed.
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Figure 4.5

Calibration results from 30m NED DEM for Bayou Des Cannes Watershed.
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4.3.2 Effect of DEM source on watershed delineation
DEM source and resolution influence specific topographic characteristics of the watershed
through the delineation process which in turn impacts the hydrological and water quality
simulation at the watershed scale. Values of some of the substantial topographic parameters, such
as contributing area (to the gage station), the total length of the stream, average elevation as well
as the average slope of watershed and streams, are presented in Table 4.1.
Wolf Creek: The highest average elevation of the delineated area for Wolf Creek watershed
was obtained from ASTER DEM for both 30 and 100m resolution following by NED and SRTM
DEMs. Despite minor variations in average elevation, watershed and stream slopes are influenced
by DEM sources. The steepest watershed and stream slopes are calculated using 30m ASTER
DEM (7.79 and 0.39%, respectively) which are more than twice the slopes calculated from 30m
NED DEM (3.67 and 0.14%). The total length of streams and contributing area extracted from
30m ASTER DEM is the lowest amongst DEMs of various sources at 30m resolution while the
largest contributing area and longest streams were obtained from 30m NED DEM. These two
parameters are also highly correlated (R=0.9). As discussed in previous chapters by decreasing the
DEM resolution, contributing area and watershed slope decrease as well, while slopes of streams
are not necessarily showing the same behavior.
The most and the least sensitive parameters to reduction of the DEM resolution are the average
slope of the watershed (up to 47% decrease) and the average watershed elevation (up to 0.1%
reduction), respectively. For calculation of topographic parameters, uncertainties originated from
DEM sources exceed the uncertainties imposed by DEM resolution. For example, the calculated
watershed slope from 30m ASTER DEM is respectively 112% and 63% steeper than the
counterpart slopes computed from 30m NED and SRTM DEMs, whereas, maximum differences
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between slopes calculated using 30 and 100m resolution DEMs from a given source is 47%. These
uncertainties are expected to impact the simulation of flow and water quality parameters, as
discussed as follows. These results are in agreement with the results reported by Thomas et al.
(2014). They compared SRTM, ASTER and GMTED2010 with the contour-derived 20m DEM
for two mountainous river basins in India. Their study results suggested that ASTER and SRTM
provide an equally reliable representation of topography.
Table 4.1 DEM source impact on extracted topographic features of study watersheds
Watershed

DEM
resolution

30m

DEM
source

Watershed Streams Elevation Streams Contributing
slope (%)* slope (%)*
(m)*
length (km) area (km2)

NED

3.67

0.14

302.4

194.7

764.2

ASTER

7.79

0.39

305.1

170.8

735.9

SRTM

4.78

0.21

301.9

175.6

750.3

NED

2.73

0.149

302.2

173.1

748.74

ASTER

4.10

0.348

304.8

173.3

723.78

SRTM

3.07

0.181

301.7

177.6

738.14

NED

0.61

0.047

14.60

80.22

293.61

ASTER

11.44

0.109

19.13

30.14

47.34

SRTM

4.59

0.330

17.38

70.47

140.83

NED

0.42

0.06

14.16

65.97

279.39

ASTER

6.45

0.09

17.56

31.39

71.83

SRTM

0.95

0.12

18.99

28.96

72.30

Wolf Creek

100m

30m

Bayou Des
Cannes
100m

* Average values

Bayou Des Cannes watershed: Table 4.1 clearly shows how DEM sources and resolutions
affect the watershed attributes via delineation. Remarkable drops in the contributing area can be
seen due to both changes in sources and resolutions of DEMs. The highest contributing area is
delineated using 30m NED DEM which decreased by 5% when this DEM resampled to a lower
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resolution of 100m. The area contributed by 30m NED DEM is more than two times of the area
delineated with SRTM while and five times greater than the one delineated with ASTER DEM.
Significant differences originated from DEM sources can also be seen in elevations: the highest
average elevation of the delineated area for Bayou Des Cannes watershed was obtained from using
30m ASTER DEM (19.13 m) followed by 100m SRTM DEM (18.99).
The elevations from 100m DEMs are lower than those from 30m DEM for NED and ASTER
DEMs. Contrarily, the average elevation of the watershed calculated via 100m SRTM DEM is
higher than the elevation obtained from 30m SRTM DEM. Consequently, a wide range of slope
variation is seen as a consequence of notable variation in contributing area and elevation.
Comparing the topographic parameter values extracted from 30m and 100m DEMs, slight to
considerable decreases are seen. For Bayou Des Cannes, the most and the least sensitive
parameters to the reduction of the DEM resolution are the average slope of the watershed (up to
79% decrease) and the average watershed elevation (up to 9% reduction), respectively.
For calculation of topographic parameters, uncertainties originated from DEM sources exceed
the uncertainties imposed by DEM resolution. For example, the calculated watershed slope from
30m ASTER DEM is respectively 18.8 and 2.5 times steeper than the counterpart slopes computed
from 30m NED and SRTM DEMs, whereas, maximum differences between slopes calculated
using 30m and 100m resolution DEMs from a given source is 79%.
The delineated area from 30m ASTER DEM is 1/6 and 1/3 of the area delineated using 30m
NED and SRTM DEMs while the maximum difference calculated using 30 and 100m resolution
DEMs from a given source is 52%. These uncertainties are expected to impact the simulation of
flow and water quality parameters which is discussed as followed.
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4.3.3 Effect of DEM source on flow and water quality simulation
The uncertainties originated from DEM source and resolution are illustrated in Figure 4.6 and
Figure 4.7. These figures compare flow rates (panel a) as well as NO3, P and sediment
concentrations (panels b, c and d, respectively) and corresponding loads (panel e, f and g,
respectively) simulated with the calibrated HSPF models for various scenarios. These figures
present analogies between uncertainties related to DEM sources and resolutions. Additional
detailed results are provided in Table 4.2 where the simulated results from the 30m NED were
used as a reference. The NRMSE values for other DEM sources and resolutions were computed
using the reference values of the 30m NED.
Wolf Creek: It can be seen from Figure 4.6 that the parameter values simulated using the 100m
DEMs were systematically lower than the corresponding values from the 30m DEMs (except for
sediment from ASTER DEM), clearly illustrating how uncertainties are entered into flow and
water quality simulations through the DEM resolution. The difference between the simulated flow
from 30 and 100m ASTER DEMs (0.12 m3/s) is greater than the counterpart discrepancies from
DEMs of other sources (0.07 and 0.09 m3/s). The errors were obviously transferred into the
simulation of the water quality loads. Figure 4.6 also shows that uncertainties from SRTM DEM
are smaller than those from ASTER DEM since the results from SRTM DEM are closer to the
results from the reference DEM (30m NED) for the study area. Similar results were reported by
Lin et al. (2013): performance of ASTER DEM was reported to be not better than SRTM despite
higher vertical accuracy in using SWAT model for simulation of total nitrogen, total phosphorus
and sediment.
In addition, Figure 4.6 suggests that although considerable uncertainties arise due to DEM
resolution, uncertainties related to DEM sources are much greater. For example, the maximum

122

difference between the flow rates simulated by 30 and 100m DEM of the same source is 0.12 m3/s,
while the difference between the flows simulated with 30m ASTER and 30m NED DEMs is 0.19
m3/s. Similarly, the maximum difference between the simulated sediment loads with 30m DEM
and 100m DEM of the same source is 5.38 ton/day, while the maximum difference between the
simulated sediment loads from various sources is 13.6 ton/day. The same situation was seen for
DEM resolution and source impact on extracted topographic parameters where DEM source
outweighs the DEM resolution effect.
According to the NRMSE values listed in Table 4.2, sediment concentration and load have the
highest sensitivity to changes in DEM resolution and source (1166 and 690%, respectively),
followed by P load (40.4%), NO3 load (29.3) and flow (21.9%). Uncertainties induced by DEM
sources in NO3 and P concentrations were the least (4 and 8.3%, respectively), meaning that the
uncertainties in NO3 and P load mainly resulted from uncertainties of simulated flow.
Bayou Des Cannes: Figure 4.7 illustrates how DEM sources and resolutions impact simulation of
flow and water quality parameters in terms of average values. The lowest simulated flow, NO3 and
P concentrations and loads were generated by 30m and 100m ASTER DEMs, while the highest
values of these parameters were obtained from 30m and 100m NED DEMs. The reason for such
behavior lies within the impact of DEM sources on extracted topographic features of watershed
via delineation (Table 4.1). Lower delineated contributing area from ASTER DEMs led to lower
simulated flow and subsequently lower concentration and loads of NO3 and P. Comparing the
simulated flow with NO3 and P loads (panels a, e and f in Figure 4.7) shows their strong positive
correlation (R=0.97 and 0.93, respectively) featured by similar trends.
Simulation of sediment concentration and load in HSPF model, however, is highly sensitive to
slope variation, as described in detail in the previous chapter. Therefore, TSS values simulated
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using ASTER DEMs and NED DEMs are respectively highest and lowest since the lowest and the
steepest slope for the Bayou Des Cannes watershed have been calculated from these sources.
Results from sediment loads are mixed due to the contradictory changes in simulated sediments
and flow rates.
NO3 and P concentrations are slightly sensitive to changes in DEM properties as evidenced
by the low range of variation (maximum 0.11 mg/l) and sediment has the highest sensitivity due
to the highest range of variation (maximum 260 mg/l).
Figure 4.7 suggests a range of slight to significant differences in simulated parameters from
100m DEM compared to 30m DEMs, i.e., DEM resolution effect, but uncertainties related to DEM
sources prevail over the uncertainties from DEM resolutions. For example, the maximum
difference between the flow rates simulated with the 30 and 100m DEMs of the same source, is
2.37 m3/s while the difference between flow simulated using 30m ASTER and 30m NED DEMs
is 6.25 m3/s. Similarly, the maximum difference between the simulated P loads (and NO3 loads)
using 30m DEM and 100m DEM of the same source is 4.1 kg/day (and 5.44 kg/day) while the
maximum difference between the simulated P loads (and NO3 loads) from various sources is 5.91
kg/day (and 11.37 kg/day). The same situation was seen for DEM resolution and source impact on
extracted topographic parameters where DEM source outweighs the DEM resolution effect.
According to the NRMSE values listed in Table 4.2, sediment concentrations and loads have
the highest sensitivity to changes in DEM resolution and source (1083 and 1019%, respectively),
followed by P load (741%), NO3 load (257%) and flow (170%). Uncertainties induced by DEM
sources in NO3 and P concentrations were the least (maximum 37% and 158%, respectively)
meaning that a great portion of the uncertainties in NO3 and P load results from uncertainties in
the simulated flow.
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Comparing results for Bayou Des Cannes watershed with the results from Wolf Creek
watershed reveals that the flat watershed was more prone to be influenced by DEM attributes
especially DEM sources. This is shown by greater variations in watershed attributes such as slope
and contributing area as well as systematically higher NRMSE values computed for flow and other
water quality parameters.
The results from this chapter confirm the significance of uncertainties related to DEM sources
in watershed modeling using HSPF model, which are similar to the results reported by Xu et al.
(2016) for SWAT model in terms of DEM source impact on nutrient load simulation.
Considering the DEM sources, DEM resolutions and gradient of studied watersheds
incorporated in previous studies (Tan et al. 2015; Xu et al. 2016) and the current study, it is clear
that the factors which determine the significance of DEM source versus resolution are the DEM
vertical accuracy and study area gradient.
Although the vertical accuracy of different DEM sources may vary based on the study location
(Elkhrachy 2017; Santillan and Makinano-Santillan 2016), the overall accuracies could be used as
a guide. When vertical accuracy of employed sources are more or less similar, such as ASTER and
SRTM

with

the

vertical

accuracy of

17

meters

at

the

95%

confidence

level

(https://asterweb.jpl.nasa.gov/GDEM.ASP) and less than 16m at the 90% confidence level
(https://www2.jpl.nasa.gov/srtm/statistics.html), respectively, DEM resolution may have a critical
role. Whereas comparing these DEMs to LiDAR-derived DEMs or NED dataset DEMs, the source
is the determinant DEM parameter. The overall reported absolute vertical accuracy of the
conterminous United States is expressed as the RMSE and mean values of 1.55 and -0.29 meters,
respectively (Gesch et al. 2014).
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For instance in the study by Tan et al. (2015) a watershed with slope of 4.4° was studied in
SWAT model and a very broad range of DEM resolutions was tested (20m to 1500m) from low
vertical accuracy sources including ASTER, SRTM, EarthEnv and GMTED2010. Vertical
accuracies of these DEMs were reported as <12m, ±16m, 4.3-10.55m and 26-30m, respectively
(Danielson and Gesch 2011; Reuter et al. 2007; Robinson et al. 2014; Tachikawa et al. 2011). They
reported that the resolution is the most sensitive DEM parameter in flow simulation using SWAT
model. Contrarily, Zhang et al. (2008) reported that the poorest outputs of WEPP (Water Erosion
Prediction Project) model for runoff and sediment simulation were obtained from SRTM DEM
when DEM resolutions of 4 to 30m from LiDAR, NED and SRTM sources were employed. Results
of this chapter showed that uncertainties induced by DEM sources in simulations of flow, NO3, P
and sediment for Wolf Creek watershed are small relative to uncertainties from DEM sources in
Bayou Des Cannes watershed.
The results and findings are essential to the proper selection of DEM data source and thereby
to the reduction of uncertainties involved in watershed-based hydrological and water quality
modeling.
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Figure 4.6

Simulated flow (a), NO3, P and sediment concentrations (b, c, and d, respectively)
and loads (e, f, and g, respectively) using various sources of DEMs for Wolf Creek
watershed.

127

Figure 4.7

Simulated flow (a), NO3, P and sediment concentrations (b, c, and d, respectively)
and loads (e, f, and g, respectively) using various sources of DEMs for Bayou Des
Cannes watershed.
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Table 4.2 Calculated NRMSE values (%) representing uncertainties involved in simulated flow,
sediment, NO3 and P concentrations and loads due to DEM source/resolution
DEM
Watershed resolution
(m)

Concentrations

DEM
source

Flow

ASTER

Loads

NO3

P

Sediment

NO3

P

Sediment

21.9

4.0

8.3

690.6

29.3

40.4

497.8

SRTM

13.5

1.9

4.5

454.6

20.0

25.1

266.9

NED

19.3

3.8

8.7

1165.9

25.0

39.1

615.5

ASTER

10.7

1.8

4.7

355.7

13.1

21.1

154.9

SRTM

6.6

1.1

2.7

35.5

5.2

15.2

91.5

ASTER

170.3

37.3

157.9

1083.6

257.3

168.5

1018.9

SRTM

62.7

19.3

66.4

690.0

167.7

741.4

415.4

NED

153.9

29.9

94.8

854.8

231.1

181.3

437.6

ASTER

124.8

6.2

15.2

473.2

156.2

166.6

320.8

SRTM

19.0

14.8

9.3

129.5

50.4

74.8

243.2

Wolf
Creek

30

100

Bayou
Des Cannes

30

100

4.4 Conclusions
The vertical accuracy of the DEM dataset (represented by DEM source) and DEM resolution
are sources of HSPF model uncertainties. These two properties of DEMs are likely to affect the
watershed-scale simulation of flow and water quality and subsequently, the management and/or
restoration plans derived based on these simulations, meaning that the hypothesis for this chapter
is accepted. Results of this chapter provide HSPF model users with a series of information that
could be used as a guideline for DEM source/resolution selection depending on the purpose of the
study and the available resources.
Based on the results of this chapter, the following conclusions could be drawn.
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1. Uncertainties entered into HSPF simulations of flow, NO3, P and sediment via DEM
sources evaluated in the current study (NED, ASTER and SRTM) are more notable than
those entered through DEM resolution.
2. Impact of DEM sources on HSPF-simulations for the watershed with steeper slope was
lower than the flat watershed.
3. Depending on the vertical accuracy of the accessible elevation datasets and the available
computational resources (which is likely to affect the selection of DEM resolution), either
of DEM source or resolution could be the major source of uncertainty. In low gradient
watersheds, higher uncertainties are expected due to the high sensitivity of extracted
topographic features and subsequently simulated flow to DEM sources.
4. When high precision datasets (such as NED) are available, using DEMs from other sources
are not recommended.
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CHAPTER 5. GRAND CONCLUSIONS AND RECOMMENDATIONS
Watershed models have been frequently employed to imitate the dynamic and complex
interactions of distinct watershed subsystems in environmental analyses and development of
watershed restoration plans (Yang et al. 2008; Zacharias et al. 2005). HSPF model is one of the
indispensable tools for investigating how natural and man-made changes will affect the generation
of runoff and its associated pollutants due to its unique capability in integrated simulation of soil
and land contaminant runoff processes, in-stream hydraulic and sediment-chemical interactions.
However, the accuracy of HSPF model outputs depends on the quality of numerous input data and
parameters which are required for hydrologic and environmental analyses (Tan et al. 2015). DEMs
are core input data for GIS-based watershed models (Chaplot 2005; Zhang and Montgomery 1994)
since they are specifically utilized in the delineation process to extract critical physical
characteristics of the watershed (Vaze et al. 2010) and thereby DEMs are considered as a source
of uncertainty in watershed modeling. In addition, populating the watershed model with physically
meaningful parameters is crucial to an accurate characterization of the watershed hydrology
(Fonseca et al. 2014). A certain level of uncertainty lies with the estimation of these parameters
(i.e., parameter uncertainty) since their direct measurement is not feasible (Gallagher and Doherty
2007) and have to be adjusted through the calibration process.
5.1 Summary of major findings
Two major types of uncertainties commonly involved in the watershed-scale simulation of
flow, NO3, P and sediment simulation using HSPF model are analyzed in this dissertation,
including parameter-induced uncertainty and input data-induced uncertainty, with the
concentration on DEM resolution and sources.
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Since hydrologic modeling is the foundation of water quality modeling and analysis,
uncertainties in streamflow simulation induced by DEM resolutions and HSPF-model parameters
were comprehensively investigated in chapter 2. Findings from assessing three watersheds with
different gradients indicated that DEM resolution affects the flow simulation via uncertainties in
derived watershed attributes (particularly average slope (SLSUR) and drainage area) controlling
the flow generation.
The watershed gradient determines whether and how the DEM resolution affects the simulated
flow. Greater DEM resolution-induced uncertainties were seen in watershed delineation and flow
simulation for the study watershed with a lower gradient. The effect of DEM resolution on flow
simulation was negligible when the manual delineation method is used. The DEM resolutioninduced uncertainty in simulated flow for the flat watershed delineated with a low-resolution DEM
is greater than the parameter-induced uncertainty even if the model input parameters are
recalibrated. For watersheds with higher slopes, however, parameter uncertainty was shown to be
substantially greater than resolution-induced uncertainty in two out of three tested watersheds,
meaning that the calibration of water balance parameters can alleviate the adverse effects of coarse
DEM resolution for the watersheds with high to medium gradients.
In chapter 3, uncertainties introduced through DEM resolution and DEM resampling, in
watershed-scale water quality (NO3, P and TSS) simulations were analyzed. Parameter
uncertainties were quantified by means of the GLUE approach and compared to input data
uncertainties. The errors involved in the watershed with a mild slope were found to be substantially
(up to 10 times) greater than those of the other watershed with a relatively steeper slope. It was
also found that sediment was the most sensitive and NO3 was the least sensitive parameters to the
variation in DEM resolution. Moreover, results achieved from the resampled (particularly coarser)
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DEMs were different from corresponding ones from original DEMs. By comparing DEM
resolution-induced uncertainties with parameter uncertainties it was found that the parameterinduced uncertainties were higher than the resolution-induced uncertainties particularly in
simulated NO3 and P concentrations for studied watersheds. In other words, changing the HSPF
parameters within their feasible ranges can neutralize the resolution-associated uncertainties to a
great extent.
In chapter 4, uncertainties associated in flow and water quality simulations (NO3, P and
TSS) through DEM sources (vertical accuracies) were quantified and compared to DEM resolution
uncertainties. Findings demonstrate that uncertainties entered into HSPF simulations via DEM
sources (NED, ASTER and SRTM) are more notable than those entered by DEM resolution. In
the study watershed with a lower gradient, higher uncertainties were seen due to the high sensitivity
of extracted topographic features and simulated flow to DEM sources. When high precision
datasets (such as NED) are available, using DEMs from other sources are not recommended.
Similar to findings from previous chapters, sediment was the most sensitive and NO3 concentration
was the least sensitive parameter to the vertical accuracy of DEMs represented through DEM
sources.
Depending on the available resources, the purpose of the study and the gradient of the study
area, different practices can be exercised to reduce the uncertainties generated because of low
horizontal and vertical accuracies of DEMs and variation of parameters: For hydrological analyses,
manual method of delineation is an effective way of minimizing the errors caused by lower
accuracy of DEMs, regardless of the watershed topographic conditions. For simulation of NO3 and
P, the manual method of delineation has limited benefits while using resampled DEM, especially
for lower resolution DEMs such as 100m, proved to reduce the associated errors.
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In order to reduce the uncertainty caused by low DEM resolutions, it is recommended that
DEMs of the 30m or finer resolution be employed in watershed-scale flow, NO3 and P simulation
particularly for watersheds in flat areas. For watersheds with higher gradients, adverse impacts of
coarser DEMs can be offset by calibrating the water balance parameters. HSPF model users are
recommended to avoid using ASTER and SRTM DEMs for flat areas where NED or other highresolution elevation data are available. Figure 5.1 summarizes how appropriate DEM resolution
can be selected based on the available DEM resolutions, computational resources, and the study
watershed characteristics. Based on this framework, for areas outside of the northern America,
where 30m NED DEM (or any other high-resolution dataset such as LiDAR data) is not available,
30m SRTM DEM should be used with manual delineation for flow and water quality simulation
in a flat watershed while for watersheds with mild to steep slope automatic delineation of 30m
SRTM DEM is suggested.
When 3.5 or 10m NED DEM is available with limited computational resources: automatic
delineation of resampled 100m DEM or manual delineation of original 100m DEM is
recommended for hydrologic modeling; application of 30m NED DEM is preferred for sediment
and nutrient (NO3 and P) modeling with automatic and manual delineation, respectively.
If computational resources for analysis of high-resolution DEMs, such as 3.5m NED DEM,
10m NED DEM or LiDAR data, are available, the application of these DEMs under automatic
delineation facilitates the reduction of uncertainties in the simulation of flow and water parameters.
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Figure 5.1

Framework for reducing DEM-induced uncertainties.

5.2 Recommendations and future work
Results of this study provide HSPF model users with new insights into reducing watershedscale flow and water quality simulation uncertainties. The new insights could be used as guidelines
for DEM source/resolution selection and employment depending on the gradient of the study area,
the purpose of the study and the available resources. Outlined results were obtained from the study
of three watersheds to investigate the role of terrain declivity on watershed-scale simulations to
DEM resolution and source uncertainties. A larger number of watersheds especially with low to
flat gradient should be tested in the future to be able to extend the findings of this study. Moreover,
other sources of elevation data such as LiDAR could also be evaluated in future work.
Uncertainties induced by other types of spatially distributed input data, such as soil datasets, land
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use and precipitation, should be estimated individually and with respect to DEM resolution/source
induced uncertainties. The sensitivity of other watershed models to the variation of DEM
properties could also be tested under different terrain declivities and climate conditions.
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APPENDIX A. FLOW DIRECTION ALGORITHMS
Multiple-directional flow algorithms, such as D-infinity (Tarboton 1997), Multiple Flow
Direction (Quinn et al. 1991), Triangular Multiple Flow Direction algorithm (TMFD) (Seibert and
McGlynn 2007), have been developed after one-directional D-8 algorithm for topographic index
calculations (López-Vicente et al. 2014; Sørensen et al. 2006). Despite development of
aforementioned more advanced flow direction algorithms, D-8 algorithm remains one of the most
popular flow routing algorithms due to its simplicity (Shukla 2011) and has been applied in various
widely used models/tools such as TOPAZ (Garbrecht and Martz 2000), TauDEM (Tarboton 2005),
and spatial analyst tool in ArcGIS (Http://pro.arcgis.com/en/pro-app/tool-reference/spatialanalyst/how-flow-direction-works.htm). Specifically, BASINS uses the built-in TauDEM model
which is capable of conducting D-8 and D-infinity algorithm for flow direction and accumulation
but

the

delineation

is

based

on

the

results

from

D-8

method

(https://github.com/dtarb/TauDEM/issues/148) since the data structure for representing streams
assumes they are single thread and do not spread out while in D-infinity algorithm flow is shared
between down cells which would require a stream to split.
To examine the possible effects of flow direction/routing algorithms on watershed delineation
and stream definition, three algorithms, including D-8, D-infinity and TMFD, were employed in
SAGA GIS software (www.saga-gis.org) for the delineation of the Bayou Des Cannes watershed.
Specifically, these algorithms were used to assign flow direction and accumulation to pit-removed
DEMs of various resolutions for Bayou Des Cannes that experienced the highest area reduction
with lowering DEM resolutions. The flow accumulation grids, resulted from using these three
algorithms, were then used as the stream initiation grid and streams were defined. Finally,
subwatersheds were determined based on the defined channel network from each algorithm.
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Output layers for 100m DEM are displayed in Figure A-1. For the 100m DEM, there are some
minor differences among the three algorithms in the number of subwatersheds or the location of
some of the streams. However, these differences did not influence flow simulation in HSPF model
because the flow was simulated for the outlet with the largest contributing area. As the contributing
area to this outlet was not affected by the use of different algorithms, as shown in Figure A-1, it
could be concluded that employing different flow algorithms would not have significant impact
on the simulated flow. This is also in agreement with the results presented by Wolock and McCabe
(1995) and confirmed by Rathjens et al. (2016), which reported that flow paths are hardly affected
by flow algorithms. Further investigations of such possible impact are beyond the scope of this
dissertation since focus of this study is on the uncertainties within the framework of BASIN/HSPF
models in which these additional algorithms are not available.

146

Figure A.1

Streams and subwatersheds derived with 100m DEM using D-8, D-infinity and
MTFD algorithms for Bayou Des Cannes watershed.
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APPENDIX B. DEM RESOLUTION IMPACT ON FLOW DURATION
CURVE
Flow-duration curves display more details about the distribution of simulated flow and are thus
important to the management of not only high flow but also low flow. Furthermore, the rainfall
intensity will probably increase in some regions due to the climate change, leading to the change
in flow hydrographs which can be tracked using flow duration curves. In Figure B-1 to B-3 flow
duration curves have been utilized to illustrate how changing the DEM resolution alters the flow
hydrograph. Overall, the shift of the DEM resolution from 3.5m to 100m causes a downward shift
of the flow-duration curve or the reduction in simulated flow while decreasing the DEM resolution
produces higher effects on the flow simulated with the automatically delineated watersheds than
those with manually delineated watersheds. The downward shift of flow-duration curve was the
least significant for the Little North Santiam River watershed with steepest slope and the most
significant for the Bayou Des Cannes watershed with the lowest slope. Although changes in curves
due to lowering the DEM resolution were small for Little North Santiam watershed and Wolf
Creek watershed, manual delineation was influential in minimizing these small changes.
The downward shift of flow-duration curve caused by decreasing DEM resolution is
particularly prominent for the automatically delineated Bayou Des Cannes watershed (Figure B-3
left panel) showing the remarkable effect of DEM resolutions on flow simulation in flat areas. For
this watershed, the curve from automatically delineated 30m DEM is lower than the curves from
3.5m and 10m and the curve from 100m DEM is significantly lower than all other curves. Applying
manual delineation method were able to reduce the differences between the curves in mid-range
and high-flows, but low flows are still affected. These results show that the DEM data of low
resolutions should not be used for simulation of flow and particularly low flow in watersheds with
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low gradient. The low flow is important to the management of water quality (Ghimire and Deng
2013). It means that the DEM data of 30m or finer resolution should be used in watershed modeling
for water quality analysis and management.
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Figure B.1

Flow duration curve generated from scenarios with automatic (left panel) and manual (right panel) delineation of 3.5,
10, 30 and 100m DEMs for Little North Santiam Watershed.
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Figure B.2 Flow duration curve generated from scenarios with automatic (left panel) and manual (right panel) delineation of 3.5, 10,
30 and 100m DEMs for Wolf Creek Watershed.
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Figure B.3 Flow duration curve generated from scenarios with automatic (left panel) and manual (right panel) delineation of 3.5, 10,
30 and 100m DEMs for Bayou Des Cannes Watershed.
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APPENDIX C. LETTER REQUESTING AND GRANTING PERMISSION
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