Abstract: Let X = {X ij : 1 ≤ i, j ≤ n} be an n × n array of independent random variables. Let π be a uniform random permutation of {1, 2, . . . , n}, independent of X, and let W = n i=1 X iπ(i) . Suppose X is standardized so that EW = 0, Var(W ) = 1. We prove that the Kolmogorov distance between the distribution of W and the standard normal distribution is bounded by 447 n i,j=1 E|X ij | 3 /n. Our approach is by Stein's method of exchangeable pairs and the use of a concentration inequality.
Introduction and statement of the main result
Motivated by permutation tests in non-parametric statistics, Wald and Wolfowitz [20] Bolthausen [2] except that the constant in his bound is not explicit. The error bound in (1.6) is of the same order as that in [11] and in Theorem 6.1 of [6] , although the constant in Theorem 6.1 is smaller than that in (1.6).
For any n × n array of independent random variables, we can standardize it and apply Theorem 1.1 to obtain the following corollary. 
where
and Φ is the standard normal distribution function.
In [21] , as a step in the algorithm which generates a random mapping in the JohnsonLindenstrauss lemma [15] , the following problem is considered. Let {Y 1 , . . . , Y n } be independent mean zero random variables. For a positive integer k ≤ n, let {Y ξ1 , . . . , Y ξ k } be uniformly chosen from {Y 1 , . . . , Y n } without replacement, and let
In [21] , it is shown that |V | is well concentrated around E|V |, therefore an estimate of E|V | is of interest. Using Stein's method, the bound
is proved in [21] as a corollary of a general bound on the Wasserstein distance between L(V ) and N (0, 1). Using the same idea as in the Poisson approximation for the hypergeometric distribution in Corollary 3.4 of [3] , we let the n × n array Y be such that the first k rows are independent copies of {Y 1 , . . . , Y n } and the other rows are zeros. Then L( 
i and the error bound in (1.7) reduces to
, which is the same as the Wasserstein distance bound obtained in [21] except for the constant.
The case where σ i = 0 for all i ∈ [n] in Corollary 1.4 was considered by Goldstein [12] using zero-bias coupling, where a similar bound with a smaller constant was proved for the Wasserstein distance in simple random sampling (see Theorem 5.1 of [12] ). Although we will not consider Wasserstein distance in this paper, we wish to mention that a Wasserstein distance bound can be obtained for the normal approximation for L(W ) where W is defined in Theorem 1.1. The proof for the bound will not require a concentration inequality and the bound will have a smaller constant. See Section 2 of [13] for a discussion.
In the next section, we prove a concentration inequality using exchangeable pairs (Lemma 2.1) and apply it to random variables with a combinatorial structure similar to that of W in Theorem 1.1. In Section 3, we prove the main result Theorem 1.1 by Stein's method of exchangeable pairs and the concentration inequality approach.
Concentration inequalities via exchangeable pairs
The next lemma provides a bound on P(S ∈ [a, b]) assuming the existence of an exchangeable pair (S, S ′ ) and an approximate linearity condition. 
for a positive number λ and a random variable R. Then, for a < b,
Remark 2.2. If R = 0 in (2.1) and ES 2 = 1, the bound on the right-hand side of (2.2)
Bounding the last term involves studying the conditional distribution of (S ′ − S) 2 given S, which is common in the literature of Stein's method of exchangeable pairs. An advantage of our bound is that it truncates |S ′ − S| at δ thus allowing us to keep within third moments.
Proof. Assume δ < ∞ without loss of generality. From the exchangeability of S and S ′ ,
for all f such that the above expectation exists. Therefore,
Using the approximate linearity condition (2.1) for the right-hand side of the above equation,
we have for absolutely continuous f , The identity (2.4) was introduced by Stein [19] and (2.5) was obtained by Stein [19] in the case R = 0 and by Rinott and Rotar [17] for R = 0.
Let f be such that f
Using the property that for all w, w ′ ∈ R,
Using the Cauchy-Schwarz inequality,
From (2.1),
Therefore,
where in the last equality we used the definition of δ in (2.3). Using the fact that |f | ≤ b−a 2 +δ, we have
The lemma is proved by applying all the above bounds to (2.5) . ✷ Now we apply Lemma 2.1 to establish a concentration inequality for a sum S which is defined as follows. Let X be the n × n array defined in Theorem 1.1 satisfying (1.1) and 
Proposition 2.3. Let S be defined by (2.7) for some m ∈ {2, 3, 4}. Suppose γ ≤ 1/c 0 where γ was defined in (1.4), and c 0 and n ≥ 6 are large enough to satisfy
Then for all a < b,
To prove Proposition 2.3, we need the following lemma which estimates the second moment of S.
Lemma 2.4. Let S be defined by (2.7) for some m ∈ {2, 3, 4} and n ≥ 6. Suppose γ ≤ 1/c 0 where γ was defined in (1.4). Under the assumptions (1.1) and (2.6), we have and using the assumption (1.1),
Under the assumption (2.6), ES 2 is close to 1 intuitively. We quantify it as follows. From (1.1) and (3.1),
Therefore, from (2.13),
Since γ ≤ 1/c 0 , using Hölder's inequality, we have
A lower bound can be obtained as 
where λ = 2/(n − m − 1) and
X ij |S).
To apply the concentration inequality in Lemma 2.1, we need to: 
Firstly,
where we used the assumptions (1.1) and (2.6). Therefore,
Next we bound δ of (2.15). where we used the fact that
Now we turn to the final step of bounding Var
We have 1 2λ
Therefore, with | · | meaning the cardinality of a set,
The terms R 1 and R 2 are easy to bound. 3, we have
where one factor of 64 comes from (2.17) by separating the four summands and the other factor 4 comes from the constraint |i, j, i
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and by applying our Proposition 2.3 instead of their Proposition 2.7. 
This proves the first part of the theorem. In the following, we work under the assumption that Var(W ) = 1, i.e., 1 n n i,j=1
We assume γ ≤ 1/447, i.e., c 0 = 447 in Proposition 2.3. Otherwise the bound (1.3) is obviously true. From (3.1) and Hölder's inequality, we have
Therefore, we have n ≥ 199800 and (2.8) is satisfied. We prove Theorem 1.1 by applying the concentration inequality (2.9) in Stein's method. We follow the notation in Section 1 and construct an exchangeable pair (W, W ′ ) by uniformly selecting two different indices I, J ∈ [n] (the ranges of I and J are different from those in the proof of Proposition 2.3) and
. Following the argument as in (2.14), we have
where λ = 2/(n − 1) and
X ij |W ).
The following bound on
is obtained by using the assumptions (1.1) and (3.1).
From the fact that (W, W ′ ) is an exchangeable pair and satisfies an approximate linearity condition (3.3), the following functional identity can be proved following the same argument as in (2.5).
Let f be the bounded solution to the Stein equation
It is known that (Chen and Shao [9] )
and
From (3.6) and (3.5), what we need to bound is
From (3.4) and (3.7), and recalling λ = 2/(n − 1), we have
To bound R 1 and R 2 , we need the concentration inequality obtained in the last section.
From (3.3) and (3.4),
(3.10)
We bound R 2 first. From (3.6),
given π(i), π(j), and that the conditional distribution of U given π(i), π(j) is the same as the distribution of S in (2.7) (except for the indices but this does not matter), we can apply the concentration inequality (2.9) to obtain the following upper bound on |R 2,2 |.
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where (3.10) is used in the last inequality. For R 2,1 , from the property (3.8) of f with
where we used (2.12), (2.17) and
Therefore, with Next, we bound R 1 .
} be the same as X except that {X ik , X il , X jk , X jl } has been replaced by an
Then,
Next, we define a new permutation π ijkl coupled with π such that
This coupling has been constructed by Chen [3] and also by Goldstein [11] . We describe this coupling as follows.
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).
Define index sets I = {i, j, π
, we can write
Since S is a function depending only on the components of X outside the square I × J , S is independent of {X il , X jk , X ik , X jl ,
given π −1 (k), π −1 (l), π(i), π(j).
(3.13)
The conditional distribution of S given π −1 (k), π −1 (l), π(i), π(j) is the same as the distribution of S in (2.7) (except for the indices but this does not matter). From (2.12), E |S| π −1 (k), π −1 (l), π(i), π(j) ≤ c 3 . From (3.12), (3.7) and (3.10), 1 (n(n − 1)) 2 1≤i,j,k,l≤n,i =j,k =l
1≤i,j,k,l≤n,i =j,k =l
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1≤i,j,k,l≤n,i =j,k =l 
where we used (3.14) and (3.10). Therefore, 
