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THE SYMPLECTIC COHOMOLOGY OF MAGNETIC
COTANGENT BUNDLES
YOEL GROMAN AND WILL J. MERRY
Abstract. We construct a family version of symplectic Floer co-
homology for magnetic cotangent bundles, without any restrictions
on the magnetic form, using the dissipative method for compact-
ness introduced in [25]. As an application, we deduce that if N is
a closed manifold of finite type and σ is a magnetic form that is
not weakly exact, then the pi1-sensitive Hofer-Zehnder capacity of
any compact set in the magnetic cotangent bundle determined by
σ is finite.
1. Introduction
The study of geodesic flows on Riemannian manifolds is one of the
oldest and richest fields in conservative dynamics. A natural generalisa-
tion is the notion of a magnetic geodesic flow, which models the motion
of a charged particle in a magnetic field. The symplectic framework
for studying this problem is the so-called magnetic cotangent bundle,
which is defined as follows. Let N be a closed manifold with cotangent
bundle π : T ∗N → N . Let λ denote the Liouville 1-form on T ∗N . Then
ω = −dλ is a symplectic form on T ∗N . Now take a closed 2-form σ on
N (representing the magnetic field). We build from σ a new symplectic
form:
ωσ := ω + π
∗σ.
We call ωσ a magnetic symplectic form, and we refer to the symplectic
manifold (T ∗N, ωσ) as a magnetic cotangent bundle (the name “twisted
cotangent bundle” is also often used).
Using the compactness results developed by the first author in [25],
in this paper we define the symplectic cohomology SH∗(T ∗N ;ωσ) of an
arbitrary magnetic cotangent bundle. Our main result is:
Theorem 1.1. Let N be a closed manifold and let σ ∈ Ω2(N) denote
a closed 2-form. The symplectic cohomology SH∗(T ∗N ;ωσ) is well-
defined. Moreover there is an isomorphism of rings:
SH∗(T ∗N ;ωσ) ∼= SH
∗(T ∗N ;ω)τ(σ).
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Here SH∗(T ∗N ;ω)τ(σ) denotes the normal symplectic cohomology of
T ∗N , but with coefficients twisted by the transgression of σ. For the
relevant definitions see Section 3 below. Remark: During the course
of the preparation of this article, Benedetti and Ritter released [11],
which proves similar results to ours in the case of surfaces.
Before discussing the statement and the implications of Theorem 1.1,
let us first say a few words about magnetic geodesic flows in general.
Their systematic study was initiated by Arnold and Moser in the 1960s,
and continued by Katok, Mather, Novikov, Ta˘ımanov and others. A
comprehensive survey can be found in the introduction to [17] and in
[23]; see also [22] for a expository account. Over the years there have
been many different fruitful approaches to understanding the motion of
particles in magnetic fields. We will briefly outline two such approaches
that are relevant to the current paper. We emphasise that this is not by
any means an exhaustive list—for example, there is large and important
body of literature that deals with low energy levels that we do not
discuss here.
We say that a magnetic form σ is weakly exact if the lift of σ to
the universal cover of N is exact. This distinction will be important
in many of our results. In the weakly exact case it is possible to use
variational methods [15, 16, 14] to study magnetic geodesic flows. In-
deed, when σ is weakly exact, there is a certain “critical” energy level
c(σ, g), called the Man˜e´ critical value. The dynamical behaviour of the
magnetic geodesic flow varies dramatically depending as to whether
one is above or below the critical value. The following result is due to
the second author.
Theorem 1.2 ([31, 33]). Let (N, g) be a closed Riemannian manifold
and σ ∈ Ω2(N) a weakly exact 2-form. Then for almost every 0 <
e < c(σ, g), there exists a contractible periodic magnetic geodesic with
energy e.
In the case c(σ, g) < ∞, Theorem 1.2 was proved earlier by Osuna
[34], and in the case where σ is exact Theorem 1.2 was proved by Con-
treras in [14]. Theorem 1.2 was improved by Asselle and Benedetti
in [6], who replaced the energy Hamiltonian Eg from (3) with an ar-
bitrary Tonelli Hamiltonian (i.e. a uniformly convex functions that
grows superlinearly on the fibres). We remark that if dimN = 2, much
stronger results can be shown via variational methods (see for example
[17, 2, 1, 5, 7]).
In a different direction, in recent years it has also been possible to
use various flavours of Floer homology to study magnetic cotangent
bundles [13, 32, 9, 19, 10, 20, 24]. All of these approaches only work
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for weakly exact σ, apart from Benedetti’s work [10], which also tackled
the case of S2. The main contribution of Theorem 1.1 is to completely
remove the weakly exact assumption.
Theorem 1.1 allows us to extend Theorem 1.2 to the non-weakly ex-
act case, as we now explain. Firstly, by adapting work of Abbondandolo
and Schwarz [3], Ritter proved:
Theorem 1.3 (Ritter [36]). There is an isomorphism
SH∗(T ∗N ;ω)τ(σ) ∼= Hn−∗(LN)τ(σ)⊗τ(w2(N))
This time the term on the right-hand side denotes the homology of
the free loop space LN with twisted coefficients.1 The key point now
is that this homology often vanishes. A manifold is said to be of finite
type if all the higher homotopy groups are finitely generated.
Theorem 1.4 (Ritter [36, 37]). Assume that N has finite type. If σ is
not weakly exact then the twisted loop space homology vanishes:
H∗(LN)τ(σ)⊗τ(w2(N)) = 0.
Combining these two results with Theorem 1.1, we obtain:
Corollary 1.5. Let N be a closed manifold of finite type and let σ ∈
Ω2(N) denote a closed 2-form that is not weakly exact. Then the sym-
plectic cohomology vanishes:
SH∗(T ∗N ;ωσ) = 0.
Corollary 1.5 yields a version of Theorem 1.2 for the non-weakly
exact case (see Corollary 1.7). To understand this, we first state the
following consequence:
Proposition 1.6. Let N be a closed manifold of finite type and let
σ ∈ Ω2(N) denote a closed 2-form that is not weakly exact. Then the
π1-sensitive Hofer-Zehnder capacity of any compact set K ⊂ T
∗N is
finite.
See Section 8 for the pertinent definitions. Proposition 1.6 is a spe-
cial case of Theorem 8.2 in Section 8. It is worth emphasising that this
a general claim which holds whenever there is a vanishing symplectic
cohomology. Another such setting is a symplectic manifold M satisfy-
ing c1(M) = 0 and carrying a circle action generated by a Hamiltonian
which is proper and bounded from below [25, Lemma 9.11].
Finiteness of the π1-sensitive Hofer-Zehnder capacity implies almost
everywhere existence of contractible periodic orbits [28, Chapter 4,
1Remark : If N is spin, or one uses Z2 coefficients, the additional twist τ(w2(N))
given by transgressing the second Stiefel-Whitney class of N can be ignored.
4 YOEL GROMAN AND WILL J. MERRY
Theorem 4]. This gives the following statement, which extends Theo-
rem 1.2 to the non-weakly exact case when N has finite type. Note that
if a manifold N admits a non-weakly exact 2-form σ then necessarily
π2(N) 6= 0.
Corollary 1.7. Let (N, g) be a closed Riemannian manifold of finite
type and let σ ∈ Ω2(N) denote a closed 2-form that is not weakly exact.
Then for almost every energy level e > 0, there exists a contractible
periodic magnetic geodesic with energy e.
Remark 1.8. The hypothesis in Corollary 1.7 that σ is not weakly
exact is a necessary one. Indeed, suppose N admits a metric g of
non-positive sectional curvature2. Then there are no non-constant con-
tractible geodesics. This corresponds to σ = 0, which is vacuously
weakly exact. In this case the Man˜e´ critical value satisfies c(0, g) = 0,
so Theorem 1.2 is not contradicted.
We now give a few somewhat technical remarks about Theorem 1.1.
Remark 1.9. Theorem 1.1 is a corollary of Theorem 5.1 below which
constructs a symplectic cohomology sheaf over H2(N), with stalk over
[σ] ∈ H2(N) given by SH∗(T ∗N ;ωσ). This is a closed string instance
of family Floer cohomology. In fact, the argument is reminiscent of
that of [4]. For the argument to work it is essential that we consider
symplectic cohomology associated with Hamiltonians which are O(|p|)
as |p| → ∞. See Remark 1.13 below for more on this. We also need to
allow the Hamiltonians to be small on arbitrarily large compact sets.
This means we are working with a strictly non-quantitative version of
symplectic cohomology. The behavior of quantitative Floer-theoretic
invariants under deformation of the symplectic structure is less well-
behaved and has been studied in [46].
Remark 1.10. It is also possible to use vanishing of symplectic coho-
mology to prove the existence of two contractible periodic magnetic
geodesics in a given energy level if one additionally assumes that the
first one has the property that all its iterates are transversally non-
degenerate. This uses properties of the BV operator on symplectic
cohomology. See for instance [11] for details.
Remark 1.11. Our symplectic cohomology groups SH∗(T ∗N ;ωσ) de-
pend on σ only through the half-line {r[σ] | r > 0} ⊂ H2(N ;R). In
particular they are not sensitive to the size of the magnetic form. This
2Note in this case N is necessarily of finite type—if fact all the higher homotopy
groups vanish by the Hadamard-Cartan Theorem.
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is because we work with the non-quantitative version of symplectic co-
homology, cf. Remark 1.9 above. Therefore unlike, say the Rabinowitz-
Floer groups studied in [13], our invariants are ill-suited to studying
the dynamical changes that occur when one crosses the Man˜e´ critical
value.
Remark 1.12. While the applications in this paper are focused on mag-
netic cotangent bundles, the proof of Theorem 1.1 only uses the fact
that the cotangent bundle is conical at infinity and that the twisting
form is scaling invariant. Thus, the theorem holds more generally for
symplectic manifolds with an end modeled on the positive end of the
symplectization of a contact manifold and with the symplectic form
deformed by a 2-form which is scaling invariant near infinity.
Remark 1.13. We comment on the relation of the construction of sym-
plectic cohomology in Theorem 1.1 to the notion of “universal” sym-
plectic cohomology in [25]. In [25] a universal directed system is con-
structed for any geometrically bounded symplectic manifold (M,ω),
associating a Floer cohomology with quite general Hamiltonians which
are proper and bounded from below. Furthermore, to each semi-group
H ⊂ C0(M), there is associated a ring SH∗(M ;H, ω). As already
remarked, the semi-group which enters in the definition of symplectic
cohomology in Theorem 1.1 is that consisting of Hamiltonians which
are which are O(|p|) as |p| → ∞.
This choice of H is crucial. In fact, if one considers Hamiltonians
which are O(|p|2) as |p| → ∞, a counter-example can be found by
considering the example of N = T2. Then it is shown in [20] that
consideringH(p, q) = a|p|2 the Floer cohomologyHF ∗(H) can be made
to vanish in any given degree by taking a large enough. In particular,
for H = {nH} we have SH∗(T ∗N ; {H}, ωσ) = 0. On the other hand
we have in this case that
Hn−∗(LN)τ(σ)⊗τ(w2(N)) 6= 0
(see Theorem 1.3 below for the relevance of this). We conclude this
remark by noting that the in our applications below of the vanishing of
symplectic cohomology to finiteness of the Hofer-Zehnder capacity and
to non-embedding of certain closed Lagrangians, it suffices to establish
vanishing for any choice of H.
We conclude this Introduction with two further applications of The-
orem 1.1 that go in slightly different directions.
Firstly, we also obtain existence results for non-contractible periodic
orbits, in both the weakly exact and non-weakly exact cases. The next
result is proved as Theorem 8.7 in Section 8.
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Proposition 1.14. Let (N, g) be a closed Riemannian manifold. Let
a ∈ [S1, N ] be a non-trivial free homotopy class. Let A ⊂ (0,∞) be
an open set such that there are no periodic magnetic geodesics q with
length ℓg(q) ∈ A. Then if µ denotes the Lebesgue measure, one has
lim
n→∞
1
n
µ(A ∩ [0, n]) = 0.
The main idea is that by the sheaf property of symplectic coho-
mology alluded to in Remark 1.9, the symplectic cohomology for the
non-magnetic case can be obtained from a chain complex generated
by magnetic geodesics via an appropriate algebraic tweak of the Floer
complex.
Remark 1.15. For a generic metric g a much stronger statement can be
shown by more elementary methods. Namely, for each non-trivial free
homotopy class a there is a magnetic geodesic for all high enough energy
levels. In the non-generic case Proposition 1.14 permits the existence
of an infinite sequence of “gaps”, i.e, open intervals of levels for which
there are no periodic orbits in a given class. We do not know whether
this actually occurs. It is also natural to ask whether Proposition 1.14
can be upgraded to a statement concerning Biran-Polterovich-Salamon
capacities. For this connection we point the reader to [24] for related
results.
Secondly, one can also use vanishing of symplectic cohomology to
obtain obstructions to Lagrangian embeddings in magnetic cotangent
bundles. Here is an application of this principle, which is proved as
Theorem 8.6 in Section 8.
Proposition 1.16. Let N be a closed manifold of finite type and let
σ ∈ Ω2(N) denote a closed 2-form that is not weakly exact. Suppose
i : L →֒ T ∗N is a closed Lagrangian embedding. Then i∗ : H∗(L;Z) →
H∗(T
∗N ;Z) is not injective.
The proof uses the fact that if L is H∗-injective the machinery of
[21] allows for the definition and non-vanishing of HF ∗(L, L) as well
as the existence of a unital ring map SH∗(T ∗N ;ωσ)→ HF
∗(L, L;ωσ)
(the closed-open map). There are several variants of Proposition 1.16.
For example, instead of H∗-injectivity, it suffices to assume that L is
simply connected. A closely related statement which does not rely
on the machinery of [21] is Theorem 8.5 below stipulating that any
closed Lagrangian must bound holomorphic discs of a-priori bounded
energy. We note again as we did after Proposition 1.6 that the crucial
point is the existence of a vanishing symplectic cohomology. Thus
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similar claims hold when there are Hamiltonian circle actions of the
type discussed there.
Remark 1.17. Finally, let us briefly consider non-closed Lagrangian
submanifolds. This result is technically more challenging, as it requires
the construction of the twisted wrapped Floer homology and the full
details (together with more applications) will appear in a forthcoming
paper.
If S ⊂ N is a closed submanifold then the conormal bundle C∗S ⊂
T ∗N consists of pairs (q, p) such that p|TqS = 0. Thus if S is a point
q then C∗S = T ∗qN , and if S = N then C
∗N is the zero section. One
checks easily that C∗S is a Lagrangian submanifold of (T ∗N, ωσ) if and
only if σ|S = 0; moreover H∗(S;Z)→ H∗(N ;Z) is injective if and only
if H∗(C
∗S;Z)→ H∗(T
∗N ;Z) is injective.
In this case the vanishing of symplectic cohomology gives almost
everywhere existence (with respect to energy) of magnetic chords that
start and end in C∗S whenever σ|S = 0 and S is H∗-injective.
Outline: In Section 2 we present various preliminaries on the geom-
etry of magnetic cotangent bundles. In Sections 3-7 we construct the
symplectic cohomology groups SH∗(T ∗N ;ωσ) and prove Theorem 1.1.
Finally, Proposition 1.6, and Proposition 1.14 and Proposition 1.16 and
are proved in Section 8.
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2. Preliminaries
2.1. The geometry of magnetic cotangent bundles. We begin
by collecting some elementary results on the geometry of magnetic
cotangent bundles.
Let N denote a closed manifold and π : T ∗N → N the cotangent
bundle. We write a point x ∈ T ∗N as a pair x = (q, p), so that q ∈ N
and p ∈ T ∗qN . Denote by λ ∈ Ω
1(T ∗N) the Liouville 1-form, defined
by
λ(q,p)(ξ) := p(dπ(q, p)[ξ]), ξ ∈ T(q,p)T
∗N.
We will denote as before ω := −dλ, which we refer to as the canonical
symplectic form on T ∗N . Fix a Riemannian metric g = 〈·, ·〉 on N ,
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and denote by ∇ the Levi-Civita connection on g. The metric gives an
isomorphism TN ∼= T ∗N , and it what follows we will wherever conve-
nient abuse notation and regard this isomorphism as an identification.
The metric also determines a vector bundle isomorphism
(1) TT ∗N ∼= TN ⊕ T ∗N
Strictly speaking, the right-hand side is the vector bundle π∗TN ⊕
π∗T ∗N over T ∗N , whose fibre over (q, p) is TqN ⊕ T
∗
qN . This isomor-
phism is given by
ξ 7→ (dπ(ξ), κ(ξ)),
where κ : TT ∗N → T ∗N is the connection map of the Levi-Civita
connection. Given a curve x(t) in T ∗N , writing x(t) = (q(t), p(t)), the
connection map κ is given by
κ(x˙(t)) = ∇tp(t).
and thus the isomorphism (1) is given by
x˙(t) ∼= (q˙(t),∇tp(t)).
We will use the notation ξ ∼= (ξq, ξp) to indicate that a tangent vector
ξ ∈ TT ∗N is identified with the pair (ξq, ξp) ∈ TN ⊕ T ∗N under this
splitting. A vector ξ with ξq = 0 is called vertical and a vector ξ with
ξp = 0 is called horizontal. This splitting allows us to define a natural
Riemannian metric g˜ on T ∗N , called the Sasaki metric, by setting
g˜(ξ, ζ) := 〈ξq, ζq〉+ 〈ξp, ζp〉 .
The symplectic form ω can be written in terms of this splitting as
(2) ω(ξ, ζ) = 〈ξq, ζp〉 − 〈ζq, ξp〉 .
Let Eg : T
∗N → R denote the autonomous energy Hamiltonian given
by the Riemannian metric:
(3) Eg(q, p) :=
1
2
|p|2.
We denote by Xσ,g the vector field dual to dEg under ωσ:
ωσ(Xσ,g, ·) = dEg(·).
Denote by ϕtσ,g : T
∗N → T ∗N the flow of Xσ,g. We call ϕ
t
σ,g a magnetic
geodesic flow. Note that if σ = 0 then ϕt0,g is the standard (co-)geodesic
flow of g. As in the Riemannian case, by a magnetic geodesic on N , we
mean the projection of a flow line of ϕtσ,g to N . A magnetic geodesic
is periodic if it is the projection of a closed orbit of ϕtσ,g. A magnetic
geodesic is said to have energy e if the corresponding flow line γ(t) of
ϕtσ,g satisfies Eg(γ(t)) = e.
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The Lorentz force is the map F = Fσ,g : TN → TN defined by
(4) σq(u, v) = 〈Fq(u), v〉 .
In terms of the splitting (1), one has
ωσ(ξ, ζ) = 〈ξ
q, ζp〉 − 〈ζq, ξp〉+ 〈F (ξq), ξp〉 .
Thus the vertical vectors still form a Lagrangian distribution on TT ∗N ,
whereas the horizontal ones do not. The presence of a Lagrangian dis-
tribution implies that magnetic cotangent bundles, like normal cotan-
gent bundles, have vanishing first Chern class (cf [40, Example 2.10]):
(5) c1(T
∗N, ωσ) = 0.
2.2. Almost complex structures. Denote by D∗R,gN = D
∗
RN ⊂
T ∗N the disc bundle of radius R. Let S∗N := S∗gN = ∂D
∗
1N and
P ∗N := T ∗N\D∗1N . Define a diffeomorphism ψ : (0,∞)×S
∗N → P ∗N
by (r, x) 7→ erx. The first component of ψ−1, namely, the function
r := ln |p|, is referred to as the radial coordinate determined by the
metric g. Let
α :=
1
|p|
∑
pidqi,
then, in the coordinates determined by ψ, α is translation invariant,
the Liouville form is given as erα and the canonical symplectic form is
−d(erα) = −er(dr ∧ α + dα).
An ω-compatible almost complex structure J is said to be conical
at infinity if it is invariant on P ∗N under translations of the radial
coordinate, preserves kerα ∩ ker dr, and satisfies dr ◦ J = α. Denote
by gJ,ω the metric ω(·, J ·). Then on P
∗N , we have
gJ,ω = e
r(dr2 + α2 + dα(J, ·)),
where for a 1 form β we write β2 := β ⊗ β. Define a metric on the
sphere bundle S∗N by
gS :=
1
4
(α2 + dα(J, ·)).
Then letting t2 := 4er we can rewrite the metric on P ∗N as
dt2 + t2gS.
In summary, we have proven
Lemma 2.1. The metric gJ,ω is isometric to that of the cone over S
∗N
equipped with the Riemannian metric gS.
As a particular consequence, the metric gJ,ω has bounded geometry.
We summarise various features we shall need.
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(a) The distance of a point on P ∗N to the unit sphere bundle is
given by the function t − 2. Observe that the function |p| is
thus, roughly, the square of the distance.
(b) The projection π factors through translations in r.
(c) Translating a vector in the kernel of dt from r = r0 to r = r1
has the effect of rescaling its norm by e(r1−r0)/2. In particular,
translation-invariant vector fields on P ∗N grow linearly with
the distance.
(d) For an m-form σ on N , the norm of |π∗σ| decays roughly as
e−
m
2
r, or, as the inverse of the mth power of the distance from
S∗N .
(e) The Hamiltonian flow with respect to ω = ω0 of |p| is invariant
under translations.
(f) Fix a magnetic form σ. Then there is a family Jt of almost
complex structures such that Jt is compatible with ωtσ and Jt →
J in C∞loc as r → ∞. In particular, gJt,ωtσ is quasi-isometric to
gJ,ω, and thus geometrically bounded. Such an almost complex
structure will be referred to as roughly conical near infinity.
Remark 2.2. We remark that asking an ω-compatible almost complex
structure to be conical at infinity makes no requirements (other than
compatibility) on the interior of D∗1N . In particular, up to rescaling
the metric (g 7→ esg), for any 2-form σ on N , we can choose a conical
J such that the L∞-norm of π∗σ with respect to the metric gJ,ω is as
small as we like. In particular, we can ensure that ‖π∗σ‖∞ < 1/4—this
will be useful in the proof of Theorem 5.1 below.
Remark 2.3. Rescaling the metric alters the magnetic geodesic flow.
The concerned reader might worry that the main dynamical applica-
tions Corollary 1.7 is only valid for these rescaled systems. Luckily
this is not the case. Indeed, whilst Theorem 1.1 requires us to rescale
the metric, Proposition 1.6 is valid for any compact set. Thus we can
rescale back to obtain Corollary 1.7 for any magnetic geodesic flow.
Similarly Proposition 1.14 is purely an asymptotic statement, and thus
is also not affected by rescaling.
2.3. Radial Hamiltonians. Given a smooth symmetric function h : R→
R, we define a Hamiltonian H = Hh,g : T
∗N → R by
(6) H(q, p) = h(|p|).
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Fix ξ ∈ T(q,p)T
∗N and write ξ = x˙(0) for a curve x(t) = (q(t), p(t)).
Then
dH(q,p)(ξ) =
∂
∂t
∣∣∣
t=0
h(|p(t)|)
= h′(|p|)
∂
∂t
∣∣∣
t=0
√
〈p(t), p(t)〉q(t)
=
h′(|p|)
2|p|
∂
∂t
∣∣∣
t=0
〈p(t), p(t)〉q(t)
=
h′(|p|)
|p|
〈∇tp(t), p(t)〉
∣∣∣
t=0
=
h′(|p|)
|p|
〈ξp, p〉 .
From (2) and this computation we see that if we write XH ∼= (X
q
H , X
p
H)
then
XqH(q, p) =
h′(|p|)
|p|
p, XpH(q, p) = 0.
In the magnetic case, if XH,σ denotes the vector field dual to dH under
ωσ then writing XH,σ ∼= (X
q
H,σ, X
p
H,σ) we have
(7) XqH,σ(q, p) =
h′(|p|)
|p|
p, XpH,σ(q, p) =
h′(|p|)
|p|
Fq(p).
We denote by
P(H, σ) :=
{
x : S1 → T ∗N | x˙(t) = XH,σ(x(t))
}
the set of 1-periodic orbits of XH,σ. For the special case h(r) =
1
2
r2,
these are called magnetic geodesics (since in this case H agrees with
the Hamiltonian Eg from (3)). It follows from (7) that a loop x(t) =
(q(t), p(t)) belongs to P = P(H, σ) if and only if
q˙ =
h′(|p|)
|p|
p, ∇tp =
h′(|p|)
|p|
Fq(p).
Since F is anti-symmetric, one sees that if x = (q, p) ∈ P then |p(t)|
is constant, and hence so is |q˙|. Thus given x = (q, p) ∈ P there exists
e, r ≥ 0 such that |q˙| = e and |p| = r, with h′(r) = e. Thus
x = (q, p) ∈ P(H, σ) ⇔ p =
r
e
q˙, ∇tq˙ =
e
r
Fq(q˙).
Given such a x, let γ(t) := q(t/e) so that γ˙ ∈ SN , the unit tangent
bundle. Then γ is e-periodic and satisfies
∇tγ˙ =
1
r
Fγ(γ˙).
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Lemma 2.4. Suppose h(r) = ar + b and suppose that a is not the
period of a closed geodesic of g. Then there exists c > 0 such that
every element x = (q, p) of P(Hh,g, σ) satisfies |p| ≤ c.
Proof. If not we obtain a sequence rk → ∞ and a sequence γk of
unit length curves, all of which are a-periodic, which satisfy ∇tγ˙k =
1
rk
Fγk(γ˙k). Thus in the limit we obtain an a-periodic unit length curve
γ satisfying ∇tγ˙ = 0, i.e. an a-periodic closed geodesic. 
In practice, we will typically work with Hamiltonians which take the
form (6) outside of some compact set of T ∗N . Of course, for such
Hamiltonians, Lemma 2.4 is still valid. The next lemma compares XH
to XH,σ.
Lemma 2.5. Suppose H is linear at infinity. Let σ be a magnetic form
and denote by XH,σ the Hamiltonian vector field of H with respect to
ωσ. Then with respect to any roughly conical almost complex structure
we have
‖XH −XH,σ‖T ∗N\D∗
R
M → 0
in C∞ as R→∞.
Proof. Choosing local coordinates {qi} on the zero section, and consid-
ering equation (7) we see that
XH −XH,σ = X
p
H,σ(q, p) = h
′(|p|)Fq
(
p
|p|
)
.
Note that the coefficients of the Lorentz force in the coordinates {qi, pi}
depend only on the qi. Applying it to the unit vector in the direction of
p we get a linear combination of the vectors ∂pi with uniformly bounded
coefficients. With respect to a conical almost complex structure, the
vectors ∂pi are decaying since they are ω0-dual to the scaling invariant
fields ∂qi . 
2.4. Interlude: Novikov rings. In this section we cover some pre-
liminaries on Novikov rings that will be useful later on. We recommend
[18, Chapter 1] for a more detailed treatment. We give the definitions
only in the special cases that will prove useful for us.
Let Γ be a torsion-free finitely generated abelian group. The vector
space H1(Γ;R) = Hom(Γ;R) is thus finite-dimensional, and we denote
by b1(Γ) its dimension.
Let K be an integral domain, and suppose φ ∈ H1(Γ;R). The
Novikov ring ΛKφ (Γ) is defined as the set of all formal sums∑
γ∈Γ
rγe
γ
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where the coefficients rγ belong to K, e is a formal variable, and the
elements γ ∈ Γ satisfy the Novikov finiteness condition:
For all c > 0 the set {γ ∈ Γ | rγ 6= 0, φ(γ) < c} is finite.
If φ 6= 0, then it is clear ΛKφ (Γ) depends only on the half-line inH
1(Γ;R)
determined by φ, that is, for any r > 0 one has
ΛKrφ(Γ) = Λ
K
φ (Γ).
In order to keep the notation less cluttered, we will often omit the
K and just write Λφ(Γ). If Γ is a subgroup of R and φ is the inclusion
we will just write Λ(Γ).
The following result is due to Sikorav and Hofer-Salamon [27]. A
detailed proof can be found in [29, Lemma 3.4].
Lemma 2.6. Let K be an integral domain, let Γ be a torsion-free
finitely generated abelian group, and let φ ∈ H1(Γ;R). Then the Novikov
ring ΛK(φ(Γ)) is an integral domain. Moreover ΛK(φ(Γ)) is a principal
ideal domain if and only if K is a principal ideal domain.
Remark 2.7. It is useful also to consider the case Γ = R (which is not
finitely generated!) We call this the universal Novikov ring, which we
also write as ΛKuniv. If K is a principal ideal domain then so is Λ
K
univ.
The sequence 0→ ker φ → Γ → φ(Γ) → 0 splits, and this gives rise
to an isomorphism of rings [41, p1591]:
(8) ΛKφ (Γ)
∼= ΛK[kerφ](φ(Γ)).
A detailed proof can be found in [29, Lemma 3.1]. We obtain the
following corollary.
Corollary 2.8. Let K be an integral domain, let Γ be a torsion-free
finitely generated abelian group, and let φ ∈ H1(Γ;R). Then the Novikov
ring ΛKφ (Γ) is an integral domain.
Proof. The group ker φ ≤ Γ is a finitely generated torsion-free abelian
group, and hence the group ring K[ker φ] is another integral domain,
see for instance [35, Chapter 3]. The result now follows from (8) and
Lemma 2.6. 
In general Λφ(Γ) need not be a principal ideal domain, even if K is.
It also follows from (8) that there is a well defined ring homomorphism
Λφ(Γ)→ Λ(φ(Γ)) given by
eγ 7→ eφ(γ),
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and thus we can always regard Λφ(Γ) as a module over Λ(φ(Γ)). We
remark that if φ is identically zero we have Λφ(Γ) = K[Γ] and Λ(φ(Γ)) =
K.
Suppose Φ ⊂ H1(Γ;R) is a polytope (i.e. the convex hull of finitely
many points). We now introduce a generalisation of the Novikov ring,
which we denote by ΛKΦ(Γ), which also appeared in recent work of
Zhang [46]. In the case Φ = {φ}, this reduces to the previously defined
Novikov ring ΛKφ (Γ). This material will be needed in Section 5.1 below.
Definition 2.9. Let K be an integral domain, let Γ be a torsion-free
finitely generated abelian group, and let Φ ⊂ H1(Γ;R) be a rational
polytope. We define the Novikov ring ΛKΦ(Γ) as the set of all formal
sums ∑
γ∈Γ
rγe
γ
where this time the elements γ satisfy the Novikov multi-finiteness
condition:
For all c > 0 and φ ∈ Φ the set {γ ∈ Γ | rγ 6= 0, φ(γ) < c} is finite.
Thus by definition
ΛΦ(Γ) =
⋂
φ∈Φ
Λφ(Γ).
In fact, it follows from an argument analogous to [46, Lemma 7.4] that
if Φ has vertices φ1, . . . , φm then
(9) ΛΦ(Γ) =
m⋂
i=1
Λφi(Γ),
and thus ΛΦ(Γ) is also an integral domain.
Note we can regard ΛΦ(Γ) as a Λφi(Γ)-module, and thus also a
Λ(φi(Γ))-module. If 0 ∈ Φ then Λ
K
Φ(Γ) = K[Γ].
In fact, it will be convenient for us to consider a variant of this
definition, where we replace Γ by a quotient group arising from elements
in the common kernel of Φ. To this end, set
(10) KΦ :=
⋂
φ∈Φ
ker φ, ΓΦ := Γ
/
KΦ,
and let ΓΦ := Γ
/
KΦ. It can happen that KΦ reduces to {0}, even when
Φ is not of full dimension (meaning that the dimension of the linear
span of Φ is less than b1(Γ)). One always has b1(ΓΦ) ≥ dim span(Φ).
Any φ ∈ Φ induces a map
φ¯ : ΓΦ → R,
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and we denote by
Φ¯ :=
{
φ¯ | φ ∈ Φ
}
,
which is then a polytope in H1(ΓΦ;R). This gives another Novikov
ring ΛK
Φ¯
(ΓΦ).
The following statement is immediate from the definitions.
Lemma 2.10. Let K be an integral domain, let Γ be a torsion-free
finitely generated abelian group, and let Φ ⊂ H1(Γ;R) be a polytope.
Let ΓΦ and Φ¯ be as above. Then:
(a) If Φ = {φ} then ΛK
Φ¯
(ΓΦ) ∼= Λ
K(φ(Γ)).
(b) If 0 ∈ Φ then ΛK
Φ¯
(ΓΦ) ∼= K[ΓΦ].
(c) If Φ′ is another polytope with Φ ⊂ Φ′ then there is a natural map
K[ΓΦ′ ]→ K[ΓΦ] which extends to a map Λ
K
Φ¯′
(ΓΦ′)→ ΛΦ¯(ΓΦ).
Conceptually, we think of H1(Γ,R) as (the real part of) a rigid an-
alytic space. For a polytope Φ ⊂ H1(Γ,R), the ring ΛK
Φ¯
(ΓΦ) is simply
the ring of analytic functions to the universal Novikov ring which con-
verge on Φ. The evaluation of an analytic function f at a point φ ∈ Φ
is obtained through the homomorphism eγ 7→ eφ(γ).
Remark 2.11. Throughout this paper instead of polytopes we could
equally as well work with cones over polytopes, i.e. with
cone(Φ) := {rφ | r > 0, φ ∈ Φ} .
This would be slightly more natural in light of the fact that our sym-
plectic cohomology groups SH∗(T ∗N ;ωσ) depend on σ only through
the half-line {r[σ] | r > 0} ⊂ H2(N ;R) (cf. Remark 1.11). Neverthe-
less, we stick with polytopes to be consistent with [46].
2.5. Loop spaces and transgressions. Let
LN =
⊕
a∈[S1,M ]
LaN
denote the free loop space of N , and let LT ∗N denote the free loop
space of T ∗N . Fix for each a ∈ [S1, N ] = [S1, T ∗N ] a reference loop
γa = (qa, pa) ∈ L
aT ∗N . We insist that γ0 is a constant loop and that
γ−a(t) = γa(−t). The loop γa (resp. qa) will always be taken as the
basepoint when referring to π1(L
aT ∗N) (resp. π1(L
aN)).
Define the transgression map
τ : H2(N ;R)→ H1(LN ;R)
to be the composition
H2(N ;R)→ H1(LN × S1;R)→ H1(LN ;R),
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where the first map is induced by the evaluation LN×S1 → N , (q, t) 7→
q(t), and the second projects onto the Ku¨nneth summand.
Explicitly, if k ∈ H2(N ;R) and σ is a closed 2-form with [σ] = k,
then a closed 1-form τ(σ) ∈ Ω1(LN) representing the cohomology class
τ(k) is given by
(11) τ(σ)q(v) :=
∫
S1
σ(q˙, v), q ∈ LN, v ∈ C∞(q∗TN).
Let ia : L
aN → LN denote the inclusion. A two-form σ is weakly exact
(i.e. it lifts to an exact form on the universal cover of N) if and only if
i∗0τ [σ] = 0, i.e. if the 1-form τ(σ) is exact when restricted to the space
of contractible loops.
2.6. Covers of the loop space. Let β ∈ Ω1(LN) denote a closed
1-form. Define
Iβ : π1(LN)→ R
by
Iβ[w] :=
∫
S1
w∗β,
for w : S1 → LN a smooth representative of [w] ∈ π1(LN). Let
Γβ := π1(LN)
/
ker Iβ.
Let LβN → LN denote the covering space of LN with deck trans-
formation group Γβ. An element of LβN is an equivalence class [q, w]
of a pair (q, w), where q ∈ LN and w : [0, 1]→ LN is a path from q to
qa (where q belongs to the free homotopy class a and qa is our earlier
fixed reference loop) and the equivalence relation is given by
(q, w0) ∼ (q, w1) ⇔ [w0 ∗ w
−1
1 ] ∈ ker(Iβ),
By definition of the cover LβN , the 1-form β pulls back to an exact
form in LβN .
We remark that the cover LβN (and all the related objects) only
depend on the half-line in H1(LN ;R) determined by [β].
There is an analogous cover LaβT
∗N of the free loop space of the
cotangent bundle of N , where we use the reference loops γa. This
cover makes the one form π∗β exact, and makes the following diagram
commute:
LβT
∗N LT ∗N
LβN LN
The reader may supply the details.
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We are interested in the case where β = τ(σ) is the transgression
(11) of a closed 2-form σ on N . In this case we write Iσ, Γσ and LσN
instead of Iτ(σ), Γτ(σ) and Lτ(σ)N respectively. Note that in this case
we have
Iσ[w] =
∫
T2
w∗σ,
where we think of w as a map w : T2 → N . If we define Aσ : LσN → R
by
Aσ([q, w]) :=
∫
[0,1]×S1
w∗σ,
then the pullback of τ(σ) to LσN is equal to dAσ.
Moreover since ωσ = −dλ + π
∗σ belongs to the same cohomology
class as π∗σ, the cover LσT
∗N of LT ∗N can also be thought as the
cover corresponding to the kernel of Iωσ .
Let Γ denote the image in H2(N ;Z)
/
Tor represented by maps from
spheres and tori. Then using the notation from Subsection 2.4, we can
think of Iσ as an element of H
1(Γ;R). Then Γσ = Γ
/
ker Iσ (consis-
tently with (10)). This gives us a Novikov ring Λσ.
2.7. Homology with local coefficients. Next, we use σ to build a
system of local coefficients on LN . Let us briefly recall the relevant
definitions. We recommend [45, Chapter 6] for more information.
Suppose X is a path connected topological space admitting a univer-
sal cover, and let R be a commutative ring. A local system of R-modules
onX is a functor C from the fundamental groupoid ofX to the category
of R-modules. Thus to each point x ∈ X , C associates an R-module
C(x), and if u is a path in X from x to y then C associates to u an
isomorphism
C(u) : C(x)→ C(y),
such that C(u) only depends on the path homotopy class [u], and such
that C(u ∗ v) = C(v) ◦ C(u) (here ∗ denotes concatenation of paths),
and finally such that C(ct) is the identity map for any constant path
ct. The homology of X with local coefficients in C can be thought of as
the equivariant homology groups of X˜ with respect to C:
H∗(X ; C) := H∗
(
Csing∗ (X˜)⊗Z[π1(X)] R
)
.
Going back to the previous setting, any class b ∈ H1(LN ;R) defines
a local system of Λuniv-modules on LN , where Λuniv is the universal
Novikov ring from Remark 2.7.
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Pick a closed 1-form β representing the given class b. Given a path
u in LN from say, q0(t) to q1(t), the desired isomorphism is
Cβ(u) : Λuniv(q0)→ Λuniv(q1), z 7→ e
−
∫
u∗βz.
Strictly speaking this only makes sense for differentiable u , but one can
homotope u relative to its ends to achieve this, and since β is closed the
resulting value of the integral is independent of the choice of homotopy.
This definition depends on a choice of closed 1-form β to represent b.
However different choices give rise to isomorphic local systems (which
thus have isomorphic homology).
As with the previous subsection, we are solely interested in the case
where b = τ [σ] is the transgression of a closed 2-form σ ∈ Ω2(N) (and
then we take β = τ(σ)).
The following statement is due to Ritter [36, 37]. Recall from the
Introduction that a manifold N is said to be of finite type if all higher
homotopy groups πn(N) for n ≥ 2 are finitely generated.
Theorem 2.12 (Ritter). Assume that N has finite type. Let σ ∈
Ω2(N). If σ is not weakly exact then the twisted loop space homology
vanishes:
H∗(LN ; Cτ(σ)) = 0.
Proof. (Sketch) If follows from [36, Corollary 8] that H∗(L
0N ; Cτ(σ)) =
0. To extend this to the entire loop space LN , one uses the fact that the
twisted homology groups H∗(LN ; Cτ(σ)) carries a unital ring structure
[37, Theorem 10.1]. The unit lives inH∗(L
0N ; Cτ(σ)) and thus vanishing
of the homology of the contractible component implies vanishing of the
entire loop space homology. 
For the remainder of this paper, we will abbreviate the cumbersome
notation H∗(LN ; Cτ(σ)) by H∗(LN)τ(σ). This is consistent with eg.
Theorem 1.4 from the Introduction.
3. Floer theory for dissipative Hamiltonians
3.1. The action functional and its gradient flow. In this sec-
tion we construct a Floer theory for dissipative Hamiltonians on non-
compact symplectic manifolds, following the approach developed by
the first author in [25]. Although in the present paper we are only con-
cerned with magnetic cotangent bundles, we will work in a somewhat
more general setting here. To this end, let (M,ω) be a non-compact
symplectic manifold satisfying c1(M) = 0. As before we denote by LM
the free loop space of M .
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As in Section 2.6, the two-form ω determines a homomorphism
Iω : π1(LM)→ R,
and hence a cover LωM → LM , whose elements are pairs (γ, w), where
w is a homotopy class of paths connecting γ to a fixed reference loop
in the given free homotopy class containing γ. Similarly Iω also gives
us a Novikov ring Λω.
For a smooth function H : S1×M → R and for any t ∈ S1 denote by
XHt the unique vector field satisfying dH(t, ·) = ω(XHt , ·). Fixing base
loops on the components of LM , define a functional AH : LM → R by
AH([γ, w]) := −ω(w)−
∫
S1
H(γ(t))dt.
Denote by P(H) ⊂ LM the set of 1-periodic orbits of XH . Denoting
by
π : LωM → LM,
the covering map, let
Pω(H) := π
−1(P(H)).
This is the same as the critical point set of AH . Each γ˜ ∈ Pω(H)
carries an index irs(γ˜) which is well defined up to a global shift for
each homotopy class of loops. Namely, for each homotopy class a fix
a trivialization of γ∗aTM . Then if γ˜ = (γ, w) trivialize γ
∗TM along w
by extending the trivialization along γa and take the Robin-Solomon
index of γ with respect to this trivialization.
Given an S1-parameterized family of almost complex structures Jt
on M , the gradient of AH at γ is the vector field
∇AH(γ)(t) := Jt(γ˙(t)−XHt(γ(t)))
along γ. Note that the gradient field is independent of the choice of
base paths. A gradient trajectory is a path in (a covering of) the loop
space whose tangent vector at each point is the negative gradient at
that point. Explicitly a gradient trajectory is a map
u : R× S1 → M,
satisfying Floer’s equation
(12) ∂su+ Jt(∂tu−XHt ◦ u) = 0.
We refer to such solutions as Floer trajectories.
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3.2. Dissipative Floer data and a-priori C0 estimates.
Definition 3.1. An ω-compatible almost complex structure J on M
is said to be uniformly isoperimetric if the associated metric gJ is com-
plete and there are constants δ and c such that any loop γ satisfying
ℓ(γ) < δ can be filled by a disc D satisfying Area(D) < cℓ(γ)2. If J is
merely ω-tame, we add the requirement that, for some C > 1,
1
C
<
∣∣∣∣ω(Jx, Jy)ω(x, y)
∣∣∣∣ < C.
Remark 3.2. The criterion is satisfied for J compatible if gJ is geo-
metrically bounded, namely, if it has sectional curvature bounded from
above and radius of injectivity bounded from below.
Remark 3.3. It is clear from the definition that if gJ0 is uniformly
isoperimetric and gJ1 is equivalent to gJ0 then gJ1 is also uniformly
isoperimetric.
The significance of the condition comes from the following result,
where for a J-holomorphic curve u : S → M we denote by EJ(u;S) the
energy EJ(u;S) :=
∫
S
u∗ω. We omit both the J and the S when they
are clear from the context.
Lemma 3.4 (Monotonicity [8]). Suppose gJ is (δ, c)-isoperimetric
at p. Then any J-holomorphic curve u passing through p and with
boundary in M \Bδ(p) satisfies
EJ(u; u
−1(Bδ(p))) ≥
δ2
2c
.
Henceforth let J be ω-tame and uniformly isoperimetric. Let H :
S1 ×M → R be proper and bounded from below. Assume the Hamil-
tonian flow of H is defined for all times. This certainly holds for
time independent Hamiltonians as well as for Hamiltonians satisfying
∂tH < aH + b for some constant a, b.
Definition 3.5. Consider the manifold M˜ := M × S1 × R with the
2-form ωH := ω + dH ∧ dt. The 2-form ωH together with the obvious
projection π : M˜ → R×S1 define a horizontal distribution on M˜ which
we denote by p 7→ Hp. Let JH be the almost complex structure on M˜
determined by the following conditions:
(a) JH is split with respect to the splitting TM˜ = TM ⊕H defined
by ωH .
(b) JH |TM = J .
(c) dπ ◦ j = J ◦ dπ.
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JH can alternatively be described in matrix form by
JH(z, x) :=
(
jΣ(z) 0
−ds⊗XH(z, x)− dt⊗ J(z, x) ◦XH(z, x) J(x)
)
Define ω˜H := ωH + ds ∧ dt. Observe that JH is compatible with (resp.
tamed by) ω˜H if J is compatible with (resp. tamed by) ω.
Our interest in the almost complex structure JH stems from the fact
that there is a bijection between Floer trajectories and JH-holomorphic
sections of M˜ → R×S1 given by taking a trajectory to its graph. This
allows us to apply the Monotonicity Lemma 3.4 to Floer trajectories.
Definition 3.6. We say that the pair H, J is strongly dissipative if the
following two conditions are satisfied:
(a) The metric on gJH determined on M˜ by ω˜H := ωH+ds∧dt and
JH , is uniformly isoperimetric.
(b) There is an ǫ > 0 and a compact subset K ⊂M such that any
loop γ : S1 →M which is not contained in K must satisfy
EH,J(γ) :=
∫ 1
0
‖γ′(t)−XH ◦ γ(t)‖ > ǫ.
Remark 3.7. The last condition is satisfied when the flow of XHt is
complete (in particular, if it is time independent outside a compact
set) if the Lyapunov time of the flow is uniformly bounded and there
are a compact set K ′ and a constant ǫ′ > 0 such that d(ϕ1H(x), x) > ǫ
′
for x ∈M \K ′.
We will see in Theorem 4.1 below that these conditions are satisfied
for linear Hamiltonians on the magnetic cotangent bundles.
For Floer trajectory u let
EH,J(u) :=
∫
R
‖∂su‖
2 =
∫
R
‖∂tu−XH‖
2.
We have the following property established in [25].
Theorem 3.8. Fix a strongly dissipative Floer datum H, J . For each
E there is a compact set KE such that u ⊂ KEH,J(u) for any Floer
trajectory of H, J satisfying EH,J(u) < E.
Proof. One uses the condition (b) in Definition 3.6 to first produce
a compact set K such that u(s, ·) intersects K for any s. Namely,
suppose [a, b]× S1 maps outside of K. Then we must have b− a ≤ E
ǫ
.
Taking [a, b] to a maximal such interval, we have that u(a, ·) intersects
K. Applying Cauchy-Schwartz, one has
d(u(s1, ·), u(s2, ·))
2 ≤ (s2 − s1)E(u; [s1, s2]× S
1),
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for any pair s1 < s2 ∈ R. Combining the two estimates gives rise to
K. We now rely on condition (a) and apply monotonicity to obtain
an estimate on the diameter of u(s, ·) for any s. For this consider the
restriction of the graph u˜ of u to [s − 1, s + 1] × S1. Considered as a
JH-holomorphic map, it has energy estimated by E(u)+2π. Moreover,
since u˜ is a section, if u˜(s, t) meets a point in M˜ , the boundary [s −
1, s+ 1]× S1 maps to the complement of the ball of radius 1 centered
at that point. Thus, monotonicity gives an a-priori estimate on the
number of disjoint unit balls intersected by u(s, 0). 
Remark 3.9. By examining the proof, it becomes clear that the claim
can be made domain-local in the sense that given bounded open A ⋐
B ⊂ R × S1, we get a C0 estimate on u(A) in terms of the energy of
B and the geometry of A,B. The dependence on A,B can be reduced
to a dependence on d(A,B) if A and B are sub-cylinders. The domain
locality is a source of great flexibility and robustness.
As a consequence, using standard constructions, we obtain the fol-
lowing theorem.
Theorem 3.10. For (H, J) dissipative, there is a well defined differen-
tial on the complex CF ∗(H, J) generated by the critical points ∈ Pω(H).
It is a module over the Novikov ring Λω. This gives rise to the Floer
homology HF ∗(H ; J). The valuation on CF ∗(H, J) gives rise to an
induced valuation on HF ∗(H ; J).
Henceforth, without further notice, any Hamiltonian is proper and
bounded from below.
3.3. Zig-Zag homotopies and continuation maps. Let H0 ≤ H1
be a pair of time-dependent Hamiltonians and let J1, J2 be time-dependent
almost complex structures. A continuation Floer datum for (Hi, Ji) is
a family (Hs, Js) such that (Hs, Js) = (H0, J0) for s ≪ 0, (H1, J1) for
s ≫ 0, and ∂sH is bounded from below. To a such a Floer datum H
we associate a symplectic form ω˜H on M˜ := M × R× S
1 defined as
ω˜H := ω + dH ∧ dt+ (∂sH + c)ds ∧ dt,
where c is a constant such that
(∂sH + c) ≥ 1.
We also have an almost complex structure JH which is compatible with
ω˜H and is defined as in Definition 3.5 above, only this time allowing
H, J to depend on s.
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Definition 3.11. Let (Hi, Ji) be strongly dissipative. We call a con-
tinuation Floer datum (Hs, Js) interpolating between them dissipative
if for each (s, t) ∈ R× S1 there is a neighborhood U ⊂ R× S1 and an
exhaustion Ki of M such that for some δ > 0 the metric determined
by ω˜H and JH is uniformly isoperimetric on the product of U with a δ
neighborhood of
⋃∞
i=1 ∂Ki.
Remark 3.12. Note that in this case we do not require that the associ-
ated metric be uniformly isoperimetric on all of M˜ . The reason is that
one cannot in general expect there to be an interpolating Floer datum
satisfying such a requirement.
Note again that by definition if a given continuation datum is dissi-
pative, so is any continuation datum which sufficiently close to it.
Theorem 3.13. The statement of Theorem 3.8 is true upon replacing
the strongly dissipative Floer datum (H, J) by a dissipative continuation
datum (H, J) interpolating between a pair of strongly dissipative Floer
data.
Proof. The only difference to the previous case is in the application of
monotonicity. Namely, we only have monotonicity for points on ∂Ki.
This is sufficient to obtain an a-priori estimate on the number of ∂Ki
met by u(s, ·). 
Theorem 3.14. Let (H1, J1) and (H2, J2) be dissipative Floer data
such that H1 ≤ H2. Then there exists a natural continuation map
HF ∗(H1, J1) → HF
∗(H2, J2) which is functorial with respect to ≤.
Moreover, if H2 −H1 is bounded, the continuation map is an isomor-
phism.
Proof. We restrict ourselves to the case where there is a fixed Riemann-
ian metric g such that gJ1, gJ2 are both equivalent the metric g. This
is the generality we will need for our application. The more general
statement is proven in [25].
Let (s, t) ∈ R2
f
−→ [0, 1] be a function satisfying f ≡ 0 on
{s ≤ 0} ∪
∞⋃
n=1
[0, 2/3]× [4n, 4n+ 1],
f ≡ 1 on
{s ≥ 1} ∪
∞⋃
n=1
[1/3, 1]× [4n + 2, 4n+ 3],
and that ∂sf ≥ 0 for any (s, t) ∈ R
2.
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Fix a point x ∈ M and let η : M → R be a smoothing of the dis-
tance function to x. Let Js be a family of almost complex structures
interpolating between J0 and J1 and such that gJs is equivalent to J .
Let
Hs(x) := f(s, η(x))H1(x) + (1− f(s, η(x)))H0(x).
Then (Hs, Js) is a dissipative Floer datum interpolating between (H0, J0)
and (H1, J1). Thus the moduli space of corresponding continuation so-
lutions is compact. Moreover, since dissipativity is open with respect
to uniform convergence, we perturb to obtain a regular moduli space
required to define the continuation map.
Given a family of dissipative Floer data, we similarly have com-
pactness in the family. Thus a standard construction in Floer theory
produces a chain homotopy. It is also standard to obtain functoriality
with respect to ≤.
To show independence of choices we need to show that any two dis-
sipative Floer data can be connected by a family. This is an obvious
variant of the construction of continuation Floer data which is carried
out in [25]. We do not need access to the details of this construction
for our later purposes.
Finally, for the last statement, observe first that in the particular
case Hs = H0 + c(s) and Js = J the claim is straightforward. Let
C > H1 −H0. Considering this and the functorial maps associated to
the inequalities
H0 ≤ H1 ≤ H0 + C ≤ H1 + C,
we deduce that the natural maps are isomorphisms. 
A particular consequence of the last theorem is that HF ∗(H, J1) =
HF ∗(H, J2) provided H is dissipative with respect to both J1 and J2.
We therefore drop J from the notation henceforth.
3.4. Symplectic cohomology rings. We now proceed to define oper-
ations of Floer theory associated to punctured spheres. We shall focus
on the product. Denote by Σ0,1,2 the thrice punctured sphere together
with a choice of cylindrical coordinates near each puncture, identifying
one of them with the half cylinder R+ × S
1 and the other two with
the half cylinder R− × S
1. We refer to these as positive and negative
punctures respectively. For i = 1, 2, 3 and Floer data (Hi, Ji) satisfying
H3 ≥ H1 +H2, a product datum is a pair (H, J) where J depends on
z ∈ Σ0,1,2, H is a 1-form with values in the space of Hamiltonians such
that the restriction near the ith puncture is the Floer datum (Hidt, Ji)
and such that there is a constant a for which the M-dependent 2-form
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dHx + aωΣ0,1,2 is positive. Writing
H = Fdt+Gds,
the last condition is just
∂sF (x, s, t)− ∂tG(x, s, t) > −a, ∀x ∈M.
When trying to mimic the discussion of dissipative Floer data from
the previous section, we run into a new difficulty in that the Poisson
bracket {H,H} = {F,G}ds ∧ dt does not have to vanish. If it is not
bounded, then in general one cannot turn the corresponding connection
2-form into a non-degenerate form by adding the pullback of a 2-form
on the base. We avoid this issue by only directly defining the product
when Hi is a multiple of a given Hamiltonian H outside a compact set.
Thus we assume (Hi, Ji) is strongly dissipative, that outside a com-
pact set, Hi = aiH for some integer ai and that a3 ≥ a1 + a2. An
interpolating product Floer datum is called dissipative if the condition
of the previous section is satisfied mutatis mutandis.
A particular case is obtained by considering a closed 1-form α on
the pair of pants equal to ndt,mdt, (n+m)dt on the respective bound-
aries. We then consider the Floer datum (Hα, Js) for J an appropriate
domain-dependent Floer datum on the pair of pants. The correspond-
ing Floer datum is automatically dissipative since it is locally the same
as the standard Floer equation. We can achieve regularity by perturb-
ing within a compact set.
Assuming regularity, this defines an operation
∗ : CF ∗(Hn, Jn)⊗ CF
∗(Hm, Jm)→ CF
∗((m+ n)H, Jn+m),
by counting appropriate Floer solutions. This is an abuse of nota-
tion and it is understood that the Hamiltonians are in fact slightly
perturbed. We now proceed to use this to define the symplectic coho-
mology ring.
Let (Hi, Ji) be a sequence of dissipative Floer data such that Hi+m ≥
Hi +Hm and such that gJi is equivalent to a fixed Riemannian metric
g. We define
SH∗(M ; {Hi}) := lim−→
HF ∗(Hi).
More generally, let H be a family of Floer data (H, J) of dissipative
Floer such that for all (H, J) ∈ H, gJ is equivalent to a fixed metric
and suppose H is closed with respect to addition. Then we define
SH∗(M ;H) by taking the direct limit over H.
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Now suppose thatH contains a cofinal sequence of dissipative Hamil-
tonians (Hn, Jn) where n ranges over the natural numbers. Then
SH∗(M ;H) = lim
−→
n
HF ∗(Hn, Jn).
Under this assumption we define a product ∗ on SH∗(M ;H) induced
by ∗ as defined above. We then have the following two theorems. We
refer the reader to [25] for proofs.
Theorem 3.15. The operation ∗ commutes with the continuation maps
on the level of cohomology. The induced operation on SH∗(M ;H) de-
pends only on H and not on any of the other choices made in the
construction. The operation is associative and super-commutative.
Theorem 3.16. Considering a multiple aH where a > 0 is sufficiently
small we obtain an isomorphism H∗(M ; Λω) = HF
∗(H0). This makes
SH∗(M ;H) into a unital algebra over H∗(M ; Λω) equipped with the
quantum product.
4. Floer homology of magnetic cotangent bundles
4.1. Dissipativity of linear Hamiltonians. Let us now return to
the case of M = T ∗N where N is a closed manifold. We will work
with Hamiltonians which are radially linear at infinity in the sense of
Subsection 2.3, that is, Hamiltonians H of the form H(p, q) = a|p|+ b
for some constants a, b outside of a compact set. We shall consider also
roughly linear Hamiltonians obtained from linear ones by a sufficiently
C2-small perturbation.
Theorem 4.1. Let H be linear at infinity with slope a which is not
in the period spectrum of the (non-magnetic) geodesic flow, let J be
conical, and let σ be a magnetic form. Then (H, J) is dissipative for
ωσ.
We remark that the period spectrum of the geodesic flow is always
a closed nowhere dense subset of R+ (see for instance [39, Proposition
3.7]).
Proof. We first prove the associated Gromov metric is uniformly isoperi-
metric. The latter property is implied by bounded geometry which for
σ = 0 is established in [25, Example 5.19]. Being uniformly isoperi-
metric is stable under metric equivalence. By Lemma 2.5 we have
that XH,σ is arbitrarily close (with respect to a conical metric) to XH .
Moreover ωσ becomes arbitrarily close to ω. So the corresponding Gro-
mov metrics are uniformly equivalent (in fact, the equivalence constant
converges to unity).
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It remains to show condition (b) of Definition 3.6. By Lemma 2.5
the time-1 magnetic flow becomes arbitrarily close to the geodesic flow.
But the geodesic flow satisfies the condition (b) whenever the slope is
not in its period spectrum. 
Remark 4.2. Note that it is essential in the last argument that we
are considering a linear Hamiltonian. The time 1 magnetic orbit of
a quadratic Hamiltonian bears no relation to the that of the ordinary
geodesic flow.
It follows from Theorem 4.1 that if H is the collection of functions
on T ∗N which, for some constants a, b outside of a compact set coin-
cide with the function aer + b then the symplectic cohomology groups
SH∗(T ∗N ;H, ωσ) are well defined (we have added the ωσ to our nota-
tion since we will shortly investigate the dependence of these groups
on the choice of σ).
4.2. The relation with Viterbo’s symplectic cohomology. First
however let us clarify an important point. For this we temporarily
denote the “usual” symplectic cohomology (as originally defined by
Viterbo [44]) of T ∗N with respect to the standard symplectic form ω =
−dλ by SHViterbo(T
∗N ;ω). A priori, it is not clear that our symplectic
cohomology groups agree with SHViterbo(T
∗N ;ω). Nevertheless, this is
indeed the case, as the following result shows.
Theorem 4.3. Let H be the collection of functions on T ∗N which, for
some constants a, b outside of a compact set coincide with the function
aer + b. Then
SH∗(T ∗N ;H, ω) = SHViterbo(T
∗N ;ω).
Proof. SHViterbo(T
∗N ;ω) is defined as a limit over Floer homologies
defined using Hamiltonians from H and conical almost complex struc-
tures. These Floer data have been shown above to be dissipative, so to
prove the claim it remains to show that the continuation maps on both
sides coincide. In [44] continuation maps are defined using families Hs
where Hs = hs(e
r) outside of a compact sets and ∂s(h
′
s) ≥ 0. Call such
a family admissible. Admissible families are not automatically dissi-
pative, but to prove the claim it suffices to show that for any regular
H1 ≤ H2 ∈ H there is an admissible family which is also dissipative.
For this, in the proof of Theorem 3.14 take the function η to be er/2
instead of the distance function to a point. The rest of the construction
then creates a dissipative Floer datum which is also admissible. 
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5. Deformation of Floer homology
5.1. The extended Floer-Novikov complex. As in Section 2.6, let
Γ denote the image in H2(N ;Z)
/
Tor represented by maps from spheres
and tori. Suppose that K is a polytope in H2(N ;R). The collection
{Ik | k ∈ K} determines a polytope ΦK ⊂ H
1(Γ;R), as in Definition
2.9. We abbreviate the quotient ΓΦ(K) simply by ΓK, and we denote
the associated Novikov ring ΛK
Φ¯(K)
(ΓΦ(K)) appearing before Lemma 2.10
simply by ΛK.
Let us denote by LKN and LKT
∗N the abelian covers of N and T ∗N
with deck transformation group ΓK. By construction, these covers have
the property that if [σ] ∈ K then the transgressed form τ(σ) pulls back
to an exact form on LKN .
Let (H, J) be strongly dissipative with respect to some ωσ, where
σ may or may not belong to K. Denote by PK(H) ⊂ LKT
∗N the set
of lifts of the periodic orbits of H with respect to ωσ. The action of
ΓK restricts to an action on PK(H). Moreover, V := K〈PK(H)〉 is a
finitely generated free module over K[ΓK].
Each σ′ ∈ K gives rise to an action filtration AH,ωσ′ on V . We define
the Floer chain complex CF ∗(H, J, ωσ;K,K) as the intersection of the
completions of V with respect to any of these filtrations.
We may try to define a linear operator dω on CF
∗(H, J, ωσ;K,K) by
counting Floer trajectories in the usual way. The Floer trajectories are
defined with respect to the Hamiltonian flow determined by ωσ. The
only difference to the ordinary Floer complex is in the multi-finiteness
condition determined by K.
In general, the differential dω is not well defined as an operator from
CF ∗(H, J, ωσ;K,K) to itself. Our main result, Theorem 5.1, gives con-
ditions when it is.
5.2. The main theorem. In this section we state the main result of
the present paper. The proof is deferred to Section 6.3.
Theorem 5.1. Let K ⊂ H2(N ;R) be a polytope. Let σ : K → Ω2(N)
be a smooth section (i.e.for any k ∈ K, σk is a 2-form representing k,
and σk varies smoothly with k). Then there exists a set HK of Floer
data (H, J) such that H is linear at infinity, J is conical and satisfying
the following properties:
(a) HK is cofinal in the set of all Floer data that are linear at in-
finity.
(b) For any K′ ⊂ K we have HK ⊂ HK′.
(c) HK is open in the uniform convergence topology on the space of
time-dependent Hamiltonians.
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(d) For each (H, J) ∈ HK, each k ∈ K and each polytope K
′ ⊂ K,
the associated Floer differential dH,ωσk is well defined on the
vector space CF ∗(H, J, ωσk ;K,K
′). We abbreviate the resulting
complex CF (H,K′, k).
(e) There exists a chain homotopy equivalence
f : CF (H,K, k1)→ CF (H,K, k2)
which is well defined upon restricting K → K′ for any K′ ⊂ K
and induces a chain homotopy equivalence
CF (H,K′, k1)→ CF (H,K
′, k2).
(f) The induced map on homology commutes with the continuation
map HF ∗(H1, k)→ HF
∗(H2, k) for H1 ≤ H2 and preserves the
Floer theoretic operations such as the product and the unit.
5.3. Twisted symplectic cohomology. We recall the definition of
twisted symplectic cohomology from [36]. Namely, given a Floer datum
(H, J) the ωσ-twisted Floer complex is CF
∗(H, J ; Λσ) = CF
∗(H, J)⊗
Λσ and the differential is altered by weighting each Floer trajectory u
by e
∫
u∗ωσ . Twisted continuation maps are defined similarly. This gives
rise to twisted symplectic cohomology SH∗(T ∗N ; Λσ). We then have
the following result of Ritter, which was also stated as Theorem 1.3 in
the Introduction.
Theorem 5.2 ([36]). SH∗(T ∗N ; Λσ) = Hn−∗(LN ; Λσ)
In this section we aim to prove:
Theorem 5.3. For H ∈ HK and ω the canonical symplectic form we
have
HF ∗(H,ω; Λσ) = HF
∗(H,ωσ).
In particular, we have isomorphisms of rings
SH∗(T ∗N, ωσ) = SH
∗(T ∗N, ω; Λσ).
Proof. Given a pair of magnetic forms σ1, σ2 we use Theorem 5.1 to
relate the symplectic cohomologies SH∗(M ;H, ωσi) for i = 1, 2. Taking
K to be the interval connecting σ1 and σ2, pick a section of Ω
2(N) over
K agreeing with σ1, σ2 at the respective endpoints. Let H ∈ HK. By
Theorem 5.1 there is a sheaf of chain complexes on K, say, CF (H,K, k)
for some k ∈ K, which is locally free over the sheaf of Novikov rings
and such that HF ∗(H,ωσi) is obtained by restriction to the points σi.
Different choices of k give rise to chain homotopic complexes.
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Denote by Pk,σi(H) the lifts to LKT
∗N of ωσk -periodic orbits of H .
Let Vk,σi := K〈Pk,σi(H)〉 denote the set of formal sums of lifts of peri-
odic orbits with coefficients in K. The stalk CF (H, σi, k) is the comple-
tion of Vk,σi with respect to AH,ωσi . This can alternatively be described
as follows. For each periodic orbit γi pick a lift γ˜i to the cover LKT
∗N .
Then
CF (H, σi, k) ≃ Λσi〈γ˜1, . . . γ˜n〉.
This is canonical up to the covering action of Γσi.
In the particular case that σ1 = 0 and σ2 = σ we obtain
CF ∗(H, σ, k) = CF ∗(H, 0, k)⊗ Λωσ .
Considering Λσ as a local system of coefficients we see, unwinding
definitions, that the differential on CF ∗(H, σ, k) is obtained from that
on CF ∗(H, 0, k) by twisting coefficients. The claim follows.

6. Proof of the main theorem
6.1. Continuation trajectories fixing H and varying σ. Consider
a family (σs)s∈[0,1] of magnetic forms connecting a pair of magnetic
forms σ0, σ1. Fix a critical point [γ
i, wi] of the functional AH,σi for i =
0, 1 respectively and fix J = {Js,t}(s,t)∈R×S1 such that Js,t is independent
of s for |s| ≫ 1, Js,t is compatible with ωσ0 for s near −∞ and with
ωσ1 near ∞. We denote by
M([γ0, w0], [γ1, w1];H, (σs)s∈[0,1], J)
the set of smooth maps u : R×S1 → T ∗M which satisfy the parametrized
Floer equation
∂su+ Js,t(u)(∂tu−XH,σs(u, t)) = 0,
submit to the asymptotic conditions
lim
s→−∞
u(s, t) = γ0(t), lim
s→∞
u(s, t) = γ1(t), lim
s→±∞
∂su(s, t) = 0,
and such that w1 = u#w0. The energy of u is defined via the s-
dependent metric determined by ωσs and Jσs . Namely,
E(u) = EH,J(u) :=
∫ ∞
−∞
‖∂su‖
2
Jσs
dt.
By a standard identity for time-dependent gradient flow, we have the
following equation for any u ∈M([γ0, w0], [γ1, w1];H, (σs)s∈[0,1], J).
E(u) = AH,σ0([γ
0, w0])−AH,σ1([γ
1, w1])−
∫ ∞
−∞
(
∂
∂s
AH,σs
)
(u(s))ds.
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Write ws := w0#(u|(−∞,s]×S1). The last term in the energy identity
can be rewritten as
(13)
∫ ∞
−∞
(
∂
∂s
AH,σs
)
(u(s))ds =
∫ ∞
−∞
(∫
ws∗σ′s
)
ds
Control of the last expression is the key to establishing compactness
of the moduli spaces and thus the well definedness of continuation
maps. But first, we must show that energy control indeed guarantees
compactness.
Theorem 6.1. Let Js be roughly conical at infinity and let (H, Ji) be
strongly dissipative for both ωσ0 and ωσ1. For any E > 0 there is a
compact set KE ⊂ T
∗M such that any continuation trajectory
u ∈ M([γ0, w0], [γ1, w1];H, (σs)s∈[0,1], J)
of energy less than E maps into KE.
Proof. Each component of the complement of a slight thickening of
[0, 1]×S1 is contained in an a-priori compact set by strong dissipativity.
See Remark 3.9. Let JXH ,σs denote the almost complex structure on
M × [−ǫ, 1 + ǫ] × S1 determined by Js and the vector field XH,σs.
Outside of a large enough compact set we have that |ωσs′ − ωσs | is
arbitrarily small for any s, s′. Thus for each fixed s0, ωσs0 tames JXH ,σs
for s ∈ [0, 1]. Moreover, all these metrics are equivalent to the metric
determined by ωσ0 and JXH ,σ0 . It follows that each of these metrics is
uniformly isoperimetric. Moreover, the energy of any trajectory u on
[−ǫ, 1+ǫ]×S1∩u−1(M \K) for K large enough is approximated by the
energy in any of these metrics. The standard monotonicity argument
thus implies an a priori estimate on u([−ǫ, 1 + ǫ]× S1). 
6.2. A-priori energy estimates. We now specialize to the following
case. Let f : R → [0, 1] be smooth and satisfy f(s) = 1 for s ≥ 1 and
f(s) = 0 for s ≤ 0. Let σs = f(s)σ + σ0 and let Jσs be a family of
ωσs-compatible almost complex structures which are roughly conical at
infinity. The right hand of (13) specializes to
e =
∫ ∞
−∞
f ′(s)
(∫
ws∗σ
)
ds.
Write us := u|(−∞,s)×S1. Then we have
(14)
|e| ≤
∫ 1
0
|f ′(s)|
(∣∣∣∣
∫
w0∗σ
∣∣∣∣ +
∣∣∣∣
∫
us∗ωσ
∣∣∣∣
)
ds ≤
∣∣∣∣
∫
w0∗σ
∣∣∣∣+ sup
s∈[0,1]
∣∣∣∣
∫
us∗ωσ
∣∣∣∣ .
The first term in the rightmost expression may seem strange at first
sight, but it accounts for the fact that the action difference is not
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invariant under shifts of the base loop. This is harmless as Floer’s
equation is invariant under such shifts. We need to control the right-
most term. In general this cannot be achieved. We will show however
that it can be achieved for functions which near infinity are of the form
a|p| + b = aer + b for a which is not in the period of a closed (non-
magnetic) geodesic, and which is C2-small on a large enough neighbor-
hood of the zero section. We will prove the next result in Section 7
below.
Theorem 6.2. Fix a Riemannian metric g on N with non-degenerate
time 1 geodesic flow, and a conical almost complex structure J on T ∗N .
For each a ∈ R which is not in the period spectrum of the geodesic flow,
there is a family of linear Hamiltonians Hρa,g all of which have slope a
near infinity and which are monotone decreasing in ρ and such that the
following holds: There is a constant C = C(a, ρ, J) which is monotone
decreasing in ρ, satisfies infρC(a, ρ, J) = 1 and such that for ρ ∈ R+
and any (Hρg,a, J)-continuation Floer trajectory from σ0 to σ1 we have
(15)
∣∣∣∣
∫
us∗σ
∣∣∣∣ ≤ CE(u)‖π∗σ‖∞.
Moreover, the estimate is robust with respect to C2-small perturbations
of H and a perturbation of J to one that is metrically equivalent.
Remark 6.3. The parameter ρ controls the size of the compact subset
over which the slope of H is kept small.
We formulate a variant of the Theorem 6.2 for a continuation which
involves simultaneously varying H and σ.
Theorem 6.4. Given a pairHρ1a1,g1 ≤ H
ρ2
a2,g2 and conical almost complex
structures J0, J1 as in Theorem 6.2 there is a dissipative Floer datum
H = (Hs, Js) interpolating between them and such that for any s0 ∈ R
the estimate (15) holds upon replacing H, J by the s-dependent datum
Hs+s0, Js+s0. Moreover, the constant C is independent of s0 and can be
made arbitrarily close to 1. For such a Floer datum the C0 estimate of
Theorem 6.1 remains true with the appropriate substitutions.
Remark 6.5. Taking s0 to the limits ±∞ in the last Theorem corre-
sponds to concatenating two continuation maps, one fixing σ, the other
fixing H , the order determined by whether we are taking the limit to
negative or positive infinity.
At last, we formulate a variant involving the pair of pants. We
consider Floer data (Hρai, Ji) for i = 1, 2, 3 where ai are integers and
a3 = a1 + a2, and we fix a product Floer datum (H, J) interpolating
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between them on Σ0,1,2 which outside of a compact set is of the form
(Hα, J) for an appropriate Hamiltonian H and closed form α. We let
η : Σ0,1,2 → R be a proper function with negative ends mapping to
−∞ and the positive end to +∞. Let ηs0(s) := η(s + s0). For an s-
dependent magnetic form σs we obtain a family σz on Σ0,1,2 by pulling
back via any of the ηs0. Note that moving s0 to −∞ has the effect of
first applying the magnetic continuation and then the product, while
moving s0 to ∞ has the effect of doing the same in the reverse order.
Theorem 6.6. There exists a product Floer datum H such that the
statement of Theorems 6.1 and 6.2 remain true upon replacing the
cylinder by the pair of pants, replacing H by H and taking σ to be
the family pulled back by ηs0. The resulting constant C can be taken to
be independent of s0.
6.3. Proof of Theorem 5.1. We now prove our main result, using
the (as yet unproved) results from the previous section.
Proof of Theorem 5.1. As our set HK we consider pairs constructed as
follows: First choose g and J so that ‖π∗σ‖∞ < 1/4 (cf. Remark
2.2). Then for any a not in the period spectrum pick H = Hρa,g with
ρ such that C(a, ρ, J) < 2. Clearly HK is cofinal and HK ⊂ HK′.
As remarked above, we allow Hρ to be slightly perturbed giving the
openness property.
Since CF (H,K′, k) is finitely generated over ΛK′ and dH,ωk is ΛK′-
linear, to say that dH,ωk is well defined over K
′ is to say that given
a formal sum x of critical points satisfying the finiteness conditions
imposed by K′, dx will satisfy the same finiteness conditions. In fact,
it suffices to verify this for the generators of CF (H,K′, k) over ΛK′.
Thus, assume x corresponds to a critical point of AH,ωk and for any
vertex ki of K
′ let ax,i := Aki(x). Let nc,i be the number of critical
points with non-zero coefficient in dx and whose Aki action is at most
c. Then nc,i is estimated by the number of ωk-Floer trajectories which
decrease ki energy by at most ax,i−c. On the other hand, applying the
estimate (15) to trajectories where σ does not vary, we deduce that an
ωk0-Floer trajectory of energy E decreases the ωki action by at least
E/2. Indeed, for j = 0, i write ∆j := ∆AH,kj for the action differences
along a Floer trajectory u. Then
|∆i| =
∣∣∣∣∆0 +
∫
u∗ωσ
∣∣∣∣ ≥ |∆0| −
∣∣∣∣
∫
u∗ωσ
∣∣∣∣ ≥ E/2.
Thus nc,i is estimated by the number of Floer trajectories of energy at
most 2(ax,i− c). Since the number of vertices of K
′ is finite this implies
the claim by equation (9).
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We now define the continuation map
f : CF (H,K, k1)→ CF (H,K, k2)
with the matrix coefficient for the pair [γ0, w0], [γ1, w1] given by count-
ing the corresponding continuation moduli space. The finiteness of this
count follows from (15) by the estimate (14). Namely, writing
∆A := AH,σ0([γ
0, w0])−AH,σ1([γ
1, w1]),
we obtain
E(u) ≤ ∆A+ |e| ≤ ∆A+
∣∣∣∣
∫
w0∗σ
∣∣∣∣ 12E(u).
A collection [γi, wi] with i running over the periodic orbits of H with
respect to ωk1 generates CF (H,K, k1) over the Novikov ring. Taking
C = maxi
{∣∣∫ wi∗σ∣∣} we obtain the inequality
E(u) ≤ ∆A+ 1/2E(u) + C,
which implies
E(u) ≤ 2(∆A+ C).
In particular, the matrix coefficient is finite. Moreover, the continua-
tion moduli spaces are invariant under the deck transformations, so f
is linear over the Novikov ring. Finally, since C is fixed, we show as be-
fore that f is well defined over K′. We define g in the reverse direction
in the same way. The fact that f and g are chain maps is standard.
We construct chain homotopies between f ◦ g, g ◦ f and the respective
identities in the usual way with no new ideas required beyond what
was needed in the definition of f, g.
That the continuation and product maps are well defined under
monotonicity hypotheses is essentially the same argument by Theo-
rems 6.4 and 6.6. That f, g commute with the product and continua-
tion maps follows by a standard argument applying Theorems 6.4 and
6.6 respectively. 
7. Proof of Theorem 6.2
We start by describing the family of functions Hρa,g. The choice of g
fixes a radial coordinate. We will consider smooth functions which, up
to a sufficiently small perturbation, are globally of the form h(|p|), for
appropriate h to be determined in the following. Let ℓ0 be the period of
the shortest non-magnetic geodesic on (T ∗N, g). Let a ∈ R+ be in the
complement of that period spectrum. Let ha : R+ → R+ be, piecewise
smooth, monotone increasing and satisfy that h is C2-small on [0, 1],
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h′a =
1
2
ℓ0 on the interval [1, 2] and h
′
a increases to equal a on [2,∞).
Let
h′a,ρ(t) =


h′a(t), t ∈ [0, 1],
1
2
ℓ0, t ∈ [1, 2e
ρ],
h′a(t/e
ρ), t ∈ (2eρ,∞).
Let Hρa : T
∗N → R be defined from ha,ρ as in (6). In particular, H
0
a =
ha(e
r). For each ρ subdivide T ∗N into three regions, Bρi for i = 1, 2, 3,
corresponding respectively to er ∈ [0, 1), er ∈ [1, 2eρ] and er ∈ [2eρ,∞).
Denote by ψρ the Liouville flow. Then H
ρ
a coincides with H
0
a ◦ ψ−ρ on
Bρ3 and with H
0
a on the interval B
ρ
1 . On the intermediate region B
ρ
2 ,
after perhaps shrinking ℓ0, there are no periodic orbits magnetic or
otherwise.
The proof of Theorem 6.2 will rely on the following two technical
Lemmas whose proof we postpone until later in the section.
Lemma 7.1. For every δ > 0 there is an ǫ > 0 with the following
significance. For some ρ ≥ 0 let x : S1 → T ∗N satisfy EHρ,J,ω0(x) < ǫ
then there is an ω0-periodic orbit x0 of H
ρ for which
sup
t
d(x(t), x0(t)) < δ.
Remark 7.2. The crucial point in Lemma 7.1 is the independence of
the constant ǫ on ρ.
We shall need the following variation which is a corollary.
Corollary 7.3. For every magnetic form σ and any δ > 0 there is
a ρ0 and ǫ with the following significance. Let x : S
1 → T ∗N satisfy
EHρ,J,ωσ(x) < ǫ then there is an ω0-periodic orbit x0 of H
ρ for which
sup
t
d(x(t), x0(t)) < δ.
Proof. The constant ℓ0 can be chosen so that on the intermediate region
there is a lower bound on the energy of any loop. Thus, for ǫ small
enough, the assumption EHρ,J,ωσ(x) < ǫ implies that x is contained
either in Bρ1 or in B
ρ
3 . If x is contained in B
ρ
1 , the inequality further
implies that the gradient of Hρ with respect to ωσ is arbitrarily small
depending on ǫ, and thus x is arbitrarily close to a critical point of Hρ.
For x in Bρ3 and ρ large enough, the inequality EH,J,ωσ(x) < ǫ implies
the inequality EH,J,ω0(x) < 2ǫ. To see this, by Lemma 2.5 we have that
the magnetic correction to the flow of |p| = er has decaying norm with
respect to conical metrics. The claim thus follows from Lemma 7.1. 
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Lemma 7.4. For any ǫ > 0 there are constants a, δ depending only
on H0 and J such that the following holds: For any ρ > 0 and any
continuation trajectory u from σ0 to σ1 we have
EHρ,J,σs(u(s)) ≥ ǫ ⇒ EJ(u; [s− a, s+ a]× S
1) ≥ δ.
Proof of Theorem 6.2. In what follows, observe that near infinity ‖XH‖
scales like the distance while π∗σ scales like the inverse of the dis-
tance squared. Thus, expressions like |ιXHπ
∗σ|∞ or ‖XH(p)‖|π
∗σp| are
bounded uniformly and in fact decay as the inverse of the distance.
For ǫ > 0, let Aǫ ⊂ R consist of values s such that E(u(s, ·)) ≥ ǫ.
Let Bǫ ⊂ R consist of values whose distance from Aǫ is at most a(ǫ),
where a is the constant determined by ǫ according to Lemma 7.4. From
Lemma 7.4 we have for the Lebesgue measure µ that
µ(B) ≤
2a
δ
EJ (u).
One uses Floer’s equation to establish the inequality
∣∣∣∣
∫
B×S1
u∗ωσ
∣∣∣∣ ≤
∫
B×S1
‖∂su‖
2‖π∗σ‖∞ +
∣∣∣∣
∫
B×S1
ωσ(∂su,XH)
∣∣∣∣
≤
∫
B×S1
‖∂su‖
2|π∗σ|∞ +
∫
B×S1
|ιXHπ
∗σ|∞max{1, ‖∂su‖
2}
≤
(
1 +
(
2a
δ
+ 1
)
sup |ιXHπ
∗σ|∞
|π∗σ|∞
)
EJ(u)‖π
∗σ‖∞
=: C1(ρ)EJ(u)‖π
∗σ‖∞.(16)
Let C = R \ Bǫ. We need to control
∫
C×S1
u∗ωσ. The number of
components of C is bounded by EJ(u)/δ. Let C0 be a component of
C. Fix a constant δ1. For any s ∈ C0 we have that E(u(s)) < ǫ.
Thus, by Corollary 7.3 and by making ǫ small enough, we may assume
that, for ρ large enough, u maps C0 into the δ1-tubular neighborhood
of some periodic orbit γ ofHρ with respect to ω = ω0. We can take this
neighborhood to be the pre-image under π of a tubular neighborhood
of π(γ) where σ is exact with a primitive α. Note that projections of
periodic orbits depends on a but not on ρ. Thus there is a uniform
estimate on π∗α which is independent of ρ. Consider the function
f = ιXHπ
∗α. Then |df | is scaling invariant outside a compact set and
so decays like the inverse of the distance. Denote the components of
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∂C0 by γ0, γ1. By Stokes Theorem we have∣∣∣∣
∫
C0
u∗π∗σ
∣∣∣∣ =
∣∣∣∣
∫
γ1−γ0
u∗π∗α
∣∣∣∣
≤
∫
S1
|f ◦ γ1 − f ◦ γ0|dt+ |π
∗α|(E(γ1) + E(γ0))
≤ |df |δ1 + 2ǫ sup
γ1∪γ0
|π∗α|.
Thus ∣∣∣∣
∫
C
u∗ωσ
∣∣∣∣ ≤ 1δ‖π∗σ‖∞ (|df |δ1 + 2ǫ supγ1∪γ0 |π∗α|)E(u)‖π∗σ‖∞
=: C2(ρ)E(u)‖π
∗σ‖∞.
To complete the proof note that by the observations concerning the
scaling behaviors ofXH , σ and α, we have that C1(ρ)→ 1 and C2(ρ)→
0 as ρ→∞. 
Remark 7.5. The proof of Theorem 6.2 is robust under sufficiently
small (compactly supported) time-dependent perturbations. In fact,
on the unit disc bundle it suffices to require that Hρ be equal to some
fixed C2-small Hamiltonian. On the other hand, even in the compact
case, when varying the symplectic structure one can only obtain the
required a-priori energy estimates for Hamiltonians which are small
enough relative to the perturbation of the symplectic form. Thus, it
is to be expected that besides linearity near infinity one must further
restrict the behavior of the Hamiltonian in a neighborhood of the zero
section.
Proof of Theorem 6.4. For this let a1 ≤ a2, let f : R
2 → [0, 1] be a zig-
zag function as in the proof of Theorem 3.14 and let fs0(s, t) := f(s+
s0, t). Let ηx0 : R× T
∗M → [0, 1] be defined by ηs0(s, p) = fs0(s,
√
|p|)
and let Hs0 be an s-dependent Hamiltonian defined by
Hs0,s := ηs0(s)H
ρ
a1 + (1− ηs0(s))H
ρ
a2.
In order for the proof of Theorem 6.2 to go through, we need to inter-
polate in such a way that ‖ιXHπ
∗σ‖∞ can be made arbitrarily small.
We can choose f so that ∂tf is supported in t > a for a arbitrarily
large. It is straight forward that this give the required control. 
7.1. Proof of Lemmas 7.1 and 7.4. The proof of Lemma 7.1 relies
on the following general lemma about Hamiltonian flows.
Lemma 7.6. Let (M,ω) be a symplectic manifold, let H : M → R
and let x0 : S
1 → M be a transversally non-degenerate periodic orbit
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of the Hamiltonian flow of H. There are constants c = c(x0, H) and
ǫ = ǫ(x0, H) such that for any x : S
1 → M satisfying d(x, x0) < ǫ we
have
(17) sup
t
d2(x(t), x1(t)) < c
2
∫ 1
0
‖x˙(t)−XH(x(t))‖
2dt.
Proof. Let ǫ be the radius of injectivity of the normal exponential to x0.
Suppose (17) does not hold. By Cauchy-Schwartz there is a sequence
xn : S
1 → Bǫ(x0) converging in C
0 to x0 such that xn 6= x0 and such
that
lim
n
∫ 1
0
‖x˙n(t)−XH(xn(t))‖dt
d(xn, x0)
= 0.
Abbreviate dn = supt d(x0(t), xn(t)) and write in exponential coor-
dinates vn(t) :=
xn(t)−x0(t)
dn
. We will show that we have
(18) lim
n→∞
∫ 1
0
‖v˙n(t)− dXH(x0(t))vn(t)‖dt = 0.
By standard ODE theory this implies that vn converges to a 1-periodic
solution v to the differential equation
v˙(t) = dXH(x0(t))v(t).
Moreover, the vertical component of v(t) does not vanish identically.
Denote by ψt the flow of XH . Let v(t0) have non-vanishing vertical
component and let v0 := dψ
−1
t0 v(t0). Then
(19) v(t) = dψtv0,
since both satisfy the same differential equation with the same initial
condition. In particular, dψ1v0 = v0 contradicting the non-degeneracy
of x0.
It remains to prove Equation (18). We have
v˙n =
x˙n − x˙0
dn
=
x˙n −XH(xn)
dn
+
XH(xn)−XH(x0)
dn
=
x˙n −XH(xn)
dn
+ dXH(x0)vn +
1
dn
O(d2n).
Thus∫ 1
0
‖v˙n(t)− dXH(x0(t))vn(t)‖dt ≤
∫ 1
0
‖x˙n − xH(xn)‖
dn
+
1
dn
O(d2n).
This goes to 0 by the assumption, completing the proof. 
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Proof of Lemma 7.1. Since a is not in the period spectrum and the
metric is conical, any loop with EH0-energy less than a given constant
is contained a priori in some compact set. Thus there are constants
c and ǫ satisfying the inequality of the lemma for H0. It remains to
show that these constants are good for Hρ for any ρ ≥ 0. Let x satisfy
EHρ(x) ≤ ǫ. For ǫ small enough this implies x is contained either in
Bρ1 or B
ρ
3 . In the first case, the claim is clear. In the second case,
x is conjugate via scaling by e−ρ to the loop x0 := e
−ρx such that
EH0(x0) < e
−2ρǫ. So there is a periodic orbit x1 for which according
to (17) we have d2(x0, x1) < c
2EH0(x
0) = e−ρEHρ(x). Scaling back up,
we get the estimate d2(x, ψρ ◦ x2) < c
2EHρ(x), which is the required
estimate. 
Proof of Lemma 7.4. We rely on the following property of Floer trajec-
tories which is stated in [38] for the case of closed symplectic manifolds.
There are constants ~ and c such that
(20)
∫
Br(s,t)
|∂su|
2 < ~ ⇒ |∂su|
2(s, t) <
8
πr2
∫
Br(s,t)
|∂su|
2 + cr2.
Strictly speaking, to apply this to our setting we need to first verify
a few things. First we need to show that such constants exist in our
non-compact setting. For this note that the estimate (20) can be de-
duced from the corresponding mean value inequality for J-holomorphic
curves established in [30]. Namely, if v is a J-holomorphic curve in a
geometrically bounded manifold we have∫
Br(s,t)
|∂sv|
2 < ~ ⇒ |∂su|
2(s, t) <
8
πr2
∫
Br(s,t)
|∂sv|
2
for appropriate constants. The estimate (20) can be deduced from
this by the Gromov trick as in Definition 3.5 and the discussion right
after. The constants in the mean value inequality of [30] depend on the
sectional curvature and the C2-norm of J , all with respect to the metric
determined by ω and J . We thus need to establish the corresponding
bounds on the geometry of the metric determined by the Gromov trick.
This is essentially done in the the first half of the proof of Theorem
4.1.
We also need to verify that for fixed H0, the constants ~ and c are
independent of Hρ. For this note that in [25] it is shown that the
sectional curvature of the Gromov metric is controlled by that of the
underlying manifold and the C2-norm of H . The latter decreases under
rescaling.
Having established the mean value inequality (20) with uniform con-
stants, we prove the lemma. In a form more suitable to our applications
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we may write
EHρ,J,σs(u; [s− r, s+ r]× S
1) < ~ ⇒(21)
EHρ,J,σ(us) <
8
πr2
EHρ,J,σs(u; [s− r, s+ r]× S
1) + cr2,
for r ≤ 1. Given ǫ > 0 as in the lemma, let a = min{1,
√
ǫ
2c
}. Without
loss of generality EHρ,J,σs(u(s); [s− a, s+ a]×S
1) < ~ for otherwise we
are done. Then plugging into (21) we get
8
πa2
E(u; [s− a, s+ a]× S1) > ǫ− ca2 ≥ ǫ/2.
The lemma thus holds with δ = 4ǫ
πa2
.

8. Applications
8.1. Vanishing and the Hofer-Zehnder capacity. In [25] the first
named author associates a non-Archimedean valued algebra SH∗(M |K),
the localized symplectic cohomology, to any compact subset K ⊂ M
in a symplectic manifold M . This is the Floer homology of the func-
tion which is ∞ on the complement of K and 0 on K. It generalizes
a construction by Cieliebak-Floer-Hofer [12], and should be compared
similar ideas of Venkatesh [43] and Varolgunes [42]. It can be computed
as follows. Let Hi be a monotone sequence of dissipative Hamiltonians
converging to 0 on K and to ∞ outside of K. Then
SH∗(M |K) = lim
←−
a
lim
−→
i
HF ∗[a,∞)(Hi).
The algebra SH∗(M |K) with its valuation are independent of the
choice of the sequence Hi. To simplify the discussion, we assume the se-
quence Hi as constructed as follows. LetHK : M → R+ be a dissipative
exhaustion function such that H−1K ([0, 1]) = K, H
−1
K (1) = ∂K, and HK
has no periodic orbits of period ≤ 1. Such a function exists as shown
in [25]. Namely, one takes a smoothing of the distance function to K
and multiplies it by a small enough constant. Let hi : R+ → (−ǫ,∞)
be a monotone sequence converging to 0 on [0, 1], to∞ everywhere else
and such that h′i = 1 on (2,∞). Then we take Hi := hi ◦HK .
Given any smooth dissipative Hamiltonian H , there is a natural val-
uation decreasing map
HF ∗(H)→ SH∗(M |K).
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Given a family of dissipative Hamiltonians H which is closed with re-
spect to addition, we get an induced map
SH∗(M ;H)→ SH∗(M |K).
This is a map of rings which is unital. In particular,
Lemma 8.1. Let H be as above, and suppose SH∗(M ;H) = {0}. Then
SH∗(M |K) = {0} for any compact K ⊂M .
Proof. This is an immediate consequence of unitality. 
Recall the definition of the π1-sensitive Hofer Zehnder capacity c
o
HZ(K)
of compact setsK ⊂M which is defined as follows. Call a smooth func-
tionH supported onK Hofer-Zehnder admissible ifH ≤ 0,H−1(minH)
and H−1(0) both contain non-empty open sets, and the Hamiltonian
flow of H has no non-trivial contractible periodic orbits of period ≤ 1.
We say that coHZ < c if any Hofer-Zehnder admissible H has oscillation
< c.
The rest of this section is devoted to the following Theorem.
Theorem 8.2. Suppose SH∗(M |K) = {0}. Then coHZ(K) <∞.
To prove the theorem we first need to discuss spectral invariants for
dissipative Hamiltonians. In [25] it was shown that there is a natu-
ral map H∗(M ; Λuniv) → HF
∗(H) for any dissipative Hamiltonian H .
Note that unlike in the compact case this map may not be an iso-
morphism. Nevertheless, this allows us to define the spectral invariant
ρ(H ; 1), which is the valuation of the image of the unit of cohomol-
ogy under this map. Unlike in the compact case, we may well have
ρ(H ; 1) = −∞. The spectral invariant is monotone in the sense that
H1 ≤ H2 ⇒ ρ(H2; 1) ≤ ρ(H1; 1).
Further, we have the following property for whose proof we refer to
Usher’s [41].
Lemma 8.3. If H is an autonomous dissipative Hamiltonian, other-
wise possibly degenerate, and if H possesses no non-trivial contractible
periodic orbits of period ≤ 1 then ρ(H ; 1) = −minH.
Lemma 8.4. Suppose SH∗(M |K) = {0}. Then for any a > 0 there is
an i0 such that for any i ≥ i0 we have, for Hi = hi ◦HK as above,
ρ(Hi; 1) ≤ −a.
Proof. Under the vanishing assumption we have that 1 maps to 0
in lim
−→i
HF ∗[−a,∞)(Hi) for any a > 0. This in turn means that for i
large enough 1 maps to 0 in HF ∗[−a,∞)(Hi). By definition, this means
ρ(Hi; 1) ≤ −a. 
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Proof of Theorem 8.2. Let H be a Hofer-Zehnder admissible function
defined on K. We smoothly extend H to a proper exhaustion function
on M such that outside of K it coincides with h ◦HK , for h such that
0 ≤ h′ ≤ 1. This guarantees that H thus extended has no periodic
orbits outside of K. Fix i0 such that ρ(Hi; 1) ≤ −1 for all i ≥ i0.
There is a constant A0 such that if A := OscK(H) > A0 we have that
H + A ≥ Hi. Thus ρ(H + A; 1) ≤ −1 < 0 = −min(H + A). Thus, by
Lemma 8.3, any such function has a periodic orbit of period ≤ 1. 
8.2. Obstructions to Lagrangian embeddings.
Theorem 8.5. Suppose SH∗(T ∗M ;ωσ) = {0}. Then for any closed
embedded ωσ-Lagrangian L ⊂ M there is a real number E such that
for any ωσ-tame roughly conical almost complex structure J , we have
that L either bounds a non-constant J-holomorphic disk or meets a
non-constant J-holomorphic sphere.
Proof. Suppose otherwise. Then standard Floer theory gives rise to
the following. Associated to L there is a unital Λσ-algebra HF
∗(L, L),
the Lagrangian intersection Floer homology, which carries a unital map
CO : SH∗(M ;ωσ) → HF
∗(L, L). Since the ambient manifold is non-
compact this requires some elucidation. Namely, for an appropriate
Hamiltonian H we define the Floer complex CF ∗(L, L;H) generated
by Hamiltonian chords starting and ending on L, and the Floer differ-
ential by counting Floer strips with boundaries on L. More precisely,
we pick a sequence of energies En → ∞ and a sequence of almost
complex structures Jn such that L bounds no Jn-holomorphic discs
of energy ≤ En. We consider Floer’s equation with almost complex
structure Jn for the trajectories with action difference in [0, En]. This
is sensible for a generic choice of the sequence En. Note that taking
H to be linear at infinity, the compactness is the same as for Floer
cylinders. The assumption on discs implies that after possibly a slight
perturbation of Jn we obtain a differential over Λuniv
/
tEnΛuniv. Tak-
ing an inverse limit over En, we obtain the vector space HF
∗(L, L;H)
over the Novikov ring. We now consider a monotone sequence Hn of
Hamiltonians which are linear at infinity, then there are well defined
continuation maps HF ∗(L, L;Hn) → HF
∗(L, L;Hn+1) which can in
fact shown to be isomorphisms. This is established in [26, Theorem
4.14]. Moreover, the vector space HF ∗(L, L) = limnHF
∗(L, L;Hn) is
in fact an algebra with the product defined in terms of triangles. On
the other hand, for a pair of Hamiltonians H ≤ H ′, there is a well
defined map CO : HF ∗(T ∗N ;H) → HF ∗(L, L;H ′) given by counting
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appropriate discs with boundary on L with one interior and one bound-
ary puncture. These maps commute with continuation maps. Thus we
get an induced map as claimed. It is standard to show that this is a
unital algebra map.
A particular consequence is that HF ∗(L, L) = 0. On the other hand,
there is a PSS-homomorphism of Λσ-modules H
∗(L; Λσ)→ HF
∗(L, L)
which under the current assumption is an isomorphism implying in
particular that HF ∗(L, L) 6= 0. This contradiction implies the claim.

If one is willing to take on board the machinery of [21] in our setting,
we can make the following statement.
Theorem 8.6. Suppose L ⊂ T ∗N is a closed Lagrangian submanifold
such that the induced map i∗ : H∗(L;Z) → H∗(T
∗N ;Z) is injective.
Then SH∗(T ∗N ;ωσ) 6= 0.
Proof. Under the assumption it is proven in [21] that after possibly
deforming by a bounding co-chain b, there is a well defined and non-
vanishing Lagrangian Floer homology HF ∗b (L, L) which is again a uni-
tal Λσ-algebra. Moreover there is a b-deformed unital map COb :
SH∗(T ∗N, ωσ) → HF
∗
b (L, L, ωσ). The claim now follows as in the
previous theorem. 
8.3. Non-contractible periodic orbits. We shall need to slightly
relax the conditions in Definition 3.6 when dealing periodic orbits rep-
resenting a non-trivial class a ∈ [S1, T ∗N ].
(a) There is a constant δ > 0 and an exhaustion of T ∗N by com-
pacts sets Ki such that d(∂Ki+1, Ki) > 2δ and JH is uniformly
isoperimetric on the δ neighborhood of
⋃∞
i=1 ∂Ki.
(b) Condition (b) of Definition 3.6 holds for loops γ representing a.
Note that with this weakened condition, the proof of Theorem 3.8 goes
through with only slight changes. Namely, it suffices to apply mono-
tonicity near the ∂Ki.
In the following let H be the family of dissipative Hamiltonians H
for which there are constants c1, c2 with c1|p| < H(p, q) < c2|p|. Note
that H is independent of the choice of metric.
Theorem 8.7. Let 0 6= a ∈ [S1, N ]. Fix a magnetic form σ. Then
for any function H ∈ H we have that there is a sequence bi → ∞ for
which H−1(bi) contains an ωσ-periodic orbit representing the class a.
Proof. We start by observing that by Viterbo’s theorem, for the ordi-
nary geodesic flow we have SH∗,a(T ∗N ;H, ω0) 6= 0. By Theorem 5.1
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we can compute SH∗,a(T ∗N ;H, ω0) using a Floer complex defined via
the magnetic dynamics, albeit with certain twisted coefficients. We
refer hence to the ωσ flow for any Hamiltonian mentioned in this proof.
Suppose the conclusion of the Theorem does not hold. Then there is
a t0 > 0 for which H(t) contains no ωσ-periodic orbit representing a
whenever t > t0. We can then compute SH
∗,a(T ∗N ;H, ω0) using a
sequence of Hamiltonians of the form hi ◦H which are constructed as
follows. Assume first that iH is dissipative for all i. Then we take hi so
that h′i|[0,t0] is so small that hi ◦H has no periodic orbits representing
a, and such that h′i = i near infinity. This sequence is cofinal in H.
Moreover it is non-degenerate for a. Since it has no periodic orbits
representing a, the twisted symplectic cohomology must vanish.
We now remove the assumption on dissipativity of iH . Instead we
take h′i = i on every even interval contained in R+\ [0, t0] and h
′
i = 0 on
every odd interval. We perturb slightly to smooth. The corresponding
Hi is automatically dissipative when paired with a uniformly isoperi-
metric J since on the odd intervals we get the ordinary J-holomorphic
equation. Moreover, since we are considering a non-trivial a, these
Hamiltonians remain non-degenerate. Thus the statement holds for
any H ∈ H. 
Theorem 8.8. With the assumptions and notation of the previous the-
orem, let A ⊂ R be an open set such that for any t ∈ A we have
that H−1(t) does not contain a periodic orbit representing a. Then
µ(A ∩ [0, n])/n→ 0 as n→∞. Here µ is the Lebesgue measure.
Proof. Suppose by contradiction that µ(A) ∩ [0, n] ≥ ǫn for every n.
Let h(t) :=
∫ t
0
1A. Then ǫt ≤ h(t) ≤ t for all t ∈ R+. Thus, the
sequence of functions hi = ih is cofinal in the set of all linear functions.
On the other hand we may assume without loss of generality that
for any n the set [n, n + 1] \ A contains an interval of length 1/2.
Indeed, by erasing from A the half of lesser measure from each interval
[n, n + 1], we maintain the inequality µ(A) ∩ [0, n] ≥ ǫ
2
n. Thus the
function hi is constant an infinite sequence of intervals of length 1/2.
The functions Hi := hi ◦ H are thus dissipative as in proof of the
previous theorem. The sequence Hi is cofinal in H and none of the
Hamiltonians in the sequence have a periodic orbit representing a, even
after a slight perturbation to make them smooth. In particular, the
twisted symplectic cohomology must vanish. This contradiction implies
the claim. 
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