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ORTHOSYMPLECTIC LIE SUPERALGEBRAS, KOSZUL DUALITY,
AND A COMPLETE INTERSECTION ANALOGUE OF THE
EAGON–NORTHCOTT COMPLEX
STEVEN V SAM
Abstract. We study the ideal of maximal minors in Littlewood varieties, a class of qua-
dratic complete intersections in spaces of matrices. We give a geometric construction for a
large class of modules, including all powers of this ideal, and show that they have a linear free
resolution over the complete intersection and that their Koszul dual is an infinite-dimensional
irreducible representation of the orthosymplectic Lie superalgebra. We calculate the alge-
bra of cohomology operators acting on this free resolution. We prove analogous results for
powers of the ideals of maximal minors in the variety of length 2 complexes when it is a
complete intersection, and show that their Koszul dual is an infinite-dimensional irreducible
representation of the general linear Lie superalgebra.
This generalizes work of Akin, Jo´zefiak, Pragacz, Weyman, and the author on resolu-
tions of determinantal ideals in polynomial rings to the setting of complete intersections
and provides a new connection between representations of classical Lie superalgebras and
commutative algebra. As a curious application, we prove that the cohomology of a class
of reducible homogeneous bundles on symplectic and orthogonal Grassmannians and 2-step
flag varieties can be calculated by an analogue of the Borel–Weil–Bott theorem.
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1. Introduction
In this paper, we are interested on the one hand with representations of orthosymplectic
Lie superalgebras (a family of simple Lie superalgebras), and on the other hand, with free
resolutions over a class of quadratic complete intersections which we call Littlewood varieties
(see [SW]). To avoid clumsy technicalities, we will not distinguish between affine varieties
and their coordinate rings. The two sides of the story are connected by Koszul duality.
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First, it is well-known that quadratic complete intersections, that is, polynomial rings
modulo an ideal generated by a regular sequence of quadratic polynomials, are Koszul alge-
bras (this notion and the following notions are reviewed in §2.2). So it has a Koszul dual,
which is the universal enveloping algebra of a nilpotent Lie superalgebra. By generalities
on Koszul duality, if R is a Koszul k-algebra and R! is its Koszul dual, then for any finitely
generated graded R-module M , the space M ! =
⊕
d≥0Tor
R
d (M,k)
∗ is naturally a finitely
generated graded R!-module, which is a direct sum of linear strands.
Generally, Lie superalgebras only have a Z/2-grading, but many simple Lie superalgebras,
including the orthosymplectic Lie superalgebras, have a Z-grading (not necessarily unique)
which lifts its Z/2-grading. The crucial observation is that for the Littlewood varieties, the
nilpotent Lie superalgebra arising from Koszul duality, which has a natural Z-grading, is a
subalgebra of an orthosymplectic Lie superalgebra with a distinguished Z-grading.
The main result of this paper is that for a large class of modules M over the coordinate
ring of the Littlewood variety, the module M ! consists of one linear strand, and the action
of the nilpotent subalgebra on M ! extends to an action of the entire orthosymplectic Lie
superalgebra and becomes an irreducible representation. The Littlewood variety sits in a
space of matrices, and our class of modules includes all powers of the ideal of maximal minors
in this space of matrices. Furthermore, the modulesM have natural geometric constructions.
As a bonus, our results allow us to deduce a Borel–Weil–Bott type theorem for a class of
reducible homogeneous bundles over orthogonal and symplectic Grassmannians.
The use of Koszul duality allows one to transform problems about representations of Lie
superalgebras into problems about modules over complete intersections, where one can use
tools from commutative algebra. We hope that this work will inspire yet further connections.
For some context, we mention that the motivations for this paper come in several forms from
commutative algebra, invariant theory, and representation theory:
(1) The Littlewood varieties were studied in several places under different names (or no name
at all) [H, Ka, L, SSW]. In [SW], we put the Littlewood varieties into a Lie-theoretic
context and show that related free resolutions can be used to recover Littlewood’s for-
mulas for branching rules for classical Lie groups (hence the name) and to deduce new
formulas for the exceptional Lie groups. In [S2] they played a central role in proving the
saturation property for tensor product coefficients for classical groups. So it is reasonable
to look for deeper connections between Littlewood varieties and representation theory.
(2) If we consider the polynomial ring which is the coordinate ring of the space of matrices,
then all powers of the ideal of maximal minors have a linear free resolution ([ABW,
Theorem 5.4]; we give another proof in §2.6). Our results are a perfect analogue in the
setting of complete intersections. See [Ch] for a survey of the behavior of homological
invariants of powers of an ideal (in the general context of a graded Noetherian ring).
(3) The resolution of the ideal of maximal minors is an infinite length generalization of the
classical Eagon–Northcott complex [EN] which has been a rich testing ground and source
of examples in the theory of finite free resolutions [Ei3, N] and its connections with the
theory of degeneracy loci [GLP, Ke, S1].
(4) Techniques exist for constructing free resolutions over complete intersections, but little
is known about minimal free resolutions. The complexes in this paper give a large family
of concrete examples which should form the beginning of a useful case study.
(5) Our results extend work of Akin, Jo´zefiak, Pragacz, Weyman, and the author [AW1,
AW2, AW3, JPW, PW, S3] on realizations of finite-dimensional representations of simple
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Lie superalgebras as syzygies of determinantal ideals. Past results do not cover the
important class of orthosymplectic Lie superalgebras; furthermore, our results deal with
infinite-dimensional irreducible representations. Aside from this, explicit constructions
of representations of Lie superalgebras are generally lacking.
(6) Lovett [L] investigates the problem of calculating the minimal free resolution of the
determinantal ideals in Littlewood varieties, but over the polynomial ring rather than
over the coordinate ring of the Littlewood variety. As our results show, even for the
maximal minors, the answer over the polynomial ring is complicated while the answer
over the complete intersection is dramatically simplified.
1.1. Outline of paper. We now describe the results mentioned above in more detail and
give an outline of the main results of this paper. The background material for this paper is
in §2. There is a good analogy between the results we prove for modules over the coordinate
rings of Littlewood varieties and modules over the coordinate ring of the whole space of
matrices (which is just a polynomial ring). The polynomial case is substantially simpler and
as a warmup, we deduce the analogous results in §2.6 (also they will be used later).
We begin in §3 with the symplectic version of the Littlewood variety. Let V be a sym-
plectic vector space and let E be another vector space with 2 dim(E) ≤ dim(V ). Set
A = Sym(E ⊗ V ) and B = A/(
∧2(E)), where ∧2(E) is the space of quadratic invari-
ants under the symplectic group Sp(V ). See Example 3.1.1 for an explicit example with
coordinates. Then Spec(A) is the space of linear maps E → V ∗ and Spec(B) is the subvari-
ety where the image of E in V ∗ is an isotropic subspace. Then B is a complete intersection
and there is an ideal of maximal minors.
The main result (Theorem 3.1.6, Remark 3.3.7) is that all powers of this ideal have a
linear free resolution over B and more generally for a class of modules M . §3.1 contains
basic properties of B, and the connection to orthosymplectic Lie superalgebras. In §3.2,
we describe Howe duality, which is our source of the representations of the orthosymplectic
Lie superalgebra, and prove new results about these representations. We prove the main
result in §3.3 and give applications. First, we calculate the support varieties of the modules
M (Proposition 3.3.9). Second, we use Eisenbud’s construction for free resolutions over
a complete intersection from a free resolution over the polynomial ring [Ei1] to prove an
analogue of the Borel–Weil–Bott theorem for a class of reducible homogeneous bundles on
the symplectic Grassmannian (Theorem 3.3.6). We give examples in §3.5.
Conjecture 3.3.3 gives a hint about further directions into which this story should develop.
In particular, while the representations we get come from a Howe dual pair, the same will
probably not be true for modules associated with lower-order minors. We expect that further
understanding in this direction will lead to deeper insight into the structure of the (derived)
category of representations of orthosymplectic Lie superalgebras. More importantly, this
should lead to an explicit tensor construction of representations, in the same spirit as Schur
functors. We will pursue this in future work.
There are analogues of the above results when V is instead a vector space equipped with
an orthogonal form, which is discussed in §4. There is also a third case where V is vector
space with no extra structure, but one considers pairs of matrices E → V and V → F with
the condition dim(E)+dim(F ) ≤ dim(V ). The locus where the composition E → V → F is
0 is a complete intersection, and analogues of the above results also hold in this case. This is
discussed in §5. The main difference is that the orthosymplectic Lie superalgebra is replaced
by the general linear Lie superalgebra.
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2. Preliminaries
Throughout the paper, we work over a field k, which we assume is algebraically closed.
To avoid this assumption, it is enough to assume that all semisimple Lie algebras are split
forms. At the beginning of each section we will state our assumptions on char(k) if necessary.
2.1. Notation. Given a vector space V , its dual is denoted V ∗ = Homk(V,k). The sym-
metric, exterior, and divided power algebras are Sym(V ),
∧•(V ), and D(V ), respectively.
If V is a vector space with dim(V ) = n, we set det V =
∧n(V ). Similarly, if V is a vector
bundle of rank n, we set detV =
∧n(V).
Given representations V , W of a group G, we write V ≈ W if V has a G-equivariant
filtration whose associated graded is isomorphic to W . We only consider the case when G is
a reductive algebraic group and V and W are graded representations with finite-dimensional
pieces. So when char(k) = 0, we can replace ≈ by ∼= (isomorphism) by complete reducibility.
If S is a graded algebra, S(−n) is the free S-module with shifted grading: S(−n)i = Si−n.
2.2. Koszul duality. Let R be a Z≥0-graded k-algebra such that R0 = k and all Ri are
finite-dimensional over k. If k = R/R>0 has a linear free resolution over R, then R is a
Koszul algebra [BGS, Definition 1.2.1]. LetW be the kernel of the multiplication map R1⊗
R1 → R2. Let W⊥ be the annihilator of W in R∗1 ⊗R
∗
1 and define R
! = T(R∗1)/(W
⊥) where
T(R∗1) is the tensor algebra on R
∗
1. Then R
! is the Koszul dual of R and is also a Koszul
algebra [BGS, Proposition 2.9.1] (and (R!)! = R). Furthermore, we have an isomorphism of
algebras
R! ∼= Ext•R(k,k)
op(2.2.1)
where the right hand side is equipped with the usual Yoneda product [BGS, Theorem 2.10.1]
and the superscript op means we take the opposite ring. Write E = Ext•R(k,k).
LetM be a graded right R-module such that dimkMi <∞ for all i. A linear cochain com-
plex β(M) is constructed in [BEH, p.105] consisting of free right E-modules with β(M)j =
Mj ⊗k E(j). Via (2.2.1), this is also a cochain complex of free left R
!-modules. If M is a
graded left R-module, then M∨ is a graded right R-module with M∨i = M
∗
−i, and we define
L(M) = β(M∨), which we think of as a chain complex of graded free left R!-modules:
L(M) : · · · →M∗i ⊗R
!(−i)→ · · · →M∗1 ⊗ R
!(−1)
d1−→M∗0 ⊗ R
! d0−→M∗−1 ⊗R
!(1)→ · · · .
Chasing through the construction, we see that for any i, the mapM∗i →M
∗
i−1⊗R
!
1 is dual to
the multiplication map R1⊗Mi−1 → Mi. In particular, we can recover M (functorially) from
L(M) under this finiteness assumption, and so L is an equivalence. Let R be its inverse.
We record the above discussion in the next theorem, which is a standard result.
Theorem 2.2.2. Let M be a finitely generated graded R-module. Pick n minimal so that
Mn 6= 0 and set N = coker(M∗n+1 ⊗ R
!(−n− 1)→ M∗n ⊗R
!(−n)).
(a) The functor L is an equivalence from the category of graded left R-modules with finite-
dimensional graded pieces to linear complexes of graded finite rank free left R!-modules.
(b) For integers i ≥ 0 and k, we have
Hk(L(M))i+k ∼= (Tor
R
i (k,M)i+k)
∗.
(c) L(M) is a subcomplex of the minimal free resolution of N if and only if M is generated
in degree n.
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(d) L(M) is the first linear strand of the minimal free resolution of N if and only if M is
generated in degree n and is defined by linear relations over R.
(e) L(M) is the minimal free resolution of N if and only if M is generated in degree n and
has a linear free resolution over R.
Proof. (a) follows from the discussion above. For (b), we have
Hk(L(M))i+k = H
−k(β(M∨))i+k = Ext
i
R(k,M
∨)−i−k = (Tor
R
i (k,M)i+k)
∗,
where the first equality is by definition of L, the second is on [BEH, p.106], and the third
follows from the fact that HomR(k, (−)∨) ∼= (k⊗−)∗ are isomorphic functors when restricted
to finitely generated R-modules. One can prove (c), (d), (e) using (b) by following the
arguments in [Ei3, Proof of Theorem 7.7]. 
We end this section with the families of Koszul algebras studied in this paper.
Let V be a vector space. Let R = Sym(V )/(f1, . . . , fr) be a complete intersection where
each fi is a homogeneous polynomial of degree 2. Define g1 = V
∗ and let g2 be the dual
space of 〈f1, . . . , fr〉 with dual basis f ∗1 , . . . , f
∗
r . Each fi is a quadratic form on V
∗; let βi
be its symmetric bilinear form. Define a Lie superbracket on g = g1 ⊕ g2 by [v + w, v′ +
w′] =
∑r
i=1 βi(v, v
′)f ∗i ∈ g2 for v, v
′ ∈ g1 and w,w′ ∈ g2. Define a squaring operation
v[2] =
∑r
i=1 fi(v)f
∗
i for v ∈ g1 (this is only needed when char(k) = 2). The universal
enveloping algebra U(g) is the tensor algebra on g modulo the relations
(a) x⊗ y − (−1)deg(x) deg(y)y ⊗ x = [x, y] for homogeneous x, y ∈ g, and
(b) x⊗ x = x[2] for x ∈ g1.
The bracket and squaring operations preserve the grading on g, so U(g) is a graded algebra.
The PBW theorem [CW, Theorem 1.32] implies that U(g) admits a flat degeneration to∧•(g1)⊗k Sym(g2). In particular, U(g) is a Noetherian k-algebra.
Proposition 2.2.3. Keep the notation above.
(a) R is a Koszul algebra, and R! = U(g).
(a) Let M be a finitely generated R-module and let G be a linear strand of the minimal free
resolution of M over R. Then R(G) is a finitely generated U(g)-module.
Proof. (a) follows from [Av, Example 10.2.3].
(b) The algebra U(g) ∼= Ext•R(k,k) acts on Ext
•
R(M,k) = Tor
R
• (M,k)
∗ via the Yoneda
product, and this can be identified with the action of U(g) on
⊕
R(G) where the sum is
over all linear strands of the minimal free resolution of M (see for example, [BEH, p.106]).
By [Av, Theorem 9.1.4] (and the fact that Sym(V ) has finite projective dimension [Ei3,
Theorem 1.1]), the Ext•R(k,k)-module Ext
•
R(M,k) is finitely generated. 
2.3. Partitions and Schur functors. A sequence of integers λ = (λ1, . . . , λn) with λ1 ≥
· · · ≥ λn ≥ 0 is a partition. We write ℓ(λ) = max{i | λi 6= 0} and |λ| =
∑
i λi. If i > ℓ(λ),
we use the convention that λi = 0.
The sum of two partitions is defined by (λ+ µ)i = λi + µi. The exponential notation (a
b)
denotes the number a repeated b times. Its Young diagram is a rectangle, so we also denote
this by b × a. We say that λ ⊆ µ if λi ≤ µi for all i. If λ ⊆ b × a, then (b × a) \ λ refers
to the partition (a − λb, . . . , a − λ1), i.e., we have rotated the Young diagram of λ by 180
degrees and removed it from the bottom-right corner of the b× a rectangle.
The transpose partition λ† is defined by λ†i = #{j | λj ≥ i}. This is best explained in
terms of Young diagrams, which we define via an example.
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Example 2.3.1. If λ = (5, 3, 2), then λ† = (3, 3, 2, 1, 1):
λ = , λ† = .
So ℓ(5, 3, 2) = 3 and |(5, 3, 2)| = 10. We have λ = (3× 5) \ (3, 2). 
Let λ be a partition. Then we can define the Schur functor Sλ (this is Lλ′ in [Wey,
§2.1]). For any vector space E, Sλ(E) is a representation of the general linear group GL(E)
and Sλ(E) 6= 0 if and only if ℓ(λ) ≤ n. When char(k) = 0, each Sλ(E) is an irreducible
representation of GL(E). If E is a vector bundle, then Sλ(E) is a vector bundle.
If dim(E) = n and λ = (1n), then S(1n)(E) = detE =
∧n(E). Furthermore, Sλ+(1n)(E) =
Sλ(E) ⊗ (detE). Using this, we can define Sλ(E) for any weakly decreasing sequence λ
of integers of length n: find N such that λ + (1N) is nonnegative, and define Sλ(E) =
Sλ+(1N )(E)⊗ (detE
∗)N . This does not depend on the choice of N .
Theorem 2.3.2. Given partitions λ, µ, ν, let cνλ,µ be the Littlewood–Richardson coefficient
(see [M, §9] for details, but we will not need the precise formulation). Then
Sλ(V )⊗ Sµ(V ) ≈
⊕
ν
Sν(V )
⊕cν
λ,µ.
If cνλ,µ 6= 0, then |ν| = |λ|+ |µ|, λ ⊆ ν, µ ⊆ ν, ν1 ≤ λ1 + µ1, and ℓ(ν) ≤ ℓ(λ) + ℓ(µ).
Proof. For the ≈, see [Bo]. The last statement is an easy consequence of [M, §9]. 
Theorem 2.3.3 (Cauchy identities). Given vector spaces V and W , we have
Symn(V ⊗W ) ≈
⊕
|λ|=n
Sλ(V )⊗ Sλ(W ),
∧n(V ⊗W ) ≈ ⊕
|λ|=n
Sλ(V )⊗ Sλ†(W ).
Proof. See [Wey, Theorem 2.3.2]. 
Finally, let V be a symplectic or orthogonal space, i.e., a vector space equipped with a
symplectic or orthogonal form. Let λ be a partition with 2ℓ(λ) ≤ dim(V ). We can define
S[λ](V ), which is a representation of either the symplectic group Sp(V ) or orthogonal group
O(V ), respectively. If V is orthogonal and 2ℓ(λ) = dim(V ), then S[λ](V ) decomposes, as a
representation of SO(V ), into the sum of two non-isomorphic representations which we call
S[λ]+(V ) and S[λ]−(V ). When char(k) = 0, Sλ(V ) is an irreducible representation of O(V ),
and S[λ]±(V ) are irreducible representations of SO(V ). In all other cases, the representation
S[λ](V ) is irreducible when char(k) = 0. We refer the reader to [FH, §§17.3, 19.5] for details
when char(k) = 0 and to [SW, §2] for definitions and basic properties in the general case.
2.4. Geometric technique for free resolutions. Let X be a projective variety. Let
0→ ξ → ε→ η → 0
be an exact sequence of vector bundles on X , with ε trivial, and let V be another vector
bundle on X . Put
A = H0(X ; Sym(ε)) = Sym(H0(X ; ε)), M (i)(V) = Hi(X ; Sym(η)⊗ V).
Then each M (i)(V) is an A-module. For the following, see [Wey, §5.1].
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Theorem 2.4.1. There is a minimal graded A-free complex F• with terms
Fi =
⊕
j≥0
Hj(X ;
∧i+j(ξ)⊗ V)⊗ A(−i− j)
with the property that for all i ≥ 0, we have H−i(F•) = M (i)(V) and Hj(F•) = 0 for j > 0.
In particular, Fi = 0 for all i < 0 if and only if M
(j)(V) = 0 for all j > 0. In this case,
F• is a minimal free resolution of M
(0)(V).
2.5. Borel–Weil theorem. Let Gr(n, V ) be the Grassmannian of n-dimensional subspaces
of a vector space V . There is a tautological sequence of vector bundles on Gr(n, V )
0→R→ V ⊗OGr(n,V ) → Q→ 0,
where R = {(v,W ) ∈ V ×Gr(n, V ) | v ∈ W} has rank n.
Theorem 2.5.1 (Borel–Weil, Kempf). Let λ, µ be weakly decreasing sequences of integers
of lengths n and dim(V )− n, and let V be the vector bundle Sλ(R∗)⊗ Sµ(Q∗) on Gr(n, V ).
Set β = (λ1, . . . , λn, µ1, µ2, . . . ).
• If β is weakly decreasing, then H0(Gr(n, V );V) = Sβ(V ∗) as GL(V )-representations,
and all higher cohomology of V vanishes.
• Suppose λ1 = · · · = λn = k for some k and that k + 1 ≤ µ1 ≤ k + n. Then all
cohomology of V vanishes.
Proof. Let π : Flag(V ) → Gr(n, V ) be the projection of the full flag variety on V to
Gr(n, V ). Then V = π∗L for a line bundle L such that Riπ∗L = 0 for i > 0 (see [Wey,
Theorem 4.1.12]). So we can reduce the first statement to a statement about cohomology of
L on Flag(V ), and this is contained in [Ja, §II.4].
For the second statement, let Yi be the partial flag variety of flags of subspaces of dimen-
sions i, i + 1, . . . , dim(V )− 1. Name the projections f : Flag(V ) → Yn, g : Yn → Gr(n, V ),
and h : Yn → Yn+1. Set L′ = f∗L. Since λ1 = · · · = λn, L is fiberwise trivial along f . The
fibers of f are connected, so L′ is a line bundle. The fibers of h are isomorphic to Pn and the
restriction of L′ to each Pn is isomorphic to O(k − µ1). By assumption, 0 > k − µ1 ≥ −n,
so the cohomology is fiberwise trivial and hence globally trivial. So Rih∗L′ = 0 for all i. In
particular, Hi(Yn;L′) = 0 for all i. Since π = gf , we see that g∗L′ = V, and that Rig∗L′ = 0
for i > 0. We conclude that Hi(Gr(n, V );V) = 0 for all i. 
Remark 2.5.2. The Grassmannian of n-dimensional subspaces of V and the Grassmannian
of n-dimensional quotient spaces of V ∗ are naturally isomorphic. So in Theorem 2.5.1, we
could replace R∗ and Q∗ by Q and R, respectively, and use Sβ(V ) instead of Sβ(V ∗). 
Let Flag(n, n+ d, V ) be the subvariety of Gr(n, V )×Gr(n+ d, V ) consisting of pairs of
subspaces (W,W ′) such that W ⊂ W ′. Let Rn ⊂ Rn+d be the corresponding tautological
subbundles restricted to Flag(n, n+ d, V ).
Theorem 2.5.3 (Borel–Weil, Kempf). Let λ, µ, ν be weakly decreasing sequences of inte-
gers of lengths n, d, dim(V ) − n − d, respectively. Let V be the vector bundle Sλ(R∗n) ⊗
Sµ((Rn+d/Rn)∗)⊗ Sν((V/Rn+d)∗) on Flag(n, n + d, V ).
If β = (λ, µ, ν) is a weakly decreasing sequence, then H0(Flag(n, n + d, V );V) = Sβ(V
∗)
as GL(V )-representations, and all higher cohomology of V vanishes.
Proof. See proof of Theorem 2.5.1. 
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Now let V be a vector space of dimension 2n with symplectic form ωV . For d ≤ n,
IGr(d, V ) is the subvariety of Gr(d, V ) consisting of isotropic subspaces W (i.e., ωV |W ≡ 0).
Let R be the tautological subbundle on Gr(d, V ) restricted to IGr(d, V ).
Theorem 2.5.4 (Borel–Weil, Kempf). Let λ be a partition with ℓ(λ) ≤ d. As representations
of Sp(V ), H0(IGr(d, V );Sλ(R∗)) = S[λ](V ) and all higher cohomology of Sλ(R∗) vanishes.
Proof. See [SW, (2.1)]. 
Now let V be a vector space of dimension 2n or 2n + 1 with orthogonal form ωV (if
char(k) = 2, we need a quadratic form, but the details remain unchanged). For d ≤ n,
OGr(d, V ) is the subvariety of Gr(d, V ) of isotropic subspaces W (i.e., ωV |W ≡ 0). Let R
be the tautological subbundle on Gr(d, V ) restricted to OGr(d, V ). When dim(V ) = 2n
and d = n, OGr(d, V ) has two connected components, which are isomorphic to one another.
Theorem 2.5.5 (Borel–Weil, Kempf). Let λ be a partition with ℓ(λ) ≤ d. As representations
of O(V ), H0(OGr(d, V );Sλ(R∗)) = S[λ](V ) and all higher cohomology of Sλ(R
∗) vanishes.
Proof. See [SW, (2.6)] for dim(V ) odd; the even-dimensional case is similar. 
Remark 2.5.6. The results in this section are functorial in V . So we can replace V by a
vector bundle π : V → Z on a scheme Z, and then Gr(n, V ), IGr(n, V ), etc. are replaced
by a relative construction, and cohomology is replaced with higher direct images. 
2.6. Determinantal modules. In this section, we construct a family of equivariant mod-
ules with a linear free resolution over the coordinate ring of a space of matrices, and derive
their basic properties. The modules considered later are generalizations of them.
Let E and F be vector spaces of dimensions n and n + d, respectively (d ≥ 0). Let
X = Gr(d, F ) be the Grassmannian with tautological sub- and quotient bundles R and Q.
In the notation of §2.4, set η = E ⊗ Q and ε = E ⊗ F ⊗ OX . Given a partition ν with
ℓ(ν) ≤ d, and given k ≥ ν1, define
Vkν = (detE)
k ⊗ (detQ)k ⊗ SνR.
Proposition 2.6.1. The higher cohomology of Sym(η)⊗ Vkν vanishes.
Proof. By Theorem 2.3.3, Sym(η) has a filtration by terms of the form Sλ(E)⊗Sλ(Q). Then
the weight of Sλ(Q)⊗Vkν is (k+λ1, . . . , k+λn, ν1, . . . , νd), which is weakly decreasing. Hence
all higher cohomology vanishes by Theorem 2.5.1 and Remark 2.5.2. 
Define the A = Sym(E ⊗ F )-module
M
k
ν (E, F ) = H
0(X ; Sym(η)⊗ Vk(d×k)\ν)
≈
⊕
ℓ(λ)≤n
S(k+λ1,...,k+λn)(E)⊗ S(k+λ1,...,k+λn,k−νd,...,k−ν1)(F ).
(2.6.2)
To prove the ≈, use Theorem 2.5.1 and Remark 2.5.2. The annihilator of this module is 0.
Note that we have used Vk(d×k)\ν rather than V
k
ν .
Still in the notation of §2.4, we have ξ = E⊗R, so by Theorem 2.4.1 and Proposition 2.6.1,
the terms of the minimal free resolution of M kν (E, F ) are
Fνi =
⊕
j≥0
Hj(X ;
∧i+j(E ⊗R)⊗ (detE)k ⊗ S(d×k)\ν(R)⊗ (detQ)k)⊗ A(−i− j).(2.6.3)
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Proposition 2.6.4. The resolution of M kν (E, F ) is linear. More precisely,
Fνi ≈
⊕
|λ|=i
λ⊆n×d
α⊆d×k
(S(kn)+λ(E)⊗ S(kn,α)(F ))
⊕cα
λ†,(d×k)\ν ⊗ A(−i).
Proof. Consider (2.6.3). Using Theorem 2.3.3, we have∧i+j(E ⊗R) ≈ ⊕
|λ|=i+j
λ⊆n×d
Sλ(E)⊗ Sλ†(R),
so we have to show that Sλ†(R) ⊗ S(d×k)\ν(R) ⊗ (detQ)
k has no higher cohomology when
λ ⊆ n × d. Let Sα(R) be a term appearing in the filtration of Sλ†(R) ⊗ S(d×k)\ν(R) in
Theorem 2.3.2 (so with multiplicity cαλ†,(d×k)\ν). By assumption, λ
†
1 ≤ n, so Theorem 2.3.2
implies that α1 ≤ k + n. To calculate the cohomology of Sα(R) ⊗ (detQ)k, we consider
the sequence (k, . . . , k, α1, . . . , αd) and use Theorem 2.5.1 and Remark 2.5.2: if k ≥ α1,
then H0(X ;Sα(R) ⊗ (detQ)k) = S(kn,α)(F ) and there is no higher cohomology; otherwise,
k + 1 ≤ α1 ≤ k + n, and all cohomology vanishes. 
Remark 2.6.5. If ν = (kd), then M k
(kd)
(E, F ) is the kth power of the maximal minors of
the generic matrix E ⊗ A(−1) → F ∗ ⊗ A. When k < n and char(k) = 0, F(k
d)
• is also the
kth linear strand of the ideal of minors of order n− k+1 in A [Wey, Proposition 6.1.3]. 
2.7. Modification rules. In this section, fix a nonnegative integer k.
2.7.1. Type C. We associate to a partition λ two quantities, ιC2k(λ) and τ
C
2k(λ). If ℓ(λ) ≤ k
we put ιC2k(λ) = 0 and τ
C
2k(λ) = λ. Suppose ℓ(λ) > k. A border strip is a connected
skew Young diagram containing no 2 × 2 square. Let Rλ be the connected border strip of
length 2ℓ(λ) − 2k − 2 which starts at the first box in the final row of λ, if it exists. If Rλ
exists, is non-empty and λ \ Rλ is a partition, then we put ιC2k(λ) = c(Rλ) + ι
C
2k(λ \ Rλ)
and τC2k(λ) = τ
C
2k(λ \ Rλ), where c(Rλ) denotes the number of columns that Rλ occupies;
otherwise we put ιC2k(λ) =∞ and leave τ
C
2k(λ) undefined.
Example 2.7.1. Set k = 1 and λ = (6, 5, 5, 3, 2, 1, 1). Then 2ℓ(λ)− 2k − 2 = 10. We shade
in the border strip Rλ of length 10 in the Young diagram of λ:
In this case c(Rλ) = 5. If k = 2, then λ \Rλ is not a partition, so τ
C
4 (λ) is undefined. 
More details and references can be found in [SSW, §3.5].
2.7.2. Type D. We associate to a partition λ two quantities ιD2k(λ) and τ
D
2k(λ). Details and
references can be found in [SSW, §4.4]. The definition is the same as the one given in §2.7.1,
except for two differences (here, as opposed to [SSW, §4.4], we require ℓ(τD2k(λ)) ≤ k):
• the border strip Rλ has length 2ℓ(λ)− 2k,
• in the definition of ι2k(λ), we use c(Rλ)− 1 instead of c(Rλ).
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2.7.3. Spin rule. We associate to a partition λ two quantities ι∆2k(λ) and τ
∆
2k(λ). Details and
references can be found in [SS]. The definition is the same as the one given in §2.7.1, except
that the border strip Rλ has length 2ℓ(λ)− 2k − 1.
2.7.4. Type A. We associate to a pair of partitions (λ, λ′) two quantities, ιAk (λ, λ
′) and
τAk (λ, λ
′). Details and references can be found in [SSW, §5.4].
If ℓ(λ) + ℓ(λ′) ≤ k, then ιAk (λ, λ
′) = 0 and τAk (λ, λ
′) = (λ, λ′). Assume now that ℓ(λ) +
ℓ(λ′) > k. Let Rλ and Rλ′ be the border strips of length ℓ(λ) + ℓ(λ
′)− k − 1 starting in the
first box of the final row of λ and λ′, respectively, if they exist. If both Rλ and Rλ′ exist and
are non-empty and both λ \Rλ and λ′ \Rλ′ are partitions, define
ιAk (λ, λ
′) = c(Rλ) + c(Rλ′)− 1 + ιk(λ \Rλ, λ
′ \Rλ′)
and τAk (λ, λ
′) = τAk (λ \ Rλ, λ
′ \ Rλ′). Otherwise, set ιk(λ, λ′) = ∞ and leave τAk (λ, λ
′)
undefined.
2.8. Lie superalgebra homology. For background on Lie superalgebras, see [CW, §1.1].
Let g be a Lie superalgebra with universal enveloping algebra U(g), and letM be a g-module.
Define Hi(g;M) = Tor
U(g)
i (M,k). Given an ideal h ⊂ g, each Hq(h;M) is annihilated by h,
and we have the Hochschild–Serre spectral sequence
E2p,q = Hp(g/h; Hq(h;M))⇒ Hp+q(g;M).(2.8.1)
When g is a Lie algebra, this is stated in [Wei, §7.5]. It is a special case of the Grothendieck
spectral sequence for the derived functors of a composition of two right-exact functors [Wei,
§5.8], so it easily extends to Lie superalgebras.
We now state some calculations of Lie superalgebra homology that will be used.
Let E|F denote a superspace with even part E and odd part F . Set n = dim(E) and m =
dim(F ). Let gl(n|m) ∼= gl(E|F ) = (E|F )⊗ (E|F )∗ be the general linear Lie superalgebra. It
has an Abelian subalgebra u = E ⊗F ∗, which is the space of strictly upper-triangular block
matrices. So U(u) =
∧•(E ⊗ F ∗).
Given a partition λ, we can define Sλ(E|F ) (see [Wey, §2.4] where Lλ′ is used in place
of Sλ), which is a representation of gl(E|F ). This is isomorphic to Sλ†(F |E) and it is
nonzero if and only if λn+1 ≤ m. We are interested in the homology groups Hi(u;Sλ(E|F )),
which are naturally representations of gl(E) × gl(F ). Let ρ = (−1,−2,−3, . . . ). Given a
permutation w, set w • λ† = w(λ† + ρ)− ρ. Let W P be the set of finite permutations such
that w • λ† = (β1, . . . , βm, γ1, γ2, . . . ) where β is weakly decreasing and γ is a partition. Set
ℓ(w) = #{i < j | w(i) > w(j)}.
Proposition 2.8.2. Assume char(k) = 0. With the notation above, we have
Hi(E ⊗ F
∗;Sλ(E|F )) =
⊕
w∈WP
ℓ(w)=i
w•λ†=(β,γ)
Sβ(F )⊗ Sγ†(E).
In particular, setting µ = (λ†m+1, λ
†
m+2, . . . ), we get
H0(E ⊗ F
∗;Sλ(E|F )) = S(λ†1,...,λ
†
m)
(F )⊗ Sµ†(E),
H1(E ⊗ F
∗;Sλ(E|F )) = S(λ†1,...,λ
†
m−1,µ1−1)
(F )⊗ S(λ†m+1,µ2,µ3,... )†(E),
so Sλ(E|F ) has a linear presentation as a
∧•(E ⊗ F ∗)-module if and only if λ†m = λ†m+1.
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Proof. See [CKL, Corollary 5.1]. 
Now let V be a symplectic or orthogonal space. Let F ⊂ V be a maximal isotropic
subspace. The choice of F gives a nilpotent subalgebra n as follows:
• If V is symplectic, n = Sym2(F ) ⊂ Sym2(F ⊕ F ∗) ∼= sp(V ).
• If V is orthogonal and dim(V ) is even, n =
∧2(F ) ⊂ ∧2(F ⊕ F ∗) ∼= so(V ).
• If V is orthogonal and dim(V ) is odd, n = F ⊕
∧2(F ) ⊂ ∧2(F ⊕ F ∗ ⊕ k) ∼= so(V ).
Recall the representations S[λ](V ) discussed in §2.3.
Proposition 2.8.3. Assume char(k) = 0. Pick a partition with ℓ(λ) ≤ n = ⌊dim(V )/2⌋.
• If V is orthogonal, dim(V ) is even, and ℓ(λ) = n, then we have gl(F )-equivariant
isomorphisms
H0(n;S[λ]+(V )) = Sλ(F
∗), H0(n;S[λ]−(V )) = S(λ1,...,λn−1,−λn)(F
∗).
• Otherwise, we have a gl(F )-equivariant isomorphism
H0(n;S[λ](V )) = Sλ(F
∗).
So a finite-dimensional sp(V )- or so(V )-moduleM is determined by the gl(F )-module H0(n;M).
Proof. The H0 calculations are a consequence of the fact that a Cartan subalgebra of gl(F )
is also a Cartan subalgebra for sp(V ) or so(V ), respectively. The last statement follows from
the fact that finite-dimensional representations of sp(V ) or so(V ) are semisimple. 
Let V be a vector space with a decomposition V = A⊕B with dim(A) = a and dim(B) = b.
This defines a nilpotent subalgebra n = B∗ ⊗ A ⊂ gl(V ).
Proposition 2.8.4. Assume char(k) = 0. Let λ = (λ1, . . . , λa+b) be a weakly decreasing
sequence of integers. Then
H0(B
∗ ⊗A;Sλ(V )) = S(λ1,...,λb)(B)⊗ S(λb+1,...,λa+b)(A).
So a finite-dimensional gl(V )-moduleM is determined by the gl(A)×gl(B)-module H0(n;M).
3. Symplectic Littlewood varieties
In this section, we use τ2k and ι2k to denote τ
C
2k and ι
C
2k (see §2.7.1).
3.1. Preliminaries. Let E be a vector space of dimension n and let V be a symplectic
space of dimension 2n+ 2d (we assume d ≥ 0; some of the results below hold even if d < 0,
but we will not need them). Let A = Sym(E ⊗ V ). Using the symplectic form, we have a
GL(E)× Sp(V )-equivariant inclusion∧2(E) ⊂ ∧2(E)⊗∧2(V ) ⊂ Sym2(E ⊗ V ).
Let B = A/(
∧2(E)) be the quotient of A by the ideal generated by ∧2(E).
Example 3.1.1. Let n = 3 and d = 0, and pick bases for E and V . We think of the
coordinates in A as the elements in a 3× 6 matrix:x1,1 x1,2 x1,3 x1,4 x1,5 x1,6x2,1 x2,2 x2,3 x2,4 x2,5 x2,6
x3,1 x3,2 x3,3 x3,4 x3,5 x3,6

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If the symplectic form on V is given by ωV (v, w) = v1w2−v2w1+ v3w4−v4w3+ v5w6−v6w5,
then
∧2(E) is spanned by the 3 equations
x1,1x2,2 − x1,2x2,1 + x1,3x2,4 − x1,4x2,3 + x1,5x2,6 − x1,6x2,5,
x1,1x3,2 − x1,2x3,1 + x1,3x3,4 − x1,4x3,3 + x1,5x3,6 − x1,6x3,5,
x2,1x3,2 − x2,2x3,1 + x2,3x3,4 − x2,4x3,3 + x2,5x3,6 − x2,6x3,5.

We have Spec(A) = Hom(E, V ∗), the space of linear maps E → V ∗. We can identify
Spec(B) ⊂ Hom(E, V ∗) with the set of maps ϕ such that the composition E
ϕ
−→ V ∗ ∼= V
ϕ∗
−→
E∗ is 0 (here V ∼= V ∗ is the isomorphism induced by the symplectic form on V ). Equivalently,
Spec(B) is the subvariety of maps E → V ∗ such that the image of E is isotropic, i.e., the
symplectic form restricts to the 0 form on it.
Proposition 3.1.2. (a) B is an integral domain, i.e., the ideal generated by
∧2(E) is prime.
(b) As a representation of GL(E)× Sp(V ), we have
B ≈
⊕
ℓ(λ)≤n
Sλ(E)⊗ S[λ](V ).
(c) Sλ(E)⊗ S[λ](V ) is in the ideal generated by Sµ(E)⊗ S[µ](V ) if and only if λ ⊇ µ.
(d) Two closed points in Spec(B) are in the same GL(E)× Sp(V ) orbit if and only if they
have the same rank as a matrix. Each orbit closure is a normal variety with rational
singularities. In particular, they are Cohen–Macaulay varieties.
(e) The ideal (
∧2(E)) is generated by a regular sequence. In particular, B is a complete
intersection and is a Koszul algebra.
Proof. For (a), (b), (d), and (e), see [SW, Theorem 2.2]. (c) follows from the analogous
statement for Sym(E ⊗ V ) [DEP, Corollary 4.2]. 
Remark 3.1.3. Part (e) of Proposition 3.1.2 also holds if dim(V ) = 2 dim(E)−2. Essentially
the same proof as for [SW, Theorem 2.2(3)] works. 
Let IGr(n + d, V ) be the isotropic Grassmannian of rank n + d isotropic subspaces of
V with tautological subbundle R. Let ν ⊆ (kd) be a partition. Using (2.6.2) in a relative
situation, we get a Sym(E ⊗R∗)-module M kν (E,R
∗).
Proposition 3.1.4. The higher sheaf cohomology groups of M kν (E,R
∗) vanish and
H0(IGr(n+ d, V );M kν (E,R
∗)) ≈
⊕
ℓ(λ)≤n
S(kn)+λ(E)⊗ S[(kn)+λ,k−νd,...,k−ν1](V ).
Proof. By (2.6.2), we have
M
k
ν (E,R
∗) ≈
⊕
ℓ(λ)≤n
S(k+λ1,...,k+λn)(E)⊗ S(k+λ1,...,k+λn,k−νd,...,k−ν1)(R
∗).
Now the result follows from Theorem 2.5.4. 
We define
Mkν = H
0(IGr(n + d, V );M kν (E,R
∗))
≈
⊕
ℓ(λ)≤n
S(kn)+λ(E)⊗ S[((kn)+λ,k−νd,...,k−ν1)](V ).
(3.1.5)
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So Mkν is an A-module. In fact, the scheme-theoretic image of Spec(Sym(E ⊗ R
∗)) →
Spec(A) is Spec(B) (this is clear set-theoretically, and then use that both Spec(Sym(E⊗R∗))
and Spec(B) are reduced schemes), so Mkν is also a B-module.
The following result is the symplectic version of the main result of this paper. A more
detailed version of this theorem is contained in Theorem 3.3.2, which will be proven in §3.3.
Theorem 3.1.6. Assume char(k) = 0. The minimal free resolution ofMkν over B is linear.
Let V˜ be a Z/2-graded space (from now on, superspace) with V˜0 = E ⊕ E∗ and V˜1 = V .
Define a nondegenerate symmetric bilinear form on E⊕E∗ by 〈(e, ϕ), (e′, ϕ′)〉 = ϕ′(e)+ϕ(e′).
Then V˜ has a supersymmetric bilinear form by taking the direct sum of the orthogonal form
on E⊕E∗ and the symplectic form on V . Let osp(V˜ ) be the orthosymplectic Lie superalgebra
in gl(V˜ ) compatible with this form. See [CW, §1.1.3] for more details on supersymmetric
forms and orthosymplectic Lie superalgebras. We have a Z-grading on osp(V˜ ) supported on
[−2, 2] (we use the symbol ⊕ to separate the different pieces of this grading):∧2(E)⊕ (E ⊗ V )⊕ (gl(E)× sp(V ))⊕ (E∗ ⊗ V ∗)⊕∧2(E∗).
Let g be the positive part of this grading, i.e.,
g = (E∗ ⊗ V ∗)⊕
∧2(E∗).
Then
∧2(E∗) is central in g. For e⊗v, e′⊗v′ ∈ E∗⊗V ∗, we have [e⊗v, e′⊗v′] = ωV (v, v′)e∧e′
where ωV is the symplectic form on V
∗ ∼= V . So Proposition 2.2.3 implies the following:
Proposition 3.1.7. The Koszul dual of B is the universal enveloping algebra U(g).
Let F ⊂ V be a maximal isotropic subspace and write V = F ⊕F ∗. Let u =
∧2(E∗|F ) ⊂
osp(V˜ ). It inherits a Z-grading:
u0 = Sym
2(F ), u1 = E
∗ ⊗ F, u2 =
∧2(E∗).
Let g′ ⊂ osp(V˜ ) be the subalgebra generated by u and g. Then it also has a Z-grading:
g′0 = Sym
2(F ), g′1 = E
∗ ⊗ V ∗, g′2 =
∧2(E∗).
Lemma 3.1.8. We have the following two exact sequences of Lie superalgebras
0→ g→ g′ → Sym2(F )→ 0,(3.1.8.1)
0→ u→ g′ → E∗ ⊗ F ∗ → 0.(3.1.8.2)
Proof. For (3.1.8.1), it follows from the Z-grading that g is an ideal in g′. The same reasoning
almost works for (3.1.8.2), but we also have to note that [Sym2(F ), E∗⊗ F ∗] = E∗ ⊗ F . 
3.2. Howe duality. In this section, we assume that char(k) = 0.
Let U be a 2k-dimensional symplectic space. Then U ⊗ V˜ is a superspace with even part
U⊗(E⊕E∗) and odd part U⊗V and has a super skew-symmetric bilinear form by taking the
tensor product of the forms on U and V˜ . Let spo(U ⊗ V˜ ) be the associated orthosymplectic
Lie superalgebra (we use spo instead of osp since our form is super skew-symmetric).
Let E∗|F denote the superspace with even part E∗ and odd part F . Then U ⊗ (E∗|F ) is
a maximal isotropic subspace of U ⊗ V˜ and hence we get an oscillator representation
U = Sym(U ⊗ (E∗|F ))
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of spo(U ⊗ V˜ ). Both sp(U) and osp(V˜ ) are subalgebras of spo(U ⊗ V˜ ) which commute with
one another, so sp(U)× osp(V˜ ) acts on U . As a representation of sp(U), U is a direct sum
of finite-dimensional representations, so we can use the group Sp(U) instead.
For a partition λ with ℓ(λ) ≤ k and λn+1 ≤ n + d, let N kλ denote the S[λ](U)-isotypic
component of U under the action of Sp(U). We need some of the following facts about the
action of Sp(U) × osp(V˜ ), which state that they form a Howe dual pair (we will not use
unitarizability, and hence do not define it; we state it only for completeness):
Theorem 3.2.1. For a partition λ with ℓ(λ) ≤ k and λn+1 ≤ n + d, N kλ is an irreducible,
unitarizable, lowest-weight representation of osp(V˜ ). We have N kλ
∼= N kλ′ if and only if
λ = λ′. As a representation of Sp(U)× osp(V˜ ), we have a direct sum decomposition
U = Sym(U ⊗ (E∗|F )) =
⊕
ℓ(λ)≤k
λn+1≤n+d
S[λ](U)⊗N
k
λ .
Proof. See [CW, §§5.3.1, 5.3.2]. 
Theorem 3.2.2. We have a gl(E)× gl(F )-equivariant isomorphism
Hi(u;N
k
λ ) = Tor
U(u)
i (N
k
λ ,k)
∼=
⊕
α
τ2k(α)=λ
ι2k(α)=i
Sα(E
∗|F )⊗ (detE∗)k ⊗ (detF ∗)k.
Proof. This follows from [CKW, Theorem 5.7]. Their notation does not match ours, so
alternatively one can use [SSW, §3] by noting that [SSW, Corollary 3.16] is valid whenever
E is an object in a semisimple monoidal Abelian category. In particular, we can take E to
be E∗|F in the category of polynomial representations of gl(E∗|F ). We note that the twist
by (detE∗)k ⊗ (detF ∗)k is not present in [SSW] because it did not consider the action of u
as being restricted from a larger Lie (super)algebra which forces the twist present here. 
Proposition 3.2.3. Let λ be a partition with ℓ(λ) ≤ k and λn+1 ≤ n + d. Set ν =
(λ†1, . . . , λ
†
n+d) and µ = (λ
†
n+d+1, λ
†
n+d+2, . . . ). Then
H0(g;N
k
λ ) = (detE
∗)k ⊗ Sµ†(E
∗)⊗ S[((n+d)×k)\ν](V )
H1(g;N
k
λ ) = (detE
∗)k ⊗ S(1+νn+d,µ2,µ3,... )†(E
∗)⊗ S[(k−µ1+1,k−νn+d−1,...,k−ν1)](V ).
In particular, as a U(g)-module, N kλ is generated in a single degree and has relations of
degree λ†n+d − λ
†
n+d+1 + 1.
Proof. Consider N kλ as a g
′-module. We will analyze the Hochschild–Serre spectral sequence
(2.8.1) with respect to the exact sequences (3.1.8.1) and (3.1.8.2). Everything is equivariant
with respect to gl(E)× gl(F ) so we will keep track of this symmetry.
For H0, the Hochschild–Serre spectral sequence gives us the following identity:
H0(Sym
2(F ); H0(g;N
k
λ ))
∼= H0(g
′;N kλ )
∼= H0(E
∗ ⊗ F ∗; H0(u;N
k
λ )).
From Theorem 3.2.2,
H0(u;N
k
λ ) = Sλ(E
∗|F )⊗ (detE∗)k ⊗ (detF ∗)k.(3.2.3.1)
Proposition 2.8.2 gives
H0(E
∗ ⊗ F ∗;Sλ(E
∗|F )) = Sν(F )⊗ Sµ†(E
∗).
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Hence
H0(Sym
2(F ); H0(g;N
k
λ )) = S(kn)+µ†(E
∗)⊗ S((n+d)×k)\ν(F
∗),
so by Proposition 2.8.3, we have
H0(g;N
k
λ ) = S(kn)+µ†(E
∗)⊗ S[((n+d)×k)\ν](V ).(3.2.3.2)
Now we calculate H1. First consider the Hochschild–Serre spectral sequence for (3.1.8.1).
As a gl(E) × gl(F )-representation, H1(g′;N kλ ) is the direct sum of E
2
1,0 and the cokernel
of d2 : E22,0 → E
2
0,1. We claim that d
2 = 0. First, E22,0 = H2(Sym
2(F ); H0(g;N kλ )) and
E20,1 = H0(Sym
2(F ); H1(g;N kλ )). The action of the Lie algebra Sym
2(F ) commutes with the
action of gl(E). From (3.2.3.2), H0(g;N kλ ) is gl(E)-isotypic, i.e., is a direct sum of copies of
the same representation S(kn)+µ†(E
∗). Since H1(g;N kλ ) ⊂ H0(g;N
k
λ ) ⊗ U(g)>0, and U(g)>0
does not contain any gl(E)-invariants, we conclude that the S(kn)+µ†(E
∗)-isotypic component
of H1(g;N
k
λ ) is 0. Hence d
2 = 0. So we get
H1(g
′;N kλ )
∼= H0(Sym
2(F ); H1(g;N
k
λ ))⊕ H1(Sym
2(F ); H0(g;N
k
λ )).
So, to calculate H1(g;N
k
λ ), we first remove the S(kn)+µ†(E
∗)-isotypic component from H1(g
′;N kλ ).
Now consider the Hochschild–Serre spectral sequence of (3.1.8.2). By Theorem 3.2.2,
H1(u;N
k
λ ) = S(λ,12k+2−2ℓ(λ))(E
∗|F )⊗ (detE∗)k ⊗ (detF ∗)k.
Setting ν ′ = (2k + 2− ℓ(λ), ν2, . . . , νn+d) (the first n+ d columns of (λ, 12k+2−2ℓ(λ))), Propo-
sition 2.8.2 gives
E20,1 = H0(E
∗ ⊗ F ∗; H1(u;N
k
λ )) = S(kn)+µ†(E
∗)⊗ (detF ∗)k ⊗ Sν′(F ),
so we can ignore it for the purposes of calculating H1(g;N kλ ), i.e.,
H0(Sym
2(F ); H1(g;N
k
λ ))
∼= E21,0 = H1(E
∗ ⊗ F ∗; H0(u;N
k
λ ))
= (detF ∗)k ⊗ S(ν1,...,νn+d−1,µ1−1)(F )⊗ (detE
∗)k ⊗ S(1+νn+d,µ2,µ3,... )†(E
∗).
One more application of Proposition 2.8.3 gives us the desired formula for H1(g;N
k
λ ). 
Proposition 3.2.4. If λ1 ≤ d and ℓ(λ) ≤ k, then N kλ has a linear free resolution over U(g).
Proof. Consider N kλ as a g
′-module. We will analyze the Hochschild–Serre spectral sequence
(2.8.1) with respect to the exact sequences (3.1.8.1) and (3.1.8.2). Everything is equivariant
with respect to gl(E)×gl(F ) so we will keep track of this symmetry. In particular, the center
of gl(E) puts a grading on all vector spaces that are involved according to which multiple of
the trace character it acts by (we use the convention that D times the trace means degree
−D). We will prove by induction on i that Hi(g;N
k
λ ) is concentrated in degree i + nk.
The base case i = 0 follows from Proposition 3.2.3. Note that Hi(g;N kλ ) is concentrated in
degrees ≥ i+nk since the smallest degree appearing in Hi is strictly bigger than the smallest
degree appearing in Hi−1 (use that Hi ⊂ Hi−1 ⊗ U(g)>0).
Since the action of Sym2(F ) commutes with the gl(E)-action, this is the same as proving
that H0(Sym
2(F ); Hi(g;N kλ )) is concentrated in degree i + nk. In the Hochschild–Serre
spectral sequence for (3.1.8.1), this is the term E20,i. We claim that it is the same as E
∞
0,i.
The relevant differentials are of the form Err,i−r+1 → E
r
0,i. But E
r
r,i−r+1 is a subquotient of
E2r,i−r+1 = Hr(Sym
2(F ); Hi−r+1(g;N kλ )). By induction, the latter is concentrated in degree
i − r + 1 + nk, and hence the differential must be 0, and the claim is proven. Now, we
have Hi(g
′;N kλ ) =
⊕i
j=0 E
∞
j,i−j. For j > 0, we know that E
∞
j,i−j, being a subquotient of
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Hj(Sym
2(F ); Hi−j(g;N
k
λ )), is concentrated in degree i− j + nk by induction. In conclusion,
H0(Sym
2(F ); Hi(g;N kλ )) is the degree ≥ i+ nk part of Hi(g
′;N kλ ).
Using the Hochschild–Serre spectral sequence for (3.1.8.2), Hi(g
′;N kλ ) is a subquotient
of
⊕i
j=0Hj(E
∗ ⊗ F ∗; Hi−j(u;N kλ )). We will show that this space is concentrated in degree
≤ i + nk, which implies the result. Pick a partition α such that Sα(E∗|F ) ⊗ (detE∗)k ⊗
(detF ∗)k ⊆ Hm(u;N kλ ). Then by Theorem 3.2.2, we have τ2k(α) = λ and ι2k(α) = m. Since
Sα(E
∗|F ) 6= 0, we have αn+1 ≤ n + d. Let ρ = (−1,−2,−3, . . . ). By Proposition 2.8.2, to
calculate Hm′(E
∗⊗F ∗;Sα(E
∗|F )), we apply the ρ-shifted action of a length m′ permutation
w to α† to get (β1, . . . , βn+d, γ1, γ2, . . . ) so that β and γ are weakly decreasing and γ is
nonnegative. This contributes the representation Sβ(F ) ⊗ Sγ†(E
∗) (and so γ1 ≤ n). So we
just have to show that |γ| ≤ m +m′. We isolate and prove this statement in Lemma 3.2.5
along with a calculation of what happens when |γ| = m+m′. 
Lemma 3.2.5. Fix k > 0. Let λ be a partition with λ1 ≤ d and ℓ(λ) ≤ k. Pick a
partition α with αn+1 ≤ n + d such that τ2k(α) = λ and let w be a permutation such that
w • α† = (β1, . . . , βn+d, γ1, γ2, . . . ) with β1 ≥ · · · ≥ βn+d and n ≥ γ1 ≥ γ2 ≥ · · · ≥ 0.
Then |γ| ≤ ι2k(α) + ℓ(w). If |γ| = ι2k(α) + ℓ(w), then:
- ι2k(α) = 0 and α
† = λ† = (β1, . . . , βd), and
- w • α† = (λ†1, . . . , λ
†
d,−γ
†
n, . . . ,−γ
†
1, γ1, γ2, . . . ) where |γ| = ℓ(w).
Proof. We claim that
ι2k(α) ≥
∑
j≥1
max(αj − d− j + 1, 0).(3.2.5.1)
The modification rule (§2.7.1) expresses α \ λ as a disjoint union of border strips. Since
λ1 ≤ d, the part which is to the right of the dth column of α is expressed as a disjoint union
of border strips, and the right hand side of (3.2.5.1) is the least number of columns needed
in all of the border strips to do this. This proves the claim.
Set ν = (α†n+d+1, α
†
n+d+2, . . . ). If w = 1 is the identity, then |γ| = |ν| =
∑
j≥1max(αj −
n− d, 0). Since αn+1 ≤ n + d, we conclude that this sum is ≤ ι2k(α).
Otherwise, suppose w 6= 1. To clarify the remainder of this argument, we use the conven-
tion that w(a1, a2, . . . ) = (aw−1(1), aw−1(2), . . . ) and set v = w
−1. Since β and γ are weakly
decreasing, we get v(1) < v(2) < · · · < v(n + d) and v(n + d+ 1) < v(n + d+ 2) < · · · . So
the number of inversions of w is ℓ(w) = ℓ(v) =
∑n+d
j=1 (v(j)− j), and hence
|γ| = |α| − |β| =
∑
j≥1
(α†j − βj) =
∑
j>n+d
α†j +
n+d∑
j=1
(α†j − α
†
v(j) + v(j)− j)
=
∑
j>n+d
α†j +
n+d∑
j=1
(α†j − α
†
v(j)) + ℓ(w).
(3.2.5.2)
Here we use the notation |β| =
∑n+d
j=1 βj even though some entries of β may be negative.
Let i be minimal with the property that v(i) 6= i. From above, we get i ≤ n + d and
i = v(n+ d+ 1). Then γ1 = α
†
i + n+ d+ 1− i. Since γ1 ≤ n, we get 0 ≥ α
†
i + d+ 1− i, i.e.,
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α†i < i− d, and hence αi−d < i. So∑
j≥i
α†j =
i−d−1∑
j=1
max(αj − i+ 1, 0) ≤
i−d−1∑
j=1
max(αj − d− j, 0) ≤ ι2k(α)(3.2.5.3)
where the last inequality is (3.2.5.1). By definition of i, and nonnegativity of α, we have∑
j≥i α
†
j ≥
∑
j>n+d α
†
j+
∑n+d
j=1 (α
†
j−α
†
v(j)), so combining this with (3.2.5.2), we conclude that
|γ| ≤ ι2k(α) + ℓ(w).
Now assume that |γ| = ι2k(α) + ℓ(w). In particular, all of the above inequalities are
equalities. From our proof of (3.2.5.1), it can only be an equality if d = 0 or ι2k(α) = 0
(if d > 0 and ι2k(α) > 0, then the boxes in the first d columns of α contribute to ι2k(α)).
Suppose further that d = 0. By (3.2.5.3), we have max(αj − i + 1, 0) = max(αj − j, 0) for
j = 1, . . . , i − 1. If i = 1, then the sum in (3.2.5.3) is empty, which means ι2k(α) = 0.
Otherwise i > 1, so max(α1 − i+ 1, 0) = max(α1 − 1, 0), i.e., α1 ≤ 1. This implies that the
sum in (3.2.5.3) is empty, so again we get ι2k(α) = 0. In conclusion, we have ι2k(α) = 0 if
|γ| = ι2k(α) + ℓ(w) and hence that α† = λ† = (β1, . . . , βd) (by assumption, λ1 ≤ d).
So we are in the situation where w acts on a sequence of zeroes. The result of this is of the
form (−γ†n, . . . ,−γ
†
1, γ1, γ2, . . . ) where |γ| = ℓ(w) (see, for example, [S4, §2.4]), which proves
the last part of the lemma. 
Corollary 3.2.6. Let λ be a partition with λ1 ≤ d and ℓ(λ) ≤ k. As a representation of
GL(E)× Sp(V ), Hi(g;N kλ ) is a subrepresentation of⊕
|γ|=i
ℓ(γ)≤n
S(kn)+γ(E
∗)⊗ S[((kn)+γ,k−λ†
d
,...,k−λ†1)]
(V ).
Proof. In the proof of Proposition 3.2.4, we defined the degree of a representation in terms
of the gl(E) action and showed that H0(Sym
2(F ); Hi(g;N kλ )) is the degree i + nk part of
Hi(g
′;N kλ ), which is a subquotient (by semisimplicity, we can say subrepresentation) of the
degree i+nk part of
⊕i
j=0Hj(E
∗⊗F ∗; Hi−j(u;N kλ )). Combining the calculation of this space
in the proof of Proposition 3.2.4 with Lemma 3.2.5 gives that the latter representation is
P :=
⊕
|γ|=i
ℓ(γ)≤n
S(kn)+γ(E
∗)⊗ S((kn)+γ,k−λ†
d
,...,k−λ†1)
(F ∗).
If H0(Sym
2(F );P0) = P , then Hi(g;N kλ ) ⊆ P0. Using Proposition 2.8.3, we get
P0 =
⊕
|γ|=i
ℓ(γ)≤n
S(kn)+γ(E
∗)⊗ S[((kn)+γ,k−λ†
d
,...,k−λ†1)]
(V ). 
3.3. Main result and consequences. We assume that char(k) = 0 in this section.
Recall the Z-grading on osp(V˜ ) from §3.1. Let p be the sum of the nonpositive pieces. So
p =
∧2(E)⊕ (E ⊗ V )⊕ (gl(E)× sp(V )).
Given a representation W of gl(E)× sp(V ), extend it to a p-module by letting the negative
part act by 0. The induced representation is Indosp(V˜ )p (W ) = U(osp(V˜ ))⊗U(p) W , which is a
representation of osp(V˜ ). When W is irreducible, we call this a parabolic Verma module.
As a U(g)-module, it is isomorphic to U(g)⊗W . From the definition, ifW is a representation
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of osp(V˜ ), and Indosp(V˜ )p (W ) → W is U(g)-equivariant, then it is osp(V˜ )-equivariant if and
only if the negative part of osp(V˜ ) acts as 0 on the image of W in W. This implies:
Lemma 3.3.1. Let W0 be a graded osp(V˜ )-submodule of Ind
osp(V˜ )
p (W ) which is generated by
W0 as a U(g)-module, so we have a surjection U(g) ⊗W0 → W0 ⊂ Ind
osp(V˜ )
p (W ). If W0 is
concentrated in a single degree, then this map is equivariant for the natural action of osp(V˜ ).
Theorem 3.3.2. Let λ be a partition with ℓ(λ) ≤ k and λn+1 ≤ n + d.
Set ν = (λ†1, . . . , λ
†
n+d) and µ = (λ
†
n+d+1, λ
†
n+d+2, . . . ). Then:
(a) λ†n+d = λ
†
n+d+1 if and only if N
k
λ has a linear presentation as a U(g)-module.
(b) If λ†n+d = λ
†
n+d+1, L(N
k
λ ) (notation of §2.2) is the first linear strand of a B-module M
with a compatible GL(E)× Sp(V )-action and which is uniquely determined by the fact
that it is generated in degree 0 with degree 1 relations, and satisfies
M0 = (detE)
k ⊗ Sµ†(E)⊗ S[((n+d)×k)\ν](V ),
M1 = (detE)
k ⊗ S(µ1+1,µ2,µ3,... )†(E)⊗ S[(k+1−νn+d,k−νn+d−1,...,k−ν1)](V ).
If furthermore λ1 ≤ d, then M ∼=Mkλ†, and:
(c) L(N kλ ) is an acyclic linear complex and is a minimal free resolution of M
k
λ† over B,
(d) R(Mk
λ†
) is an acyclic linear complex and is a minimal free resolution of N kλ over U(g).
The action of g on this complex extends to an action of osp(V˜ ) and each R(Mkλ†)i is a
direct sum of parabolic Verma modules.
Proof. (a) follows directly from Proposition 3.2.3. By Proposition 3.2.3 and Theorem 2.2.2,
L(N kλ ) is the first linear strand of the cokernel of (N
k
λ )
∗
1⊗B(−1)→ (N
k
λ )
∗
0⊗B, and (N
k
λ )
∗
0 =
(detE)k⊗Sµ†(E)⊗S[((n+d)×k)\ν](V ). Its tensor product with B1 = E⊗V is multiplicity-free:
for all classical groups, the tensor product of an irreducible representation with the vector
representation is multiplicity-free [St, Theorem 1.1ABCD] (there the character of the vector
representation is denoted χ(ωn)). So the cokernel M is uniquely determined by the condition
that it is linearly presented as a B-module and Mi = Hi(g;N
k
λ ) for i = 0, 1. This proves (b).
When λ1 ≤ d, the module Mkλ† satisfies these conditions except that we do not yet know
if it has a linear presentation. We have a surjection M → Mkλ† , which is an isomorphism
by comparing Corollary 3.2.6 and (3.1.5). So (c) and (d) are an immediate consequence of
Proposition 3.2.4 and Theorem 2.2.2. The second statement of (d) follows from Lemma 3.3.1
by induction on i since the free resolution of N kλ over U(g) is linear. 
Conjecture 3.3.3. Let Iλ be the ideal generated by Sλ(E)⊗S[λ](V ) in B. Then the resolution
of Iλ is a representation of osp(V˜ ). Furthermore, each linear strand is irreducible.
Now we derive a few consequences of Theorem 3.3.2.
First, we begin with an alternative construction of Mkν. Consider IGr(n, V ) with vector
bundles η = E ⊗R∗, and Vkν = (detE)
k ⊗ (detR∗)k ⊗ S[(d×k)\ν](R⊥/R).
Proposition 3.3.4. Mkν = H
0(IGr(n, V ); Sym(η)⊗ Vkν ).
Proof. Let X be the partial isotropic flag variety IFl(n, n + d, V ) with tautological flag
Rn ⊂ Rn+d ⊂ V . Let π1 : X → IGr(n, V ) and π2 : X → IGr(n + d, V ) be the projections.
Let R and R′ be the tautological subbundles on IGr(n, V ) and IGr(n+ d, V ), respectively.
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First, π1 is the relative Grassmannian Gr(d,R⊥/R). So
S[(d×k)\ν](R
⊥/R) = π1∗(S(d×k)\ν(R
⊥
n /Rn+d))
using Theorem 2.5.4 and Remark 2.5.6. Set
W = Sym(E ⊗R∗n)⊗ (detE)
k ⊗ (detR∗n)
k ⊗ S(d×k)\ν(R
⊥
n /Rn+d).
Since Rn = π∗1(R), the projection formula gives Sym(η) ⊗ V
k
ν = π1∗(W). Next, π2 is
the relative Grassmannian Gr(n,R′). The symplectic form on V induces an isomorphism
R⊥n /Rn+d
∼= R∗n+d/R
∗
n. So applying π2∗ to W is a relative version of the construction in
§2.6, which is how we defined M kν (E,R
′∗).
So pushing forward Sym(η) ⊗ Vkν to a point is the same as pushing forward M
k
ν (E,R
′∗)
to a point. Since the latter is Mkν, we are done. 
Define the following vector bundle on IGr(n, V ):
Eνλ = Sλ(R
⊥)⊗ (detR∗)k ⊗ S[(d×k)\ν](R
⊥/R).
Corollary 3.3.5. Let Fν• be the minimal free resolution of M
k
ν over A. Then
Fνi =
⊕
j≥0
Hj(IGr(n, V );
⊕
|λ|=i+j
λ⊆n×(n+2d)
S(kn)+λ(E)⊗ E
ν
λ†)⊗ A(−i− j).
Proof. In the notation of §2.4, ξ = E ⊗R⊥. Now use Proposition 3.3.4, Theorem 2.4.1, and
Theorem 2.3.3. 
It is probably difficult to give a closed formula to simplify the above expression, but the
next theorem sheds some light on the relevant combinatorial features. While this result looks
similar to the Borel–Weil–Bott theorem, it is not a special case because the vector bundles
Eνλ are not irreducible homogeneous bundles. To strengthen the analogy, we point the reader
to [SSW, §3.5] where ι2k and τ2k are defined in terms of the Weyl group of type BC∞.
Theorem 3.3.6. Let ν ⊆ (kd) and λ ⊆ n×(n+2d) be partitions and let R be the tautological
subbundle on IGr(n, V ).
(a) If k ≥ ℓ(λ), then Hi(IGr(n, V ); Eνλ†) = 0 for i > 0.
(b) The cohomology of Eνλ† vanishes unless τ2k(λ) = µ is defined, in which case the cohomol-
ogy is nonzero only in degree ι2k(λ) = i, and we have an Sp(V )-equivariant isomorphism
Hi(IGr(n, V ); Eνλ†)
∼= H0(IGr(n, V ); Eνµ†).
Proof. Let F• be the minimal free resolution ofM
k
ν over A. Using [Ei1, §7], we can use it to
build a free resolution G• ofMkν over B. We just need a few properties of this construction.
First, the terms are given by
Gi =
⌊i/2⌋⊕
j=0
Fi−2j(−2j)⊗k D
j(
∧2(E)).
Second, if we set S = Sym(
∧2(E∗)), then R(G•) is a minimal complex of S-modules, and
applying L to its homology gives the minimal free resolution of Mkν over B. By Theo-
rem 3.3.2, the minimal free resolution ofMkν is linear over B, which means that R(G•) only
has homology in degree 0, and H0(R(G•)) = N kν†. Putting this together implies
TorSi (N
k
ν† ,k)
∗
j = Tor
A
j (M
k
ν ,k)i+j.
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Now consider the GL(E) × Sp(V )-action on TorSi (N
k
ν†,k)
∗
j . If S(kn)+λ(E
∗) has a nonzero
GL(E)-isotypic component, then τ2k(λ) is well-defined and ι2k(λ) = i by Theorem 3.2.2 (or
[SSW, Proposition 3.13]). In particular, since the GL(E) and Sp(V ) actions commute, we
have an isomorphism of Sp(V )-representations
HomGL(E)(S(kn)+λ(E
∗),TorSι2k(λ)(N
k
ν†,k)
∗
|λ|)
∼= HomGL(E)(S(kn)+τ2k(λ)(E
∗),TorS0 (N
k
ν†,k)
∗
|τ2k(λ)|
).
Combining Theorem 2.4.1 and Corollary 3.3.5, we get
TorAi (M
k
ν ,k)i+j = H
j(IGr(n, V );
⊕
|λ|=i+j
λ⊆n×(n+2d)
S(kn)+λ(E)⊗ E
ν
λ†).
Combining everything, we get an isomorphism of Sp(V )-representations
Hι2k(λ)(IGr(n, V ); Eνλ†)
∼= H0(IGr(n, V ); Eντ2k(λ)†),
and that HN(IGr(n, V ); Eνλ†) = 0 if N 6= ι2k(λ). 
The method of the proof of Theorem 3.3.6 is a clean, elegant approach, but it is in some
ways unsatisfactory since it appeals to so many other techniques. We have another proof
which is more direct, but has the disadvantage of only working for ν = (kd) and is much
longer. Since it may be of independent interest, we include this alternate proof in [S5].
Remark 3.3.7. As in §3.1, we interpret A as the coordinate ring of the space of linear maps
E → V ∗ and hence it makes sense to talk about the generic map with respect to A, i.e.,
picking bases for E and V ∗, the matrix entries are the variables of A. Similar comments
apply to B. The ideal of maximal minors in B of this generic matrix is generated by∧n(E)⊗ S[1n](V ). When ν = (kd), (3.1.5) becomes
Mk(kd) =
⊕
λ, λn≥k
Sλ(E)⊗ S[λ](V ),
which is the kth power of the maximal minors in B (use Proposition 3.1.2(c)). 
Corollary 3.3.8. For ν ⊆ (kd), if k ≥ n− 1, then the minimal free resolution of Mkν over
A is linear.
Proof. Combine Corollary 3.3.5 and Theorem 3.3.6(a). 
For every pair of finitely generated B-modules M and N , there is an action of U(g) ∼=
Ext•B(k,k) on Ext
•
B(M,N) which we can restrict to S = Sym(
∧2(E∗)). The support of this
module is the support variety of the pair (M,N), and is a subscheme of Spec(S) =
∧2(E).
The basic properties of support varieties are developed in [AB]. We define the support
variety of a single module M to be the support variety of the pair (M,k). Note that
ExtiB(M,k) = Tor
B
i (M,k)
∗.
Proposition 3.3.9. Choose a partition ν ⊆ (kd). The support variety of Mkν is reduced and
is the variety of skew-symmetric matrices in
∧2(E) of rank ≤ 2k.
Proof. We have L(Mkν) = N
k
ν† by Theorem 3.3.2. With the notation in §3.2, we have
U = Sym(U ⊗ (E∗|F )) = Sym(U ⊗E∗)⊗
∧•(U ⊗ F ).(3.3.9.1)
ORTHOSYMPLECTIC LIE SUPERALGEBRAS AND COMPLETE INTERSECTIONS 21
The first tensor factor has a multiplicity-free action of Sp(U)× so(E ⊕E∗), and the second
has a multiplicity-free action of Sp(U)× sp(V ). We have
Sym(U ⊗ E∗) =
⊕
ℓ(µ)≤min(n,k)
S[µ](U)⊗M
so
µ ,
∧•(U ⊗ F ) = ⊕
λ⊆k×(n+d)
S[λ](U)⊗ S[((n+d)×k)\λ† ](V ),
(3.3.9.2)
where (detE)k ⊗M soµ is the module Mµ in [SSW, §3.5]. So as an S-module, N
k
ν† is a direct
sum of modules of the form M soµ . On each module, the action of S factors through M
so
∅
,
which is the coordinate ring of the variety of skew-symmetric matrices of rank ≤ 2k. 
Remark 3.3.10. Using [Av, Theorem 3.9, Corollary 3.12], we get the following statement.
Let W ⊂
∧2(E) be a linear subspace of complementary dimension to the space of skew-
symmetric matrices of rank≤ 2k so that their intersection is 0. ThenMkν has finite projective
dimension over A/(W ). It would be interesting to understand the minimal free resolution of
Mkν over A/(W ). 
3.4. Cokernels. For background on multilinear algebra on chain complexes, see [Wey, §2.4].
Let ϕ : E ⊗B(−1)→ V ⊗B be the generic matrix. Let V˜ = (E ⊕E∗)⊕ V where E ⊕E∗ is
given an orthogonal form as in §3.1. The complex
V : 0→ E ⊗ B(−2)
ϕ
−→ V ⊗ B(−1)
ϕ∗
−→ E∗ ⊗B
carries an action of the orthosymplectic Lie superalgebra osp(V˜ )⊗ B. Here the indexing is
such that V0 = E
∗ ⊗ B, V1 = V ⊗B(−1), and V2 = E ⊗ B(−2). Then we have
Sym2B(V) : 0→ Sym
2(E)⊗ B(−4)→ E ⊗ V ⊗ B(−3)→
(
∧2(V )⊕ (E ⊗E∗))⊗B(−2)→ E∗ ⊗ V ⊗B(−1)→ Sym2(E∗)⊗ B.
The space of gl(E)× sp(V ) invariants in E∗ ⊗ V ⊗B(−1) in degree 2 is 1-dimensional, and
the space of invariants in
∧2(V )⊕ (E ⊗E∗) is 2-dimensional, so there is an invariant in the
latter space which represents a nonzero homology class. We write this as a map of complexes
B[−2]→ Sym2B(V). Using the multiplication map for symmetric powers, we get an injective
map of complexes (Symk−2B (V))[−2]→ Sym
k
B(V), and the cokernel is denoted Sym
k
0(V).
Proposition 3.4.1. If 2 dim(E) + 2d = dim(V ), then Symd+10 (V) is acyclic and resolves
Symd+1B (cokerϕ
∗). In particular, Symd+1B (cokerϕ
∗) is a perfect module.
Proof. Set F = Symd+10 (V), which is a complex of length 2d + 2. By the Peskine–Szpiro
acyclicity lemma [Ei2, Theorem 20.9], F is acyclic if and only if the localization Fp is acyclic
for every prime ideal p ⊂ B with grade(p) < 2d+ 2 (recall that the grade of an ideal is the
longest regular sequence contained in it). Pick such a prime p. The ideal generated by the
maximal minors has grade 2d + 2: since B is Cohen–Macaulay, the grade of any ideal I is
dim(B) − dim(B/I); if I is the ideal of maximal minors, then an easy calculation (or see
[SW, Theorem 2.2(1)]) shows that this is 2d + 2. So there is at least one maximal minor
that is not in p. After inverting this minor, there is a change of basis so that ϕ becomes
ϕ′ =
(
In 0
)
where In is an n× n identity matrix and 0 is the n× (n+ 2d) zero matrix.
We claim that Fp is exact. Using the special form of ϕ
′, we can decompose V ⊗B Bp as
the direct sum of a split exact sequence with (W ⊗ Bp)[−1], where dim(W ) = 2d and W
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inherits a symplectic form from V (the image of E in V is isotropic since V is a complex,
and W = E⊥/E). In particular, Symd+1Bp (V) is a direct sum of a split exact complex with
(
∧d+1(W )⊗Bp)[−d− 1]. Similarly, Symd−1Bp (V)[−2] is a direct sum of a split exact complex
with (
∧d−1(W )⊗Bp)[−d−1]. The induced map on homology∧d−1(W )⊗Bp → ∧d+1(W )⊗Bp
is multiplication by the symplectic form onW , so it is an isomorphism. This implies that Fp is
exact. Finally, H0(Sym
d+1
0 (V)) = H0(Sym
d+1(V)), and the latter module is Symd+1B (cokerϕ
∗)
by right-exactness of symmetric powers (see, for example, [Ei2, Proposition A2.2(d)]). 
Remark 3.4.2. It remains to construct finite length (linear) resolutions supported on lower-
order minors. These should be orthosymplectic generalizations of Schur complexes which in
turn should be special cases of orthogonal and symplectic analogues of Schubert complexes.
See [S1] for Schubert complexes and their connections with double Schubert polynomials,
and see [Wey, Exercises 6.34–6.36] for an analogue of our situation when B is replaced by
the polynomial ring.
For dim(E) = n and dim(V ) = 2n+2d, we have that the rank n−1, n−2, n−3, n−4 loci
have codimensions 2d+2, 4d+7, 6d+15, and 8d+26, respectively. When this codimension
is odd, we cannot use an orthosymplectic Schur functor as we did above. 
3.5. Examples. In general, the resolution of Mkν , under the action of GL(E) × Sp(V ),
contains representations with high multiplicity (hence the main advantage of having an
irreducible action of the orthosymplectic Lie superalgebra). Now we explain how the simplest
examples can be calculated using a few tricks. This amounts to calculating N kν† (after
replacing E with E∗), which is the S[ν†](U)-isotypic component of U . To do this, use the
decompositions (3.3.9.1) and (3.3.9.2). When ν = ∅, we get (using that representations of
Sp(U) are self-dual) ⊕
µ⊆min(n,k)×(n+d)
S[((n+d)×k)\µ†](V )⊗M
so
µ .
If k = 1, then Sp(U) = SL(U) and Sλ(U) = S[λ1−λ2](U). Using Theorem 2.3.3, we get
M soµ =
⊕
e≥0
S(µ1+e,e)(E
∗).
Finally, we tensor with (detE∗) because of the way that Howe duality is setup.
Below, we abbreviate Sλ(E)⊗ S[µ](V ) with the notation (λ;µ).
Example 3.5.1. Take dim(E) = 4 and dim(V ) = 8 with V symplectic. We consider the
ideal M1
∅
generated by the 4 × 4 minors. The first few terms of its minimal free resolution
over the coordinate ring of the Littlewood variety are
F0 = (1, 1, 1, 1; 1, 1, 1, 1)
F1 = (2, 1, 1, 1; 1, 1, 1, 0)
F2 = (2, 2, 1, 1; 1, 1, 1, 1)⊕ (3, 1, 1, 1; 1, 1, 0, 0)
F3 = (3, 2, 1, 1; 1, 1, 1, 0)⊕ (4, 1, 1, 1; 1, 0, 0, 0)
F4 = (3, 3, 1, 1; 1, 1, 1, 1)⊕ (4, 2, 1, 1; 1, 1, 0, 0)⊕ (5, 1, 1, 1; 0, 0, 0, 0)
F5 = (4, 3, 1, 1; 1, 1, 1, 0)⊕ (5, 2, 1, 1; 1, 0, 0, 0)
F6 = (4, 4, 1, 1; 1, 1, 1, 1)⊕ (5, 3, 1, 1; 1, 1, 0, 0)⊕ (6, 2, 1, 1; 0, 0, 0, 0)
F7 = (5, 4, 1, 1; 1, 1, 1, 0)⊕ (6, 3, 1, 1; 1, 0, 0, 0)
...
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The graded Betti table of M1
∅
over the polynomial ring (it is not an ideal in this setting) is
0 1 2 3 4 5 6 7
total: 42 192 462 607 485 257 77 10
4: 42 192 270 160 35 . . .
5: . . 192 447 288 70 . .
6: . . . . 162 160 45 .
7: . . . . . 27 32 10
Here are the representations for the resolution of the Littlewood ideal (we removed a factor
of
∧4(E) = detE):
∧4
0V
∧3
0V ⊗E
∧2
0V ⊗ S
2E V ⊗ S3E S4E
∧3
0V ⊗
∧3E
∧2
0V ⊗ S2,1,1E∧4
0V ⊗
∧4E V ⊗ S3,1,1E S4,1,1E∧2
0V ⊗ S2,2,1,1E V ⊗ S3,2,1,1E S4,2,1,1E∧2
0V ⊗ S2,2,2,2E V ⊗ S3,2,2,2E S4,2,2,2E
Compare this with the proof of Theorem 3.3.6. 
We end with a slightly more complicated example not covered by the above derivation.
Example 3.5.2. Take dim(E) = 3 and dim(V ) = 8 with V symplectic. We consider the
ideal M1(1) generated by the 3× 3 minors. The first few terms of its minimal free resolution
over the coordinate ring of the Littlewood variety are
F0 = (1, 1, 1; 1, 1, 1, 0)
F1 = (2, 1, 1; 1, 1, 1, 1)⊕ (2, 1, 1; 1, 1, 0, 0)
F2 = (2, 2, 1; 1, 1, 1, 0)⊕ (3, 1, 1; 1, 1, 1, 0)⊕ (3, 1, 1; 1, 0, 0, 0)
F3 = (3, 2, 1; 1, 1, 1, 1)⊕ (3, 2, 1; 1, 1, 0, 0)⊕ (4, 1, 1; 1, 1, 0, 0)⊕ (4, 1, 1; 0, 0, 0, 0)
F4 = (3, 3, 1; 1, 1, 1, 0)⊕ (4, 2, 1; 1, 1, 1, 0)⊕ (4, 2, 1; 1, 0, 0, 0)⊕ (5, 1, 1; 1, 0, 0, 0)
F5 = (4, 3, 1; 1, 1, 1, 1)⊕ (4, 3, 1; 1, 1, 0, 0)⊕ (5, 2, 1; 1, 1, 0, 0)⊕ (5, 2, 1; 0, 0, 0, 0)⊕ (6, 1, 1; 0, 0, 0, 0)
... 
4. Orthogonal Littlewood varieties
Fix d′ ∈ {0, 1}. In this section, we use τ2k and ι2k to denote τD2k and ι
D
2k (see §2.7.2) if d
′ = 0
and we use them to denote τ∆2k and ι
∆
2k (see §2.7.3) if d
′ = 1. For simplicity of exposition,
we assume char(k) 6= 2 so that we do not need to distinguish between quadratic forms and
orthogonal forms, although with more care one could include this case in some of the results.
4.1. Preliminaries. Let E be a vector space of dimension n and let V be an orthogonal
space of dimension 2n + 2d + d′ (we assume d ≥ 0; some of the results below hold even if
d < 0, but we will not need them). Let A = Sym(E ⊗ V ). Using the orthogonal form, we
have a GL(E)×O(V )-equivariant inclusion
Sym2(E) ⊂ Sym2(E)⊗ Sym2(V ) ⊂ Sym2(E ⊗ V ).
Let B = A/(Sym2(E)) be the quotient of A by the ideal generated by Sym2(E).
Example 4.1.1. Let n = 2 and d = 0 and d′ = 1, and pick bases for E and V . We think of
the coordinates in A as the elements in a 2× 5 matrix:(
x1,1 x1,2 x1,3 x1,4 x1,5
x2,1 x2,2 x2,3 x2,4 x2,5
)
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If the orthogonal form on V is given by ωV (v, w) = v1w2 + v2w1 + v3w4 + v4w3 + v5w5, then
Sym2(E) is spanned by the 3 equations
x1,1x2,2 + x1,2x2,1 + x1,3x2,4 + x1,4x2,3 + x1,5x2,5,
2(x1,1x1,2 + x1,3x1,4) + x
2
1,5,
2(x2,1x2,2 + x2,3x2,4) + x
2
2,5.

We have Spec(A) = Hom(E, V ∗), the space of linear maps E → V ∗. We can identify
Spec(B) ⊂ Hom(E, V ∗) with the set of maps ϕ such that the composition E
ϕ
−→ V ∗ ∼=
V
ϕ∗
−→ E∗ is 0 (here V ∼= V ∗ is the isomorphism induced by the orthogonal form on V ).
Alternatively, Spec(B) is the subvariety of maps E → V ∗ such that the image of E is an
isotropic subspace, i.e., the restriction of the orthogonal form to it is the 0 form.
Proposition 4.1.2. (a) If 2d+d′ > 0, then B is an integral domain, i.e., the ideal generated
by Sym2(E) is prime. If 2d+ d′ = 0, then Spec(B) has 2 irreducible components.
(b) As a representation of GL(E)×O(V ), we have
B ≈
⊕
ℓ(λ)≤n
Sλ(E)⊗ S[λ](V ).
(c) Sλ(E)⊗ S[λ](V ) is in the ideal generated by Sµ(E)⊗ S[µ](V ) if and only if λ ⊇ µ.
(d) Two closed points in Spec(B) are in the same GL(E) ×O(V ) orbit if and only if they
have the same rank as a matrix. Each orbit closure is a normal variety with rational
singularities. In particular, they are Cohen–Macaulay varieties.
(e) The ideal (Sym2(E)) is generated by a regular sequence. In particular, B is a complete
intersection and is a Koszul algebra.
Proof. For (a), (b), (d), and (e), see [SW, Theorems 2.7, 2.10]. (c) follows from the analogous
statement for Sym(E ⊗ V ) [DEP, Corollary 4.2]. 
Let OGr(n+ d, V ) be the isotropic Grassmannian of rank n+ d isotropic subspaces of V
with tautological subbundle R. Note that when 2d+ d′ = 0, OGr(n+ d, V ) has 2 connected
components, and otherwise it is connected. Let ν ⊆ (kd) be a partition. Using (2.6.2) in a
relative situation, we get a Sym(E ⊗R∗)-module M kν (E,R
∗).
Proposition 4.1.3. The higher sheaf cohomology groups of M kν (E,R
∗) vanish and
H0(OGr(n+ d, V );M kν (E,R
∗)) ≈
⊕
ℓ(λ)≤n
S(kn)+λ(E)⊗ S[(kn)+λ,k−νd,...,k−ν1](V ).
Proof. Similar to Proposition 3.1.4, but use Theorem 2.5.5. 
We define
Mkν = H
0(OGr(n+ d, V );M kν (E,R
∗))
≈
⊕
ℓ(λ)≤n
S(kn)+λ(E)⊗ S[((kn)+λ,k−νd,...,k−ν1)](V ).
(4.1.4)
So Mkν is an A-module. In fact, the scheme-theoretic image of Spec(Sym(E ⊗ R
∗)) →
Spec(A) is Spec(B), so Mkν is also a B-module.
The following result is the orthogonal version of the main result of this paper. A more
detailed version of this theorem is contained in Theorem 4.3.1.
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Theorem 4.1.5. Assume char(k) = 0. The minimal free resolution ofMkν over B is linear.
Let V˜ be a Z/2-graded space (from now on, superspace) with V˜0 = E ⊕ E∗ and V˜1 = V .
Define a nondegenerate symplectic form on E⊕E∗ by 〈(e, ϕ), (e′, ϕ′)〉 = ϕ′(e)−ϕ(e′). Then
V˜ has a super skew-symmetric bilinear form by taking the direct sum of the symplectic
form on E ⊕ E∗ and the orthogonal form on V . Let spo(V˜ ) be the orthosymplectic Lie
superalgebra in gl(V˜ ) compatible with this form. We have a Z-grading on spo(V˜ ) supported
on [−2, 2] (we use the symbol ⊕ to separate the different pieces of this grading):
Sym2(E)⊕ (E ⊗ V )⊕ (gl(E)× so(V ))⊕ (E∗ ⊗ V ∗)⊕ Sym2(E∗).
Let g be the positive part of this grading, i.e.,
g = (E∗ ⊗ V ∗)⊕ Sym2(E∗).
Then Sym2(E∗) is central in g. For e⊗v, e′⊗v′ ∈ E∗⊗V ∗, we have [e⊗v, e′⊗v′] = ωV (v, v′)ee′
where ωV is the orthogonal form on V
∗ ∼= V . So Proposition 2.2.3 implies the following:
Proposition 4.1.6. The Koszul dual of B is the universal enveloping algebra U(g).
Let F ⊂ V be a maximal isotropic subspace and write V = F ⊕ F ∗ ⊕ L (dim(L) = d′).
Let u = ((E∗|F )⊗ L)⊕ Sym2(E∗|F ) ⊂ spo(V˜ ). It inherits a Z-grading:
u0 = (F ⊗ L)⊕
∧2(F ), u1 = E∗ ⊗ (L⊕ F ), u2 = Sym2(E∗).
Let g′ ⊂ osp(V˜ ) be the subalgebra generated by u and g. Then it also has a Z-grading:
g′0 = (F ⊗ L)⊕
∧2(F ), g′1 = E∗ ⊗ V ∗, g′2 = Sym2(E∗).
Lemma 4.1.7. We have the following two exact sequences of Lie superalgebras
0→ g→ g′ → (F ⊗ L)⊕
∧2(F )→ 0, 0→ u→ g′ → E∗ ⊗ F ∗ → 0.
Proof. Similar to the proof of Lemma 3.1.8. 
4.2. Howe duality. In this section, we assume that char(k) = 0.
Let U be a 2k-dimensional orthogonal space. Then U ⊗ V˜ is a superspace with even
part U ⊗ (E ⊕ E∗) and odd part U ⊗ V and has a super skew-symmetric bilinear form by
taking the tensor product of the forms on U and V˜ . Let spo(U ⊗ V˜ ) be the associated
orthosymplectic Lie superalgebra. Pick a maximal isotropic subspace U ′ ⊂ U . Let E∗|F
denote the superspace with even part E∗ and odd part F and let 0|L be the superspace with
odd part L. Then (U ⊗ (E∗|F ))⊕ (U ′⊗ (0|L)) is a maximal isotropic subspace of U ⊗ V˜ and
hence we get an oscillator representation
U = Sym(U ⊗ (E∗|F ))⊗
∧•(U ′ ⊗ L)
of spo(U ⊗ V˜ ). Both so(U) and spo(V˜ ) are subalgebras of spo(U ⊗ V˜ ) which commute with
one another, so so(U)× spo(V˜ ) acts on U . As a representation of so(U), U is a direct sum
of finite-dimensional representations, so we can use the pin group Pin(U) (this is a double
cover of the orthogonal group O(U)) instead. If L = 0, i.e., d′ = 0, then the action of Pin(U)
factors through an action of O(U). In fact, there is more data by using the non-connected
group Pin(U) as we now explain. Pick a partition λ.
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• If d′ = 0, λ is admissible if λ†1 + λ
†
2 ≤ 2k and we consider representations S[λ](U) of
O(U). For λ†1 ≤ k, this is discussed in §2.3. Otherwise, set µ
†
1 = 2k− λ
†
1 and µ
†
i = λ
†
i
for i > 1. Then S[µ](V ) and S[λ](V ) differ by a twist of the sign character and we
write µ = λσ. Further, define λ = λ if λ†1 ≤ k, otherwise define λ = λ
σ.
• If d′ = 1, λ is admissible if ℓ(λ) ≤ k and we consider highest-weight representations
Vλ+δ± where δ+ and δ− are the half-spin weights of Spin(U) (see [SW, §3.1]). Define
Vλ+δ = Vλ+δ+ ⊕ Vλ+δ−,
which can be made into an irreducible representation of Pin(U).
To unify the notation for both cases, we define
Vλ+d′δ =
{
S[λ](U) if d
′ = 0
Vλ+δ if d
′ = 1
.
Let λ be an admissible partition with λn+1 ≤ n + d. Let N˜ kλ be the Vλ+d′δ-isotypic
component of U with respect to the action of Pin(U). We need some of the following facts
about the action of Pin(U)×spo(V˜ ) (we will not use unitarizability, and hence do not define
it; we state it only for completeness):
Theorem 4.2.1. For an admissible partition λ with λn+1 ≤ n + d, N˜ kλ is an irreducible,
unitarizable, lowest-weight representation of spo(V˜ ). We have N˜ kλ
∼= N˜ kλ′ if and only if
λ = λ′. As a representation of Pin(U)× spo(V˜ ), we have a direct sum decomposition
U = Sym(U ⊗ (E∗|F ))⊗
∧•(U ′ ⊗ L) = ⊕
λ admissible
λn+1≤n+d
Vλ+d′δ ⊗ N˜
k
λ .
Proof. For d′ = 0, see [CW, §§5.3.4, 5.3.5] and for d′ = 1, see [CKW, §A.1]. 
Note that gl(E) × so(V ) ⊂ spo(V˜ ) acts on N˜ kλ which is a Z-graded representation with
finite-dimensional pieces and the action can be integrated to the group GL(E) × SO(V ).
However, when dim(V ) is even, we may not be able to extend this action to GL(E)×O(V ).
We now make an additional definition
N kλ =
{
N˜ kλ ⊕ N˜
k
λσ if d
′ = 0 and ℓ(λ) < k
N˜ kλ otherwise
.
Then the action of GL(E)× SO(V ) on N kλ extends to GL(E)×O(V ).
Theorem 4.2.2. We have a gl(E)× gl(F )-equivariant isomorphism
Hi(u;N
k
λ ) = Tor
U(u)
i (N
k
λ ,k)
∼=
⊕
α
τ2k(α)=λ
ι2k(α)=i
Sα(E
∗|F )⊗ (detE∗)k ⊗ (detF ∗)k.
Proof. See [CKW, Theorem 5.7]. Their notation does not match ours, so alternatively one
can use [SSW, §4] if d′ = 0 and [SS] if d′ = 1 (see proof of Theorem 3.2.2 for comments). 
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Proposition 4.2.3. Let λ be a partition with ℓ(λ) ≤ k and λn+1 ≤ n + d and set ν =
(λ†1, . . . , λ
†
n+d) and µ = (λ
†
n+d+1, λ
†
n+d+2, . . . ). Then
H0(g;N
k
λ ) = (detE
∗)k ⊗ Sµ†(E
∗)⊗ S[((n+d)×k)\ν](V )
H1(g;N
k
λ ) = (detE
∗)k ⊗ S(1+νn+d,µ2,µ3,... )†(E
∗)⊗ S[(k−µ1+1,k−νn+d−1,...,k−ν1)](V ).
In particular, as a U(g)-module, N kλ is generated in a single degree and has relations of
degree λ†n+d − λ
†
n+d+1 + 1.
Proof. Similar to the proof of Proposition 3.2.3. There is one point to highlight though: in
Proposition 2.8.3, we see that when dim(V ) is even and λn+d > 0, that H0(n;S[λ](V )) is a sum
of two irreducible representations of gl(F ). This does not happen in Proposition 3.2.3 and is
accounted for by the fact that N kλ is defined to be a sum of two irreducible representations
in these cases. Rather than chase signs, we note that the representations S[λ]±(V ) always
come together in each homology group since there is an action of O(V ) on everything. 
Proposition 4.2.4. If λ1 ≤ d and ℓ(λ) ≤ k, then N kλ has a linear free resolution over U(g).
As a representation of GL(E)×O(V ), Hi(g;N
k
λ ) is a subrepresentation of⊕
|γ|=i
ℓ(γ)≤n
S(kn)+γ(E
∗)⊗ S[((kn)+γ,k−λ†
d
,...,k−λ†1)]
(V ).
Proof. The proof of the first part is similar to the proof of Proposition 3.2.4. See also the
comments in the proof of Proposition 4.2.3. The proof of the second part is similar to
the proof of Corollary 3.2.6. As an intermediate step, we need to prove an analogue of
Lemma 3.2.5. This is almost the same, but the inequality (3.2.5.1) is replaced by ι2k(α) ≥∑
j≥1max(αj − d− j, 0) since the definition of ι
D
2k uses c(Rλ)− 1 rather than c(Rλ) (§2.7.2).
This weaker inequality is the one that is used in (3.2.5.3), so there is no problem. 
4.3. Main result and consequences. We assume that char(k) = 0 in this section. The
definition of parabolic Verma modules is the same as in §3.3.
Theorem 4.3.1. Let λ be a partition with ℓ(λ) ≤ k and λn+1 ≤ n + d.
Set ν = (λ†1, . . . , λ
†
n+d) and µ = (λ
†
n+d+1, λ
†
n+d+2, . . . ). Then:
(a) λ†n+d = λ
†
n+d+1 if and only if N
k
λ has a linear presentation as a U(g)-module.
(b) If λ†n+d = λ
†
n+d+1, L(N
k
λ ) (notation of §2.2) is the first linear strand of a B-module M
with a compatible GL(E) × O(V )-action and which is uniquely determined by the fact
that it is generated in degree 0 with degree 1 relations, and satisfies
M0 = (detE)
k ⊗ Sµ†(E)⊗ S[((n+d)×k)\ν](V ),
M1 = (detE)
k ⊗ S(µ1+1,µ2,µ3,... )†(E)⊗ S[(k+1−νn+d,k−νn+d−1,...,k−ν1)](V ).
If furthermore λ1 ≤ d, then M ∼=Mkλ†, and:
(c) L(N kλ ) is an acyclic linear complex and is a minimal free resolution of M
k
λ† over B,
(d) R(Mkλ†) is an acyclic linear complex and is a minimal free resolution of N
k
λ over U(g).
The action of g on this complex extends to an action of spo(V˜ ) and each R(Mk
λ†
)i is a
direct sum of parabolic Verma modules.
Proof. Similar to the proof of Theorem 3.3.2. 
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Conjecture 4.3.2. Let Iλ be the ideal generated by Sλ(E)⊗S[λ](V ) in B. Then the resolution
of Iλ is a representation of spo(V˜ ). Furthermore, each linear strand is irreducible if dim(V )
is odd and otherwise is a sum of 2 irreducible representations which are interchanged by the
outer automorphism of spo(V˜ ) (this is related to the conjugation action of O(V ) on SO(V )).
Now we derive a few consequences of Theorem 4.3.1.
First, we begin with an alternative construction of Mkν . Consider OGr(n, V ) with vector
bundles η = E ⊗R∗, and Vkν = (detE)
k ⊗ (detR∗)k ⊗ S[(d×k)\ν](R
⊥/R).
Proposition 4.3.3. Mkν = H
0(IGr(n, V ); Sym(η)⊗ Vkν ).
Proof. Similar to the proof of Proposition 3.3.4. 
Define the following vector bundle on OGr(n, V ):
Eνλ = Sλ(R
⊥)⊗ (detR∗)k ⊗ S[(d×k)\ν](R
⊥/R).
Corollary 4.3.4. Let Fν• be the minimal free resolution of M
k
ν over A. We have
Fνi =
⊕
j≥0
Hj(OGr(n, V );
⊕
|λ|=i+j
λ⊆n×(n+2d+d′)
S(kn)+λ(E)⊗ E
ν
λ†)⊗ A(−i− j).
Proof. Similar to the proof of Corollary 3.3.5. 
Theorem 4.3.5. Let ν ⊆ (kd) and λ ⊆ n × (n + 2d + d′) be partitions and let R be the
tautological subbundle on OGr(n, V ).
(a) If k ≥ ℓ(λ), then Hi(OGr(n, V ); Eνλ†) = 0 for all i > 0.
(b) The cohomology of Eνλ† vanishes unless τ2k(λ) = µ is defined, in which case the cohomol-
ogy is nonzero only in degree ι2k(λ) = i, and we have an O(V )-equivariant isomorphism
Hi(OGr(n, V ); Eνλ†)
∼= H0(OGr(n, V ); Eνµ†).
Proof. Similar to the proof of Theorem 3.3.6. 
Remark 4.3.6. As in §4.1, we interpret A as the coordinate ring of the space of linear maps
E → V ∗ and hence it makes sense to talk about the generic map with respect to A, i.e.,
picking bases for E and V ∗, the matrix entries are the variables of A. Similar comments
apply to B. The ideal of maximal minors in B of this generic matrix is generated by∧n(E)⊗ S[1n](V ) = ∧n(E)⊗∧n(V ). When ν = (kd), (4.1.4) becomes
Mk(kd) =
⊕
λ, λn≥k
Sλ(E)⊗ S[λ](V ),
which is the kth power of the maximal minors in B (use Proposition 4.1.2(c)). 
Corollary 4.3.7. Pick ν ⊆ (kd). If k ≥ n, then the minimal free resolution of Mkν over A
is linear.
Proof. Combine Corollary 4.3.4 and Theorem 4.3.5(a). 
Proposition 4.3.8. Choose a partition ν ⊆ (kd). The support variety of Mkν is reduced and
is the variety of symmetric matrices in Sym2(E) of rank ≤ 2k.
Proof. Similar to the proof of Proposition 3.3.9. 
ORTHOSYMPLECTIC LIE SUPERALGEBRAS AND COMPLETE INTERSECTIONS 29
Remark 4.3.9. When d = 0, the line bundle detR∗ on OGr(n, V ) has a unique square root
L, so it is possible to take powers (detR∗)k where k ∈ 1
2
Z, and we can define Vk = Vk
∅
. The
results of this section should mostly hold without change, but the full details of some of the
results we cite are not written down when k /∈ Z, so we omit explaining this case in detail.
The modules we get this way are submodules of the “Littlewood spinor module” studied in
[SW, §3], and can be thought of as half-integer powers of the ideal of maximal minors. 
5. Variety of complexes
In this section, we use τ2k and ι2k to mean τ
A
2k and ι
A
2k (see §2.7.4). Given a vector
space V and partitions λ, µ with ℓ(λ) + ℓ(µ) ≤ dim(V ), let S[λ;µ](V ) denote Sν(V ) where
ν = (λ1, λ2, . . . ,−µ2,−µ1) (if ℓ(λ) + ℓ(µ) < dim(V ), there are 0’s in the . . . ).
5.1. Preliminaries. Let E and F be vector spaces of dimensions n and m and let V be a
vector space of dimension n+m+ d (we assume d ≥ 0; some of the results below hold even
if d < 0, but we will not need them). Let A = Sym((E ⊗ V ∗)⊕ (V ⊗ F ∗)). Throughout, we
fix a decomposition dim(V ) = a + b where a ≥ n and b ≥ m. Using the trace invariant in
V ∗ ⊗ V , we have a GL(E)×GL(V )×GL(F )-equivariant inclusion
E ⊗ F ⊂ (E ⊗ V ∗)⊗ (V ⊗ F ∗) ⊂ Sym2((E ⊗ V ∗)⊕ (V ⊗ F ∗)).
Let B = A/(E ⊗ F ∗) be the quotient of A by the ideal generated by E ⊗ F ∗.
We have Spec(A) = Hom(E, V )×Hom(V, F ), and we can identify Spec(B) ⊂ Hom(E, V )×
Hom(V, F ) with the set of pairs (ϕ, ψ) such that ψϕ = 0.
Proposition 5.1.1. (a) B is an integral domain, i.e., the ideal generated by E⊗F ∗ is prime.
(b) As a representation of GL(E)×GL(V )×GL(F ), we have
B ≈
⊕
ℓ(λ)≤n
ℓ(λ′)≤m
Sλ(E)⊗ S[λ;λ′](V
∗)⊗ Sλ′(F
∗).
(c) Sλ(E)⊗ S[λ;λ′](V
∗)⊗ Sλ′(F ∗) is in the ideal generated by Sµ(E)⊗ S[µ;µ′](V
∗)⊗ Sµ′(F ∗)
if and only if λ ⊇ µ.
(d) Two closed points (ϕ, ψ) and (ϕ′, ψ′) in Spec(B) are in the same GL(E) × GL(V ) ×
GL(F ) orbit if and only if rank(ϕ) = rank(ϕ′) and rank(ψ) = rank(ψ′). Each orbit
closure is a normal variety with rational singularities. In particular, they are Cohen–
Macaulay varieties.
(e) The ideal (E ⊗ F ∗) is generated by a regular sequence. In particular, B is a complete
intersection and is a Koszul algebra.
Proof. The proofs of (a), (b), (d), and (e) are similar to the proofs of the corresponding
statements in Proposition 3.1.2. The desingularization in [SW] should be replaced with the
bundle η on X mentioned directly below. The reader is also encouraged to see [DS] for
the general situation of complexes with more than 2 maps. (c) follows from the analogous
statement for A [DEP, Corollary 4.2]. 
Remark 5.1.2. Part (e) of Proposition 5.1.1 also holds if dim(V ) = dim(E) + dim(F )− 1.
One difference is that it has 2 irreducible components whose general points are pairs (ϕ, ψ)
where either ϕ or ψ has full rank and the other has corank 1. 
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Let X = Flag(n, n + d, V ) be the partial flag variety of subspaces Rn ⊂ Rn+d ⊂ V
where the subscript indicates the dimension. It has a tautological flag of vector bundles
Rn ⊂ Rn+d ⊂ V ×X .
Set η = (E⊗R∗n)⊕ ((V/Rn+d)⊗F
∗). Pick k, ℓ ≥ 0 and partitions ν ⊆ (ka), ν ′ ⊆ (ℓb). Set
ν = (k − νa, . . . , k − ν1, ν
′
1 − ℓ, . . . , ν
′
b − ℓ).
Define
Vk,ℓν,ν′ = (detE)
k ⊗ (detR∗n)
k ⊗ Sν((Rn+d/Rn)
∗)⊗ (det V/Rn+d)
ℓ ⊗ (detF ∗)ℓ.
Proposition 5.1.3. The higher sheaf cohomology groups of Sym(η)⊗ Vk,ℓν,ν′ vanish and
H0(X ; Sym(η)⊗ Vk,ℓν,ν′) ≈
⊕
ℓ(λ)≤n
ℓ(µ)≤m
S(kn)+λ(E)⊗ S((kn)+λ,ν,−ℓ−µm,...,−ℓ−µ1)(V
∗)⊗ S(ℓm)+µ(F
∗).
Proof. Similar to Proposition 3.1.4, but use Theorem 2.5.3. 
We define
Mk,ℓν,ν′ = H
0(Flag(n, n+ d, V ); Sym(η)⊗ Vk,ℓν,ν′)
≈
⊕
ℓ(λ)≤n
ℓ(µ)≤m
S(kn)+λ(E)⊗ S((kn)+λ,ν,−ℓ−µm,...,−ℓ−µ1)(V
∗)⊗ S(ℓm)+µ(F
∗).(5.1.4)
So Mk,ℓν,ν′ is an A-module. In fact, the scheme-theoretic image of Spec(Sym(η)) → Spec(A)
is Spec(B), so Mk,ℓν,ν′ is also a B-module.
The following result is the variety of complexes version of the main result of this paper.
A more detailed version of this theorem is contained in Theorem 5.3.1.
Theorem 5.1.5. Assume char(k) = 0. The minimal free resolution ofMk,ℓν,ν′ over B is linear.
Let V˜ be a Z/2-graded space (from now on, superspace) with V˜0 = E ⊕ F and V˜1 = V .
We have a Z-grading on gl(V˜ ) supported on [−2, 2] (we use the symbol ⊕ to separate the
different pieces of this grading):
(E ⊗ F ∗)⊕ (E ⊗ V ∗ + V ⊗ F ∗)⊕ (gl(E)× gl(V )× gl(F ))⊕ (E∗ ⊗ V + V ∗ ⊗ F )⊕ (E∗ ⊗ F ).
Let g be the positive part of this grading, i.e.,
g = (E∗ ⊗ V + V ∗ ⊗ F )⊕ (E∗ ⊗ F ).
Then E∗⊗F is central in g. For (e⊗ v, ϕ⊗ f), (e′⊗ v′, ϕ′⊗ f ′) ∈ E∗⊗ V + V ∗⊗F , we have
[(e⊗ v, ϕ⊗ f), (e′ ⊗ v′, ϕ′ ⊗ f ′)] = ϕ′(v)e⊗ f ′ + ϕ(v′)e′ ⊗ f.
So Proposition 2.2.3 implies the following:
Proposition 5.1.6. The Koszul dual of B is the universal enveloping algebra U(g).
Choose a decomposition V = V a ⊕ V b where dim(V a) = a and dim(V b) = b (recall that
a ≥ n and b ≥ m). Let u = (E|V a)∗ ⊗ (F |V b) ⊂ gl(V˜ ). It inherits a Z-grading:
u0 = V
a∗ ⊗ V b, u1 = (E
∗ ⊗ V b)⊕ (V a∗ ⊗ F ), u2 = E
∗ ⊗ F.
Let g′ ⊂ gl(V˜ ) be the subalgebra generated by u and g. Then it also has a Z-grading:
g′0 = V
a∗ ⊗ V b, g′1 = (E
∗ ⊗ V )⊕ (V ∗ ⊗ F ), g′2 = E
∗ ⊗ F.
ORTHOSYMPLECTIC LIE SUPERALGEBRAS AND COMPLETE INTERSECTIONS 31
Lemma 5.1.7. We have the following two exact sequences of Lie superalgebras
0→ g→ g′ → V a∗ ⊗ V b → 0, 0→ u→ g′ → (E∗ ⊗ V a)⊕ (V b
∗
⊗ F )→ 0.
Proof. Similar to the proof of Lemma 3.1.8. 
5.2. Howe duality. In this section, we assume that char(k) = 0.
Let U be a (k + ℓ)-dimensional vector space. Then GL(U)× gl(V˜ ) acts on the space
U = Sym(((E|V a)∗ ⊗ U∗)⊕ (U ⊗ (F |V b)))
extending the obvious action of GL(U)× gl(E|V a)× gl(F |V b) [CLZ, §3.1].
Let λ, λ′ be partitions with ℓ(λ) + ℓ(λ′) ≤ k + ℓ and such that λm+1 ≤ b and λ
′
n+1 ≤ a.
Let N k,ℓλ,λ′ be the S[λ;λ′](U)-isotypic component of U with respect to the action of GL(U).
We need some of the following facts about the action of GL(U) × gl(V˜ ) (we will not use
unitarizability, and hence do not define it; we state it only for completeness):
Theorem 5.2.1. Let λ, λ′ be partitions with ℓ(λ) + ℓ(λ′) ≤ k + ℓ such that λm+1 ≤ b
and λ′n+1 ≤ a. Then N
k,ℓ
λ,λ′ is an irreducible, unitarizable, lowest-weight representation of
gl(V˜ ). We have N k,ℓλ,λ′
∼= N
k,ℓ
µ,µ′ if and only if λ = µ and λ
′ = µ′. As a representation of
GL(U)× gl(V˜ ), we have a direct sum decomposition
U = Sym(((E|V a)∗ ⊗ U∗)⊕ (U ⊗ (F |V b))) =
⊕
ℓ(λ)+ℓ(λ′)≤k+ℓ
λm+1≤b
λ′n+1≤a
S[λ;λ′](U)⊗N
k,ℓ
λ,λ′.
Proof. See [CLZ, Theorem 3.3]. 
Theorem 5.2.2. We have a gl(E)× gl(V a)× gl(V b)× gl(F )-equivariant isomorphism
Hi(u;N
k,ℓ
λ,λ′) = Tor
U(u)
i (N
k,ℓ
λ,λ′ ,k)
∼=
⊕
(α,α′)
τk+ℓ(α,α
′)=(λ,λ′)
ιk+ℓ(α,α
′)=i
Sα′((E|V
a)∗)⊗ Sα(F |V
b)⊗ L
where L = (detE∗)k ⊗ (det V a)k ⊗ (det V b
∗
)ℓ ⊗ (detF )ℓ.
Proof. See [CKW, Theorem 5.7]. Their notation does not match ours, so alternatively one
can use [SSW, §5] (see proof of Theorem 3.2.2 for comments). The choice of L is not
unique: one can twist the action of gl(V˜ ) on N k,ℓλ,λ′ by the supertrace character det V˜ =
(detE)⊗ (det V a)∗⊗ (det V b)∗⊗ (detF ) which does not affect any of its essential properties;
[CKW] uses L ⊗ (det V˜ )−ℓ instead of L. 
Proposition 5.2.3. Let λ, λ′ be partitions such that ℓ(λ) + ℓ(λ′) ≤ k + ℓ, λm+1 ≤ b, and
λ′n+1 ≤ a. Set ν = (λ
†
1, . . . , λ
†
b) and µ = (λ
†
b+1, λ
†
b+2, . . . ) and similarly, set ν
′ = (λ′†1, . . . , λ
′†
a)
and µ = (λ′†a+1, λ
′†
a+2, . . . ). Then
H0(g;N
k,ℓ
λ,λ′) = (detE
∗)k ⊗ Sµ′†(E
∗)⊗ (detF )ℓ ⊗ Sµ†(F )⊗ S[(ka)\ν′;(ℓb)\ν](V )
H1(g;N
k,ℓ
λ,λ′) = (detE
∗)k ⊗ S(ν′a+1,µ′2,µ′3,... )†(E
∗)⊗ (detF )ℓ ⊗ Sµ†(F )⊗ S[(k−µ′1+1,k−ν′a−1,...,k−ν′1);(ℓb)\ν](V )
⊕(detE∗)k ⊗ Sµ′†(E
∗)⊗ (detF )ℓ ⊗ S(νb,µ2,µ3,... )†(F )⊗ S[(ka)\ν′;ℓ−µ1+1,ℓ−νb−1,...,ℓ−ν1](V ).
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In particular, as a U(g)-module, N k,ℓλ,λ′ is generated in a single degree and has relations of
degree λ†b − λ
†
b+1 + 1 and relations of degree λ
′†
a − λ
′†
a+1 + 1.
Proof. Similar to the proof of Proposition 3.2.3. 
Proposition 5.2.4. Let λ, λ′ be partitions such that ℓ(λ) + ℓ(λ′) ≤ k + ℓ and λ′1 ≤ a − n
and λ1 ≤ b −m. Then N
k,ℓ
λ,λ′ has a linear free resolution over U(g). As a representation of
GL(E)×GL(V )×GL(F ), Hi(g;N
k,ℓ
λ,λ′) is a subrepresentation of⊕
|γ|+|γ′|=i
ℓ(γ)≤m
ℓ(γ′)≤n
S(kn)+γ′(E
∗)⊗ S[((kn)+γ′,k−λ′†a−n,...,k−λ′
†
1);((ℓ
m)+γ,ℓ−λ†
b−m,...,ℓ−λ
†
1)]
(V )⊗ S(ℓm)+γ(F ).
Proof. The proof of the first part is similar to the proof of Proposition 3.2.4. See also the
comments in the proof of Proposition 5.2.3. The proof of the second part is similar to the
proof of Corollary 3.2.6. 
5.3. Main result and consequences. We assume that char(k) = 0 in this section. The
definition of parabolic Verma modules is the same as in §3.3.
Theorem 5.3.1. Let λ, λ′ be partitions with ℓ(λ)+ℓ(λ′) ≤ k+ℓ and λm+1 ≤ b and λ′n+1 ≤ a.
Set ν = (λ†1, . . . , λ
†
b), µ = (λ
†
b+1, λ
†
b+2, . . . ), ν
′ = (λ′†1, . . . , λ
′†
a), and µ
′ = (λ′†a+1, λ
′†
a+2, . . . ).
Then:
(a) λ†b = λ
†
b+1 and λ
′†
a = λ
′†
a+1 if and only if N
k,ℓ
λ,λ′ has a linear presentation as a U(g)-module.
(b) If λ†b = λ
†
b+1 and λ
′†
a = λ
′†
a+1, then L(N
k,ℓ
λ,λ′) (notation of §2.2) is the first linear strand
of a B-module M with a compatible GL(E) × GL(V ) × GL(F )-action and which is
uniquely determined by the fact that it is generated in degree 0 with degree 1 relations,
and satisfies
M0 = (detE)
k ⊗ Sµ′†(E)⊗ (detF
∗)ℓ ⊗ Sµ†(F
∗)⊗ S[(ka)\ν′;(ℓb)\ν](V
∗),
M1 = ((detE)
k ⊗ S(ν′a+1,µ′2,µ′3,... )†(E)⊗ (detF
∗)ℓ ⊗ Sµ†(F
∗)⊗ S[(k−µ′1+1,k−ν′a−1,...,k−ν′1);(ℓb)\ν](V
∗))
⊕((detE)k ⊗ Sµ′†(E)⊗ (detF
∗)ℓ ⊗ S(νb+1,µ2,µ3,... )†(F
∗)⊗ S[(ka)\ν′;ℓ−µ1+1,ℓ−νb−1,...,ℓ−ν1](V
∗)).
If furthermore λ′1 ≤ a− n and λ1 ≤ b−m, then M
∼=Mk,ℓ
λ′†,λ†
, and:
(c) L(N k,ℓλ,λ′) is an acyclic linear complex and is a minimal free resolution of M
k,ℓ
λ′†,λ†
over B,
(d) R(Mk,ℓ
λ′†,λ†
) is an acyclic linear complex and is a minimal free resolution of N k,ℓλ,λ′ over
U(g). The action of g on this complex extends to an action of gl(V˜ ) and each R(Mk,ℓ
λ′†,λ†
)i
is a direct sum of parabolic Verma modules.
Proof. Similar to the proof of Theorem 3.3.2. 
Conjecture 5.3.2. Let Iλ,λ′ be the ideal generated by Sλ(E) ⊗ S[λ;λ′](V
∗) ⊗ Sλ′(F ∗) in B.
Then the resolution of Iλ,λ′ is a representation of gl(V˜ ) and each linear strand is irreducible.
We now derive a few consequences of Theorem 5.3.1. Recall that ν = (k − νa, . . . , k −
ν1, ν
′
1 − ℓ, . . . , ν
′
b − ℓ). Define
Eν,ν
′
λ,λ′ = (detR
∗
n)
k ⊗ Sν((Rn+d/R)
∗)⊗ (det V/Rn+d)
ℓ ⊗ Sλ†((V/Rn)
∗)⊗ Sλ′†(Rn+d).
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Proposition 5.3.3. Let Fν,ν
′
• be the minimal free resolution of M
k,ℓ
ν,ν′ over A. We have
F
ν,ν′
i =
⊕
j≥0
Hj(Flag(n, n + d, V );
⊕
|λ|+|λ′|=i+j
λ⊆n×(m+d)
λ′⊆m×(n+d)
S(kn)+λ(E)⊗ E
ν,ν′
λ†,λ′†
⊗ S(ℓm)+λ′(F
∗))⊗ A(−i− j).
Proof. Similar to the proof of Corollary 3.3.5. In the notation of §2.4, we have ε = ((E ⊗
V ∗)⊕ (V ⊗ F ∗))⊗OFlag(n,n+d,V ) and ξ = (E ⊗ (V/Rn)∗)⊕ (Rn+d ⊗ F ∗). 
Theorem 5.3.4. Let ν ⊆ (ka) and ν ′ ⊆ (ℓb) be partitions. Also pick partitions λ ⊆ n×(m+d)
and λ′ ⊆ m× (n + d). Let Rn ⊂ Rn+d be the tautological flag on Flag(n, n+ d, V ).
(a) If k + ℓ ≥ ℓ(λ) + ℓ(λ′)− 1, then Hi(Flag(n, n+ d, V ); Eν,ν
′
λ†,λ′†
) = 0 for i > 0.
(b) The cohomology of Eν,ν
′
λ†,λ′†
vanishes unless τk+ℓ(λ, λ
′) = (µ, µ′) is defined, in which case the
cohomology is nonzero only in degree ιk+ℓ(λ, λ
′) = i, and we have a GL(V )-equivariant
isomorphism
Hi(Flag(n, n+ d, V ); Eν,ν
′
λ†,λ′†
) ∼= H0(Flag(n, n+ d, V ); Eν,ν
′
µ†,µ′†
).
Remark 5.3.5. As in §5.1, we interpret A as the coordinate ring of the space of pairs of
linear maps E → V and V → F and hence it makes sense to talk about the generic map
with respect to A, i.e., picking bases for E, V, F , the matrix entries are the variables of A.
Similar comments apply to B. When ν = (ka) and ν ′ = (ℓb), (5.1.4) becomes
Mk,ℓ
(ka),(ℓb)
=
⊕
λ,λ′
λn≥k
λ′m≥ℓ
Sλ(E)⊗ S[λ;λ′](V
∗)⊗ Sλ′(F
∗),
which is the product of the kth power of the maximal minors of E → V in B with the ℓth
power of the maximal minors of V → F (use Proposition 5.1.1(c)). 
Corollary 5.3.6. Pick ν ⊆ (ka−n) and ν ′ ⊆ (ℓb−m). If k+ ℓ ≥ n+m− 1, then the minimal
free resolution of Mk,ℓν,ν′ is linear over A.
Proof. Combine Proposition 5.3.3 and Theorem 5.3.4(a). 
Proposition 5.3.7. Choose partitions ν ⊆ (ka−n) and ν ′ ⊆ (ℓb−m). The support variety of
Mk,ℓν,ν′ is reduced and is the variety of matrices in Hom(E, F ) of rank ≤ k + ℓ.
Proof. Similar to the proof of Proposition 3.3.9. 
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