Existence and global attractivity of almost periodic solution for DCNNs with time-varying coefficients  by Zhang, Lijuan & Si, Ligeng
Computers and Mathematics with Applications 55 (2008) 1887–1894
www.elsevier.com/locate/camwa
Existence and global attractivity of almost periodic solution for
DCNNs with time-varying coefficientsI
Lijuan Zhanga,b,∗, Ligeng Sic
a School of Mathematics and Information Science, Yantai University, Yantai 264005, Shandong, PR China
b Institute of Applied Math., Naval Aeronautical and Astronautical University, Yantai 264001, Shandong, PR China
cDepartment of Mathematics, Inner Mongolia Normal University, Huhhot 010020, PR China
Abstract
By using exponential dichotomy, the Banach fixed point theory and some inequality analysis technology, some sufficient
conditions are derived ensuring existence, uniqueness and global attractivity of almost periodic solution of delayed cellular neural
networks (DCNNs) with time-varying coefficients. Without assuming the boundedness of signal functions, the results obtained
have sufficient significance in design and applications of almost periodic oscillatory DCNNs.
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1. Introduction
Cellular neural networks (CNNs) proposed by Chua and Yang in 1988 [1] have been successfully applied in many
fields such as optimization, associative memory, signal and image processing and pattern recognition. It is well known
that delayed cellular neural networks (DCNNs) are suitable for studying the moving image process [2]. Therefore,
investigation of the dynamic characteristic to DCNNs has attracted the attention of numerous researchers [2–18].
In [7–13], the stability of DCNNs was covered and some sufficient conditions were obtained for globally exponential
stability and globally asymptotic stability of DCNNs. Moreover, authors in [4,6,13,14,16] investigated the periodic
oscillatory solution of DCNNs. Researches on neural dynamical systems not only involve a discussion of stability
properties, but also include many dynamic behaviors such as periodic oscillatory behavior, almost periodic oscillatory
properties, chaos, and bifurcation [17] etc. In applications, almost periodic oscillatory behavior is more accordant with
fact. Up to now, few authors have considered the existence and attractivity of almost periodic solution for DCNNs,
only see that DCNNs with distributed delays [5] and shunting inhibitory DCNNs [15] are discussed. In [3], some
results about the existence and globally exponential stability for almost periodic solution of DCNNs are obtained.
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In this paper, we consider almost periodic oscillatory solutions of more general CNNs with time-varying
coefficients and delays. By using exponential dichotomy, the Banach fixed point Theorem and some inequality analysis
technology, we obtain some simple sufficient conditions ensuring existence, uniqueness and global attractivity of
almost periodic solution. In the proof, we introduce real parameters di > 0 (i = 1, 2, . . . , n) which can be adjusted,
and do not require that the signal functions are bounded. The results obtained in this paper extend and improve some
previous works, and also enlarge the area of designing neural networks.
2. Model description and preparation
In this paper, we study a CNNs model with time-varying coefficients and delays described by the following system
of nonlinear delayed differential equations
dxi (t)
dt
= −ci (t)xi (t)+
n∑
j=1
ai j (t) f j (x j (t))+
n∑
j=1
bi j (t)g j (x j (t − τ j (t)))+ Ii (t),
t ≥ 0, i = 1, 2, . . . , n. (2.1)
System (2.1) can be transformed into the following vector form
dx(t)
dt
= −C(t)x(t)+ A(t) f (x(t))+ B(t)g(x(t − τ(t)))+ I (t). (2.2)
In systems (2.1) and (2.2), n is the number of neurons and xi (t) corresponds to the state of the i th neuron at time
t . We denote the signal functions of neurons by f j , g j which are continuous almost periodic functions satisfying
f j (0) = g j (0) = 0, for j = 1, 2, . . . , n. Here, C(t) = diag (c1(t), . . . , cn(t)), ci (t) > 0 (i = 1, 2, . . . , n) denotes
the rate with which the i th neuron resets its potential to the resting state when it is isolated from the network and
the external inputs at time t . ai j (t) and bi j (t) denote the connection weights of the j th neuron on the i th neuron
at time t and t − τ j (t), respectively; Ii (t) denotes the external input. τ j (t) corresponds to the transmission delay.
ai j (t), bi j (t), Ii (t), ci (t) and τ j (t) are all continuous almost periodic functions. For all i, j = 1, 2, . . . , n, we set
c−i = inft∈R ci (t) > 0, I
+
i = sup
t∈R
|Ii (t)| < +∞, 0 ≤ τ j (t) ≤ τ,
a+i j = sup
t∈R
|ai j (t)| < +∞, b+i j = sup
t∈R
|bi j (t)| < +∞.
Definition 2.1 ([19]). Let x(t) : R→ Rn be a continuous function for t ∈ R. Then, x(t) is said to be almost periodic
on R if, for any ε > 0, it is possible to find a real number l = l(ε) > 0 such that, for any interval with length l(ε),
there exists a number τ = τ(ε) in this interval such that |x(t + τ)− x(t)| < ε for all t ∈ R.
Definition 2.2 ([19]). The linear system
dx
dt
= Q(t)x(t) (2.3)
is said to admit an exponential dichotomy on R if there exist constants K , α > 0 and projection P such that the
fundamental matrix X (t) of (2.3) satisfies the following conditions:
|X (t)PX−1(s)| ≤ K e−α(t−s), t ≥ s
|X (t)(I − P)X−1(s)| ≤ K e−α(s−t), t ≤ s.
Lemma 2.1 ([19,20]). If the linear system (2.3) admits an exponential dichotomy, then the almost periodic system
dx
dt
= Q(t)x(t)+ f (t) (2.4)
has a unique almost periodic solution ψ(t), and
ψ(t) =
∫ t
−∞
X (t)PX−1(s) f (s)ds −
∫ +∞
t
X (t)(I − P)X−1(s) f (s)ds.
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Lemma 2.2 ([20]). Assume that qi (t) is an almost periodic function and
M[qi ] = lim
T→+∞
1
T
∫ t+T
t
qi (s)ds > 0, i = 1, 2, . . . , n,
then the system dz/dt = diag (−q1(t), . . . ,−qn(t))z(t) admits an exponential dichotomy.
Assume that the nonlinear system (2.1) satisfies the initial condition
xi (t) = ϕi (t), t ∈ [−τ, 0], i = 1, 2, . . . , n,
where ϕi (t) are continuous almost periodic functions. Let C , C([−τ, 0],Rn). For any ϕ = (ϕ1, ϕ2, . . . , ϕn)T ∈ C ,
we define the norm as ‖ϕ‖ = sup−τ≤θ≤0 |ϕ(θ)|.
Furthermore, we list some assumptions which will be used in the paper:
(H1) There are constants M j > 0 and N j > 0 ( j = 1, 2, . . . , n), such that
| f j (x)− f j (y)| ≤ M j |x − y|, |g j (x)− g j (y)| ≤ N j |x − y|, ∀x, y ∈ R.
(H2) There is a set of positive constants d1, d2, . . . , dn , such that
max
i
{
1
c−i
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)}
, ρ < 1.
3. Main results and their proofs
For any arbitrary vector x(t) = (x1(t), x2(t), . . . , xn(t))T, we define the norm ‖x(t)‖ = maxi |d−1i xi (t)|, where di
is defined in the condition (H2). Set
A = {ψ(t)|ψ(t) = (ψ1(t), ψ2(t), . . . , ψn(t))T},
where ψi (t) are continuous almost periodic functions on R → Rn . For any ψ(t) ∈ A, we define induced module
‖ψ‖ = supt∈R ‖ψ(t)‖, then (A, ‖ · ‖) is a Banach space.
Theorem 3.1. In addition to (H1) and (H2), assume further that
(H3) M[ci ] = limT→+∞ 1T
∫ t+T
t ci (s)ds > 0, i = 1, 2, . . . , n.
Then there is a unique almost periodic solution of system (2.1) in the region ‖ψ − ψ0‖ ≤ ρ1−ρβ, where
β = max
i
{
d−1i
I+i
c−i
}
and
ψ0(t) =
(∫ t
−∞
e−
∫ t
s c1(u)du I1(s)ds, . . . ,
∫ t
−∞
e−
∫ t
s cn(u)du In(s)ds
)T
.
Proof. For any ψ(t) ∈ A, we consider the almost periodic solution xψ (t) of the nonlinear almost periodic differential
equation
dxi (t)
dt
= −ci (t)xi (t)+
n∑
j=1
ai j (t) f j (ψ j (t))+
n∑
j=1
bi j (t)g j (ψ j (t − τ j (t)))+ Ii (t), i = 1, 2, . . . , n. (3.1)
Because M[ci ] > 0, by Lemma 2.2, the linear system
dxi (t)
dt
= −ci (t)xi (t)
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admits an exponential dichotomy on R. By Lemma 2.1, the solution xψ (t) of (3.1) can be expressed as following
xψ (t) =
(∫ t
−∞
e−
∫ t
s c1(u)du
[
n∑
j=1
a1 j (s) f j (ψ j (s))+
n∑
j=1
b1 j (s)g j (ψ j (s − τ j (s)))+ I1(s)
]
ds, . . . ,
∫ t
−∞
e−
∫ t
s cn(u)du
[
n∑
j=1
anj (s) f j (ψ j (s))+
n∑
j=1
bnj (s)g j (ψ j (s − τ j (s)))+ In(s)
]
ds
)T
.
Now we define a mapping
F : A → A, F(ψ)(t) = xψ (t).
Set
A∗ =
{
ψ |ψ ∈ A, ‖ψ − ψ0‖ ≤ ρ1− ρ β
}
.
Clearly, A∗ is a closed convex subset of A. According to the definition of the norm of the Banach space A, we have
‖ψ0‖ ≤ sup
t∈R
max
i
{
d−1i
∫ t
−∞
|Ii (s)|e−c−i (t−s)ds
}
≤ sup
t∈R
max
i
{
d−1i
I+i
c−i
∫ t
−∞
c−i e
−c−i (t−s)ds
}
= β.
Therefore,
‖ψ‖ ≤ ‖ψ − ψ0‖ + ‖ψ0‖ ≤ ρ1− ρ β + β =
β
1− ρ .
First, we prove that the mapping F is a self-mapping from A∗ to A∗. In fact, for any ψ ∈ A∗, we have
‖F(ψ)− ψ0‖ = sup
t∈R
‖F(ψ)(t)− ψ0(t)‖
≤ sup
t∈R
max
i
{
d−1i
∫ t
−∞
e−c
−
i (t−s)
n∑
j=1
d j
(
a+i jd
−1
j M j |ψ j (s)| + b+i jd−1j N j |ψ j (s − τ j (s))|
)
ds
}
≤ sup
t∈R
max
i
{
d−1i
∫ t
−∞
e−c
−
i (t−s)
n∑
j=1
d j
(
a+i jM j + b+i jN j
)
ds‖ψ‖
}
= max
i
{
1
c−i
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)}
‖ψ‖
≤ ρ
1− ρ β.
This implies that F(ψ) ∈ A∗, and hence, the mapping F is a self-mapping from A∗ to A∗.
Next, we prove that the mapping F is a contraction mapping on A∗. In fact, in view of (H1) and (H2), for any
φ,ψ ∈ A∗, we have
‖F(φ)− F(ψ)‖ = sup
t∈R
‖F(φ)(t)− F(ψ)(t)‖
≤ sup
t∈R
max
i
{
d−1i
∫ t
−∞
e−
∫ t
s ci (u)du
n∑
j=1
(
a+i j | f j (φ j (s))− f j (ψ j (s))|
+ b+i j |g j (φ j (s − τ j (s)))− g j (ψ j (s − τ j (s)))|
)
ds
}
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≤ sup
t∈R
max
i
{
d−1i
∫ t
−∞
e−c
−
i (t−s)
n∑
j=1
d j
(
a+i jd
−1
j M j |φ j (s)− ψ j (s)|
+ b+i jd−1j N j |φ j (s − τ j (s))− ψ j (s − τ j (s))|
)
ds
}
≤ sup
t∈R
max
i
{
d−1i
∫ t
−∞
e−c
−
i (t−s)
n∑
j=1
d j
(
a+i jM j + b+i jN j
)
ds ‖φ − ψ‖
}
= max
i
{
1
c−i
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)}
‖φ − ψ‖
= ρ‖φ − ψ‖.
Noting that 0 < ρ < 1, it is clear that the mapping F is a contraction mapping.
Thus, applying the Banach fixed point theorem, the mapping F possesses a unique fixed point ψ∗ ∈ A∗, that is
Fψ∗ = ψ∗, so ψ∗(t) is a unique almost periodic solution of (2.1) in A∗. This completes the proof. 
Let ψ(t) = (ψ1(t), ψ2(t), . . . , ψn(t))T be an almost periodic solution of system (2.1) and x(t) = (x1(t), x2(t),
. . . , xn(t))T be an arbitrary solution of system (2.1), then
dxi (t)
dt
= −ci (t)xi (t)+
n∑
j=1
ai j (t) f j (x j (t))+
n∑
j=1
bi j (t)g j (x j (t − τ j (t)))+ Ii (t),
dψi (t)
dt
= −ci (t)ψi (t)+
n∑
j=1
ai j (t) f j (ψ j (t))+
n∑
j=1
bi j (t)g j (ψ j (t − τ j (t)))+ Ii (t),
for i = 1, . . . , n. Set
yi (t) = xi (t)− ψi (t), F j (y j (t)) = f j (x j (t))− f j (ψ j (t)),
G j (y j (t − τ j (t))) = g j (x j (t − τ j (t)))− g j (ψ j (t − τ j (t))), Φi (t) = ϕi (t)− ψi (t),
for all i, j = 1, . . . , n, then it is easy to gain the following system
dyi (t)
dt
= −ci (t)yi (t)+
n∑
j=1
ai j (t)F j (y j (t))+
n∑
j=1
bi j (t)G j (y j (t − τ j (t))), t ≥ 0,
yi (t) = Φi (t), t ∈ [−τ, 0],
(3.2)
for i = 1, . . . , n. Obviously, the almost periodic solution ψ(t) of system (2.1) is globally attractive if and only if the
equilibrium point O of system (3.2) is globally attractive. Thus, in the following, we only consider global attractivity
of the equilibrium point O for system (3.2).
Theorem 3.2. Assume that the conditions (H1) and (H2) are satisfied, then for any Φ ∈ C,
‖y(t)‖ ≤ ‖Φ‖, ∀t ≥ 0 (3.3)
hold. In particular, the solutions of system (3.2) are uniformly bounded.
Proof. Using the method of variation of parameter to (3.2), we deduce that
d−1i |y(t)| ≤ e−
∫ t
0 ci (u)dud−1i |Φi (0)| +
∫ t
0
e−
∫ t
s ci (u)dud−1i
n∑
j=1
(
a+i jM j |y j (s)| + b+i jN j |y j (s − τ j (s))|
)
ds, (3.4)
for i = 1, . . . , n. For any given Φ ∈ C , let D = ‖Φ‖ > 0. To prove (3.3), we first prove that for any h > 1,
‖y(t)‖ < hD, ∀t ≥ 0. (3.5)
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If (3.5) is false, then there must be t1 > 0, such that
‖y(t1)‖ = hD, ‖y(t)‖ ≤ hD, t ∈ [0, t1].
Hence, from (3.4), we have
hD = ‖y(t1)‖ = max
i
{
d−1i |yi (t1)|
}
≤ max
i
{
e−
∫ t1
0 ci (u)du‖Φ‖ +
∫ t1
0
e−
∫ t1
s ci (u)dud−1i d j
n∑
j=1
(
a+i jM j‖y(s)‖ + b+i jN j‖y(s − τ(s))‖
)
ds
}
≤ max
i
{
e−c
−
i t1 +
∫ t1
0
c−i e
−c−i (t1−s)ds 1
c−i
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)}
hD
= max
i
{
e−c
−
i t1 + (1− e−c−i t1)ρ
}
hD
< hD.
This is a contradiction. So (3.5) holds. Letting h → 1, then (3.3) holds. Therefore the solutions of system (3.2) are
uniformly bounded. 
Theorem 3.3. Assume that the conditions (H1) and (H3) are satisfied. Then the equilibrium point O of the nonlinear
system (3.2) is globally attractive, consequently, the almost periodic solution of the system (2.1) is globally attractive.
Proof. According to the proof of Theorem 3.2, for any given Φ ∈ C , we have
‖y(t)‖ ≤ D, ∀t ≥ 0. (3.6)
Thus, there is a constant σ ≥ 0, such that
lim sup
t→∞
‖y(t)‖ = σ. (3.7)
Suppose that σ > 0, then according to the definition of superior limit, for any small constant ε > 0, there is t2 ≥ 0,
such that for any t ≥ t2,
‖y(t)‖ ≤ (1+ ε)σ, ‖y(t − τ(t))‖ ≤ (1+ ε)σ. (3.8)
Since c−i > 0, for the above ε > 0, d j and D, there must be T > 0, such that for any t ≥ T ,∫ ∞
T
e−c
−
i s
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)
Dds ≤ ε, i = 1, 2, . . . , n. (3.9)
Therefore, from (3.4) and (3.6)–(3.9), when t ≥ t2 + T , we have
d−1i |yi (t)| ≤ e−c
−
i t‖Φ‖ +
∫ t
0
e−c
−
i (t−s)
n∑
j=1
d−1i d j
(
a+i jM j‖y(s)‖ + b+i jN j‖y(s − τ(s))‖
)
ds
≤ e−c−i tD +
∫ t−T
0
e−c
−
i (t−s)
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)
Dds
+
∫ t
t−T
e−c
−
i (t−s)
n∑
j=1
d−1i d j
(
a+i jM j‖y(s)‖ + b+i jN j‖y(s − τ(s))‖
)
ds
≤ e−c−i tD +
∫ t
T
e−c
−
i s
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)
Dds
+
∫ t
t−T
e−c
−
i (t−s)ds
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)
(1+ ε)σ
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< e−c
−
i tD +
∫ ∞
T
e−c
−
i s
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)
Dds
+
∫ t
t−T
e−c
−
i (t−s)ds
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)
(1+ ε)σ
≤ e−c−i tD + ε + (1− e−c−i T ) 1
c−i
n∑
j=1
d−1i d j
(
a+i jM j + b+i jN j
)
(1+ ε)σ.
Thus,
‖y(t)‖ = max
i
{d−1i |yi (t)|}
≤ max
i
{e−c−i tD + ε + (1− e−c−i T )ρ(1+ ε)σ }
< max
i
{e−c−i tD + ε + ρ(1+ ε)σ }.
Letting t → +∞, ε → 0, then we have σ ≤ ρσ. Hence ρ ≥ 1, which contradicts the condition (H2). Therefore
σ ≡ 0. 
Corollary 3.4. Let τ j (t) ≡ τ , under the assumptions (H1), (H2)′:maxi
{
1
c−i
∑n
j=1(a
+
i jM j + b+i jN j )
}
< 1 and (H3),
then system (2.1) has a unique almost periodic solution which is globally attractive.
Remark 3.1. If we take f j = g j , then Corollary 3.4 extends and improves Theorem 3.1 of [3], since the model we
discussed is with time-varying delays. In addition, our method is also different from that in [3].
If we take ci (t) ≡ ci , then we can make the following conclusion:
Corollary 3.5. Assume that (H1) and (H2) hold, then system (2.1) has a unique almost periodic solution which is
globally attractive.
Remark 3.2. The model discussed in this paper is more general than the one in [2–18], since most of them study
DCNNs in the case of constant coefficients or constant delays. In particular, in this paper we do not require that the
signal functions f j and g j are bounded. Moreover, our criteria are easy to check and apply in practice, and are of
prime importance and great interest in many application fields and the designs of almost periodic oscillatory DCNNs.
4. An example
Let n = 2, f j (x j (t)) = x j (t), g j (x j (t)) = 12 x j (t), τ j (t) ≡ τ(t) = cos2 t ( j = 1, 2). Obviously, f j and g j
satisfy (H1) with M j = 1 and N j = 12 ( j = 1, 2), and τ = 1. Consider the following DCNNs with the time-varying
coefficients:
x ′1(t) = −c1(t)x1(t)+
2∑
j=1
a1 j (t) f j (x j (t))+
2∑
j=1
b1 j (t)g j (x j (t − τ j (t)))+ I1(t),
x ′2(t) = −c2(t)x2(t)+
2∑
j=1
a2 j (t) f j (x j (t))+
2∑
j=1
b2 j (t)g j (x j (t − τ j (t)))+ I2(t),
(4.1)
where I1(t) = sin t , I2(t) = cos t . Taking c1(t) = 6 − cos t , c2(t) = 5 − sin t , a11(t) = a12(t) = 12 sin t ,
a21(t) = 13 cos t , a22(t) = 13 sin t ; b11(t) = 12 cos t , b12(t) = 2 sin t , b21(t) = 14 cos t , b22(t) = 12 sin t and
d1 = d2 = 1. By simple calculation, we obtain c−1 = 5, c−2 = 4, a+11 = a+12 = 12 , a+21 = a+22 = 13 , b+11 = b+21 = 12 ,
b+12 = 2, b+22 = 14 . Then we can deduce
1
c−1
2∑
j=1
d−11 d j
(
a+1 jM j + b+1 jN j
)
= 3
10
,
1894 L. Zhang, L. Si / Computers and Mathematics with Applications 55 (2008) 1887–1894
and
1
c−2
2∑
j=1
d−12 d j
(
a+2 jM j + b+2 jN j
)
= 3
8
.
Thus, ρ = 38 < 1. So, system (4.1) has a unique almost periodic solution which is globally attractive.
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