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Abstract
Let w be a word, i.e., a permutation with repetitions. We present a construction for the
inverse of w in the case where w has at most three distinct letters, and indicate steps towards
the construction in the general case.
R	esum	e
Soit w un mot (avec r1ep1etitions). On pr1esente ici une construction pour l’inverse de w au cas
o3u w a au plus trois lettres distinctes. On indique 1egalement des 1etapes vers la construction dans
le cas g1en1eral. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The starting point of this investigation is an article by Dominique Foata and Guo-Niu
Han [2], in which the authors investigate the notion of the inverse of a word. They
present four properties that such an inverse should satisfy and show that there exists a
transformation that satis?es all of these properties. However, they leave the construction
of the transformation as an open problem. In Section 1 below we summarize Foata and
Han’s investigation, and in Section 2 solve the problem for all words on fewer than
four distinct letters. In Section 3 we indicate some steps towards a complete solution.
The constructions introduced in Sections 2.1 and 3.2.1 are perhaps of independent
interest.
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1.1. Words
Consider the alphabet X= [r] = {1; 2; : : : ; r}.
A word w= x1x2 · · · xn on X is a ?nite string of not-necessarily distinct elements
of X. The rearrangement class R(w) of a word w is the set of all words that can
be obtained by permuting the letters of w. If the letters of w are distinct, then w is a
permutation and R(w) is the set of elements of the symmetric group Sn.
Let w= x1x2 · · · xn be a word. The non-decreasing rearrangement of w is the word
Kw=y1y2 · · ·yn, with yi6yi+1 and Kw∈R(w). The biword associated to w is 
(w)=
( Kww ). For example, if w=3 1 2 2 2 4 5 3 4∈R(1:23:32:42:5) then

(w)=
(
1 2 2 2 3 3 4 4 5
3 1 2 2 2 4 5 3 4
)
:
We wish to de?ne the inverse w−1 of a word w.
1.2. Desirable properties of w−1 and the Foata–Han inverse
Foata and Han [2] list the following desirable properties of the inverse of a word.
W0 If w=  is a permutation then w−1 = −1.
W1 The map w →w−1 is an involution.
W2 The number of occurrences of any biletter ( ab) in 
(w) equals the number of
occurrences of ( ba) in 
(w
−1).
W3 invw−1 = invw, where
invw=#{(i; j) | i ¡ j; xi ¿ xj}:
They also de?ne an inverse w∗ for a word w that satis?es the ?rst three of these
properties, but not the fourth. We describe their inverse brieOy here.
Two biwords  and ′ are equivalent if one can be obtained from the other by inter-
changing adjacent columns, where columns (biletters ( ab) and (
a′
b′ )) are interchangeable
iQ a = a′.
A cycle is a biword(
x1 x2 : : : xk
x2 x3 : : : x1
)
such that all xi are distinct. We use the notation [x1x2 : : : xk ] for this cycle. The cycle
is called a dominant cycle if x1 is the largest element.
Theorem (Cartier–Foata, [1]). Any biword is equivalent to a ( juxtaposition) product
of dominant cycles. Any two such factorizations can be obtained from one another
by interchanging two consecutive cycles having no letter in common.
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To ?nd w∗, write 
(w) as a product of dominant cycles 1 : : : l. Turn each cycle i
upside down to get i, rearrange 1 : : : l so that the top row is non-decreasing, then
the bottom row is w∗.
Theorem (Foata and Han, [2]). The Foata-Han inverse satis7es properties W0–W2.
1.3. Internal and external inversions
Let c=1c1 : : : r cr be a word in non-decreasing letters and let w∈R(c). Write

(w)=
(
c
w
)
=
(
1c1 2c2 : : : r cr
w1 w2 : : : wr
)
:
Denition 1. For w as above, intinvw is the total number of inversions of w1; w2; : : : ; wr
and extinvw is the total number of inversions between letters of distinct words w1; w2
; : : : ; wr .
Clearly invw= intinvw + extinvw.
Denition 2. The type of w is the r× r matrix A= [aij], where
aij = number of letters j in wi
= number of biletters
(
i
j
)
in 
(w):
For example, if w=3 3 2 3 3 1 3 3 1 2 2 2 2 1 1, then w1 = 3 3 2 3, w2 = 3 1 3 3 1
and w3 = 2 2 2 2 1 1 and
A=


0 1 3
2 0 3
2 4 0

 :
For a type matrix A,
ci = ith row sum of A= ith column sum of A:
Let R(c; A) be the set of all words in R(c) of type A. Then property W2 is equivalent
to
w∈R(c; A) ⇔ w−1 ∈R(c; AT ):
Theorem (Foata and Han, [2]).∑
w∈R(c; A)
qintinv w =
∑
w∈R(c; AT )
qintinv w: (1)
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For all w∈R(c; A) and v∈R(c; AT ),
extinvw=extinv v (2)
Remark. This proves that the Foata–Han inverse w∗ satis?es
extinvw=extinvw∗:
However, it does not satisfy property W3.
Corollary. There is a bijection w →w−1 on R(c) satisfying W0–W3.
Foata and Han leave the construction of w−1 as an open problem. Note that if r¡3
then A is symmetric and we simply de?ne w−1 =w.
2. The case r=3
2.1. Transposing classes
Consider rearrangement classes R(c) and R(d), where c=1c1 : : : r cr , d=1d1 : : : rdr
and the di are a permutation of the ci. Then one can see by generating functions that
inv is equidistributed on R(c) and R(d). Here we construct a bijection expressing this
fact.
We may assume that d is obtained from c by interchanging the numbers of is
and i + 1s, for some i. Thus for some i with 16i¡r, di = ci+1, di+1 = ci and dj = cj
otherwise. We de?ne a bijection i :R(c)→R(d) such that inv i(w)= invw for all
w∈R(c).
Consider w∈R(c).
• Let v be the subword of w consisting only of letters i and i + 1.
• Write the letters of v in reverse order, then interchange letters i and i+1, to obtain
a word v′.
• Replace the subword v of w by v′, to form a word w′.
• Then i(w)=w′.
Example 1. Let
w=4 2 1 2 3 1 2 4 3 4∈R(12233243)
and take i=2. Then invw=7 + 2 + 1 + 2 + 1=13. Now v=2 2 3 2 3. Reversing v
gives 3 2 3 2 2 and interchanging 2 and 3 gives v′=2 3 2 3 3. Thus
w′= 2(w)= 4 2 1 3 2 1 3 4 3 4∈R(12223343):
Moreover, invw′=7 + 2 + 2 + 1 + 1=13.
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Problem. The transformations 1; : : : ; r−1 form a group H that is not in general iso-
morphic to the symmetric group Sr . Identify H .
2.2. The construction of the inverse
Consider a rearrangement class R(c), where c=1c12c23c3 . For each type matrix
A= [aij], we construct a bijection A from R(c; A) to R(c; AT ) that preserves intinv .
We can then de?ne w−1 for any w∈R(c) by w−1 =A(w).
We proceed by induction on the sum of the entries of A (i.e., on the number of
letters in any word w∈R(c; A)). Thus we assume that v−1 can be de?ned for any word
v of length shorter than a word in R(c; A).
Let

(w)=
(
Kw
w
)
=
(
1c1 2c2 3c3
w1 w2 w3
)
;
so w=w1w2w3 ∈R(c; A). Recall that wi has aij letters equal to j.
2.2.1. If w has a 7xed point
Case 1a: a11 =0.
Then w1 contains ‘= a11 letters equal to 1. Mark these letters and their positions
i1; : : : ; i‘. Let w′=w′1w2w3 be the word obtained from w by deleting the marked 1 s.
Then we de?ne w−1 =A(w) to be the word obtained from (w′)−1 by inserting 1 s
into the positions i1; : : : ; i‘. Then
intinvw−1 = intinv (w′)−1 +
‘∑
j=1
(ij − j)
= intinvw′ +
‘∑
j=1
(ij − j)
= intinvw;
as required.
Case 1b: a33 =0.
This follows similarly.
Case 2: a11 = a33 = 0, but a22 =0.
Note that the argument for the previous two cases is not valid—removal and rein-
statement of 2 s in w2 will have unpredictable consequences for intinv .
Suppose that a22 =0. Let u= 2(w1)2(w3)2(w2). Then u∈R(c′; A′), where c′=1c1
2c33c2 and A′ is the matrix obtained by interchanging the second and third rows and
columns of A. Thus a′33 =0. As in the proof of the previous case, we may obtain
u−1 = v= v1v2v3 in terms of the inverse of the word obtained by deleting the 3 s from
2(w2). Now we de?ne
w−1 = 2(v1)2(v3)3(v2):
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Then w−1 ∈R(c; AT ) and
intinvw−1 = inv 2(v1) + inv 2(v3) + inv 3(v2)
= inv v1 + inv v3 + inv v2
= intinv v
= intinv u
= inv 2(w1) + inv 2(w3) + inv 3(w2)
= invw1 + invw3 + invw2
= intinvw:
2.3. If w has no 7xed point
Write F(v) and L(v) for the ?rst and last letters respectively of any word w.
Case 3a: F(w1)= 2, F(w2)= 1.
Let w′1 and w
′
2 be the words obtained by deleting the ?rst letters of w1 and w2
respectively, and let w′=w′1w
′
2w3. Let (w
′)−1 = v1v2v3. We de?ne w−1 = v′1v
′
2v3, where
v′1 and v
′
2 are the words obtained by inserting ?rst letters of 2 and 1 in v1 and v2,
respectively. Then
intinvw−1 = intinv(w′)−1 = intinvw′= intinvw:
Cases 3b–e below are similar.
Case 3b: F(w1)= 3, L(w3)= 1.
Case 3c: F(w2)= 3, F(w3)= 2.
Case 3d: L(w1)= 2, L(w2)= 1.
Case 3e: L(w1)= 3, F(w3)= 1.
Case 3f: L(w2)= 3, L(w3)= 2.
Case 4a: F(w1)=L(w1)= 2, F(w2)=L(w2)= 3, F(w3)=L(w3)= 1.
Let w′1, w
′
2 and w
′
3 be the words obtained by deleting the ?rst and last letters of
w1, w2 and w3, respectively, and let w′=w′1w
′
2w
′
3. Let (w
′)−1 = v1v2v3. We de?ne
w−1 = v′1v
′
2v
′
3, where v
′
1, v
′
2 and v
′
3 are the words obtained by inserting ?rst and last
letters of 3, 1 and 2 into v1, v2 and v3, respectively. Then
intinvw= intinvw′ + a11 + a13 + a21 + a22 + a32 + a33
= intinv(w′)−1 + a11 + a21 + a22 + a32 + a13 + a33
= intinvw−1
Case 4b: F(w1)=L(w1)= 3, F(w2)=L(w2)= 1, F(w3)=L(w3)= 2.
This is similar to the previous case.
Theorem 1. The mapping w →w−1 described above is a bijection on R(c) that satis-
7es properties W0–W3.
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Proof. First we show that at least one of the previous cases occurs. Suppose not for
some word w. If w has a ?xed point then case 1a, 1b or 2 occurs, so w has no ?xed
point. Then F(w1)= 2 or 3. Suppose that F(w1)= 2. If F(w2)= 1 then case 3a occurs,
so F(w2)= 3. If F(w3)= 2 then case 3c occurs, so F(w3)= 1. Now consider L(w1). If
L(w1)= 3 then case 3e occurs, so L(w1)= 2. As above we may show that L(w2)= 3
and L(w3)= 1. Hence case 4a occurs, contradiction.
The case in which F(w1)= 3 is similar.
Secondly, it is easy to see that, where two cases occur, the order in which they are
treated is immaterial.
Finally, we show that the mapping w →w−1 is an involution, and hence a bijection,
on R(c). Indeed, if w satis?es any of cases 1a–3f then w−1 satis?es the same case
and we can see by induction that (w−1)−1 =w. If w satis?es case 4a or 4b then w−1
satis?es case 4b or 4a, respectively, so again we get (w−1)−1 =w.
Example 2. We take an example of a word(
c
u
)
=
(
1 1 1 1 2 2 2 2 2 3 3 3 3 3 3
3 3 2 3 3 1 3 3 1 2 2 2 2 1 1
)
containing no ?xed points. Here
u1 = 3 3 2 3; u2 = 3 1 3 3 1; u3 = 2 2 2 2 1 1:
We calculate the inverse of u as follows.
Word 1 Word 2 Word 3
3 3 2 3 3 1 3 3 1 2 2 2 2 1 1
Step 1 3 · · · · · · · · · · · · · 1 Case 3b
Step 2 3 3 · · · · · · · · · · · 1 1 Case 3b
Step 3 3 3 · · 3 · · · · 2 · · · 1 1 Case 3c
Step 4 3 3 2 · 3 1 · · · 2 · · · 1 1 Case 3d
Step 5 3 3 2 · 3 1 3 · · 2 2 · · 1 1 Case 3c
Step 6 3 3 2 · 3 1 3 3 · 2 2 2 · 1 1 Case 3c
Step 7 3 3 2 2 3 1 3 3 3 2 2 2 1 1 1 Case 4b
Hence
u−1 = v=3 3 2 2 3 1 3 3 3 2 2 2 1 1 1= v1v2v3;
where
v1 = 3 3 2 2; v2 = 3 1 3 3 3; v3 = 2 2 2 1 1 1:
Example 3. Now let(
d
w
)
=
(
1 1 1 1 1 2 2 2 2 2 2 2 3 3 3 3 3
2 3 2 1 2 2 3 3 3 3 1 1 2 1 2 2 1
)
;
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so that w=w1w2w3 with
w1 = 2 3 2 1 2; w2 = 2 3 3 3 3 1 1; w3 = 2 1 2 2 1:
As w1 has a 1 in position 4, we delete this to get w′1 = 2 3 2 2. Also, w2 contains a
2. Now
v= 2(w′1)2(w3)2(w2)= u1u2u
′
3;
where
u1 = 3 3 2 3; u2 = 3 1 3 3 1; u′3 = 2 2 2 2 3 1 1:
Delete the 3 in position 5 of u′3 to get u3 = 2 2 2 2 1 1. We now have the word
u= u1u2u3 = 3 3 2 3 3 1 3 3 1 2 2 2 2 1 1:
We found above
u−1 = v=3 3 2 2 3 1 3 3 3 2 2 2 1 1 1= v1v2v3;
where
v1 = 3 3 2 2; v2 = 3 1 3 3 3; v3 = 2 2 2 1 1 1:
We now insert 3 into position 5 in v3 to get v′3 = 2 2 2 1 3 1 1. We then ?nd
2(v1)2(v′3)2(v2)= 3 3 2 2 2 3 3 1 3 1 1 2 1 2 2 2:
Finally, we insert 1 into position 4 of this word to get
w−1 = 3 3 2 1 2 2 3 3 1 3 1 1 2 1 2 2 2:
3. The general case
The above arguments for cases 1 and 2 can be adapted to the general case. However,
it seems diTcult to identify a small number of cases corresponding to cases 3 and 4
above that exhaust all possibilities. It is necessary to proceed in a diQerent way, and
we outline below a possible approach.
3.1. Critical points
In this section we de?ne certain letters in a word, critical points, that can be deleted
from the word while controlling the number of inversions.
Denition 3. Let w= x1x2 · · · xn be a word. Then xi is a right trough of w if xi¿x1
and xi¡xj for all j¿i. Also, xi is a right peak of w if xi6x1 and xi¿xj for all j¡i.
Similarly, we de?ne left trough and left peak of w.
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The element xi is an introvert if xi is a right trough or a left peak; xi is an extrovert
if xi is a right peak or a left trough; xi is a critical point if xi is an introvert or an
extrovert.
Example 4. Let w= 2 5 1 3 6 6 4 3 4 5. Then x8, x9 and x10 are right troughs and
x1, x2 are left peaks.
Note that the ?rst and last elements of a word are always either introverts or extro-
verts. The following result is immediate.
Lemma 2. The word w contains an introvert if and only if F(w)6L(w); w contains
an extrovert if and only if F(w)¿L(w).
Denition 4. A word w is said to be Type A if F(w)¡L(w), Type B if F(w)¿L(w),
Type M if F(w)=L(w).
Thus w contains an introvert if and only if w is of type A or M .
3.2. Insertion and deletion
3.2.1. Deletion
Let w= x1x2 · · · xn, and suppose that x= xi is a right trough of w. Let v= z1z2 · · · zm
be the subword of w consisting of those letters of w that are greater than x, and let
u=y1y2 · · ·yl be the subword of w consisting of those letters of w that are less than
or equal to x= xi. (Note that all the letters of u will be to the left of xi.) Suppose
that the letters in v occupy the places i1; i2; : : : ; im, where 1¡i1¡ · · ·¡im6n. Form the
word w′ of length n− 1 as follows:
Firstly, insert the letters z1; : : : ; zm of v into places i1 − 1; i2 − 1; : : : ; im − 1.
Secondly, insert the letters y1; : : : ; yl of u from left to right into the vacant places
in w′.
More succinctly, letters greater than x are moved one space to the left; the letters
less than or equal to x, other than x= xi, are reinserted in the same order into the
spaces left; x itself is deleted.
Denition 5. The rt-deleted word w\x is the word w′ obtained above.
Example 5. Consider w= 2 5 1 3 6 6 4 3 4 5 and its right trough x9 = 4. Then
w\4=5 2 1 6 6 3 4 3 5. Notice that
invw\4= invw=15:
If x is a left trough of w, we de?ne the lt-deleted word w\x in the same way as above,
interchanging “left” and “right”. Similarly, if x is a right peak or left peak of w , we
de?ne the rp-deleted or lp-deleted word w\x as above, with “less than” and “greater
than” interchanged.
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Example 6. For the word w above and its left peak x2 = 5, w\5=2 6 1 3 6 5 4 3 4.
Note that
invw\5= invw=15:
The following result is easy to prove.
Theorem 3. Let x be an introvert of w. Then
invw\x= invw:
Let x be an extrovert of the word w of length n, and suppose that w has m letters
not equal to x. Then
invw\x= invw − m:
3.2.2. Insertion
Given any word w= x1x2 · · · xn and any letter x, we can perform the reverse of the
above construction and insert x into w as a critical point of any of the four kinds.
Suppose we wish to insert x into w as a right trough. Let xi be the right-most
element of w such that xi6x. (If no such element exists, set i=0.) Form the word
w′ of length n+ 1 as follows: letters greater than x are moved one space to the right;
the letters of w less than or equal to x are reinserted in the same order into the spaces
left; x itself is inserted into the remaining space (which will be place i + 1).
We call the word w′ created by the above process the rt-inserted word w + x (or
sometimes w +rt x).
Similarly, we can insert x into w in any of the other three ways.
Example 7. Consider w=5 2 1 6 6 3 4 3 5. We can insert x=4 into w in any of
four ways to form the words
w +rt 4 = 2 5 1 3 6 6 4 3 4 5;
w +lp 4= 4 2 1 5 6 3 6 3 4 5;
w +rp 4=5 6 2 1 6 4 3 5 3 4;
w +lt 4= 5 4 2 6 6 1 3 4 5 3:
In accordance with Theorem 3, we have
invw +rp 4= invw +lt 4= invw=15
invw +lp 4= invw +rt 4= invw + 8=23;
as w contains 8 letters other than 4.
3.3. The graph of a word
Suppose now that we have a word w=w1w2 : : : wr , where as usual wi ∈R(1ai1 : : : rair ).
Form a directed graph G=G(w) as follows. The vertices of G are 1; 2; : : : ; r. A vertex
i is of type A, B or M according as the word wi is of type A, B or M. If i is a vertex
of type A or M then an arrow of type A is drawn from i to each vertex j such that j
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is an introvert of wi. If i is a vertex of type B or M then an arrow of type B is drawn
from i to each vertex j such that j is an extrovert of wi. Since from each vertex of G
there will be at least one arrow, G must contain an oriented cycle.
An A-cycle resp. B-cycle of G is an oriented cycle all of whose arrows are of type
A resp. B. Thus an A-cycle corresponds to a sequence of letters i1; : : : ; im such that
each wij is of type A or M and ij+1 is an introvert of wij . Thus ij+1 will be either a
right trough or a left peak of wij (or possibly both). We denote the cycle by [i1i2 : : : im],
where i1 is the largest letter in the cycle.
Example 8. Let(
c
w
)
=
(
1 1 1 2 2 2 3 3 3 4 4 4 5 5 5
3 2 4 1 5 5 5 1 4 1 3 2 3 4 2
)
;
so that w1 = 3 2 4, w2 = 1 4 5, w3 = 5 1 4, w4 = 1 3 2, w5 = 3 4 2. Then w1, w2 and
w4 are of type A while w3 and w5 are of type B. The graph G is as follows, where the
vertices of type A are on the left and those of type B on the right. A pair of arrows
from i to j and j to i is indicated by an edge between i and j.
Hence there are A-cycles [421] and [41], and a B-cycle [53]. There are numerous
“mixed” cycles.
3.4. The construction of the inverse—7rst step
Suppose we wish to ?nd the inverse of the word w, and assume the previous notation.
We may assume that we can ?nd v−1 for all words v that are shorter than w.
Suppose that w has an A-cycle. Then we can use the procedure described in Section
3.2.1 to delete this cycle from w while ?xing the number of internal inversions. Thus
if [i1i2 : : : im] is the cycle, we know that i2 is an introvert of wi1 . If i2 is a right
trough, form the rt-deleted word w′i1 =wi1\i2. Otherwise, i2 must be a left peak and we
can form the lp-deleted word w′i1 =wi1\i2. Continue in this way with i3; : : : ; im; i1. By
replacing each wi that occurs in the cycle by w′i we will have a shorter word w
′ with
the same number of inversions as w. Now ?nd v=(w′)−1 = v1 : : : vr . We now insert
the inverse cycle [im : : : i2i1] into v′ as an A-cycle. Thus, if i2 was a right trough of
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wi1 , insert i1 into vi2 as a right trough using the procedure of Section 3.2.2, to form
the rt-inserted word v′i2 = vi2 +rt i1. Continue in this way with i2; : : : ; im. By replacing
each vi that occurs in the cycle by v′i , we obtain the word v
′=w−1.
Suppose that w has a B-cycle. Then we use the analogous procedure. However in
this case the number of inversions of w does not remain ?xed, and we must check
that the number of inversions lost when the cycle [i1i2 : : : im] is deleted from w to
form w′ equals the number of inversions regained when the inverse cycle [im : : : i2i1]
is inserted into (w′)−1 to form w−1. This follows quickly from Theorem 3 (or from
the observation that, if every subword wi is reversed, those vertices of G(w) of type
B become type A, and the B-cycle becomes an A-cycle).
3.5. Unresolved issues
A word w may have more than one A or B-cycle. In this case, one can decide which
cycle is to be used by ordering the cycles lexicographically. One needs to ensure that,
whatever method is used to choose an A or B-cycle ' from w, the method will choose
the inverse cycle '−1 from w−1.
The case in which w has neither an A nor a B-cycle, is as yet unresolved, but will
presumably involve a more general deletion=insertion process.
Example 9. Let 
(w) be as follows:
(
1 1 1 1 1 1 2 2 2 2 2 2 2 3 3 3 3 3 3 3 4 4
2 4 3 3 2 3 3 3 1 3 3 1 4 2 2 2 2 1 1 1 1 2
)
;
so that w=w1w2w3w4 with w1 = 2 4 3 3 2 3, w2 = 3 3 1 3 3 1 4, w3 = 2 2 2 2 1 1 1,
w4 = 1 2.
We have intinvw=6 + 6 + 12=24.
Since 2 is a right trough of w1, 4 is a right trough of w2 and 1 is a right trough of
w4, we have an A-cycle [412] which we may delete to obtain w′=w′1w
′
2w
′
3w
′
4, where
w′1 = 4 3 3 2 3, w
′
2 = 3 3 1 3 3 1, w
′
3 =w3, w
′
4 = 2. Here intinvw
′= intinvw=24.
Now 4 is a right peak of w′1, 1 is a right peak of w
′
3, 3 is a right peak of w
′
2 and
2 is a right peak of w′4, so we have a B-cycle [4231] which we may delete to obtain
w′′=w′′1w
′′
2w
′′
3w
′′
4 , where w
′′
1 = 3 3 2 3, w
′′
2 = 3 1 3 3 1, w
′′
3 = 2 2 2 2 1 1, w
′′
4 = ∅.
Here invw′′1 = invw
′
1− 4, invw′′2 = invw′2− 2, invw′′3 = invw′3− 4, invw′′4 = invw′4, so
intinvw′′= intinvw′ − 10=14.
Now u=w′′ is the word on 3 letters considered in Example 2, whose inverse we
obtained as v= v1v2v3, where v1 = 3 3 2 2, v2 = 3 1 3 3 3, v3 = 2 2 2 1 1 1. Again,
intinv v=4 + 1 + 9=14.
Then rp-inserting the cycle [4132] into v gives v′= v′1v
′
2v
′
3v4, where v
′
1 = 3 3 3 2 2,
v′2 = 4 3 1 3 3 3, v
′′
3 = 2 2 2 2 1 1 1, v4 = 1. Here inv v
′
1 = inv v1+2, inv v
′
2 = inv v2+5,
inv v′3 = inv v3 + 3, inv v4 = 0, so inv v
′= intinv v+ 10=24.
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Finally, rt-inserting the cycle [421] into v′ gives w−1 = v′′1 v
′′
2v
′
3v
′
4, where v
′′
1 = 3 3 3 2
2 4, v′′2 = 1 4 3 1 3 3 3, v
′
3 = 2 2 2 2 1 1 1, v
′
4 = 1 2. Thus
w−1 = 3 3 3 2 2 4 1 4 3 1 3 3 3 2 2 2 2 1 1 1 1 2:
Note that intinvw−1 = 24= intinvw.
Note added in proof
The author notes that Holhweg and Reutenauer [3] have now given a complete,
though diQerent, solution to this problem.
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