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Abstract
The thesis presents several results in the area of 3D perception, with focus on combining
learning and planning in active 3D mapping.
Autonomous robots, including those deployed in search and rescue operations or au-
tonomous vehicles, must build and maintain accurate representations of the surround-
ings to operate efficiently and safely in human environment. These representations, or
maps, should encompass both low-level information about geometry of the scene and
high-level semantical information, including recognized categories or individual objects.
In the first part we propose a method of 3D object recognition based on matching lo-
cal invariant features, which is further extended for 3D point cloud registration task and
evaluated on challenging real-world datasets. The method builds on a multi-stage fea-
ture extraction pipeline composed of sparse keypoint detection to reduce complexity of
further stages, establishing local reference frames as a means to achieve invariance with
respect to rigid transformations without sacrificing descriptiveness of the underlying 3D
shape, and a compact description of the shape based on area-weighted normal projec-
tions. For a moderate overlap between the laser scans, the registration method provides
a superior registration accuracy compared to state-of-the-art methods including Gen-
eralized ICP, 3D Normal-Distribution Transform, Fast Point-Feature Histograms, and
4-Points Congruent Sets.
In the second part, two tasks from the area of active 3D mapping are being solved—
namely, simultaneous exploration and segmentation with a mobile robot in a search and
rescue scenario, and active 3D mapping using a sensor with steerable depth-measuring
rays, with applications in autonomous driving. For these tasks, we assume that the
localization is provided by an external source.
In the simultaneous exploration and segmentation task, we consider a mobile robot
exploring an unknown environment along a known path, using a static panoramic sen-
sor providing RGB and depth measurements, and controlling a narrow field-of-view
thermal camera mounted on a pan-tilt unit. The task is to control the sensor along
the path to maximize accuracy of segmentation of the surroundings into human body
and background categories. Since demanding optimal control does not allow for online
replanning, we rather employ the optimal planner oﬄine to provide guiding trajectories
for learning a CNN-based control policy in a guided Q-learning framework. A policy
initialization is proposed which takes advantage of a special structure of the task and
allows efficient learning of the policy.
In the active 3D mapping task, our method simultaneously learns to reconstruct a
dense 3D occupancy map from sparse measurements and optimizes the reactive con-
trol of depth-measuring rays. We propose a fast prioritized greedy algorithm to solve
the control subtask online, which needs to update the cost function in only a small
fraction of possible rays in each iteration. An approximation ratio of the algorithm is
derived. We experimentally demonstrate, using publicly available KITTI dataset, that
accuracy of the 3D improves significantly when learning-to-reconstruct is coupled with
the optimization of depth measuring rays.
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Resume´
Disertacˇn´ı pra´ce prˇedstavuje neˇkolik vy´sledk˚u z oblasti 3D vn´ıma´n´ı, se zameˇrˇen´ım na
kombinaci ucˇen´ı a pla´nova´n´ı v oblasti aktivn´ıho 3D mapova´n´ı.
Autonomn´ı roboty, vcˇetneˇ pa´trac´ıch a za´chranny´ch robot˚u cˇi autonomn´ıch aut, mus´ı
staveˇt a udrzˇovat prˇesne´ reprezentace okoln´ıho sveˇta, aby mohly efektivneˇ a bezpecˇneˇ
pracovat v prostrˇed´ı spolecˇneˇ s lidmi. Tyto reprezentace neboli mapy by meˇly zahrnovat
jak informaci nizˇsˇ´ı u´rovneˇ abstrakce ty´kaj´ıc´ı se geometrie sce´ny, tak se´mantickou infor-
maci vcˇetneˇ rozpoznany´ch kategori´ı cˇi jednotlivy´ch objetk˚u.
V prvn´ı cˇa´sti navrhujeme metodu rozpozna´va´n´ı trojrozmeˇrny´ch objekt˚u zalozˇene´
na pa´rova´n´ı loka´ln´ıch invariantn´ıch prˇ´ıznak˚u, kterou da´le rozsˇiˇrujeme pro u´lohu regis-
trace mnozˇin trojrozmeˇrny´ch bod˚u a vyhodnocujeme s vyuzˇit´ım neˇkolika sad na´rocˇny´ch
rea´lny´ch dat. Navrzˇena´ metoda stav´ı na extrakci prˇ´ıznak˚u sesta´vaj´ıc´ı z detekce vy´-
znacˇny´ch bod˚u pro omezen´ı slozˇitosti navazuj´ıc´ıch krok˚u, ustanoven´ı loka´ln´ıch sou-
rˇadny´ch syste´mu˚ pro dosazˇen´ı invariance vzhledem ke shodne´ transformaci se zacho-
va´n´ım rozliˇsujic´ıch trojrozmeˇrne´ho tvaru, a kompaktn´ım popisem (deskriptorem) dane´ho
tvaru, zalozˇene´m na plochou va´zˇene´ projekci norma´lovy´ch vektor˚u povrchu. Pro strˇedn´ı
u´roveˇnˇ prˇekryvu mezi laserovy´mi meˇrˇen´ımi tato registracˇn´ı metoda poskytuje vynikaj´ıc´ı
prˇesnost registrace v porovna´n´ı s metodami soucˇasne´ho stavu pozna´n´ı—s metodami
Generalized ICP, 3D Normal-Distribution Transformation, Fast Point-Feature Histo-
grams a 4-Points Congruent Sets.
Ve druhe´ cˇa´sti rˇesˇ´ıme dveˇ u´lohy z oblasti aktivn´ıho 3D mapova´n´ı, konkre´tneˇ si-
multa´nn´ı pr˚uzkum a segmentaci s mobiln´ım robotem v pa´trac´ı a za´chranne´ misi a
aktivn´ı trojrozmeˇrne´ mapova´n´ı s vyuzˇit´ım da´lkove´ho senzoru s rˇiditelny´mi meˇrˇic´ımi
paprsky, s mozˇny´m vyuzˇit´ım v autonomn´ıch vozidlech. Pro tyto u´lohy prˇedpokla´da´me,
zˇe lokalizaci poskytuje extern´ı syste´m.
V u´loze simulta´nn´ıho pr˚uzkumu a segmentace uvazˇujeme mobiln´ı robot, ktery´ prozk-
ouma´va´ nezna´me´ prostrˇed´ı na prˇiblizˇneˇ zna´me´ trase, vyuzˇ´ıva´ staticky´ senzor poskytuj´ıc´ı
barevna´ (RGB) a hloubkova´ meˇrˇen´ı a rˇ´ıd´ı tepelnou kameru s u´zky´m u´hlem pohledu
prˇipevneˇnou otocˇneˇ-sklopne´ jednotce. U´loha spocˇ´ıva´ v rˇ´ızen´ı pohybu senzoru pode´l
trasy s c´ılem maximalizovat prˇesnost segmentace prostrˇed´ı do kategori´ı cˇloveˇk a pozad´ı.
Protozˇe na´rocˇne´ optima´ln´ı rˇ´ızen´ı nedovoluje prˇepla´nova´vat online, radeˇji vyuzˇ´ıva´me op-
tima´ln´ı pla´nova´n´ı oﬄine pro generova´n´ı trajektori´ı usmeˇrnˇuj´ıc´ıch ucˇen´ı rˇ´ıdic´ı strategie
zalozˇene´ zalozˇene´m na konvolucˇn´ı neuronove´ s´ıti prostrˇednictv´ım algoritmu guided Q-
learning. Navrhujeme vyuzˇit´ı zvla´sˇtn´ı struktury u´lohy pro inicializaci parametr˚u rˇ´ıdic´ı
strategie, ktera´ umozˇnˇuje efektivn´ı u´cˇen´ı.
Pro u´lohu aktivn´ıho trojrozmeˇrne´ho mapova´n´ı navrhujeme metodu simulta´nn´ı rekon-
strukce kompletn´ı mapy obsazenosti z rˇ´ıdky´ch meˇrˇen´ı a optimalizace reaktivn´ıho rˇ´ızen´ı
meˇrˇic´ıch paprsk˚u. Pro rˇesˇen´ı rˇ´ıdic´ı podu´lohy online da´le navrhujeme rychly´ prioritn´ı
hladovy´ algoritmus, ktery´ vyzˇaduje aktualizaci na´kladove´ funkce v kazˇde´ iteraci pouze
u male´ho zlomku uvazˇovany´ch paprsk˚u. U tohoto algoritmu odvozujeme aproximacˇn´ı
pomeˇr. Experimenta´lneˇ oveˇrˇujeme, s vyuzˇit´ım veˇrˇejneˇ dostupne´ sady dat KITTI, zˇe
prˇesnost trojrozmeˇrne´ rekonstrukce se vy´znamneˇ zvy´sˇ´ı, je-li ucˇen´ı jak mapovat sva´za´no
s pla´nova´n´ım meˇrˇic´ıch paprsk˚u.
v
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1. Introduction
Building and maintaining accurate representation of the surroundings, commonly called
mapping, is a crucial task underpinning many applications of autonomous systems such
as search & rescue robots or autonomous vehicles. A low-level representation in form
of a metric or topological map is needed for navigating the environment, a high-level
representation, e.g., in form of segmentation of the map into semantic categories, is
needed to perform more complex tasks such as searching for human victims or fire
sources with search & rescue robots, or following traffic laws with autonomous cars.
Mapping is not possible without the robot simultaneously localizing itself in the map,
because prior updating the map with new measurements, these must be first registered
into the common reference frame. The task is therefore generally described as simulta-
neous localization and mapping (SLAM). Indeed, without a reliable SLAM capability,
all the use cases of such systems where we cannot hope to obtain precise and complete
map in advance would remain unfeasible—this would typically include any use case
dealing with a dynamic environment. Its solution, or its parts, to this day often depend
on local feature descriptors and their matching to establish correspondences and esti-
mate relative movement of the robot, typically using a robust estimation method from
the RANSAC family [27]. Other cues may be used, where available, including odome-
try or readings from an inertial measurements unit (IMU), to constrain the process of
establishing the correspondences prior to using a local search such as iterative closest
point (ICP) [12, 15]. Many methods in the past decades dealt with designing methods
related to the local-feature machinery [11, 41, 102], including detecting keypoints [95],
establishing local reference frames [67] at these keypoints, or creating descriptors of
their local neighborhood (see [31] for a survey). Every stage of feature construction
may be negatively affected by a non-uniform sampling density if not treated carefully—
Tombari et al. [95] consider this to be one of the main open issues severely decreasing
the performance of existing methods. We focus on feature-matching methods applied
to 3D object recognition and point cloud registration addressing this issue in chapters
3 and 4.
For many vision tasks, purposive control of the sensors is provably superior to passive
perception only and leads to well-posed and stable problems [5]. Recently, active vision
have been employed in combination with expressive deep neural networks in several
areas including multi-view object recognition [40] or scene categorization [37]. Also,
it has been shown [47] that deep neural-network visuomotor policies can be trained
end-to-end to solve real-world manipulation tasks, and that learning task-specific fea-
tures dramatically improves the success rate of the primary manipulation task. Levine
et al. [47] use a guided policy search method to transform policy search into a super-
vised learning problem, with supervision being provided by a simple trajectory-centric
reinforcement learning method.
Segmentation of objects in an unknown environment from sensory data gathered by
a mobile robot is a common task to be solved in search & rescue missions. Currently,
deploying fully autonomous rescue robots is problematic, for example, due to limited
trust to such systems from the human team members [43] and due to strict protocols
which must be followed. In a typical scenario, a coarse exploration path is provided by
either a human operator or a global planner, along which measurements can be collected
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and processed to support making mission-related decisions. Since most of the sensors
have a limited field of view and exploration time is also limited, the resulting coverage
of the environment by the sensors is usually limited and a natural question arises—
what should be measured with which sensor to maximize recognition performance of
the system? We call this problem simultaneous exploration and segmentation with
incomplete data (SES). A simplified version of this problem can be formulated as a
mixed-integer linear program (MILP), nevertheless, the dimensionality of the planning
task is huge and does not allow for real-time replanning when new data arrive—a
reactive control policy would be desirable. We address this problem in chapter 5.
Accurate 3D perception is also a key capability of autonomous vehicles as it is a nec-
essary condition for safe operation and following traffic laws. Besides being necessary
for full autonomy, it is an essential component for many capabilities in driver-assistance
systems in general, such as lane following, emergency braking or predictive active damp-
ing. Due to the current rotating lidars being expensive, heavy, and due to the fact that
they contain moving parts which are prone to mechanical wear, several manufacturers
have announced development of cheaper and smaller solid-state lidars (SSL) without
moving parts [2, 3, 76]. Notably, solid-state lidars from Quanergy shall allow control-
ling individual measuring rays, for example, focusing in most interesting directions with
respect to the current traffic situation. This presents a major advantage but also a chal-
lenging multidimensional control task of planning around half a million measurements
per second. We address this problem in chapter 6 [105].
1.1. Goals of the Thesis
• Extracting local invariant features is negatively affected by a non-uniform sampling
density if not treated carefully [95]. One of the goals is thus to address the problem
of uneven sampling density inherent in typical range-sensing methods and to propose
a method of establishing local descriptors invariant to rigid transformation which
addresses this issue.
• Motivated by our experience with developing a mobile search & rescue robot and
ICP-based mapping aided by IMU and odometry, we investigate the possibilities of
extending the method previously mentioned to address the 3D point cloud registration
problem, as a suitable building block of a SLAM pipeline which is not susceptible to
initial pose estimates provided by dead-reckoning.
• We consider an instance of the simultaneous exploration and segmentation problem
using the search & rescue platform equipped with a thermal camera mounted on a
pan-tilt unit. We note, that a simplified version of such a task can be formulated
as a mixed-integer linear program (MILP), nevertheless, the dimensionality of the
exploration planning task is huge and does not allow for real-time replanning when
new data arrive. Our goal is therefore to find a reactive control policy from a limited
number of data gathered by the real platform, because capturing such data cannot
be done automatically and requires time-consuming manual annotation.
• Propose a method for active 3D mapping for the depth sensors which allow control of
individual depth-measuring rays, such as the newly emerging solid-state lidars. That
is, a method which simultaneously reconstructs a dense 3D occupancy map from
sparse depth measurements and optimizes reactive control of the depth-measuring
rays.
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1.2. Contribution of the Thesis
• In chapter 3, we present a method for feature-based 3D object recognition in cluttered
scenes dealing with the problem of non-uniform sampling density which is inherent
in typical range sensing applications. We suggest a method operating on polygonal
meshes which overcomes the problem by accounting for the respective surface area in
both establishing local frames and creating feature descriptors. The method is able
to recognize even highly occluded objects and outperforms state of the art in terms
of recognition rate on a standard publicly available dataset.
The corresponding paper [68] was presented at 21th International Conference on
Pattern Recognition (ICPR), 2012 (CORE rating: B).
• In chapter 4, we extend this method further for the task of point cloud registra-
tion and evaluate it on challenging real-world datasets, with focus given to evalua-
tion of its individual components. For a moderate overlap between the laser scans,
the method provides a superior registration accuracy compared to state-of-the-art
methods including Generalized ICP, 3D Normal-Distribution Transform, Fast Point-
Feature Histograms, and 4-Points Congruent Sets. Compared to the surface normals,
the points as the underlying features yield higher performance in both keypoint de-
tection and establishing local reference frames. Moreover, sign disambiguation of the
basis vectors proves to be an important aspect in creating repeatable local reference
frames. A novel method for sign disambiguation is proposed which yields highly
repeatable reference frames.
This work was accepted for publication in PLOS ONE [69] (Impact Factor 2016:
2.806, 5 year: 3.394).
• In chapter 5, we consider the problem of pan-tilt sensor control for active segmenta-
tion of incomplete multi-modal data. Since demanding optimal control does not allow
for online replanning, we rather employ the optimal planner oﬄine to provide guiding
samples for learning of a CNN-based control policy in a guided Q-learning framework.
The proposed policy initialization and guided Q-learning avoids poor local optima
and yields reasonable results from hundreds of roll-outs. The results suggest that the
proposed policy outperforms the baseline and is suitable for real-time control.
Within this work, two multimodal datasets for human segmentation in images were
created and made publicly available—one being composed of semi-synthetic images
from a structured-light sensor, the other composed of panoramic images captured by
a mobile search & rescue platform equipped with a time-of-flight sensor.
The manuscript was submitted for publication, currently a revised version is under
review.
• In chapter 6 [105] we propose an active 3D mapping method for depth sensors, which
allow individual control of depth-measuring rays, such as the newly emerging solid-
state lidars. The method simultaneously (i) learns to reconstruct a dense 3D occu-
pancy map from sparse depth measurements, and (ii) optimizes the reactive control
of depth-measuring rays. To make the first step towards the online control opti-
mization, we propose a fast prioritized greedy algorithm, which needs to update its
cost function in only a small fraction of possible rays. The approximation ratio of
the greedy algorithm is derived. An experimental evaluation on the subset of the
KITTI dataset demonstrates significant improvement in the 3D map accuracy when
learning-to-reconstruct from sparse measurements is coupled with the optimization
of depth measuring rays.
Our work was presented [105] at The IEEE International Conference on Computer
Vision (ICCV), 2017 (CORE rating: A*).
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2. Background and Related Work
In this chapter, we summarize basic notions and previous work which provides back-
ground knowledge on various subtopics of the thesis.
First, we present task of point set registration which is related to chapters 3 and 4
and briefly survey:
• methods of estimating aligning pose (motion parameters) in cases when the corre-
spondences are known but the measurements are corrupted with noise (also known
as absolute orientation),
• the iterative closest point (ICP) algorithm and its variants as a direct approach to
the registration task in case of unknown correspondences,
• random sample consensus (RANSAC) as a means to find the pose in a population of
tentative correspondences which contains relatively small number of inliers,
• methods of local invariant features which provide a means to establish tentative
correspondences based on shape similarity instead of sole proximity given by the
current pose estimate.
Then, we give a brief overview of supervised learning methods which provide a means
to learn input-output mapping from a set of training examples, with a focus on training
deep neural networks. This relates to chapters 5 and 6 which deal with planning and
learning in two active perception tasks.
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2.1. Registration of 3D Point Sets
2.1.1. Pose from Known Correspondences
Least-squares fitting of two 3D point sets P, P ′ with known correspondences is a classic
photogrammetric task for which several solutions have been proposed. The problem,
also termed absolute orientation, lies in finding transformation
argmin
T
∑
i
‖p′i −T(pi)‖2 (2.1)
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for corresponding points pi ∈ P and p′i ∈ P ′. The solutions to this problem differ mostly
in how the transformation is represented, partially also in the class of transformations
being considered (rigid transform or similarity). We list the solutions in Table 2.1.
Table 2.1. Solutions to the absolute orientation problem.
Method Transformation Representation Correspondences
Arun et al. [7] rigid transform orthogonal matrices points
Horn et al. [35] similarity orthogonal matrices points
Horn [34] similarity unit quaternions points
Walker et al. [98] rigid transform dual quaternions points, directions
Using orthogonal matrices to represent rotations, Arun et al. [7] proposed a solution
involving singular value decomposition (SVD) of 3 × 3 matrix M = ∑i qiq′Ti com-
posed of the corresponding points qi,q
′
i with the respective centroids subtracted. An
alternative solution using orthogonal matrices was later derived in [35] which involves
eigenvalue decomposition of 3×3 symmetric matrix MTM. Previously, Horn et al. [34]
proposed a formulation using unit quaternions to represent rotations where the optimal
rotation is found by eigenvalue decomposition of a 4×4 matrix N, which contains sums
and differences of the elements from M. The solutions from [35, 34] allows to estimate
an extra scale factor s, which gives p′i ≈ sR(pi) + t. The method of Walker et al. [98]
allows to incorporate additional correspondences of unit direction vectors nj ,n
′
j , such
as surface normals, with overall criterion being (using rotation matrices for brevity)∑
i
‖p′i −Rpi − t‖2 +
∑
j
‖n′i −Rni‖2. (2.2)
Their method involves computing eigenvalue decomposition of a 4×4 symmetric matrix.
Eggert et al. [24] stated that for typical, real-world noise levels, there is no difference in
the robustness of the final solutions to (2.1). Despite not being stated explicitly in [24],
this may not apply to the case where additional correspondences of direction vectors
are available—that case is considered only by the dual-quaternion formulation [98].
2.1.2. Iterative Closest Point—Ad Hoc Correspondences
Method of Iterative Closest Point (ICP) establishes correspondences in an ad hoc fash-
ion between the nearest neighbors in the respective point sets using the current estimate
of aligning pose. The procedure of finding nearest neighbors alternates with correcting
the pose estimate based on the newly assigned correspondences. We can outline the
iterative procedure as follows:
Many variants of the algorithm have been proposed, from the seminal papers on
its point-to-point [12] and point-to-plane variants [15], an extension using invariant
features to help establish the correspondences [83], to Generalized ICP [81]. A review
of registration methods with a particular focus on the ICP family and mobile robotics
applications can be found in [71].
2.1.3. Random Sample Consensus—Tentative Correspondences
The Random Sample Consensus (ransac) algorithm [27] allows to interpret data con-
taining a significant percentage of gross errors (i.e., outliers). It seeks a model which
interprets most of the data, that is, a model with the largest set of inliers called con-
sensus set. In computer vision, such a situation is ubiquitous. Typically, non-Gaussian
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Algorithm 2.1. Outline of Iterative Closest Point algorithms.
Require: Point sets P and P ′ to be aligned, initial pose estimate T(0)
1: t← 0
2: while ¬done(t,T(t)(P),P ′) do
3: t← t+ 1
4: Establish set of correspondences between p′j ∈ P ′ and T(t−1)(pi), pi ∈ P by
setting weights w
(t)
i,j for each pair of points. (Zero weights can be neglected.)
5: Update pose estimate T(t) ← argminT
∑
i,j w
(t)
i,j ‖p′j −T(pi)‖2
6: end while
7: return T(t)
errors stem from establishing correspondences among noisy data via matching local
features. As there are a lot of ambiguities in real-world data when only a closer look is
taken and one cannot actively disambiguate alternatives, mismatches are quite frequent
and a method robust to such outliers, such as ransac, is needed to interpret the data.
The basic procedure is outlined in Algorithm 2.2. Several improvements to the original
algorithm [27] were proposed [96, 18, 61].
Algorithm 2.2. Outline of the Random Sample Consensus (ransac) algorithm.
Require: Data points P, number of iterations kmax.
1: Initialize iteration k ← 0.
2: for k ∈ {1, . . . ,K} do
3: Draw random sample Sk ⊆ P of n points, |Sk| = n.
4: Instantiate model mk from sample Sk.
5: Find consensus set S ′k ⊆ P within some error tolerance of mk.
6: Iteratively update model m′k from consensus set S ′k, and vice versa.
7: end for
8: return model with the largest consensus set m′
argmaxKi=1 |S′i|
If the inlier ratio w for a single true model is known, the expected number of iterations
k needed to select a subset of n good data points is w−n. From another point of view,
if we want to ensure with probability z that an outlier-free sample of n data points
is drawn at least once in K iterations, that is, z = 1 − (1 − wn)K , we have to draw
K = dlog(1− z)/ log(1− wn)e samples [27].
Note that a lower bound on w can be established online as wk = max
k
i=1 |S ′i|/|P| ≤ w.
Since the number of samples K needed to obtain an outlier-free sample with probability
z is a decreasing function of w, this yields an upper bound K ≤ dlog(1 − z)/ log(1 −
wnk )e = Kk, which can be used in practice if inlier ratio w is not known beforehand.
Note that from wk ≤ wk+1 it follows that Kk ≥ Kk+1 and the iteration can safely be
stopped once k ≥ Kk.
2.2. Local Invariant Features
2.2.1. Keypoint Detection
Keypoint detector searches the surface for points of some distinguished characteristics,
which we call keypoints. Some methods provide seek also a characteristic scale for each
keypoint which typically also identifies the neighborhood from which to extract the fea-
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ture. The characteristic scale should be repeatable under the allowed transformations
of data. As pointed out by [95], the purpose of the characteristic scale of 3D key-
points differs from that of 2D keypoints. Whereas for 2D keypoints detected in images
the characteristic scale is needed to handle inherent scale ambiguity, for 3D keypoints
computed from metric scale-unambiguous measurements it identifies the most distinc-
tive neighborhood and enables scale-independent object recognition. Therefore, when
recognizing models of a fixed size, scale-space analysis is generally not needed.
2.2.2. Local Reference Frames
Local reference frames, together with a particular parametrization of the neighborhood,
are the key means to achieve the desired level of feature invariance. Although the
Cartesian coordinate system is the most common today [54, 53, 101, 102], some methods
employ only a partial coordinate system [41], and some do not use any local reference
frames [21, 79]. Using a full reference frame yields several advantages. First, it does not
reduce the information content because 3D position of each point can be fully exploited
in the descriptor. Second, when recognizing rigid objects, each tentative correspondence
suffices to estimate the object pose. Full reference frame is thus the preferred choice.
2.2.3. Descriptors
According to [94] main proposals for 3D descriptors can be divided into two categories—
signatures and histograms. The first category defines a reference frame in which the
local neighborhood is expressed and then encodes surface properties sampled at specific
points. The second category accumulates surface properties within individual histogram
bins in order to increase robustness of the descriptor. Each category contain both
earlier and more recent works—[17, 64, 65, 9, 53, 10] can be considered signatures,
[41, 54, 79, 101, 94, 102] can be considered histograms.
2.3. Supervised Learning
Supervised learning, also called learning from examples, establishes mapping h : X → Y
from a set of input-output examples D = {(xi, yi)}Ni=1 by minimizing task-specific loss
function L(yi, h(xi)) which generalizes to similar but unseen input examples. The
terminology differs in various research fields—the inputs may also be called features,
predictors, or independent variables, the outputs may be called labels, responses, or
dependent variables; in this text we will usually use the terms features and labels as
these are common in computer vision literature. The supervision comes from knowing
the correct labels yi for the training data D which are usually assigned manually by a
domain expert.
Statistical decision theory treats D as an independent identically distributed sample
from a joint probability distribution pX,Y (x, y) = pY |x(y|x)pX(x) and minimizes risk
or expected loss
R(h) = EX,Y {L(y, h(x))} =
∫∫
L(y, h(x))pX,Y (x, y) dx dy. (2.3)
Noting that
R(h) = EX{EY |x{L(y, h(x))}} = EX{R(h|x)}, (2.4)
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where R(h|x) = EY |xL(y, h(x)) is called partial risk, it can be seen that the optimal
decisions y can be made point-wise, for given x [33].
We will discuss two instances of the problem in detail:
1. regression analysis with quantitative output y ∈ R and Euclidean loss L(y, h(x)) =
(y − h(x))2, with population minimizer
argmin
h
R(h) = EY |x{y}, (2.5)
2. and binary classification with categorical outputs y ∈ {−1, 1} for negative and posi-
tive class, respectively, logistic loss L(y, h(x)) = log(1+exp(−yh(x))), and population
minimizer
argmin
h
R(h) = log(Py|x(1|x)/Py|x(−1|x)) (2.6)
= log(Py|x(1|x)/(1− Py|x(1|x))). (2.7)
The minimizers can be found by differentiating partial risk R(h|x) with respect to h
and solving for the derivative equal to zero [33].
Because the true distribution pX,Y (x, y) is unknown, we define the so called empirical
risk as the average loss achieved on the data set D, Rˆ(h) = 1/n∑Ni L(yi, h(xi)). Since
D is an i.i.d. sample from pX,Y (x, y), it follows that EX,Y {Rˆ(h)} = R(h), which lends
us the idea of minimizing the empirical risk instead of the true (population) risk, for
which we would need to known the probability distribution.
Finally, we define the set of functions H under consideration using a P -dimensional
parameter vector θ, H = {h(x,θ)|θ ∈ RP }. The structure of h is selected based on the
task at hand—for example it may correspond to a neural network with a fixed structure
and number of parameters, with θ being the weights of the network. Consequently, we
may simply write L(θ) = 1/N
∑N
i=1 L(yi, h(xi,θ)) instead of Rˆ(h).
2.3.1. Training Neural Networks via Error Back-Propagation
Deep neural networks present computational models composed of multiple processing
layers which allow to learn representations of data with multiple levels of abstraction.
These methods have outperformed the alternatives in various domains, from speech
recognition and object detection to drug discovery and genomics [46].
Deep neural network model can be represented using the same formalism, as a func-
tion h(x,θ) of an input vector x and model parameters θ. In most simple case, the
layers form a chain or directed acyclic graph (DAG) representable by composite function
h(x,θ) = fL(fL−1(. . . (f2(f1(x,θ1),θ2) . . .),θL−1),θL), (2.8)
with θ being a concatenation of parameters θ1, . . . ,θL of individual layers. The inputs
x are presented to the bottom layer f1, the top layer fL yields estimates of the target
variable, i.e., the estimated label. Due to historical reasons and assumed similarities
with biological nervous system, the values of functions f1, . . . , fL are called neural acti-
vations. Increasingly more abstract representation build up in the layers higher in the
hierarchy, with the last layer activations corresponding, e.g., to object category.
Rumelhart et al. [77] proposed to learn the model parameters via a gradient-descent
procedure which efficiently computes the gradient ∇L(θ) by back-propagating the er-
rors through the network layer by layer. The authors consider multiple layers, each
composed of several units of form f(x,θ) = 1/(1 + exp(−θTx)) ∈ [0, 1], with Euclidean
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loss L(h(x,θ), y) = (h(x,θ)− y)2. It is noted that any function with bounded deriva-
tive could be used, nevertheless, using a linear function1 to combine inputs which is
followed by a nonlinearity greatly simplifies the learning procedure [77].
The gradient is evaluated in two passes. In the forward pass, activations are being
computed starting from the bottom layer upward, eventually computing the loss L(θ).
In the backward pass, the partial derivatives ∂L/∂fi and ∂fi/∂θi, are being evaluated
starting from the top layer downward, using the activations computed in the forward
pass and the partial derivatives from the layer above. In the end, the partial derivatives
∂L/∂θ1 are evaluated in the first layer. Such a procedure, now widely adopted in
training neural networks, is called back-propagation.
Let us represent an update to the parameters in iteration t as
θt+1 = θt + ∆t, (2.9)
with the initial parameter value θ1 being chosen randomly. Having computed the
gradient, the simplest version of gradient descent is to change each weight proportionally
to minus the corresponding partial derivative, which gives
∆t = −αt∇L(θt), (2.10)
where αt > 0 is an iteration-specific learning rate. Techniques have been proposed to
accelerate gradient descent by accumulating a velocity vector in directions of persistent
reduction in the objective across iterations, namely, the momentum method [70] and
Nesterov’s accelerated gradient (NAG) [62], with parameter updates
∆t = µ∆t−1 − αt∇L(θt), (2.11)
∆t = µ∆t−1 − αt∇L(θt + µ∆t−1), (2.12)
respectively, where µ ∈ [0, 1] is the momentum coefficient [92].
If the training data set D is an i.i.d. sample from joint distribution pX,Y , so are
the subsets Dt ⊆ D, and as such, they provide estimates of the expected loss. Us-
ing these noisy gradients instead of the gradient computed on all training data leads
to so-called stochastic gradient descent (SGD). It has been observed in practice that
with large, redundant data sets the stochastic version is considerably faster than the
original, sometimes by orders of magnitude [60, 45]. This has lead to SGD with momen-
tum acceleration being a predominant optimization technique for training deep neural
networks models [13].
In computer vision, a convolutional neural network (CNN) [44, 49] is typically a
model of choice [46]. As objects are usually decomposable into meaningful parts and
these into smaller motifs, which may occur anywhere in the image, it is unnecessary
to use fully-connected layers, especially in the lower levels of hierarchy. Instead, the
CNN models use collections of learned convolutional kernels for their linear compo-
nents, which operate only locally on a receptive field. Because of their properties and
their previously demonstrated capabilities, we used convolutional neural networks in
chapter 5 and 6 to process both multimodal image data and top-down 3D occupancy
maps, where the position of the objects within the horizontal plane is, in general, not
significant, nor is the in-plane rotation.
1A bias can be introduced by using an additional input x0 with constant value 1.
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Table 2.2. Confusion matrix for binary classifications with negative and positive classes. The
acronyms TN, FP, FN, FP denote the numbers of respective decisions.
Truth \ Prediction Negative Positive
Negative true negative (TN) false positive (FP)
Positive false negative (FN) true positive (TP)
2.4. Performance Metrics
During operation of a recognition system, some recognition trials typically fail. For a
binary classification task with negative and positive classes, often denoted 0 and 1 or
−1 and 1, respectively, evaluation metrics can be defined based on the binary confusion
matrix shown in Table 2.2. Correct decisions are on the diagonal.
Among commonly used metrics are precision, recall or true-positive rate (TPR),
false-negative rate (FNR), false-positive rate (FPR), and intersection over union (IOU),
defined as follows:
precision =
TP
TP + FP
, (2.13)
recall = TPR =
TP
TP + FN
, (2.14)
FNR =
FN
FN + FP
, (2.15)
FPR =
FP
FP + TN
, (2.16)
IOU =
TP
TP + FN + FP
. (2.17)
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Features
Much attention has recently been given to the methods based on matching local in-
variant features applied to 3D object recognition [41, 54, 9, 23, 53, 94], surface match-
ing [101, 102], or 3D point cloud registration [79]. One of the reasons is their compu-
tational efficiency and robustness to occlusion and clutter. Depth data acquired with
a typical range sensor suffer from non-uniform sampling density which comprises prob-
lems for many existing methods, namely [41, 53, 101]. These methods deal with this
problem usually by resampling the data prior to recognition which introduces extra
delay and computational costs.
We suggest an approach in which area of polygons is taken explicitly into account
in both establishing local reference frames and creating feature descriptors. This is a
natural way to avoid assumptions which do not hold or are hard to enforce. As a mesh
representation is often built for other purposes, this may come without any extra cost.
The rest of the chapter is organized as follows. First, we survey related work on
feature-based 3D object recognition and areas closely related. Then we describe our
method—new local invariant features and their use in 3D object recognition. Finally,
we conclude with an evaluation of the method using a publicly available dataset.
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3.1. Previous Work
Dorai and Jain [21] introduced a representation for 3D free-form objects using area-
weighted shape indexes. Their framework, nevertheless, uses a global object descriptors
in early matching stage and thus cannot be used for recognition of occluded objects.
Moreover, it requires the calculation of principal curvatures which are sensitive to noise
[53, 54]. Similarly, Rusu et al. [79] also do not use local reference frames but instead
compute histograms of invariant point-pair properties.
The spin images of Johnson and Hebert [41] represents a classical approach to object
recognition in cluttered scenes which is still used as a benchmark. It establishes a partial
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coordinate system and introduces invariance by a specific space parametrization. To
describe neighborhood of an oriented point a 2D histogram is created to accumulate
occurrences of neighboring points expressed in a cylindrical coordinate system without
the polar coordinate.
Most of the recently introduced methods use local reference frames as a means for
achieving invariance. Mian et al. [54] create local frames from oriented-point pairs
and accumulate surface area in a 3D histogram. In their later work [53] a local frame
is established from principal axes while feature scale is chosen to maximize the ratio
between these principal axes. The descriptor is created as a depth map of a smoothed
surface patch.
Corners found in dense 2D normal maps are used as features in [9, 64] to align multiple
range views and to recognize objects in cluttered scenes. The local frame is established
from the principal curvature directions.
Tombari et al. [94] emphasize the need for establishing repeatable local frames and
show how sign-disambiguation of basis vectors improves overall performance of the
detector. Note that the sign ambiguity affects many methods with local frames based
on principal components, e.g. [9, 53, 64].
Zaharescu et al. [101, 102] extract scale-invariant features from a triangular mesh
with a real-valued function defined over its points. Their feature detector seeks the
extrema of the Laplacian in scale space and establishes a local frame from the normal
vector and the gradient of the function. Their descriptor is a histogram of oriented
gradients projected on orthogonal planes.
Drost et al. [23] develop fast voting scheme using cheap point-pair features. Tentative
correspondences vote for a reference point on the model and a 1D rotation to recover
full rigid transform.
3.2. Invariant Features Construction
By features we mean local descriptions of data which can be matched with each other.
The key requirements on 3D features are invariance under specified class of transforma-
tions and robustness to noise. Specifically for recognition of rigid objects, we require
features to be invariant under rigid transformations so that features computed for the
same parts of the object viewed from different viewpoints match.
Our method operates on polygonal meshes. We regard mesh M as a tuple M =
(V,F), with vertices V = {vi} and faces F = {fi}. Each vertex is a 3D point, vi ∈ R3,
each face is an n-tuple of vertex indices. For a face fi, ci ∈ R3 denotes its centroid, ai its
area, and ni ∈ R3 denotes its normal vector. The normal vector of triangle fi = (1, 2, 3)
can be computed as ni =
(v2−v1)×(v3−v1)
‖(v2−v1)×(v3−v1)‖ .
3.2.1. Repeatable Local Frames
Importance of unique and unambiguous local frames in the process of feature extraction
and description was emphasized in [94] which shows that using ambiguous local frames
decreases performance of the descriptor.
Non-uniform sampling may negatively affect every stage of feature construction if
not treated carefully. The local frame is often established from principal components of
points [53, 94], with all points vi contributing equally to the corresponding covariance
matrix C = 1n
∑n
i=1(vi − µ)(vi − µ)T. Obviously, with local variations in sampling
density the covariance matrix and the corresponding local frame will change. In such
12
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Figure 3.1. Feature descriptor—histogram of normal projections with 12 orientation bins. (a)
Spherical support with local reference frame, (b) 12 orientation bins, (c) 4 spatial bins.
a case, an easy solution would be to weight each point by the surface area which it is
an exemplar for.
To obtain basis vectors and create a repeatable local frame which is robust to noise
we apply a procedure similar to [25] which estimates the local image orientation. In
our case, we seek a direction which agrees with most of the surface normals. Since
we assume the surface normals to be constant over individual polygons, we use their
surface areas as weights and maximize over b∑
i:fi∈Ns(p)
ai(b
Tni)
2 = bTCb, (3.1)
subject to ‖b‖ = 1, where C = ∑i:fi∈Ns(p) aininTi , p is the feature center, s a scale
factor, and Ns(p) the set of neighboring faces Ns(p) = {fi : ‖ci − p‖ < s}.
The two eigenvectors of C corresponding to the two largest eigenvalues in decreasing
order give first two basis vectors b1, b2. The first one, b1, is the minimizer of (3.1) and
defines the dominant orientation of the surface normals. The second one can be seen
as the dominant orientation of normal projections onto plane bT1 x = 0.
To obtain an unambiguous local frame we need to disambiguate sign of the basis
vectors. We follow a procedure based on [14] and change the sign of the first two basis
vectors bk, k = 1, 2, to make ∑
i:fi∈Ns(p)
ai sign(b
T
kni) (3.2)
non-negative. The third orthogonal basis vector b3 is then obtained as a cross product
of the first two, b3 = b1 × b2.
The procedure described above yields a unique and unambiguous local frame. It is,
nevertheless, susceptible to noise. For a near-planar surface only the first basis vector
is repeatable enough, the latter two will change arbitrarily in presence of noise. A
similar situation will occur in sign-disambiguation with (3.2) close to zero. To improve
robustness to noise we require both min(λ1/λ2, λ2/λ3), where λ1, λ2, λ3 are the eigen-
values of C in decreasing order, and |∑i:fi∈Ns(p) ai sign(bTkni)| to be higher than some
thresholds.
3.2.2. Feature Descriptor
To abstract from small spatial or angular displacements of the local reference frame we
choose a histogram-based descriptor, similar to MeshHOG of [101]—see Figure 3.1 for
an illustration.
The histogram essentially accumulates projections of face normals. Each area-weighted
face normal aini and its centroid ci within Ns(p) is projected onto three orthogonal
13
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Figure 3.2. Example model—triangular meshes obtained from subsampling measurement point
clouds. Model measurements subsampled to (left) |Vm| = 1.0, (middle) |Vm| = 3.2, and
(right) |Vm| = 10.0.
planes axis-aligned with basis vectors bk. The angular coordinate of the projected
normal determines weights of orientation bins, coordinates of the centroid projection
determine weights of spatial bins. Each vote, weighted by the radial coordinate of the
normal projection, is interpolated linearly between two nearest orientation bins and
bilinearly between 4 spatial bins. Three plane projections, 4 spatial and 12 orientation
bins yield a descriptor of overall length 3× 4× 12 = 144.
To make the descriptor scale-invariant, all the polygon areas could simply be nor-
malized by the feature scale squared, i.e. ai/s
2 would be used as a weight instead of ai.
However, we assume a fixed set of scales in our experiments. Unlike [101], we do not
need to normalize the descriptor afterwards because surface area itself is meaningful
and unambiguous quantity.
3.3. Object Recognition via Matching Local Features
The recognition method consists of off-line learning and on-line recognition. In the
off-line learning phase features are computed densely for the model. In the on-line
recognition phase features at the same scales are computed for the scene—but sparsely,
at random locations. The scene features are then matched with those of the model to
form a set of tentative correspondences, each one giving a preliminary estimate of the
object pose. The final object hypothesis is generated by a consensus-based procedure.
3.3.1. Model Description using Partial Views
Since objects are to be recognized in range images sensed from a single viewpoint, the
model description is also created from such views to account for self occlusion seen in
real scenes. For our experiments we rendered 16 views for each model from cameras
placed uniformly on a circle around the model, assuming common object positions.
These views were then subsampled by randomly choosing a subset of points Vm and
triangulated to obtain a mesh. Such a model view with varying mesh resolution is
shown in Figure 3.2. The number of points in a model view is denoted by |Vm| and is
given in thousands.
We avoid costly scale-space analysis by choosing feature scales prior to recognition
based on the model size, similarly to [9]. The scales for a model with diameter d are
chosen within interval [d/32, d/16] from a discrete set of scales which is shared between
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all models. Resulting features are then matched with only those computed at the same
intrinsic scale which reduces the number of potential mismatches.
Since partial views overlap, some features computed on these overlapping views might
be duplicate. We discard these redundant features simply by enforcing minimum dis-
tance s/8 between each pair of features, s being a feature scale.
3.3.2. Scene Description and Recognition
In the on-line recognition phase, the scene is first subsampled by randomly choosing a
subset of points Vs and triangulated to obtain a mesh. In the following, |Vs| denotes the
number of points in a scene and is given in thousands. Then, the features are computed
at a subset of vertices and matched with the model ones using the Euclidean distance.
For each scene feature, the two nearest model features are found and a tentative
correspondence with the first one is established if d1/d2 < τ , d1 and d2 being distances
to the model features, and τ some threshold. The purpose of this test, originally
described in [50], is to discard correspondences which are likely to be incorrect and
which may lead to an incorrect pose estimate. Incorrect correspondences also slow
down the process of pose estimation and thus it is beneficial to discard them early.
We set τ = 0.8 in all our experiments which discards approximately 90% of incorrect
correspondences and keeps 60% of the correct ones.
Each such correspondence gives an estimate of object pose, i.e., rotation R and
translation t which aligns model M to scene S following S = RM + t. The estimate is
obtained as
R = BsB
T
m, t = ps −Rpm, (3.3)
where Bs =
[
bs1 b
s
2 b
s
3
]
, Bm =
[
bm1 b
m
2 b
m
3
]
are matrices with the basis vectors,
ps, pm the locations of the scene feature and the model feature, respectively.
The consensus set of (R, t) consists of all estimates (Ri, ti) with α(R
T
i R) < 12
◦ and
‖t− ti‖ < d/10, where α(Q) is the rotation angle of Q in the axis-angle representation
and d the model diameter. The final object hypothesis is found as the estimate with
the largest consensus set.
3.4. Experiments and Results
In our experiments we use the publicly available dataset from Mian et al. [53, 54],
consisting of 5 models and 50 scenes acquired with a laser scanner. Each scene contains
from 4 to 5 objects with known ground truth for object poses and occlusion, see Figure
3.3 for an example. We exclude the model of rhino from our evaluation as in [9, 23, 53,
54] to allow direct comparison with prior work. Also, we manually corrected the ground
truth for scene 6 which accounts for an improvement of 0.5% in overall recognition rate.
3.4.1. Object Recognition in Real Scenes
We carry out the experiment of [54, 53] where the models are being recognized one by
one. If the final object hypothesis agrees with the ground truth, the recognition trial is
considered successful, otherwise it is a failure. Since there is no threshold for successful
alignment given in [53, 54], we use the same as [23], i.e. d/10, where d is the model
diameter, for the translation and 12◦ for the rotation.
The experiments were repeated for various mesh resolutions to study the effects of
subsampling. For all resolutions 1000 scene features were extracted at each feature
scale.
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Figure 3.3. Cluttered scene subsampled to |Vs| = 3.2 (left) prior to object recognition and
(right) with recognized objects overlaid.
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Figure 3.4. Recognition rate to occlusion for varying point cloud resolution.
We also evaluate the effects of occlusion, as defined in [41]. Using the highest reso-
lution |Vs| = 32.0, |Vm| = 10.0, we achieved the overall recognition rate of 98.4% and
100% recognition rate for objects with occlusion up to 84%. For the second highest
resolution, |Vs| = 10.0, |Vm| = 3.2, the recognition rate decreased to 98.8% for objects
up to 84% occlusion—see Figure 3.4. This is comparable or better than results reported
on this dataset so far—Bariya and Nishino report 97.5% [9], Drost et al. 97% [23]. In
Table 3.1 a more detailed comparison is given.
All experiments were performed on Intel Core i7-740QM at 1.73GHz with 4GB RAM,
using a MATLAB implementation. Run times per object for various mesh resolutions
are reported in Table 3.2, where the preprocessing denotes subsampling the data, tri-
angulating the points, and computing surface normals. We list run times of [23] for
easy comparison, though their method was implemented in Java. Except the lowest
resolution, our method outperforms [23] τd = 0.025 in terms of recognition rate and
run time. Still, we assume that a significant speed-up is possible through optimization
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Table 3.1. Feature-based object recognition—comparison of recognition rates.
Method < 80% < 84% Overall
Johnson and Hebert [41] - 87.8% [54] -
Drost et al. [23] τd = 0.04 - 89.2% -
Mian et al. [53] > 95% - -
Mian et al. [54] - 96.6% -
Drost et al. [23] τd = 0.025 - 97.0% -
Bariya and Nishino [9] - 97.5% -
|Vs| = 3.2, |Vm| = 1.0 95.5% 92.9% 87.8%
|Vs| = 10.0, |Vm| = 3.2 99.2% 98.8% 97.3%
|Vs| = 32.0, |Vm| = 10.0 100.0% 100.0% 98.4%
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Figure 3.5. Precision to recall for varying point cloud resolution..
and parallelization.
3.4.2. Object Detection
To illustrate what the performance might be in a more generic scenario we evaluate
our method in terms of precision-recall by varying the minimum consensus set size. In
this experiment, after generating an object hypothesis, its consensual correspondences
are removed from further processing and another largest consensus set is sought. Ob-
ject hypotheses are being generated until there is no sufficiently large consensus set of
correspondences.
Resulting precision-recall curves for various mesh resolutions are given in Figure 3.5.
Considering the middle mesh resolution and required precision level 95%, 93.6% recall
can be achieved. From the other side, allowing at most 5% objects to be missed, 93.7%
object hypotheses will be correct.
3.5. Conclusion
We addressed the problem of non-uniform sampling which is inherent in typical range
sensing methods. Operating on polygonal meshes, the proposed method overcomes the
problem by exploiting surface area in both establishing local frames and creating feature
descriptors. On a standard publicly available dataset [53, 54] we achieved recognition
17
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Table 3.2. Run time per object for varying model resolution.
Method Preproc. Recog. Total [s]
Drost et al. [23] τd = 0.04 - - 1.97
Drost et al. [23] τd = 0.025 - - 85
|Vs| = 3.2, |Vm| = 1.0 0.2 10.8 11
|Vs| = 10.0, |Vm| = 3.2 1.3 16.7 18
|Vs| = 32.0, |Vm| = 10.0 12.2 31.1 43
rates superior to those previously reported, successfully recognizing all objects with
occlusion up to 84%. The results indicate that proper weighting should be employed
throughout the whole process of feature extraction and description.
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4. Point Cloud Registration—Evaluation on
Challenging Datasets
Point cloud registration has many applications including mobile robotics, object mod-
eling, and object recognition and pose estimation. It is a crucial step of the most com-
monly used methods for Simultaneous Localization and Mapping (SLAM), whether op-
erating on the data from laser scanners or consumer-electronics RGB-D sensors, which
have become widely available.
A variant of the Iterative Closest Points (ICP) algorithm is often employed to solve
the task— see [12, 15] for the seminal papers on its point-to-point and point-to-plane
formulations, respectively, or [81] for a generalization of these two methods. Despite
many advantages of the algorithm, including real-time operation in some settings, the
ICP algorithm has several drawbacks. Being an iterative local minimization method, it
is sensitive to the initial alignment of the point clouds to be registered and their mutual
overlap. As shown by [72], an inaccurate initial alignment or a low overlap between
laser scans may deteriorate the accuracy of registration severely.
In order to overcome the limitations of the ICP algorithm, methods to establish global
correspondences based local feature descriptors were suggested, such as [79, 53]. Since
ICP performs very well if started within the basin of convergence, the coarse alignment
obtained from these global methods often serves as an initial guess for ICP [53]. In
modeling of objects from their partial views, ICP has been used to verify established
correspondences and to refine registration provided from these [55].
Several alternative approaches have also been proposed. Instead of the special-
purpose ICP formulation, Fitzgibbon [28] approached the registration problem as a
general non-linear optimization which allowed to incorporate robust estimation via a
Huber kernel. In 3D Normal-Distribution Transform (3D-NDT) [51], the surface is rep-
resented by a Gaussian Mixture Model and registration is also carried out by standard
methods from numerical optimization. 4-points congruent sets (4PCS) are sought and
matched in [4]. Despite the fast matching procedure proposed in the paper, for n input
points the number of all possible coplanar 4-tuples is still O(n4), which presents a major
issue, especially for scans with large planar regions. The computational efficiency of
this method was later addressed in [93] by creating 4-tuples from sparse local features
instead of points.
Even though many registration algorithms have been proposed, their fair comparison
is still difficult due to a lack of datasets which would capture variety of scenes robots
may encounter in the real world. A notable contribution to this area is due to [73, 72]
which provide an experimental protocol using six medium-sized datasets with accurate
ground-truth poses, capturing diverse environments, both indoor and outdoor, ranging
from an apartment to a woodland area. This experimental protocol constitutes a basis
for our evaluation. An example pair of reading and reference point clouds are shown in
Fig 4.1. The same protocol has previously been used in evaluating 3D-NDT in [36, 52].
The contribution presented in this chapter is threefold.
• We extend the local features from [68] by introducing keypoint detection and mod-
ifying the underlying method for establishing local reference frames. The method
is evaluated on challenging real-world datasets, showing that for a moderate overlap
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(a) Gazebo, overlap 0.39
(b) ETH, overlap 0.59
(c) Wood, overlap 0.89
Figure 4.1. Data from the experimental protocol. Reading and reference point clouds (left)
prior registration and (right) aligned according to ground truth. The reference is displayed
in blue, the reading in orange tones.
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between the laser scans, it provides a superior registration accuracy compared to four
local methods [12, 15, 81, 51] and another three global methods [4, 93, 79].
• Underlying components of the method, namely the keypoint detection and the local
reference frames, are evaluated with respect to the task, along with the effects of their
respective parameters, and general suggestions are given concerning specific design
choices.
• For local reference frames, we compare three methods for sign disambiguation of the
basis vectors. One of these methods is novel and achieves better repeatability than the
general method of [14] used in the Signature of Histograms of Orientations (SHOT)
[94]. The results also justifies using the sensor position for sign disambiguation in
situations when it is known.
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4.1. Methods
4.1.1. Feature-Based Registration
We formulate the registration task according to [72]. Given two point clouds, reading
P1 ⊂ R3 and reference P0 ⊂ R3, the task is to find a rigid transformation T0←1 such
that p0 = T0←1(p1) for corresponding points p1 ∈ P1, p0 ∈ P0. In homogeneous
coordinates, this is a linear transformation[
p0
1
]
= T0←1
[
p1
1
]
=
[
R0←1 t0←1
0T 1
] [
p1
1
]
, (4.1)
with R0←1 being a 3-by-3 rotation matrix, t0←1 a 3-by-1 translation vector, and 0T
a 1-by-3 zero vector. Points pi can be assigned additional properties, such as surface
normal ni, saliency hi, or a descriptor di, where the subscript denotes the index of the
corresponding point.
The task is directly related to finding correspondences from the reading to the ref-
erence. From a set of tentative correspondences, found by matching local descriptors
of the data, the transformation can be estimated using a robust estimator, such as
Random Sample Consensus (RANSAC) [27].
We first introduce a general framework for point cloud registration based on match-
ing local invariant features. Within such a framework, underlying components of the
method are then evaluated.
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4.1.2. Keypoint Detection
Keypoints are selected as extrema of a saliency measure, which determines the kind of
structures being sought in the data and directly affects repeatability and robustness of
the detection. Fixed-scale and adaptive-scale detectors can be distinguished [95]—the
former are given scale as a parameter, the latter seek characteristic scales within a scale-
space representation of the data, which need to be constructed for these purposes. We
will not consider scale-adaptive detectors for the registration task since the scale is not
ambiguous with the data from calibrated sensors, relevant scale changes are unlikely
to occur in reality, and because seeking characteristic scale introduces an additional
source of errors which affect all the following stages. We restrict feature matching to
include only features of the same scale.
Local extrema are obtained via non-maxima suppression where only the keypoints
with locally maximal saliency are retained. Specifically, a keypoint at point p with
saliency h is kept only if h ≥ hi for all i ∈ Nσ(p), where Nσ(p) is a set of point
indices within the σ-neighborhood of p. Points p with |Nσ(p)| < 10 are excluded from
keypoint detection.
We consider two types of keypoint detectors. The first uses the covariance matrix of
points,
Cp =
1∑
iwi
∑
i∈Ns(p)
wi(pi − µ)(pi − µ)T, (4.2)
where µ = 1∑
i wi
∑
iwipi, the second type uses the covariance matrix of normals,
Cn =
1∑
iwi
∑
i∈Ns(p)
winin
T
i , (4.3)
where wi are weights assigned to individual points, Ns(p) is a set of neighboring points
of p, {i | ‖pi − p‖ ≤ s}.
The eigenvalues of these covariance matrices will be denoted by λ1, λ2, λ3 in their
decreasing order, and their corresponding eigenvectors by q1, q2, q3. We consider the
following saliency measures as functions of the eigenvalues: min(λ1λ2 ,
λ2
λ3
), λ1, λ2, λ3,
λ1
λ2
,
λ2
λ3
.
Despite an intuitive geometrical meaning of the saliency measures, this may not
directly correspond to their quality in terms of repeatability of the corresponding key-
points. Therefore, we evaluate several such measures in order to select the most suitable
for the task at hand.
Some of these saliency measures have previously been used. For example, [104]
uses the smallest eigenvalue λ3 of Cp and several methods based on Cn have been
implemented in the Point Cloud Library [78], including the one using λ3, which can
be seen as a direct extension of [85] but replacing the image gradients with the surface
normals. We provide an experimental evaluation which compares them with possible
alternatives and justifies their usage with challenging real-world data.
For the keypoints found in this stage we establish local reference frames and compute
the descriptors.
4.1.3. Local Reference Frames
Local reference frames are the key means to achieve the desired level of descriptor invari-
ance. Although the Cartesian coordinate system is the most common today [104, 94, 68],
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there are methods using a single reference axis [41], or no local frames at all [79]. Using
reference frames yields several advantages. First, the three-dimensional distribution of
points can be captured by the descriptor to increase its discriminative power. Second,
each feature correspondence can provide an estimate of the transformation between the
laser scans.
As noted by [94], although many methods rely on repeatable local frames, the im-
portance of its particular choice is underrated. A common approach followed by many
methods is to establish the basis of the reference frame from the eigenvectors of the
feature covariance matrices as defined above.
As discussed in [14], singular value decomposition (SVD) of a matrix is unique only
up to a reflection of each pair of singular vectors ui,vi since σiuiv
T
i = σi(−ui)(−vi)T
for every pair of singular vectors. The same applies to eigenvalue decomposition of
real symmetric matrices. Disambiguating the sign of the eigenvectors is thus needed
to obtain a unique and unambiguous reference frame [94]. Right-handedness of the
reference frame is then enforced by setting one of the basis vectors to the cross product
of the remaining two.
Zhong [104] uses the eigenvectors of the point covariance matrix Cp but does not
disambiguate their signs. Tombari et al. [94] use the eigenvectors of the point covariance
matrix Cp, replacing µ by the feature position p and using wi = 1 − ‖pi − p‖/s for
the weights, s being the scale, and follow the general procedure of [14] to disambiguate
signs. The eigenvectors of Cn are used in [68], with weights wi assigned based on the
surface area of the respective polygons.
Throughout this paper, Qi denotes the orthonormal basis of the local reference frame
associated with point pi, and contains the eigenvectors q1, q2, q3 in its columns. We
consider three different methods of sign disambiguation, applied individually to each
eigenvector q.
• The first, used in [94, 68], changes the sign of q to make∑i sign (pi − p)Tq positive—
we refer to this method as support.
• The second, denoted mean, reverses the sign of q if (µ − p)Tq < 0, where p is
the feature position and µ the centroid of the points within the local neighborhood
defined above. This method has not been used, to our knowledge, to establish local
reference frames.
• The third, denoted sensor, assumes the sensor origin s is known and reverses the sign
if (s−p)Tq < 0. This is a commonly used method for ensuring consistent orientation
of estimated surface normals when the sensor position is known, yet it is less common
in disambiguating all axes of local reference frames.
4.1.4. Feature Descriptor
We use the descriptor of [68] with 3 × 3 in-plane spatial bins and 8 polar bins. The
descriptor is created by projecting the points within the neighborhood and their corre-
sponding normals onto three planes spanned by pairs of the basis vectors, and accumu-
lating the projections into histograms. Each oriented point casts weighted votes into
the two nearest polar bins, given by the normal projection, and into the four nearest
spatial bins, given by the point projection. The weights are proportional to relative
proximity to each histogram bin and inversely proportional to the local surface sam-
pling density (the area of the corresponding polygon was used in [68]). See Fig 4.2 for
an illustration, and [68] for more details regarding the descriptor and its application to
object recognition.
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Figure 4.2. Feature descriptor—histogram of normal projections with 8 orientation bins. (a)
spherical support with local reference frame, (b) 8 orientation bins, (c) 4 spatial bins.
4.1.5. Pose from Correspondences
Invariant descriptors are used to establish tentative correspondences from reading to
reference. Let p1, p0 be a pair of points from reading and reference, respectively, and
d1, d0 their associated descriptors. Then a correspondence is established if d0 is the
among three nearest neighbors of d1 from the set of the reference descriptors and d1 is
among three nearest neighbors of d0 from the set of the reading descriptors.
The pose is estimated from the set of tentative correspondences via Locally Optimized
RANSAC [19]—pairs of correspondences, drawn randomly from the set, generate model
poses and the pose maximizing the number of consensual correspondences is sought.
The maximum number of iterations is estimated online, by setting the probability of
missing the inlier set to η = 1/100 (see [19] for details). To generate the model poses,
and to refine the pose from consensual correspondences, we use the method of [98] to
find
argmin
R0←1,t0←1
∑
i
‖R0←1p1,i + t0←1 − p0,i‖2 + ‖R0←1n1,i − n0,i‖2 (4.4)
for matching point positions p0,i, p1,i and normal vectors n0,i, n1,i. Before creating
the model pose, we check that feature distances are consistent among both the point
clouds and ignore the inconsistent samples.
Correspondences of the surface normals were used to generate model poses (from a
pair of correspondences) and to locally optimize the model when up to five consen-
sual correspondences were available. With more correspondences, the benefit of these
terms vanished and minimizing the criterion based solely on the corresponding posi-
tions yielded more accurate pose estimates. Inlier threshold for a correspondence to be
considered consensual was twice the scale of non-maxima suppression.
4.1.6. Data Set and Experimental Protocol
The laser registration datasets of [73] are used for experimental evaluation of the method
and its components. The datasets were recorded with a laser rangefinder mounted
on a tilting platform. For each scan the ground-truth position and orientation was
obtained using a theodolite. The datasets contain both indoor and outdoor scenes,
structured (an apartment, buildings) and unstructured environment (woodland area, a
mountain plain), and dynamic elements with varying time spans (intra-scan and inter-
scan motions, seasonal changes).
An experimental protocol for evaluation of point cloud registration methods is in-
troduced in [72] by selecting pairs of scans from the datasets. From each dataset, 35
pairs of laser scans were selected to ensure approximately uniform coverage of the scan
overlap from 0.3 to 0.99. The overlap is defined as the ratio of points from P1 for which
a matching point exists in P0.
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For each pair of point clouds 3× 64 perturbations from the ground-truth alignment
were generated to serve as initial alignments, 64 from each of the three Gaussian dis-
tributions with increasing variance. This establishes three classes of registration tasks
with increasing difficulty, called easy, medium, and hard poses and constitutes a com-
mon ground for assessing sensitivity to initial alignment. As the feature-based methods
are mostly insensitive to initial alignment of the point clouds we only use the first hard
pose for each pair for their evaluation.
After transforming the reading point cloud to the initial pose, both point clouds are
preprocessed as follows. First, the points with distance to the sensor less than 1 m
or greater than 20 m are removed. Then, the point clouds are subsampled to achieve
a maximum sampling density about 100 m−2 and surface normal is estimated at each
point kept by fitting a plane to its 15 nearest neighbors before subsampling. The
normals are reoriented to point towards the sensor.
The datasets are particularly challenging due to several reasons. Our results suggest
that the main difficulty comes with a low overlap between some of the point cloud
pairs and sometimes prevailing repetitive structures, especially in the ETH dataset.
Variations due to viewpoint change, sampling and noise seem to be relatively high
compared to those induced by the variability in the scene itself.
Another difficulties comes with the sensing device—large parts of the scene are oc-
cluded by the moving platform itself, namely the poles on which the prisms are mounted.
Tilting the laser also causes a very nonuniform sampling density, which increases to-
wards the axis of rotation. Nevertheless, these are all difficulties which might need to
addressed in applications and therefore we consider this to be a good benchmark for
evaluation of registration methods.
4.2. Results
Prior to evaluating the registration method as a whole following the protocol of [72],
we evaluate keypoint detection and local reference frames using a small number of laser
scans and fix their parameters. The following parameter choices are assessed:
• type of the features used (points, normals),
• scale of the keypoint detection and the local reference frames,
• weights assigned to the features (normalized distance from feature point [94], surface
area [68]),
• method of sign disambiguation (support, mean, sensor),
• pairs of basis vectors to ensure right-handedness of the local reference frames (q1×q2,
q2 × q3, q3 × q1).
4.2.1. Repeatability of Keypoint Detection
For keypoint detection we measure relative keypoint repeatability similarly to [95], as
the ratio of the repeatable keypoints to all keypoints extracted from the reading. A
keypoint is said to be repeatable if, after being transformed into the reference by the
ground-truth transformation T0←1, its nearest neighbor among the keypoints detected
in the reference is closer than some threshold. We set this threshold to be the same as
the scale of non-maxima suppression.
As discussed in [56], the density of the extracted keypoints may affect the repeata-
bility score—trivially extracting all the points would yield high repeatability. Thus, we
include an experiment similar to the “Quantity Bias” experiment from [95], where only
a limited number of the most salient keypoints are extracted to evaluate the keypoint
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Figure 4.3. Repeatability of keypoints for various saliency measures. Repeatability of keypoints
from (left) points and (right) normals for each saliency measure.
detector. The repeatability score is also computed for the same number of randomly
extracted points to assess the ratio of keypoints being matched by accident.
Regarding the feature weights, we have not found any to be significantly better than
the others across all scales, both in keypoint detection and local reference frames, and
therefore only the unit weights are considered further. From scales ranging from 0.25 m
to 1.0 m, 0.35 m provides best performing parameter combinations and is therefore
selected to report the quantitative results below. This scale is also used in the point
cloud registration experiments.
For each feature type, we report the results for the saliency measures in Fig 4.3.
The saliency measure λ3 provides the best results for both feature types, with a large
margin for points. It selects the regions where the minimum variance of the features in
any direction is locally maximum, informally speaking, where the features spread in all
directions most evenly. Note that the relative order of the saliency measures tends to
be stable with the increasing number of selected keypoints, with only a few exceptions.
4.2.2. Repeatability of Local Reference Frames
To evaluate the repeatability of the local reference frames, several metrics have been
proposed—[94] measures the mean cosine of the corresponding axes, [67] aligns the z
axes before measuring the cosine of the x axes to decorrelate the two measurements.
In our experiments, we apply the same metric we use to quantify the rotation error of
the registration itself.
Specifically, if Q1 and Q0 are the bases of the corresponding local reference frames
from the reading and the reference, respectively, and R0←1 is the ground-truth rotation,
the displacement of the reference frames is computed as
eq = arccos
(
tr(R0←1Q1QT0 )− 1
2
)
. (4.5)
This measures the minimum angle of rotation needed to align the two bases and provides
an upper bound on displacements of individual axes.
For the selected pairs of laser scans, 250 points are randomly selected from their
overlapping parts where the local reference frames are established. The displacement
eq is then computed for such corresponding reference frames.
As mentioned above, we further consider only the unit weights as other alternatives
do not provide significant advantage. From scales 0.5 m to 2.0 m, the larger ones were
found to provide more repeatable local reference frames and were also most frequent
among the best performing combinations. All the results below are given for the scale
fixed to 2 m.
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Figure 4.4. Local frame displacement. Average displacement eq of the corresponding local
reference frames for (left) sign disambiguation methods and (right) pairs of disambiguated
vectors ensuring right-handedness of the basis.
The average displacements for the sign disambiguation methods and the pairs of
disambiguated vectors are shown in Fig 4.4. Note that we show the results with the
remaining parameters having their optimal values—for example, the result for points
and sign disambiguation based on the sensor uses q2×q3 to comply with the right-hand
rule but the similar result for normals uses q1 × q2 as these eigenvectors are easier to
disambiguate for this feature type.
Fig 4.4 (top) shows that the sensor origin provides the strongest hint for the sign for
both feature types, for points with a large margin, and therefore should be preferred
to the others. In situations where the sensor origin is not available, the mean method
outperforms the general method of [14, 94], here denoted support, when using points as
features. For normals, these two methods perform comparably.
Fig 4.4 (bottom) shows that the most repeatable direction, including the sign, corre-
sponds to the surface normal or a related direction, i.e., the 3rd basis vector for points,
and the 1st basis vector for normals. The sign of this direction should therefore always
be disambiguated directly, using an appropriate method, and not be given by the cross
product of the remaining vectors.
4.2.3. Registration
In this section, we evaluate our method using the experimental protocol described above
and compare it to state-of-the-art methods [81, 51, 79, 4, 93].
Let Tˆ0←1 be the estimate of the ground-truth transformation T0←1 which aligns the
reading with the reference. To assess the quality of the registration, [72] defines the
residual transformation
∆T = Tˆ0←1T−10←1 = Tˆ0←1T1←0 =
[
∆R ∆t
0T 1
]
(4.6)
and computes registration errors er and et from its rotational and translational compo-
nents, ∆R and ∆t, such that
er = arccos
(
tr(∆R)− 1
2
)
, (4.7)
et = ‖∆t‖, (4.8)
where tr(∆R) denotes the trace of ∆R. The rotation error er corresponds to the angle
of rotation in the axis-angle representation. To allow an interpretation in terms of
accuracy and precision, [72] suggests to use robust error statistics, namely the 50th,
75th and 95th percentiles of empirical distributions of the errors, referred to as A50,
A75, A95. We follow this convention in our evaluation.
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Figure 4.5. Point cloud registration accuracy. Distribution of (left) rotation and (right) trans-
lation errors for (top) all reading-reference pairs from hard poses and for (bottom) the pairs
with overlap at least 0.75. A50, A75, and A95 denote the 50th, 75th, and 95th percentiles.
From local methods, we include in comparison Generalized ICP (G-ICP) [81] and
3D Normal-Distribution Transform (3D-NDT) [51] which is applied in a coarse-to-
fine fashion with voxel sizes 2 m, 1 m and 0.5 m. For a complementary evaluation of
3D-NDT, please refer to [89, 20, 36, 52]. From global methods, we include another
method based on matching local features, namely the Fast Point-Feature Histograms
(FPFH) with Sample Consensus Initial Alignment (SAC-IA) [79], and two alternative
approaches, namely 4-Points Congruent Sets (4PCS) [4] and its keypoint-based variant
(K-4PCS) [93].
In general, same preprocessing steps were used as for the proposed method except
for 4PCS and K-4PCS for which we had to limit the number of input points to reduce
running time, by using maximum density of 4 m−2 and limiting maximum number of
points to 500. For computing FPFH we used the common feature scale 2 m, SAC-IA
used three tentative correspondences for each feature and minimum feature distance
of 1 m to generate model poses. All the state-of-the-art methods were implemented in
Point Cloud Library [78].
The rotation and translation errors, er and et, for the samples from the hard poses
are summarized in Table 4.1 (the best result for given percentile is typeset in bold).
We also include the baseline results from [72] for the point-to-point (Point) [12] and
point-to-plane (Plane) [15] ICP variants to allow easy comparison. Moreover, Fig 4.5
shows the full distributions of the errors achieved by the proposed method.
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4. Point Cloud Registration—Evaluation on Challenging Datasets
All methods considered in this paper fail in many cases, sometimes producing pose
estimates which are further from the ground truth than the initial poses. Such results
would most likely be unsatisfactory for any SLAM application. We also list the results
for the reading-reference pairs with the overlap ratio at least 0.75 as the insufficient
overlap seems to be the main cause why the methods based on matching invariant
features are failing—see the bottom half of Table 4.1. Across higher overlap ratios,
these methods yield good results in majority of cases.
Interesting fail cases are obtained with the ETH dataset—despite all methods failing
to provide a reasonable translation estimate in most cases (A50 ≥ 2.37 m), the feature-
based methods consistently provide very accurate estimates of rotation. Moreover, our
method even achieves the highest rotation accuracy on this dataset, contrary to a rather
low translation accuracy. This is due to the regular structure of the environment with
many repetitive patterns with similar orientation—even if these features are mismatched
with each other, the rotation can still be estimated correctly from their correspondences.
See Fig 4.6 for a visualization of consensual feature correspondences.
Average registration errors across all datasets are summarized in Table 4.2, together
with running times. The proposed method provides the most accurate estimates of
rotation for all reading-reference pairs with hard initial poses, while 3D-NDT provides
the most accurate estimates of translation. For relative overlap at least 75 percent,
nevertheless, the proposed method provides superior accuracy in both rotation and
translation. Average running time of our method, 14 s, is less than 6× higher than that
of the fastest local method, which is the point-to-point ICP, and about 3× lower than
that of the second fastest global method, which is K-4PCS. Having been implemented
in Matlab, our method can still benefit from further optimizations achieved by using a
compiled language. Other methods were implemented in C++ as a part of the Point
Cloud Library [78].
Table 4.2. Average errors and running times of registration methods.
Method Rotation Translation Time
Point [12, 72] 0.97 (0.85) 2.60 (1.52) 2.5± 2.0 s
Plane [15, 72] 1.05 (0.91) 3.09 (1.89) 4.1± 2.9 s
G-ICP [81] 0.83 (0.71) 2.71 (1.80) 3.1± 2.9 s
3D-NDT [51] 0.84 (0.70) 1.98 (1.29) 4.7± 3.4 s
FPFH [79] 0.59 (0.19) 3.13 (1.00) 119.5± 80.1 s
4PCS [4] 0.85 (0.45) 3.57 (1.67) 47.0± 272.8 s
K-4PCS [93] 1.21 (0.87) 4.67 (2.80) 55.8± 154.3 s
Ours 0.32 (0.03) 2.66 (0.58) 14.0± 18.8 s
All errors listed are on hard poses, rotation error er is in radians, translation error et
in meters, time shown is mean ± standard deviation. Errors for point cloud pairs of
relative overlap at least 75 percent are listed in brackets. The best result is printed in
bold. All methods but ours are implemented in C++ as part of the Point Cloud
Library [78], ours is implemented in Matlab.
4.3. Conclusion
In this chapter, we extended the local features of [68] by introducing keypoint detection
and using a more robust method of the underlying local reference frames. The method
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(a) Gazebo, overlap 0.36, 19 inliers (b) Gazebo, overlap 0.50, 19 inliers
(c) Gazebo, overlap 0.50, 52 inliers (d) Apartment, overlap 0.57, 10 inliers
(e) ETH, overlap 0.67, 99 inliers (f) ETH, overlap 0.92, 206 inliers
Figure 4.6. Consensual feature correspondences for the proposed method. The reading and
reference point clouds are displayed in orange and blue tones, respectively, aligned with each
other using the ground-truth pose. Black lines connect the corresponding features from the
consensual set, i.e., the inliers, marked by red circles and blue squares. The markers would be
concentric in case of a perfect match. Reading-reference pairs are shown in order of increasing
overlap, listing the dataset, their overlap, and the number of inliers for each. Mostly accurate
pose estimates are shown, except in (e), which shows an inaccurate translation estimate due
to repetitive structures in the ETZ dataset.
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was evaluated on a set of challenging real-world datasets [73]. We compared the method
to state of the art—two local-optimization-based methods (Generalized ICP [81] and
3D Normal-Distribution Transform [51]) and three global-search-based methods (Fast
Point-Feature Histograms with SAC [79] and two variants of the 4-Points Congruent
Set method [4, 93]). The experimental protocol from [72] provided a sufficient level of
difficulty for both classes.
Failures of the feature-based methods, ours and [79], are mostly due to low overlap
between the point clouds and repetitive structures which prevail in some of the scenes,
especially in the ETH dataset. Nevertheless, for overlap ratios above 0.75 the pro-
posed method achieves the highest accuracy and could also be used to initialize the
local methods which achieves high accuracy when an initial estimate within a basin of
convergence is provided.
The evaluation of its underlying components suggests that the points constitute a
more solid base for both detecting keypoints and establishing local reference frames than
the surface normals. Local maxima of the smallest eigenvalue of the feature covariance
matrix provide most repeatable keypoints for both of the feature types. Note that this
corresponds to the well-known method image-based keypoint detector of [85].
Sign disambiguation of the basis vectors proved to be a very important aspect in
creating repeatable local reference frames. For situations in which the sensor position
is not known, we proposed a novel method which achieves better repeatability than the
general method of [14] used in the SHOT descriptor [94]. The results also confirmed
that the sensor position, when it is known, provides a very informative clue for sign dis-
ambiguation and justified its usage therein. Another conclusion can be made regarding
which vectors should ensure a right-handed coordinate system—vectors close to surface
normal are the easiest to disambiguate and should thus be used preferably.
We see many possibilities for improving the overall accuracy of registration which
can be addressed in future work, namely
• introducing a verification step to ensure that the geometric constraints are met and
the open-space assumption is not violated,
• detecting repetitive structures to reduce mismatched features, or
• using higher-level knowledge to identify, recognize, and match distinguished objects
in the scene.
32
5. Guiding Simultaneous Exploration and
Segmentation
Segmentation of objects in an unknown environment from sensory data captured by a
mobile robot is crucial for many applications including search & rescue (SAR) missions.
In a typical SAR scenario, a human operator or a global planner provides a coarse
exploration path along which the measurements are to be collected, registered and
processed. Since most of the sensors have a limited field of view and the exploration
time is a common issue, resulting coverage of the environment by the sensors is often
incomplete, which may decrease the performance of object detection. When sensors
are located on pan-tilt units, the dimensionality of the exploration planning task is
huge and does not allow for real-time replanning when new data arrive. We propose
a novel reactive control of body-mounted pan-tilt sensors for accurate classification
of data gathered along a given exploration path. We call this problem simultaneous
exploration and segmentation with incomplete data (SES).
The proposed method is demonstrated on the problem of human segmentation on
a mobile SAR robot, which is equipped with a static panoramic RGBD sensor and a
pan-tilt thermal camera (T) with a small field-of-view, see Fig. 5.2. Since temperature
is an important cue for detecting humans in SAR, a segmentation-friendly control of
the pan-tilt unit is needed for compensating the limited sensor coverage and maintain
accurate segmentation. We design a (re)active human body segmentation algorithm in
which deep convolutional neural networks (CNNs) simultaneously segment humans in
incomplete RGBDT data and control pan of the thermal camera to minimize segmentation
error.
CNNs have recently been shown to be a powerful representation for both classifica-
tion [42] and control [47]. However, the success of CNNs is usually conditioned either
by (i) a large number of labeled training examples [42, 58, 48], or (ii) a careful initial-
ization [49, 47]. We show that in contrast to a general reinforcement learning task, the
structure of SES allows for an efficient policy initialization.
In particular, we first extend Long’s segmentation CNN [49] by depth and both depth
and thermal modalities, and retrain it on our own human/background-annotated RGBDT
dataset. These segmentation CNNs are further used for self-supervised training of a
control sub-network, on data without any annotation, which estimates potential impact
of thermal measurements on the classification error. The control sub-network is further
extended by sub-sampling and fully connected layers and trained to predict the long-
term impact of possible thermal-camera motions on the classification error. To train the
control CNN efficiently, we propose a guided Q-learning algorithm, which uses optimal
trajectories estimated by a Mixed Integer Linear Programming (MILP) planner to guide
the exploration of the Q-learning and consequently avoids poor local optima.
Contributions of this chapter are four-fold: (i) We make two RGBDT datasets with
annotated humans publicly available, one being composed of semi-synthetic images from
a structured-light sensor, and the other one composed of panoramic images captured
by a mobile search & rescue platform equipped with a time-of-flight sensor. (ii) We
show how a pretrained segmentation network [49] can be extended by depth and thermal
modalities. (iii) We propose guided Q-learning and show that it outperforms non-guided
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Figure 5.1. (top) Panoramic RGB image with segmented humans outlined by green and ma-
genta contours, as given by the CNN-based segmentation models using either only RGBD data
or the data with an additional thermal modality. The reprojected thermal measurements
collected up to the current time are emphasized by blue overlay. (bottom) Reconstructed
and segmented voxel map with accumulated thermal measurements displayed in blue color.
Light red denotes the voxels marked as corresponding to human based on RGBD data only,
dark red denotes the voxels marked as human based on the data with additional temperature
measurements. Robot path with positions is denoted by black arrow with dots and selected
thermal viewpoints are outlined by blue cones. Thermal camera is controlled to maximize
the long-term sum of ∆.
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Q-learning of Mnih et al. [58]. (iv) We suggest self-supervised policy initialization for
instances of the SES problem.
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5.1. Previous Work
A very recent overview [8] provides a comprehensive survey of the active perception
research in the last four decades. The overview also suggests a basic taxonomy of active
perception by defining the essential active pentuple why, what, how, when, where.
Doumanoglou et al. [22] use two robotic arms for folding an unknown piece of cloth.
Since the type of cloth is crucial for the folding strategy, it is recognized from RGBD data
(Kinect). One view is usually insufficient; the robotic arms have to act purposively.
The arms turn the cloth around to provide an alternative view. The turning action is
implicitly learned with decision forests.
Jia et al. [39] propose a framework that actively decides the next best view (NBV)
for the object recognition tasks. It evaluates similarity based on an implicit shape
model, a prior for the model, and a prior for the views. The problem is converted into
a classification problem and a boosting algorithm is learned for combining the three
information sources.
The active visual segmentation approach proposed by Mishra et al. [57] understands
the activity very much differently from us. The authors propose an automatic seg-
mentation method given a fixation on an object or a scene part. An initial fixation is
further refined by choosing certain points on the skeleton of the segmented object.
Shubina and Tsotsos [86] propose a strategy for finding a target object in an unknown
3D world within a fixed time budget. Both the search space of object locations and
that of robot positions is tessellated, into a 3D and 2D grid, respectively, and the sensed
sphere [100] is used to represent surroundings of the camera. The execution time of
each action includes robot movement, and image acquisition and analysis. Since Ye
and Tsotsos [100] proved this task be NP-hard, the authors propose a greedy two-stage
strategy which first selects where to look next, and then where to move next.
Andreopoulos et al. [6] share many concepts with [86], notably the concept of 3D
search space grid, here called target confidence map. Their work adds an obstacle map
and a multi-view visual detector. The core contribution is a probabilistic update of
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both the target confidence and the obstacle map. The planning is greedy—next best
view and position (of a humanoid robot) is selected.
Johns et al. [40] propose an active multi-view recognition method. They decompose
the multi-view object classification task into a set of independent two-view classification
tasks, each dealing with a single image pair. In this setting, the number of pairs for
classification increases quadratically with the number of views, which becomes imprac-
tical for longer trajectories. They also show how to use this pair-wise decomposition
in a trajectory optimization aimed at maximizing recognition accuracy—they estab-
lish an undirected graph from neighboring views, the unobserved views are assigned
estimated cross-entropy scores for future pair-wise classification, and a path of a given
length maximizing sum of the scores is found using graph search. After each new view
observed, the scores are updated and the trajectory re-planned.
A deep Q-network (DQN) proposed by Mnih et al. [58] can learn successful policies
directly from high-dimensional sensory inputs using end-to-end reinforcement learning.
Being tested on the challenging domain of classic Atari 2600 games, the method outper-
forms all previous algorithms and achieves a level comparable to that of a professional
human games tester. In this work, we show that training DQN policies can benefit
from being provided with guiding samples obtained from an optimal planner.
Levine et al. [47] develop a guided policy search algorithm which allows learning
deep CNN policies that map raw image observations directly to torques at the robot’s
motors. They evaluate the method on a range of real-world manipulation tasks, such
as screwing a cap onto a bottle. In contrast to [58], [47], the reward used in our method
is tightly coupled with the segmentation error.
Palmero et al. [66] present a new RGB-depth-thermal dataset with annotated human
bodies which is similar to the dataset we publish in this work as for the represented
modalities and object of interest. Our dataset, nevertheless, exhibits higher variability
of background scenes and human poses, motivated by search & rescue scenarios. Their
method [66] of human body segmentation relies on background subtraction using a
learned Gaussian mixture model and the camera being static which is not applicable in
our settings.
Recently Jayaraman and Grauman [37] proposed to use the reinforcement learning
for active object and scene categorization, in which a learned CNN policy successively
selects viewpoints of RGB camera to minimize categorization error. In contrast to this
task, we solve the task of active 3D segmentation from incomplete RGBDT data captured
online in a structured 3D environment. Hence, the learned policy has to infer both (i)
the expected segmentation errors and (ii) the occlusions preventing future acquisition
of thermal data. To tackle such complex task we propose self-supervised initialization
and provide optimal trajectories to guide the reinforcement learning.
5.2. Problem Definition
The sensory suite of our mobile robot consists of (i) the Point Grey Ladybug 3 panoramic
camera providing RGB images, (ii) the SICK LMS-151 laser scanner on a rotating mount
providing depth measurements D and (iii) the thermal camera Micro-Epsilon thermoIM-
AGER TIM 160 with a small field of view mounted on a pan-tilt unit and providing
thermal measurements T. The robot follows a known short-horizon path consisting of
several discrete positions into an unknown environment. As the robot explores the
environment, it simultaneously builds a 3D voxel map of occupancy and localizes itself
within the map. In addition to that, temperature of some voxels can be measured by
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Figure 5.2. Skid-steer search & rescue robot with (i) a panoramic RGBD sensor consisting of an
omnidirectional camera and a rotation laser scanner, (ii) a narrow-FOV thermal (T) sensor,
mounted on a pan-tilt unit.
the thermal camera. Our instance of the SES problem is defined as the classification of
all voxels visible from the robot and simultaneous control of the thermal camera which
yields low classification error.
The proposed pipeline is outlined in Fig. 5.3. At each position, the voxel map of
occupancy and temperature is reprojected into the RGB camera coordinate frame to
create depth and thermal image, respectively, of the same resolution as the RGB images.
Concatenation of the RGB image with depth image D is denoted by x, the thermal image
is denoted by z.
The probability of human presence/absence in particular pixels is estimated by two
segmentation networks. The first segmentation network Sθ(x) provides estimates with-
out using any temperature measurements, the second segmentation network Sψ(x, z)
use the available temperature measurements. Network parameters are denoted by θ and
ψ, respectively. Outputs of these networks, yˆ(θ) and yˆ(ψ), are projected by mapping
P onto the existing 3D voxel map to update the respective probability estimates in the
corresponding voxels, denoted by Yˆ (θ) and Yˆ (ψ). While yˆ or Yˆ denote probabilities,
additive log odds updates are used internally in form of σ−1(Yˆi) = log(Yˆi/(1− Yˆi)).
Motion of the thermal camera is determined by state-action value function network
Qω(X,u) with parameters ω, which assigns Q-values Q1, . . . , QN to N discrete control
actions. At each state X, the best available action u∗ = arg maxuQu is chosen to
control the motion of the thermal camera. The state X is defined later in Section 5.3.2.
The proposed measuring-classification-control loop is summarized in Fig. 5.1.
Let us denote V(i1, . . . , iK) the set of the voxels visible by the thermal camera from
viewpoints i1, . . . , iK captured at K positions along the path (see Fig. 5.1). We assume
that the motion dynamics of the thermal camera is constrained and that viewpoint ik
at time k is given as ik = f(ik−1, uk), where f is the motion model and uk is a control
action at time k.
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Algorithm 5.1. The active segmentation algorithm.
1: Capture RGB, D, and T data and update the corresponding 3D voxel maps.
2: Construct x and z from the RGB camera image and the current voxel maps of
occupancy and temperature.
3: Estimate local pixel-wise human probability
4: yˆ(ψ) = Sψ(x, z), yˆ(θ) = Sθ(x).
5: Update the corresponding voxel maps Yˆ (ψ) and Yˆ (θ) using mapping P .
6: Estimate new control u∗ = arg maxuQω(X,u).
7: Simultaneously move the robot towards the next position on the exploration path
and the thermal camera by control signal u∗ towards the viewpoint to be captured
at the next position.
8: Repeat from the beginning.
The learning is defined as a search for parameters θ, ψ, and ω which minimize the
cross-entropy lossH(Y, Yˆ (θ, ψ, i1 . . . iK)) between estimated global voxel map Yˆ (θ, ψ, i1 . . . iK)
at final position K and ground-truth voxel map Y subject to the motion constrains of
the thermal camera,
arg min
ψ,θ,ω
∑
v
H
(
Yv, Yˆv(θ, ψ, i1 . . . iK)
)
(5.1)
s.t. ik = f (ik−1, uk(ω)) ∀k∈{1,...,K},
where Yv, Yˆv denotes elements (voxels) of voxel map Y , Yˆ , respectively, and initial
viewpoint i0 is a constant assumed to be known in advance.
This optimization problem is solved by approximately as successive minimization
over θ, ψ, and ω. Optimization over ψ and θ is approximated by minimizing the cross
entropy of pixel-wise updates yˆi(θ), yˆi(ψ) with respect to pixel-wise ground-truth yi
using a dataset of annotated images (combined 5.4.1 and 5.4.2), which is tackled by
Stochastic Gradient Descent (SGD) as two independent tasks
arg min
θ
∑
i
H (yi, yˆi(θ)) , (5.2)
arg min
ψ
∑
i
H (yi, yˆi(ψ)) . (5.3)
Substituting H
(
Yv, Yˆv(θ)
)
with Hv(θ) and H
(
Yv, Yˆv(ψ)
)
with Hv(ψ), optimization
over ω simplifies as follows
arg min
ω
∑
v∈V(i1,...,iK)
Hv(ψ) +
∑
v/∈V(i1,...,iK)
Hv(θ)
s.t. ik = f(ik−1, uk(ω)) ∀k∈{1,...,K}
= arg min
ω
∑
v∈V(i1,...,iK)
Hv(ψ)−
∑
v∈V(i1,...,iK)
Hv(θ) +
∑
v∈V
Hv(θ)
s.t. ik = f(ik−1, uk(ω)) ∀k∈{1,...,K}
= arg max
ω
∑
v∈V(i1,...,iK)
Hv(θ)−Hv(ψ)︸ ︷︷ ︸
∆Hv(θ,ψ)
(5.4)
s.t. ik = f(ik−1, uk(ω)) ∀k∈{1,...,K},
38
5.3. Learning of the Control Network
P
...
S✓(x)
S (x, z)
x
z
y( )
y(✓)
MILP
Guiding
Y (✓) [ Y ( )
Qu1(!)
Qun(!)
argmax
u
Qu
u⇤(!)
Q!(X,u)
Figure 5.3. Learning outline. Human presence/absence in particular pixels is determined by
two segmentation networks Sθ(x) and Sψ(x, z). Motion of the thermal camera is controlled by
state-action value function network Qω(X,u). While learning of the segmentation networks
is tackled by SGD, learning of the Q-network is guided by the optimal Q-values provided by
the MILP-based planner.
where difference
H
(
Yv, Yˆv(θ)
)
−H
(
Yv, Yˆv(ψ)
)
= ∆Hv(θ, ψ) (5.5)
denotes the reduction of the cross-entropy loss in voxel v when the temperature becomes
known at this particular voxel—we call this quantity gain. Optimization step (5.4) is
the most complicated one due to the motion and budget constraints which bind the
control u1(ω), . . . , uK(ω) over the whole horizon K. Consequently, we propose the
guided Q-learning algorithm for optimization of ω, which is detailed in Section 5.3.
5.3. Learning of the Control Network
If (i) the visibility of all voxels in all viewpoints along the robot path is available in
advance, (ii) the gain is known for all voxels, and (iii) the control signals are discrete,
then the optimal control corresponds to the weighted maximum coverage problem with
limited budget and motion constraints. Such formulation is an instance of the following
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Figure 5.4. The self-initialized network Hω1(x) estimates the expected per-pixel gain derived
in Eq. (5.7) (right) from the RGBD input (left). Approximate pixel coverage for each viewpoint
is known at each position. The coverage with the estimated gain is shown in color.
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Mixed Integer Linear Program (MILP):
arg max
u,v
vT∆H(ψ, θ) (5.6)
s.t. Au ≥ v
Bu = 1
Cu ≤ 1
v ∈ [0, 1]V
u ∈ {0, 1}KN ,
where A is a sparse binary matrix which captures visibility of the voxels in the available
viewpoints along the planning horizon, B is a sparse binary matrix determined by the
budget constraints (single viewpoint per position), C is a sparse binary matrix which
captures the motion constraints, V is the number of voxels in the map, K is the planning
horizon (i.e., the number of positions along the path), N is the number of the available
viewpoints (actions). However, since an unknown environment is typically explored,
neither the map nor the gain ∆Hv are known in a testing scenario, which makes direct
online optimization impossible.
On the other hand, complete voxel maps with corresponding voxel gains are available
for the annotated training sequences. Since a local gradient optimization of ω would
require recurrent estimation of the gain with respect to the considered horizon K, which
is both computationally demanding and prone to get stuck in a poor local minimum, we
instead use MILP to directly optimize the control u on the training sequences. Optimal
Q-values eventually guide the learning of parameters ω, see Sec. 5.3.2 for details.
Since the raw sensory measurements are high-dimensional, learning of deep Q-value
network Qω(X,u) from randomly initialized weights would require a huge amount of
training samples. To avoid such a demanding training procedure, we suggest to divide
the Qω(X,u) network into two sub-networks: (i) the ∆Hω1(x) network predicting an
approximation of ∆H from x and (ii) the qω2(∆H, X) network which predicts the Q-
values from the gain ∆ and state X. These networks are first trained independently
and then concatenated and fine-tuned as the Qω(X,u) network (see Fig. 5.5). Learning
of the Q-value network is summarized in the three following steps.
1. Initialize the Q-value network by training the gain predicting sub-network ∆Hω1
from supervised and self-supervised ∆H annotations. In the supervised setting, ∆H
annotations are just the difference of segmentation cross entropies (Eq. 5.5). In
the self-supervised setting, ∆H annotations are estimated as Kullback-Leibler diver-
gence of the outputs of segmentation networks on arbitrary not annotated data, see
Sec. 5.3.1 for details. The ∆Hω1 sub-network predicts the expected reduction of the
cross-entropy loss as a result of measuring temperature at particular pixels.
2. Learn Q-value network qω2(∆H, X) by the proposed guided Q-learning algorithm.
The guided Q-learning first use the MILP planner to estimate optimal trajecto-
ries which maximize ∆-weighted coverage of voxels from the explored environment.
These trajectories are used to normalize the Q-values and to guide the exploration.
Learned policy approximates these optimal trajectories and consequently minimize
the segmentation error, see Section 5.3.2 for details.
3. Connect these subnetworks into the final Q-value networkQω(X,u) = qω2(∆Hω1(x), X)
and fine-tune its parameters ω. Note, that the fine-tuned Qω network does not predict
∆ anymore.
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Figure 5.6. Values of the expected gain. EYv∼B(Yˆv(ψ)){∆H(ψ, θ)} as a function of probability
estimates Yv(ψ) and Yv(θ) from segmentation.
5.3.1. Self-Supervised Policy Initialization
When annotations Y are available, supervised learning of the gain predicting network
∆Hω1 is straightforward. We collect training pairs (x,H (y, yˆ(θ))−H (y, yˆ(ψ)))k for
fixed parameters θ and ψ, and learn a regression network minimizing the Euclidean loss.
In addition to this, we also suggest a self-supervised learning setup, in which arbitrary
not annotated RGBDT data can be used. In this setting, we approximate the gain using
outputs of segmentation networks yˆ(θ) and yˆ(ψ) as the expected difference of the cross
entropy losses under the best current estimate yˆ(ψ) of truth labels as follows
Eyi∼B(yˆi(ψ)) {∆H (ψ, θ)} = Eyi∼B(yˆi(ψ)) {H (yi, yˆi(θ))−H (yi, yˆi(ψ))}
= H (yˆi(ψ), yˆi(θ))−H (yˆi(ψ))
= H (yˆi(ψ)) +DKL (yˆi(ψ)‖yˆi(θ))−H (yˆi(ψ))
= DKL (yˆi(ψ)‖yˆi(θ)) (5.7)
where B(p) is the Bernoulli distribution with parameter p, H(p) is the entropy of
such a Bernoulli distribution, and H(p, q) and DKL(p‖q) denote the cross entropy and
Kullback-Leibler divergence, respectively, of the respective distributions. Values of the
expected gain are shown in Fig. 5.6. Predicted gain for a testing image is shown in
Fig. 5.4.
5.3.2. Guided Q-Learning
The second sub-network qω2 (as well as the whole Q-value network Qω during fine-
tuning) is trained by the proposed guided Q-learning method, which is summarized in
Fig. 5.2. Let us define extended state
Xk = (xk, zk,mk,∠(I, ik),K − k) , (5.8)
where ∠(I, ik) denotes the angular distance of all viewpoints I from current viewpoint
ik, K − k is the remaining number of the positions, mk denotes the thermal masks de-
termining coverage of pixels by temperature for the allowed viewpoints i ∈ I. Given the
state, we can perform actions u, which control the thermal camera viewpoint selected
at the next position. Reward R′ for performing the action is given by the gain of newly
covered voxels.
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The algorithm successively collects training transitions from available maps and
learns Q-value regression network Qω(X,u) with weights ω. The Q-value network
assigns the expected gain of covered voxels when action u is applied in state X and
then controlling optimally.
The guided Q-learning first estimates gain for all voxels. The optimal control u∗
of the thermal camera and the optimal gain coverage q∗ is determined by solving the
corresponding MILP instance from the current state (see line 2). Then it evaluates
the sum of gains q′ achievable for all possible controls u′ by successively applying each
control u′ and solving the corresponding MILP instance from the following state X ′
(see lines 4–6). All these transitions (Xk, u
′, Q) are stored in the dataset D (see line 6).
We have considered (and experimentally evaluated, see Fig. 5.9) three different types
of Q-values:
1. raw sum of covered ∆H-values: q′,
2. absolute loss in the sum of covered ∆H-values: q′ − q∗,
3. relative loss in the sum of covered ∆H-values: q′/q∗.
Eventually, either the optimal control u∗ or Q-value-driven control arg maxuQ(Xk, u) is
applied (see lines 8–9) and the process continues from the following state Xk+1. When
a sufficient number of transitions is collected, SGD is performed on weights ω of the
regression network Qω(X,u), until the validation error stops decreasing (see line 11).
In contrast to the standard Q-learning, the guided Q-value network is not forced
to predict the absolute sum of ∆H which is often loosely connected with features
observed in the current state. Guided Q-learning predicts rather the expected impact
on the optimality. Another advantage stems from guiding the exploration of the state-
action space close to the optimal trajectories. In the experiments, guiding probability
p linearly decreases from 1 towards 0.
Algorithm 5.2. The guided Q-learning algorithm.
Require: Initial viewpoint i0
1: for k ∈ {1, . . . ,K} do
2: (q∗, u∗)← MILP(Xk) . Optimal control
3: for u′ ∈ {1, . . . , N} do
4: (X ′, R′)← act(Xk, u′) . Apply action u.
5: q′ ← R′ + MILP(X ′) . Optimum from X ′
6: D ← D ∪
(
Xk, u
′, q
′
q∗
)
7: end for
8: uk ←
{
u∗ with prob. p
arg maxuQω(Xk, u) with prob. 1− p
9: Xk+1 ← act(Xk, uk)
10: end for
11: ω ← SGD(Qω, D).
5.4. Learning of the Multimodal CNN Models
Convolutional neural networks are expressive models which allow efficient element-wise
prediction for inputs of variable size. They are composed of multiple processing layers
forming a directed acyclic graph. The bottom layer has the source data as its input,
the top layer yields the target prediction or a task-specific scalar loss for training.
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For two spatial dimensions, which is the case for images, a single output element at
coordinates i, j can be described as a function of input elements within the receptive
field,
yi,j = fs,k({xsi+∆i,sj+∆j}0≤∆i≤k,0≤∆j≤k), (5.9)
where f is the function the layer represents, s is an integer stride in the spatial di-
mensions, and k is the extent of the receptive field (i.e., the kernel). The function f
can be the inner product (of x with layer weights) in case of the convolution layers, a
maximum over the receptive field for the pooling layers, or a nonlinear scalar function
in case of the activation layers.
The loss serves as the optimization criterion which is commonly minimized by Stochas-
tic Gradient Descent (SGD) with momentum [70]. To train the image-based models,
we use SGD with Nesterov’s accelarated gradient (NAG) [62, 92] which yields weights
update from Eq. (2.12). The segmentation models use the multinomial logistic loss for
training, the regression model uses the Euclidean loss.
All the models having RGB as input reuse the 16-layer VGG net [88] as adapted and
fine-tuned by [49], namely the FCN-32s variant. Since annotated depth and thermal
data are much scarcer, and no suitable pretrained models are available for these modali-
ties, we employ smaller models, with similar structure but having four times less output
channels in each convolutional layer to prevent overfitting. The architecture for a single
modality, depth or thermal, is summarized in Table 5.1. The multimodal models are
then composed by summing up the outputs of the (last) deconvolution layers, directly
before the final softmax layer.
First, we train the segmentation networks using extra modalities—one using depth,
the other using depth with the thermal modality. These are then concatenated with
the pre-trained RGB segmentation network [49] and fine-tuned to provide the Sθ and Sψ
networks used in the experimental evaluation in Sec. 5.5.3. Outputs yˆ(θ) and yˆ(ψ) are
used to train gain-predicting network ∆Hω1 , once with ground-truth labels y to predict
∆H(θ, ψ) directly and once with not annotated data to predict its estimate in form of
the Kullback-Leibler divergence from Eq. (5.7). Finally, the gain-predicting network is
merged with the control sub-network qω2 and fine-tuned on guiding trajectories.
For learning parameters of the models, we use training subsets from the two following
datasets, where we replaced the missing measurements in case of the depth and thermal
modalities by their nearest valid neighbors. The validation subset of the panoramic
dataset 5.4.2 were used for early stopping and to select models for test. The reported
results in Sec. 5.5.2 and 5.5.3 are obtained on the test sequences from the panoramic
dataset.
5.4.1. Semi-Synthetic Human Body Dataset
In order to obtain a large number of images with accurate ground-truth segmentation
for training and evaluation we chose to create a semi-synthetic dataset 1 in the following
way. First, positive examples with humans in various poses were captured in the lab,
in front of the green screen to simplify their annotation. Second, background images
were captured in a real-life environment, both outdoor and indoor, without the need to
constraint the scene conditions much. We used Asus Xtion PRO LIVE to capture the
RGBD data and IMAGER TIM 160 to capture the thermal data T. Finally, semi-synthetic
1http://ptak.felk.cvut.cz/tradr/data/human_seg/
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Table 5.1. CNN architecture for depth and thermal modalities.
Layer Type Kernel Stride Channels
1/1 Convolution + ReLU 3× 3 1 16
1/2 Convolution + ReLU 3× 3 1 16
1/3 Max. pooling 2× 2 2 16
(→ 1/2 size)
2/1 Convolution + ReLU 3× 3 1 32
2/2 Convolution + ReLU 3× 3 1 32
2/3 Max. pooling 2× 2 2 32
(→ 1/4 size)
3/1 Convolution + ReLU 3× 3 1 64
3/2 Convolution + ReLU 3× 3 1 64
3/3 Convolution + ReLU 3× 3 1 64
3/4 Max. pooling 2× 2 2 64
(→ 1/8 size)
4/1 Convolution + ReLU 3× 3 1 128
4/2 Convolution + ReLU 3× 3 1 128
4/3 Convolution + ReLU 3× 3 1 128
4/4 Max. pooling 2× 2 2 128
(→ 1/16 size)
5/1 Convolution + ReLU 3× 3 1 128
5/2 Convolution + ReLU 3× 3 1 128
5/3 Convolution + ReLU 3× 3 1 128
5/4 Max. pooling 2× 2 2 128
(→ 1/32 size)
6/1 Convolution + ReLU 7× 7 1 1024
6/2 Dropout (0.5) 1024
6/3 Convolution + ReLU 1× 1 1 1024
6/4 Dropout (0.5) 1024
6/5 Convolution 1× 1 1 2
6/6 Deconvolution 64× 64 32 2
(→ original size)
7 Softmax 1 2
images were composed by placing annotated humans onto the background images, us-
ing the depth information to avoid implausible configurations and to impose realistic
occlusions. For a pair of images, object configurations (i.e., rotation, translation, and
scale) were sampled from a uniform distribution until a plausible configuration was
found, as measured by an ad-hoc criterion which rewards contact at boundary pixels
and penalizes object pixels behind the background. The process is illustrated by Fig.
5.7, showing the source images and the resulting composition.
The source images were split into training, validation, and test sets prior to compo-
sition. The number of images in every group is summarized in Table 5.2.
45
5. Guiding Simultaneous Exploration and Segmentation
Table 5.2. Number of images in the semi-synthetic segmentation data set.
Data set Training Validation Test
Human 1617 539 539
Background 369 123 122
Composed 4022 1381 1294
(a) (b)
(c) (d)
Figure 5.7. Semi-synthetic human body dataset. (a) An image of human body image of a human
with (b) the ground-truth segmentation; (c) a background image; (d) a semi-synthetic image
composed from the source images.
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Table 5.3. Number of images (sequences) in the panoramic segmentation data set from the
search & rescue platform.
Data set Training Validation Test
Human / Background 225 (15) 60 (4) 60 (4)
5.4.2. Panoramic Human Body Dataset
The panoramic human body dataset 2 was captured indoors using the mobile search
& rescue platform depicted in Fig. 5.2. During data capture, the robot localized itself
using the ICP-based SLAM from [72, 87]. We recorded 24 sequences in total (see
Table 5.3 for summary) with the robot following a straight path during which it was
stopping regularly to capture data, including the thermal images from 13 viewpoints.
The data allow to generate instances of the simultaneous exploration and segmentation
task outlined above. The panoramic RGB images from the Ladybug 3 camera are 1024×
512 pixels in size, the depth and thermal images are rendered in the same resolution
from captured data and corresponding voxel maps—see Fig. 5.11 for an example.
5.5. Experiments
The experiments are divided into a synthetic evaluation (Section 5.5.1), which mainly
shows the influence of different hardware and learning setups, and real (Section 5.5.3)
which compares the behavior of the learned policy and the greedy algorithm on the
search & rescue platform.
5.5.1. Synthetic Experiments
This section provides the comparison of the proposed guided Q-learning method
GQ-policy in terms of the total ∆ of covered voxels. We provide the comparison
on 64 randomly generated maze-like maps for the following methods:
• greedy reactive control similar to [86], which at each position choses the viewpoint
maximizing ∆ of voxels
• Q-policy reactive control learned by Q-learning similar to [58].
• optimal control estimated as a solution of MILP by the CPLEX solver. It creates
a theoretical upper bound for the case in which the map, gain and visibility of all
voxels along the whole robot’s path is known in advance. This method is mainly
used to normalize the results and make maps with significantly different sum of gains
comparable.
• optimal-incomplete control estimated as repeated optimization of MILP by the
CPLEX solver on the so far available incomplete map. It requires to update the
map and recompute the visibility of voxels and re-plan the trajectory at each robot’s
position.
• the A∗ control estimated as a A∗-like search of the optimal trajectory, which solves the
same task as the MILP for the optimal control, but the number of expanded nodes
is limited 105. Again, it is assumed that the map, ∆ and visibility of all voxels along
the whole robot’s path is known in advance.
GQ-policy and Q-policy policies are modeled by the CNN with the same number
of hidden and output layers and neurons, only the number of inputs is different if in-
fluence of possible features is evaluated. Considered features are denoted as follows:
2http://ptak.felk.cvut.cz/tradr/data/active_seg
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Table 5.4. Comparison of all methods. The hardware setup corresponds to the one used in
real experiments (Section 5.5.3)
Method rs∆
mean variance
GQ-policy (∆) 0.807 0.012
GQ-policy (∆+D) 0.846 0.012
GQ-policy (∆+D+∆cog) 0.884 0.006
optimal-incomplete 0.847 0.010
greedy 0.657 0.013
Q-policy (∆+D+∆cog) 0.722 0.013
A∗ with 105 nodes 0.943 0.003
optimal 1.000 0.000
Each row corresponds to the results achieved by particular method on 64 synthetically
generated testing maps.
D is sub-sampled layer of pixel depths, ∆ is sub-sampled layer of per-pixel-∆ multi-
plied by depth D, which makes it proportional to the sum of per-voxel-∆ in particular
viewpoints. Eventually ∆cog ≈
∑
D·∆∑
∆ is center of gravity of ∆, which provides
the approximate depth in which the voxels with significant ∆ are located. Note that
for real experiments (Section 5.5.3) the GQ-policy (∆+D) was used. Table 5.4 com-
pares all these methods, especially for GQ-policy the influence of alternative features is
shown. The performance is measured by the relative sum of covered per-voxel-∆-values
(rs∆) defined as
rs∆ =
achieved sum of ∆
optimal sum of ∆
. (5.10)
Proposed GQ-policy clearly outperforms the greedy algorithm. However we ob-
served that in some cases, the greedy works slightly better than GQ-policy, therefore
we also show histogram of differences in rs∆ defined as:
drs∆ = rs∆(GQ-policy)− rs∆(greedy).
The histogram, shown on Fig. 5.8, reveals that in only 7% of testing maps the per-
formance is mildly decreased, while in 73% performance is improved by more than
10%.
Fig. 5.9 shows that learning the GQ-policy with relative Q-values (see Section 5.3.2)
outperforms learning with absolute or not normalized Q-values, see Section 5.3.2 for Q-
values definition. Consequently proposed GQ-policy is learned with relative Q-values
in all experiments.
We also evaluates the influence of action discretization and range within which the
thermal camera operates. The corresponding results are summarized in Table 5.5. The
action action discretization is given by the number of distinguished viewpoints. Range
180◦ corresponds to the thermal camera operating in two frontal quadrants. Range
360◦ corresponds to the thermal camera operating in all four quadrants with allowed
turn over.
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Figure 5.8. Histogram of drs∆: only in 7% of testing maps the performance of the proposed
GQ-policy is slightly worse than greedy.
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Figure 5.9. Relative sum of ∆ as a function learning episodes.
5.5.2. Learning the Image-Based CNN Models
Using SGD with NAG, we performed 105 parameter updates with momentum coefficient
µ = 0.99, linearly decaying learning rate from α = 10−4 to zero, and a single example
per batch. An additional L2 regularization on weights was used with coefficient λ =
5× 10−4. The parameters of the models learned from scratch were initialization using
the procedure from [30].
The parameters of the segmentation networks Sθ and Sψ, and the gain-predicting
network ∆Hω1 were selected to minimize the loss on the validation set. 3 The ROC
curves for the fine-tuned Sθ and Sψ networks are shown in Fig. 5.10. As can be seen,
the additional thermal modality provides an increase in true positive rate (i.e., recall)
of approximately 10% for a wide range of false positive rate. The CNN-based models
were implemented in the Caffe framework [38].
5.5.3. Real Experiments
The control policies were also evaluated on the mobile search & rescue platform and
test sequences from the panoramic dataset described in Sec. 5.4.2. As in the synthetic
experiments, the robot was following a straight path discretized into 14 positions at
which viewpoints were to be selected. Viewpoint ik at position k was selected based on
3Namely the parameters θ from iteration 8 × 103, ψ from 14 × 103, ω1 for true ∆H prediction from
iteration 64× 103, and ω1 for self-initialized DKL prediction from iteration 90× 103 were selected.
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Table 5.5. Influence of the action discretization and range.
Method rs∆
mean variance
GQ-policy 7 viewpoints, 180◦ 0.853 0.014
GQ-policy 13 viewpoints, 180◦ 0.846 0.012
GQ-policy 25 viewpoints, 180◦ 0.821 0.012
GQ-policy 24 viewpoints, 360◦ 0.853 0.008
greedy 7 viewpoints, 180◦ 0.772 0.020
greedy 13 viewpoints, 180◦ 0.657 0.013
greedy 25 viewpoints, 180◦ 0.676 0.013
greedy 24 viewpoints, 360◦ 0.628 0.016
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Figure 5.10. ROC curves for the two segmentation networks, Sθ using RGBD and Sψ using
RGBDT as input, evaluated on the panoramic test dataset.
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Figure 5.11. Panoramic images and corresponding voxel maps from two experiments on test
data with the mobile search & rescue platform. (top) Three panoramic images: (i) RGB
image with humans delineated by green and magenta contours, as given by segmentation from
the Sθ(x) and Sψ(x, z) networks, respectively, and blue overlay denoting the accumulated
temperature measurements, (ii) depth image and (iii) thermal image, both rendered from the
voxel map. (bottom) Reconstructed and segmented voxel map with accumulated thermal
measurements in blue. Light red denotes the voxels marked as human by the Sθ(x) network
based on the RGBD data only, dark red denotes the voxels marked as human by the Sψ(x, z)
network based on the data with additional temperature measurements.
the observations from the preceding position k − 1.
We compared the following control policies:
• RGBD uses only the segmentation from Sθ(x) and thus no thermal measurements. It
provides a loose lower bound on the performance since the additional thermal modal-
ity provides an important cue with respect to the segmentation task and improves
the performance in general, no matter what views are selected.
• DQN provides reactive control similar to Mnih et al. [58] with the double DQN
extension from [32] and the prioritized experience replay from [80].
• Greedy DKL corresponds to the ∆Hω1 network predicting the gain obtained via self-
initialization. The predicted pixel-wise gain is accumulated by viewpoint kernels and
the maximum within the motion constraints is selected for the next action.
• GQ0 DKL corresponds to the self-initialized Qω network.
• GQ1 ∆H corresponds to theQω network fine-tuned on the guiding trajectories (p = 1)
with ω1 previously trained to predict true gain ∆H.
• Optimal uses additional information of true ∆H to plan the optimal trajectory by
solving instances of MILP.
DQN usually needs millions of examples to achieve satisfying results. The compu-
tational complexity of our task does not allow to sample such a number of training
data. Consequently, we modified some parameters to accommodate our setting. 4 The
4 Training parameters of DQN:
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optimization was carried out in the Tensorflow library [1] using SGD with gradient
clipping to maximum norm of 10. The DQN network used the same architecture as
our Qω network but without normalizing the gain prior to the fully-connected control
sub-network as it must predict absolute expected rewards. The gain-predicting sub-
network was initialized with the same parameters ω1 as GQ1 ∆H prior to fine-tuning,
the control sub-network was initialized with random weights according to [30]. During
learning, 104 experience examples were gathered in total. Finally, the model achieving
the highest rewards on the validation sequences was selected for testing.
Our control policies GQ0 DKL and GQ1 ∆H were initialized using the model param-
eters learned in Sec. 5.5.1 and 5.5.2. The GQ1 ∆H network were further fine-tuned on
2198 training examples from optimal plans provided by the CPLEX solver as solutions
to the corresponding instances of MILP. From the guiding trajectories, 15 were of full
length (14 viewpoints to plan) and 29 were of varying length ≥ 5 generated from the
same source data. To reduce the planning time, planning horizon K = 6 were used,
which still allowed to plan one full sweep ahead. The model with the lowest error 5
obtained on 578 guiding examples from 4 validation source sequences was selected for
the comparison.
Since the RGBD and Optimal policies provide loose bounds on the performance from
both sides, we are actually interested in evaluating the relative performance with respect
to these bounds. In Fig. 5.12, we thus normalize the true positive rate with respect to
the bounds provided by the RGBD and Optimal policies.
Using temperature as an additional modality generally improves the performance
and the extent of such improvement varies with policy, due to different thermal images
captured. The DQN policy is on par with the Greedy DKL policy in most of the FPR
range, being outperformed by both the self-initialized policy GQ1 DKL and the policy
GQ1 ∆H fine-tuned on guiding trajectories.
5.6. Conclusion
We have proposed a guided self-supervised learning method of a deep policy network
used for active segmentation. The method was evaluated on a real robotic platform,
where the learned policy controls the motion of a thermal camera mounted on a pan-
tilt unit to achieve low segmentation error. We have experimentally verified that the
proposed learning method outperforms other approaches.
batch size 1 replay memory size 103
learning rate 10−4 replay start size 50
gradient momentum 0.99 initial exploration prob. 0.9
target network update freq. 100 final exploration 0.1
discount factor 0.99 final exploration frame 5000
5Namely the parameters ω from iteration 88× 103.
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Figure 5.12. ROC curves for resulting human-background segmentation of the voxel maps
from 20 instances of the simultaneous exploration and segmentation task. The instances were
generated from 4 full test sequences by randomly selecting starting position k, viewpoint ik,
and planning horizon K. True positive rate is normalized with respect to the loose bounds
provided by the RGBD policy using no thermal measurements and the Optimal policy using
additional information about true gain ∆H to plan optimal trajectories.
53
6. Coupled Learning and Planning for Active 3D
Mapping
Development of autonomous vehicles such as self-driving cars or ground robots has
attracted substantial attention of the robotics community in the last few years. One
of the reasons is that an accurate 3D perception, which is an essential component for
many fundamental capabilities such as emergency braking, predictive active damping
or self-localization from oﬄine maps [82], has finally become possible. The autonomous
vehicles will require a sensor providing high resolution and long range 3D measurements.
Since state-of-the-art rotating lidars are very expensive, heavy and contain moving parts
prone to mechanical wear, several manufacturers have announced the development of
cheaper, lighter, smaller and motionless solid-state lidars (SSL), which should become
available soon. For example, Quanergy Systems have demonstrated a prototype of SSL
with target cost of $250 at automotive scale production [2], followed by Innoviz [3] or
Velodyne [76].
In contrast to rotating lidars, the SSL uses an optical phased array as a transmitter
of depth measuring light pulses. Since the built-in electronics can independently steer
pulses of light by shifting its phase as it is projected through the array, the SSL can
focus its attention on the parts of the scene important for the current task. Task-
driven reactive control steering hundreds of thousands of rays per second using only
an on-board computer is a challenging problem, which calls for highly efficient paral-
lelizable algorithms. As a first step towards this goal, we propose an active mapping
method for SSL-like sensors, which simultaneously (i) learns to reconstruct a dense 3D
voxel-map from sparse depth measurements and (ii) optimize the reactive control of
depth-measuring rays, see Figure ??. The proposed method is evaluated on a subset
of the KITTI dataset [29], where sparse SSL measurements are artificially synthesized
from captured lidar scans, and compared to a state-of-the-art 3D reconstruction ap-
proach [16].
The main contribution of this chapter lies in proposing a computationally tractable
approach for very high-dimensional active perception task, which couples learning of
the 3D reconstruction with the optimization of depth-measuring rays. Unlike other
approaches such as active object detection [37] or segmentation [57], SSL-like reactive
control has significantly higher dimensionality of the state-action space, which makes a
direct application of unsupervised reinforcement learning [37] prohibitively expensive.
Keeping the on-board reactive control in mind, we propose prioritized greedy optimiza-
tion of depth measuring rays, which in contrast to a na¨ıve greedy algorithm re-evaluates
only 1/500 rays in each iteration. We derive the approximation ratio of the proposed
algorithm. The method is compared with the state-of-the-art 3D reconstruction ap-
proach [16] on a publicly available dataset [29].
The 3D mapping is handled by an iteratively learned convolution neural network
(CNN), as CNNs proved their superior performance in [16, 99]. The iterative learning
procedure stems from the fact that both (i) the directions in which the depth should
be measured and (ii) the weights of the 3D reconstruction network are unknown. We
initialize the learning procedure by selecting depth-measuring rays randomly to learn an
initial 3D mapping network which estimates occupancy of each particular voxel. Then,
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Figure 6.1. Active 3D mapping with solid state lidar. Iteratively learned deep convolutional
network reconstructs local dense occupancy map from sparse depth measurements. The
local map is registered to a global occupancy map, which in turn serves as an input for
the optimization of depth-measuring rays along the expected vehicle trajectory. The dense
occupancy maps are visualized as isosurfaces.
using this network, depth-measuring rays along the expected vehicle trajectory can be
planned based on the expected reconstruction (in)accuracy in each voxel. To reduce the
training-planning discrepancy, the mapping network is re-learned on optimized sparse
measurements and the whole process is iterated until validation error stops decreasing.
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6.1. Previous Work
High performance of image-based models is demonstrated in [90], where a CNN pooling
results from multiple rendered views outperforms commonly used 3D shape descriptors
in object recognition task.
Several volumetric and multi-view network architectures for object classification are
compared by Qi et al. [74]. The authors focus on closing a performance gap between
these two approaches and investigate several techniques towards this goal, such as data
augmentation, or using 2D convolution with elongated kernels for projecting volumetric
representation into a 2D image. We choose a similar approach in designing the mapping
network.
Choy et al. [16] proposed a unified approach for single and multi-view 3D object
reconstruction which employs a recurrent neural architecture. Their recurrent neural
network architecture learns a map from sequences of images to object shapes in terms
of 3D occupancy grid (32 × 32 × 32 voxels). Despite providing competitive results in
the object reconstruction domain, the architecture is not suitable for dealing with high-
dimensional outputs due to its high memory requirements and would need significant
modifications to train with full-resolution maps which we use. We provide a comparison
of this method to ours in Sec. 6.5.3, in a limited setting.
Model-fitting methods such as [84, 91, 75] rely on a manually-annotated dataset of
models and assume that objects can be decomposed into a predefined set of parts. Be-
sides that these methods are suited mostly for man-made objects of rigid structure,
fitting of the models and their parts to the input points is computationally very ex-
pensive (e.g., minutes per input for [84, 91]) and prevents its usage within our active
mapping scenario. Decomposition of the scene into plane primitives as in [59] does not
scale well with scene size (quadratically due to candidate pairs) and could not most
likely deal with the level of sparsity we encounter.
Geometrical and physical reasoning comprising stability of objects in the scene is
used by Zheng et al. [103] to improve object segmentation and 3D volumetric recovery.
First, solid 3D primitives are recovered from point cloud, and then the unstable objects
are grouped with the physically stable ones to minimize an energy function which in-
cludes a penalty for object (in)stability, size, geometric complexity etc. The proposed
volumetric recovery is based on implicit algebraic models and the assumption of objects
being aligned with coordinate axes which seems unrealistic in practice. Their assump-
tion of objects being aligned with coordinate axes which seems unrealistic in practice.
Moreover, it is not clear how to incorporate learned shape priors for complex real-world
objects which were shown to be beneficial for many tasks (e.g., in [63]). Firman et
al. [26] use a structured-output regression forest to complete unobserved geometry of
tabletop-sized objects. The regressor, learned from already available volumetric ele-
ments, casts votes (termed voxlets) into a volumetric representation which keeps track
of signed distance to the surface from each voxel. The marching-cubes algorithm is
used to convert the signed-distance representation into a polygonal mesh.
A generative model proposed by Wu et al. [99], termed Deep Belief Network, learns
joint probability distribution p(x, y) of complex 3D shapes x across various object
categories y. Their model assumes that all cameras are registered in a common reference
frame so that 2.5D images can be converted to a 3D occupancy grid (30×30×30 voxels).
The authors suggest to use the model for Next-Best-View prediction via rendering view
hypotheses by Gibbs sampling and selecting the view maximizing mutual information
between class label y and the newly observed voxels conditioned on current observation.
End-to-end learning of stochastic motion control policies for active object and scene
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categorization is proposed by Jayaraman and Grauman [37]. Their CNN policy succes-
sively proposes a distibution of camera views to capture with RGB camera to minimize
categorization error. The authors suggest that active vision requires an agent to be able
to reason about the effects of the actions it executes on its internal representation, and
use a look-ahead error as an unsupervised regularizer on the classification objective.
Andreopoulos et al. [6] solve the problem of an active search for an object in a
3D environment. While they minimize the classification error of a single yet apriori
unknown voxel containing the searched object, we minimize the expected reconstruction
error of all voxels. Also, their action space is significantly smaller than ours because
they consider only local viewpoint changes at the next position while the SSL planning
chooses from tens of thousands of rays over a longer horizon. Similarly to us, the world
is modeled by a confidence voxel map. Their action space is, nevertheless, significantly
smaller than ours because only local viewpoint changes are considered while the SSL
planning chooses from tens of thousands of rays. Also, they minimize the classification
error of a single yet apriori unknown voxel containing the searched object, while we
minimize the expected reconstruction error of all voxels. Finally, they plan the sensor
motion greedily only over the single position, while we search for a solution with a
longer horizon.
6.2. Overview of the Active 3D Mapping
We assume that the vehicle follows a known path consisting of L discrete positions and
a depth measuring device (SSL) can capture at most K rays at each position. The set
of rays to be captured at position l is denoted Jl.
We denote Y the global ground-truth occupancy map, Yˆ its estimate, and X the
map of the sparse measurements. All these map share common global reference frame
corresponding to the first position in the path. For each of these maps there are local
counterparts yl, yˆl, and xl, respectively. Local maps corresponding to position l all
share a common reference frame which is aligned with the sensor and captures its local
neighborhood of size 64m×64m×6.4m discretized into 320×320×32 voxels. The global
ground-truth map Y is used to synthesize sensor measurements xl and to generate local
ground-truth maps yl for training.
The active mapping pipeline, consisting of a measure-reconstruct-plan loop, is de-
picted in Fig. ?? and detailed in Alg. 6.1. Neglecting sensor noise, the set of depth-
Algorithm 6.1. Active 3D mapping.
1: Initialize position l← 0 and select depth-measuring rays randomly.
2: Measure depth in the directions selected for position l and update global sparse
measurements X and dense reconstruction Yˆ with these measurements.
3: Obtain local measurements xl by interpolating X.
4: Compute local occupancy confidence yˆl = hθ(xl) using the mapping network hθ.
5: Update global occupancy confidence Yˆ ← Yˆ + yˆl.
6: Plan depth-measuring rays along the expected vehicle trajectory over horizon L
given reconstruction Yˆ.
7: Repeat from line 2 for next position l← l + 1.
measuring rays obtained from the planning, the measurements xl, and the resulting
reconstruction Yˆ can all be seen as a deterministic function of mapping parameters θ
and Y. If we assume that ground-truth maps Y come from a probability distribution,
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both learning of θ and planning of the depth-measuring rays approximately minimize
common objective
EY
{
L
(
Y, Yˆ (θ,Y)
)}
, (6.1)
where
L
(
Y, Yˆ
)
=
∑
i
wi log
(
1 + exp(−YiYˆi)
)
(6.2)
is the weighted logistic loss, Yi ∈ {−1, 1} and Yˆi ∈ R denote the elements of Y and
Yˆ, respectively, corresponding to voxel i. In learning, wi ≥ 0 are used to balance
the two classes, empty with Yi = −1 and occupied with Yi = 1, and to ignore the
voxels with unknown occupancy. We assume independence of measurements and use,
for corresponding voxels i, additive updates of the occupancy confidence Yˆi ← Yˆi +
hi(xl) with hi(xl) ≈ log (Pr (Yi = 1|xl) /Pr (Yi = −1|xl)). Pr (Yi = 1|xl) denotes the
conditional probability of voxel i being occupied given measurements xl and σ
(
Yˆi
)
=
1/
(
1 + e−Yˆi
)
is its current estimate.
6.3. Learning of 3D Mapping Network
The learning is defined as approximate minimization of Equation 6.1. Since (i) the
result of planning xl (θ,Y) is not differentiable with respect to θ and (ii) we want to
reduce variability of training data1, we locally approximate the criterion around a point
θ0 as
EY
{∑
l
L (yl,hθ (xl (θ0,Y)))
}
(6.3)
by fixing the result of planning in xl(θ
0,Y). We also introduce a canonical frame by
using the local maps instead of the global ones, which helps the mapping network to
capture local regularities. The learning then becomes the following iterative optimiza-
tion
θt = arg min
θ
EY
{∑
l
L (yl,hθ (xl (θt−1,Y)))
}
, (6.4)
where minimization in each iteration is tackled by Stochastic Gradient Descent. Learn-
ing is summarized in Alg. 6.2.
Algorithm 6.2. Learning of active mapping.
1: Initialize t ← 0 and obtain dataset D0 = {(xl,yl)}l by running the pipeline with
the rays being selected randomly, instead of using the planner.
2: Train the mapping network on Dt to obtain hθt with parameters θt.
3: Obtain Dt+1 =
{(
xl
(
θt,Y
)
,yl
)}
l
by running Alg. 6.1 and using hθt for mapping.
4: Set t← t+ 1 and repeat from line 2 until validation error stops decreasing.
Note, that in order to achieve (i) local optimality of the criterion and (ii) statistical
consistency of the learning process (i.e., that the training distribution of sparse mea-
surements xl corresponds to the one obtained by planning), one would have to find a
fixed point of Equation 6.4. Since there are no guarantees that any fixed point exists,
we instead iterate the minimization until validation error is decreasing.
1We introduce a canonical frame by using the local maps instead of the global ones, which helps the
mapping network to capture local regularities.
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Figure 6.2. Architecture of the mapping network. (top) An example input with sparse measure-
ments, showing only the occupied voxels. (bottom) The corresponding reconstructed dense
occupancy confidence after thresholding. (right) Schema of the network architecture, com-
posed of the convolutional layers, denoted conv, linear rectifier units, denoted relu, pooling
layers, denoted pool, and upsampling layers, denoted deconv.
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6.3.1. Structure of Mapping Network
The mapping network consists of 6 convolutional layers with 5× 5 kernels followed by
linear rectifier units (element-wise max{x, 0}) and, in 2 cases, by max pooling layers
with 2×2 kernels and stride 2, see Fig. 6.2. In the end, there is an fourfold upsampling
layer so that the output has same size as input. The network was implemented in
MatConvNet [97].
6.4. Planning of Depth Measuring Rays
Planning at position l searches for a set of rays J , which approximately minimizes the
expected logistic loss L(Y,hθt(xl+L)) between ground truth map Y and reconstruction
obtained from sparse measurements xl+L at the horizon L. The result of planning is
the set of rays J which will provide measurements for a sparse set of voxels. This
set of voxels is referred to as covered by J and denoted as C(J). While the mapping
network is trained oﬄine on the ground-truth maps, the planning have to search the
subset of rays online without any explicit knowledge of the ground-truth occupancy
Y. Since it is not clear how to directly quantify the impact of measuring a subset of
voxels on the reconstruction hθt(xl+L), we introduce simplified reconstruction model
hˆ(J, Yˆ), which predicts the loss based on currently available map Yˆ. This model
conservatively assumes that the reconstruction in covered voxels i ∈ C(J) is correct
(i.e., L(Yi, hˆi(J, Yˆ)) = 0) and the reconstruction of not covered voxels i /∈ C(J) does
not change (i.e., L(Yi, hˆi(J, Yˆ)) = L(Yi, Yˆi)). Given this reconstruction model, the
expected loss simplifies to the following:∑
i
L
(
Yi, hˆi
(
J, Yˆ
))
=
∑
i/∈C(J)
L
(
Yi, Yˆi
)
. (6.5)
Since the ground-truth occupancy of voxels is apriori unknown, neither the voxel-wise
loss nor the coverage are known. We model the expected loss in voxel i as
L
(
Yi, Yˆi
)
≈ EYi∼B(σ(Yˆi))
{
L
(
Yi, Yˆi
)}
= H
(
B
(
σ
(
Yˆi
)))
= i, (6.6)
where H (B(p)) is the entropy of the Bernoulli distribution with parameter p, denot-
ing the probability of outcome 1 from the possible outcomes {−1, 1}. The vector of
concatenated losses i is denoted .
The length of particular rays is also unknown, therefore coverage C(J) of voxels by
particular rays cannot be determined uniquely. Therefore, we introduce probability
pij that voxel i will not be covered by ray j ∈ J . This probability is estimated from
currently available map Yˆ as the product of (i) the probability that the voxels on ray j
which lie between voxel i and the sensor, R−j (i), are unoccupied and (ii) the probability
that at least one of the following voxels or the voxel i itself, R+j (i), are occupied,
pij = 1−
∏
u∈R−(i)
(
1− σu
(
Yˆ
))1− ∏
u∈R+(i)
(
1− σu
(
Yˆ
)) . (6.7)
If ray j does not intersect voxel i, then pij = 1. The vector of probabilities pij for ray j
is denoted pj . Assuming that rays J are independent measurements, the expected loss
is modeled as T
∏
j∈J pj .
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The planning searches for the set J = J1 ∪ · · · ∪ JL of subsets J1 . . . JL of depth-
measuring rays for the following L positions, which minimize the expected loss, subject
to budget constraints |J1| ≤ K, . . . |JL| ≤ K
J∗ = arg min
J
T
∏
j∈J
pj , (6.8)
s.t. |J1| ≤ K, . . . |JL| ≤ K, (6.9)
where |Jl| denotes cardinality of the set Jl.
This is a non-convex combinatorial problem2 which needs to be solved online repeat-
edly for millions of potential rays. We tried several convex approximations, however
the high-dimensional optimization has been extremely time consuming and the im-
provement with respect to the significantly faster greedy algorithm was negligible. As a
consequence of that, we have decided to use the greedy algorithm. We first introduce its
simplified version (Alg. 6.3) and derive its properties, the significantly faster prioritized
greedy algorithm (Alg. 6.4) is explained later.
We denote the list of available rays at position l as Vl. At the beginning, the list of
all available rays is initialized as follows V = V1 ∪ · · · ∪ VL. Alg. 6.3 successively builds
the set of selected rays J . In each iteration the best ray j∗ is selected, added into J
and removed from V . The position from which the ray j∗ is chosen is denoted l∗. If
the budget K of l∗ is reached, all rays from Vl∗ are removed from V .
In order to avoid multiplication of all selected rays at each iteration, we introduce the
vector b, which keeps voxel loss. Vector b is initialized as b =  and whenever ray j is
selected, voxel losses are updated as follows b = bpj , where  denotes element-wise
multiplication.
Algorithm 6.3. Greedy planning of depth measuring rays.
Require: Set of available rays V and budget K
1: J ← ∅ . Initialization
2: b← 
3: while ¬(V = ∅) do
4: j∗ ← arg minj∈V bTpj . Add the best ray.
5: J ← J ∪ j∗
6: b← b pj . Update voxel costs.
7: V ← V \ j∗ . Remove j∗ from V .
8: if |Jl∗ | = K then
9: V ← V \ Vl∗ . Close the position.
10: end if
11: end while
12: return Set of selected rays J
The rest of this section is organized as follows. Section 6.4.1 shows the upper bound
for the approximation ratio of the greedy algorithm. Section 6.4.2 introduces the prior-
itized greedy algorithm, which in each iteration needs to re-evaluate the cost function
bTpj only for a small fraction of rays.
6.4.1. Approximation Ratio of the Greedy Algorithm
We define the approximation ratio of a minimization algorithm to be ρ = fopt , where f
is the cost function achieved by the algorithm and opt is the optimal value of the cost
2In our experiments, the number of possible combinations is greater then 102000.
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function. Given ρ, we know that the algorithm provides solution whose value is at most
ρ opt. In this section we derive the upper bound of the approximation ratio UB(ρ) of
Algorithm 6.3. Fig. 6.3 shows values of UB(ρ) for different number of positions L.
The greedy algorithm successively selects rays that reduce the cost function the most.
To show how cost function differs from opt, an upper bound on the cost function need
to be derived. Let us suppose that in the beginning of an arbitrary iteration we have
voxel losses given by vector b, the following lemma states that for arbitrary voxel i,
there always exists a ray j, that reduces the cost function to
∑
i bi(1− 1K ) + optK , where
opt = 1T
K∏
j=1
pj = 1
Tpopt (6.10)
is the unknown optimum value of the cost function which is achievable by K rays
p1 . . .pK .
Lemma 6.4.1. If for some rays
∏K
j=1 pij = p
opt
i then
∀0≤b≤1∃j
V∑
i=1
pijbi ≤
V∑
i=1
bi
(
1− 1
K
)
+
opt
K
. (6.11)
Proof. We know that there is optimal solution consisting from K rays. Without loss of
generality we assume that
∏K
j=1 pij = p
opt
i holds for first K rays, then
∀i
K∑
j=1
pij ≤ K − 1 + popti . (6.12)
This holds for an arbitrary positive scaling factor bi, therefore
∀i
K∑
j=1
pijbi ≤ (K − 1 + popti )bi. (6.13)
We sum up inequalities over all voxels i
V∑
i=1
K∑
j=1
pijbi ≤
V∑
i=1
(K − 1 + popti ) bi. (6.14)
We switch sums in the left-hand side of the inequality to obtain addition of K terms
V∑
i=1
pi1bi + · · ·+
V∑
i=1
piKbi ≤
V∑
i=1
(K − 1 + popti ) bi. (6.15)
Hence, we know that at least one of these K terms has to be smaller than or equal to
1
K of the right-hand side
∃j
V∑
i=1
pijbi ≤ 1
K
V∑
i=1
(K − 1 + popti )bi =
V∑
i=1
bi(1− 1
K
) +
1
K
V∑
i=1
popti bi ≤
≤
V∑
i=1
bi(1− 1
K
) +
V∑
i=1
popti
K
=
V∑
i=1
bi(1− 1
K
) +
opt
K
(6.16)
62
6.4. Planning of Depth Measuring Rays
Especially, if there is only one position, all optimal K rays p1 . . .pK are either already
selected or still available. This assumption allows to derive the following upper bound
on the cost function of the greedy algorithm fK after K iterations for L = 1.
Theorem 6.4.1. Upper bound UB(fK) ≥ fK of the greedy algorithm after K iterations
is
UB(fK) = E
1
e
+ opt
(
1− 1
e
)
, (6.17)
where E =
∑V
i=1 i and e is Euler number.
Proof. We prove the upper bound by complete induction. In the beginning no ray is
selected, per-voxel loss is b0i = i and the value of the cost function f
0 =
∑V
i=1 b
0
i = E.
Using Lemma 6.4.1, we know that there exists ray j such that
∑V
i=1 pijb
0
i ≤
∑V
i=1 b
0
i (1−
1
k ) +
opt
K , therefore we know that
f1 =
V∑
i=1
pijb
0
i ≤
V∑
i=1
b0i
(
1− 1
K
)
+
opt
K
= E
(
1− 1
K
)
+
opt
K
. (6.18)
The greedy algorithm continues by updating the per-voxel loss b1i = b
0
i pij .
In the second iteration there are two possible cases: (i) we have either used the
optimal ray in the first iteration, then the situation is better and we know there is
(K − 1) rays which achieves optimum, or (ii) we have not selected the optimal ray in
the first iteration, therefore we have still K rays which achieves the optimum. Since the
cost function reduction in the latter case gives the upper bound on the cost function
reduction in the former one, we assume that there is still k optimal rays available,
therefore there exists ray j such that
f2 =
V∑
i=1
pijb
1
i ≤
V∑
i=1
b1i
(
1− 1
k
)
+
opt
K
≤
≤ E
(
1− 1
K
)2
+
opt
K
((
1− 1
K
)
+ 1
)
. (6.19)
In the third iteration, similarly
f3 =
V∑
i=1
pijb
2
i ≤ f2
(
1− 1
K
)
+
opt
K
≤
≤ E
(
1− 1
K
)3
+
opt
K
((
1− 1
K
)2
+
(
1− 1
K
)
+ 1
)
. (6.20)
We assume that the following holds
f t−1 ≤ E
(
1− 1
K
)t−1
+
opt
K
t−2∑
u=0
(
1− 1
K
)u
. (6.21)
and prove the inequality for f t. Using the assumption (6.21) and Lemma 6.4.1, the
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following inequalities hold
f t ≤
V∑
i=1
bt−1i
(
1− 1
K
)
+
opt
K
≤
≤
[
E
(
1− 1
K
)t−1
+
opt
K
t−2∑
u=0
(
1− 1
K
)u](
1− 1
K
)
+
opt
K
= E
(
1− 1
K
)t
︸ ︷︷ ︸
αKt
+opt
1
K
t−1∑
u=0
(
1− 1
K
)u
︸ ︷︷ ︸
βKt
. (6.22)
Since αKt + β
K
t = 1
3 and αK =
(
1− 1K
)K ≤ 1e , the upper bound for cost function of
the greedy algorithm in Kth iteration is
fK ≤ E 1
e
+ opt
(
1− 1
e
)
. (6.23)
Theorem 6.4.1 reveals that the approximation ratio of the greedy algorithm ρ = f
K
opt
after K iterations has following upper bound:
ρ ≤ opt
(
E
opt
1
e +
(
1− 1e
))
opt
≤ E
LB(opt)e
+
(
1− 1
e
)
. (6.24)
We can simply find LB(opt) by considering for each voxel the best K rays indepen-
dently.
So far we have assumed that the greedy algorithm chooses only K rays and that all
rays are available in all iterations. Since there are L positions and the greedy algorithm
can choose only K rays at each position, some rays may be no longer available when
choosing (K + 1)th ray. In the worst case possible, the rays from the most promising
position will become unavailable. Since we have not chosen optimal rays we can no
longer achieve opt. Nevertheless, we can still choose from rays which achieve a new
optimum.
We introduce optv as the optimum achievable after closing v positions. Obviously
opt0 = opt. Let us assume that, when the first position is closed we cannot lose
more than R1, therefore opt1 = opt + R1. Without any additional assumption, R1
could be arbitrarily large. We discuss potential assumptions later. Similarly opt2 =
opt + R1 + R2, and optv = opt +
∑v
l=1Rl. The following theorem states the upper
bound for fLK as a function of optv.
Theorem 6.4.2. Upper bound UB(fLK) ≥ fLK of the greedy algorithm after LK
iterations is
UB(fLK) = E
1
e
+
L−1∑
u=0
γuoptu, (6.25)
where γu =
(
1− L
√
1
e
)(
L
√
1
e
)L−1−u
.
3Using the geometric series summation formula, βKt =
1
K
∑t−1
u=0
(
1− 1
K
)u
= (1−a)∑t−1u=0 au = 1−at =
1− (1− 1
K
)t
= 1− αKt for a =
(
1− 1
K
)
.
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Proof. We start from the result (6.22) shown in the proof of Theorem 6.4.1. Since there
is LK rays achieving optimum opt0 = opt, the cost function f
K in Kth iteration is
bounded as follows:
fK ≤ E
(
1− 1
LK
)K
︸ ︷︷ ︸
αLKK
+opt0
1
LK
K−1∑
u=0
(
1− 1
LK
)u
︸ ︷︷ ︸
βLKK
. (6.26)
In the (K + 1)th iteration, there are two possible cases: (i) rays from some position
l become not available and there is K(L − 1) rays available which can achieve a new
optimum which is not higher than opt1 or (ii) all rays are available and there is still LK
rays which achieve opt0 = opt. Noticing that the upper bound is increasing in opt0
and L, we can cover both cases by considering there is still LK rays which achieves
opt1, therefore
fK+1 ≤ (EαLKK + opt0βLKK )(1−
1
LK
) +
opt1
LK
=
= EαLKK+1 + opt0β
LK
K (1−
1
LK
) +
opt1
LK
. (6.27)
We can now continue up to the iteration 2K in which the upper bound is as follows:
f2K ≤ EαLK2K + opt0βLKK αLKK + opt1βLKK . (6.28)
For (2K + 1)th iteration the situation is similar as for (K + 1)th iteration. In order to
cover both cases, we consider that there is LK rays which achieves opt2 and continue
up to the 3kth iteration, which yields the following upper bound:
f3K ≤ EαLK3K + opt0βLKK αLK2K + opt1βLKK αLKK + opt2βLKK . (6.29)
Finally after LK iterations the upper bound is
fLK ≤ EαLKLK + βLKK
L−1∑
u=0
αLK(L−1−u)Koptu ≤
≤ E 1
e
+
L−1∑
u=0
(
1− L
√
1
e
)(
L
√
1
e
)L−1−u
optu. (6.30)
The last inequality stems from the fact that (αLKK )
L = αLKLK ≤ 1e and that αLKK +βLKK =
1.
Finally we derive the upper bound of the approximation ratio ρ = fLK/opt.
Theorem 6.4.3. Upper bound of the approximation ratio is
ρ ≥ E
LB(opt)
1
e
+
L−1∑
u=0
γu
(
1 +
∑u
v=1Rv
LB(opt)
)
(6.31)
where LB(opt) is lower bound of the opt.
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Figure 6.3. UB(ρ) as a function of optE ratios with Rv ≤ VL .
Proof.
ρ =
fLK
opt
≤ UB(f
LK)
opt
=
E 1e +
∑L
u=1 γuoptu
opt
=
=
opt( Eopt
1
e +
∑L
u=1 γu
optu
opt )
opt
=
=
E
opt
1
e
+
L∑
u=1
γu
opt+
∑u
v=1Rv
opt
≤ (6.32)
≤ E
LB(opt)
1
e
+
L−1∑
u=0
γu
(
1 +
∑u
v=1Rv
LB(opt)
)
The approximation ratio depends on the opt, if opt = 0 then ρ = ∞, if opt = E
then ρ = 1. If we make an assumption that each position covers only 1L fraction of
voxels, then Rv ≤ VL . Fig. 6.3 shows values of LB(ρ) for different ratios of optE for this
case.
6.4.2. Prioritized Greedy Planning
In practice we observed a significant speed up of the greedy planning (Alg. 6.3) by
imposing prioritized search for arg minj b
Tpj . Namely, let us denote ∆
k
j the decrease
of the expected reconstruction error achieved by selecting ray j in iteration k,
∆kj =
∑
i
(bk−1i − bki ) =
∑
i
bk−1i (1− pij), (6.33)
and show that it is non-increasing. For pij , pij′ ∈ [0, 1] and bk−1i ≥ 0 it follows that
bk−1i (1− pij) ≥ bk−1i pij′(1− pij). (6.34)
Summing the inequalities for all voxels i, we get
∆kj =
∑
i
bk−1i (1− pij) ≥
∑
i
bk−1i pij′(1− pij) = ∆k+1j (6.35)
for an arbitrary ray j′ selected in iteration k. Note that ∆kj ≥ ∆k+aj for any a ≥ 1.
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Now, when we search for j maximizing ∆kj in decreasing order of ∆
k−aj
j , aj ≥ 1 ∀j, we
can stop once ∆kj > ∆
k−aj′
j′ for the next ray j
′ because none of the remaining rays can
be better than j. Moreover, we can take advantage of the fact that all the remaining
rays including j remained sorted when updating the priority for the next iteration. The
proposed planning is detailed in Alg. 6.4.
The number of re-evaluations of ∆j in Alg. 6.4 was approximately 500× smaller
than in Alg. 6.3. Despite the sorting took about a 1/10 of the computation time, the
prioritized planning was about 30× faster and took 0.3s on average using a single-
threaded implementation.
Algorithm 6.4. Prioritized greedy planning of depth measuring rays.
Require:
Set of rays V = {1, . . . , N} at positions L, budget K, voxel costs b, probability
vectors pj ∀j ∈ V, mapping from ray to position λ : V 7→ L
1: J` ← ∅ ∀` ∈ L . No rays selected
2: ∆j ←∞ ∀j ∈ V . Force recompute.
3: S ← (1, . . . , N) . Sequence of ray indices, S(n) denotes
the nth element in the sequence, S(m:n) the subsequence from the mth to the nth
element.
4: while S 6= ∅ do
5: for n ∈ (1, . . . , |S|) do
6: ∆S(n) ← bT(1− pS(n))
7: if n < |S| ∧∆S(n) ≥ ∆S(n+1) then
8: break
9: end if
10: end for
11: Sort subsequence S(1 : n) s.t. ∆S(n′) ≥ ∆S(n′+1)
12: Merge sorted subsequences S(1 : n− 1) and S(n : |S|)
13: j∗ ← S(1), l∗ ← λ(j∗)
14: J`∗ ← J`∗ ∪ {j∗} . Add the best ray.
15: b← b pj∗ . Update voxel costs.
16: if |J`∗ | = K then
17: S ← S \ {j : λ(j) = `∗} . Close the position.
18: else
19: S ← S \ {j∗} . Remove j∗ from S.
20: end if
21: end while
22: return Selected rays J` at every position ` ∈ L
6.5. Experiments
6.5.1. Dataset
All experiments were conducted on selected sequences from categories City and Resi-
dential from the KITTI dataset [29]. We first brought the point clouds (captured by the
Velodyne HDL-64E laser scanner) to a common reference frame using the localization
data from the inertial navigation system (OXTS RT 3003 GPS/IMU) and created the
ground-truth voxel maps from these. The voxels traced from the sensor origin towards
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Figure 6.4. ROC curves of occupancy prediction from active 3D mapping on test sets. (left)
Random denotes the global occupancy Yˆ obtained by using hθ0 with random sparse measure-
ments, Coupled the occupancy obtained by using hθ3 with the prioritized greedy planning.
The voxels which are more than 1m from what could possibly be measured are excluded,
together with the false positives which can be attributed to discretization error (in 1-voxel
distance from an occupied voxel). (right) Random denotes the local occupancy maps yˆl ob-
tained by using hθ0 , Coupled the maps obtained by using hθ1 , and Res3D-GRU-3 denotes
the reconstruction obtained by the network adapted from [16].
each measured point were updated as empty (their occupancy confidence was decreased,
yi ← yi − 1) except for the voxels incident with any of the end points which were up-
dated as occupied (their occupancy confidence was increased by the same amount for
each incident end point, yi ← yi + 1). The dynamic objects were mostly removed in
the process since the voxels belonging to these objects were also many times updated
as empty while moving. All maps used axis-aligned voxels of edge size 0.2 m.
For generating the sparse measurements, we consider an SSL sensor with the field of
view of 120◦ horizontally and 90◦ vertically discretized in 160×120 = 19200 directions.
At each position, we select K = 200 rays and ray-trace in these directions until an
occupied voxel is hit or the maximum distance of 48m is reached. Only the rays which
end up hitting an occupied voxel produce valid measurements, as is the case with the
time-of-flight sensors. Local maps xl and yl contain volume of 64m × 64m × 6.4m
discretized into 320× 320× 32 voxels.
6.5.2. Active 3D Mapping
In this experiment, we used 17 and 3 sequences from the Residential category for train-
ing and validation, respectively, and 13 sequences from the City category for testing.
We evaluate the iterative planning-learning procedure described in Sec. 6.3. For learn-
ing the mapping networks, we used learning rate α = 10−3(1/8)di/10e based on epoch
number i, batch size 1, and momentum 0.99. Networks hθ0 , . . . ,hθ3 were trained for 20
epochs. Validation performance stopped improving after 3 planning-learning iterations.
The ROC curves shown in Fig. 6.4 (left) are computed using ground-truth maps Y
and predicted global occupancy maps Yˆ. The performance of the hθ3 network (denoted
Coupled) significantly outperforms the hθ3 network (Random), which shows the bene-
fit of the proposed iterative planning-mapping procedure. Examples of reconstructed
global occupancy maps are shown in Fig. 6.5. Note that the valid measurements covered
around 3% of the input voxels.
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All maps used axis-aligned voxels of edge size 0.2m.
For generating the sparse measurements, we consider an
SSL sensor with the horizontal field of view of 120 deg
and vertical 90 deg. The possible rays to choose from
are obtained by discretizing the sensor field of view in
160 ⇥ 120 = 19200 directions. At each position, we se-
lect K = 200 rays and ray-trace in these directions until
an occupied voxel is hit or the maximum distance of 100m
(which corresponds to 500 voxels) is reached. Only the rays
which end up hitting an occupied voxel contribute to the
measurements. Local maps xl and yl contain volume of
64m⇥64m⇥6.4m discretized into 320⇥320⇥32 voxels.
6.2. Active Mapping
In this experiment, we used 17 and 3 sequences from
the Residential category for training and validation, respec-
tively, and 13 sequences from the City category for testing.
Following the alternating procedure of learning and plan-
ning as described above (see Sec. 3–5), we learned mapping
networks h0, h1, . . . , ht using batch size 1 and momentum
0.99. The learning rate always started at ↵ = 10 3. Train-
ing the initial network h0 took 200000 iterations and twice
decreasing the learning rate, to 10 4 after 100000 itera-
tions and 10 5 after 150000 iterations. Training the succes-
sive networks ht took 100000 iterations (approximately one
day) with exponentially decreasing learning rate to⇡ 10 5.
We have observed that the net ht achieve best results al-
ready after 3 or 4 planning-training iterations.
As can be seen from the ROC curves in Fig. 4, the perfor-
mance after 4 planning-training iterations overcomes net-
work without planning. When we have evaluate network
h0 with planning for new input, ROC curve was almost in-
distinguishable from the one generated by h0 with random
rays.
Input of the network xl contains around 2.5% of known
voxels the rest of the voxels are estimated by the CNN. ROC
curves in this section are computed using global confidence
map yˆ and ground truth map y. An examples from recon-
structions are shown in Fig. 5.
6.3. Comparison to a Recurrent Image-based Ar-
chitecture
We provide a comparison with the image-based recon-
struction method of Choy et al. [3], namely the residual
network with Gated Recurrent Units (GRU) units, Res3D-
GRU-3, which we modified to use sparse depth maps of size
160⇥120 instead of RGB images, withK = 200 randomly
selected depth-measuring directions.5 The sensor pose cor-
responding to the the last received depth map was used as
the canonical object pose for reconstruction. The number
of views were fixed to 5 both in training and testing. In this
5Some of these typically did not yield valid measurement.
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Figure 4. Recall to false-positive rate on test data for network
h0 (Random) and h4 (Coupled) . False positives which can be
attributed to discretization error (in 1-voxel distance to occupied
voxels) do not count.
Figure 5. Two examples of global map reconstruction. The black
line denotes trajectory of the car. Top row: The measurement
maps x. Middle: Reconstructed and thresholded maps yˆ. Bot-
tom: Ground-truth maps y.
particular experiment, we used 20 sequences from the Resi-
dential category—18 for training, 1 for validation and 1 for
testing. For comparison we had to limit the batch size to 1
and the size of the outputs to 128 ⇥ 128 ⇥ 32. This corre-
sponds to 16 ⇥ 16 ⇥ 4 GRU units. Our mapping network
was trained and tested on the same training data but using
voxel maps instead of depth images.
A performance comparison in form of ROC curves is
8
trees cars
Figure 6.5. Examples of global map reconstruction. (top) Sparse measurement maps X.
(middle) Reconstructed occupancy maps Yˆ in form of isosurface. (bottom) Ground-truth
maps Y. Th black line denotes trajectory of the car.
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6.5.3. Comparison to a Recurrent Image-Based Architecture
We provide a comparison with the image-based reconstruction method of Choy et
al. [16]. Namely, we modify the residual network with Gated Recurrent Units (GRU),
Res3D-GRU-3, to use sparse depth maps of size 160×120 instead of RGB images. The
sensor pose corresponding to the last received depth map was used for reconstruction.
The number of views were fixed to 5, with K = 200 randomly selected depth-measuring
rays in each image. For this experiment, we used 20 sequences from the Residential
category—18 for training, 1 for validation and 1 for testing. Since the Res3D-GRU-3
architecture is not suited for high-dimensional outputs due to its high memory require-
ments, we limit the batch size to 1 and the size of the maps to 128 × 128 × 32, which
corresponds to 16×16×4 recurrent units. Our mapping network was trained and tested
on voxel maps instead of depth images.
The corresponding ROC curves, computed from local maps yl and yˆl, are shown in
Fig. 6.4 (right). Both hθ0 and hθ1 networks outperforms the Res3D-GRU-3 network.
We attribute this result mostly to the fact that our method is implicitly provided the
known trajectory, while the Res3D-GRU-3 network is not. Another reason may be the
ray-voxel mapping which is also known implicitly in our case, compared to [16].
6.6. Conclusions
We have proposed a computationally tractable approach for the very high-dimensional
active perception task. The proposed 3D-reconstruction CNN outperforms a state-
of-the-art approach by 20% in recall, and it is shown that when learning is coupled
with planning, recall increases by additional 8% on the same false positive rate. The
proposed prioritized greedy planning algorithm seems to be a promising direction with
respect to on-board reactive control since it is about 30× faster and requires only 1/500
of ray evaluations compared to a na¨ıve greedy solution.
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7. Conclusion and Future Work
We have contributed to several areas of 3D vision, namely, 3D object recognition and
3D point cloud registration based on matching local invariant features (chapters 3 and
4), and active vision where we combined learning with planning to create a control
policy (chapters 5 and 6).
The method of local invariant features addresses the issue of non-uniform sampling
density inherent in range-sensing methods. In 3D object recognition, it outperformed
the competitors in the time of publication [68]. In 3D point cloud registration, the
method is shown [69] to provide advantages over ICP-based registration in cases with
at least moderate overlap (≥ 75%) of the reading and reference point clouds. It also
provides a superior performance compared to other state-of-the-art methods of global
registration, with competitive running times.
Within the active vision area, we addressed the problem of simultaneous exploration
and segmentation with incomplete data, for which we introduced a method of self-
initialized policy learning (chapter 5). We have shown that a simplified version of the
task can be solved as a mixed-integer linear program (MILP) to obtain the optimal
sensor trajectory. This is, nevertheless, computationally very demanding and therefore
not suited for online replanning after every new measurement. Instead, we proposed
to use these optimal trajectories as a supervision for learning a reactive CNN-based
policy. We have demonstrated two modes of policy initialization to limit the amount
of labeled data from experiments with the real robot—the first uses the multimodal
segmentation models with a set of labeled multimodal images, the second uses only a
set of unlabeled multimodal images with the given segmentation models.
We also proposed a computationally tractable approach to active 3D mapping, which
couples learning of the 3D reconstruction with the optimization of depth-measuring
rays. Unlike other active vision tasks, this task has significantly higher dimensionality of
the state-action space, which renders unsupervised reinforcement learning prohibitively
expensive to use. To solve the planning subtask online, we proposed a fast prioritized
greedy algorithm, for which we also derived an approximation ratio. Using the publicly
available KITTI dataset, we have demonstrated that accuracy of the reconstruction
improves when learning to reconstruct is coupled with planning new measurements.
Using an off-line planner to provide the training set for training a reactive control pol-
icy seems to be a very promising research direction which helps to avoid some problems
connected with conventional reinforcement learning methods, such as the huge number
of episodes the agent must observe before achieving desirable levels of performance.
For the active 3D mapping task, an alternative approach would be to train a reactive
policy instead of using the planner, together with the 3D mapping network. This is,
nevertheless, challenging due to the problem of high dimensionality of the actions (there
is around half a million rays to be planned each second) and the constraints which need
to enforced (the limited budget).
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