We consider convolving a Gaussian of a varying scale ǫ against a Borel measure µ on Euclidean d-space. The L p norm of the result is differentiable in ǫ. We calculate this derivative and show how the upper order of its growth relates to the lower Rényi dimension. We assume p is strictly between 1 and ∞ and that µ is finite and has bounded support.
approximately constant for some choice of p, with 1 < p < ∞. We don't see a general means of estimating this norm of differences, so we instead look at the difference of norms.
If µ is "fractal," then we expect that setting ǫ n in a geometric series will lead to exponential growth in g ǫn * µ p − g ǫn−1 * µ p .
If we set the ǫ n via a power law, ǫ n = n −t , we can reasonably hope that this difference is more or less constant.
Recall, for example, from one of [1, 7] , that the upper and lower Rényi dimensions of µ for index p are defined by
where the so-called partition function S p µ (ǫ) is taken to be
and where I is a d-fold product of the unit interval [0, 1). For other work connecting S p µ (ǫ) to the convolutions g ǫ * µ, see [4] .
Here is the main result, proven in Section 4. 
and let A be any positive number. For any c > 0, there is an N so that n ≥ N implies
is not bounded by any polynomial.
Differentiating the Norm of a Filtered Measure
Recall that given a function g on R d we rescale it as 
Proof. For any w,
and so ∂ ∂ǫ
where G and H are bounds on g and h. Since µ is finite, g ǫ (x − y) is integrable in y, as is a constant function. Therefore the Dominated Convergence Theorem gives us
Notation 2.2. We shall use x ∧ y to denote the minimum of two numbers and x ∨ y for their maximums. 
Suppose the support of µ is within the ball of the origin of radius R.
Pick an integer k with k > d+1 p . Since g is rapidly decreasing there is a C 1 so that
For all x,
then we have the estimate
For some C 2 and C 3 ,
for all x.
We can repeat the previous argument for h ǫ . Possibly increasing C 2 and C 3 we can have
, which is is integrable since k is larger than d+1 p . We can use dominated convergence again. By the last lemma,
The two derivatives formulas in the statement of the lemma now follow from the formulae d dǫ g ǫ * µ p = 1 p g ǫ * µ 
Proof. The two lower bounds follow trivially from the last lemma and the fact that g and h are nonnegative. Holder's inequality gives us 
g ǫ * µ p has a bound that holds for all ǫ. ln(x) are the upper and lower orders of f. These provide a simple way to compare the asymptotic behavior of f (x) to x c for various powers c. Equivalently, d(f ) is the smallest number so that
Asymptotic indices
and d(f ) is the largest number so that
The proof is not complicated. See ( [5] ). For a look at how upper and lower order relate to regular variation, see [2] . In broad terms, if c = lim x→∞ ln (f (x)) ln(x) exists, then f (x) is not so different from x c . There is, however, no reason to think that if f ′ (x) exists, it must behave cx c−1 . However, if there are some bounds on the derivative of the log-log plot of f then we are able to deduce the upper order of |f ′ | from the upper order of f.
For the lower order on |f ′ |, we have found no particularly interesting result that can be applied to g x −1 * µ p . The difficulty is that even if we assume g is a Gaussian we don't know if the derivative of g x −1 * µ p is bounded away from zero.
We take the liberty of setting ln(0) = −∞, and indeed ln(0) C = −∞. This is to accommodate f ′ (x) = 0 at some x and f (n) = f (n − 1) at some n. Both (2) and (3) remain valid.
is differentiable and that for some finite constant C,
Given any nondecreasing sequence x n with limit ∞, if
Proof. The bound (4) implies
The rest of the proof mimics that of Lemma 4.1 in [6] , and is omitted.
is differentiable. If, for some finite constant C,
If also sup Proof. Suppose f is a function with the bounds ±C on the slope of its log-log plot. For each n, the Mean Value Theorem gives us a number x n with
From basic facts about nets we obtain lim sup
To finish the first claim, we will show lim sup
We can apply Lemma 3.1, because This can be rewritten as
and so we have If for some c < −1 there is a natural number n 0 so that
then for such n,
For non-integral x, we find n with
Therefore
Since f is continuous, a bound over [n 0 , ∞) implies a bound over the whole domain, and we have shown m ≥ −1.
Suppose we are given δ > 0. Then pick c with
There is a natural number n 0 ≥ 1 so that
For large n,
Therefore, for large n, f (n) ≤ x m+δ+1 .
Therefore lim sup
n→∞ ln (f (n)) ln(n) ≤ m + δ + 1
This being true for all δ > 0, and we have shown
Proof of the Main Theorem
We now prove Theorem 1.1. Suppose µ is a finite Borel measure on R d with bounded support and that D + p (µ) < d. Recall from [4] (or see [6] ) that lim sup
Given our assumption on D + p (µ) we see that
For some t, to be specified later, and any given A, let
Let h(x) = ln g e x * µ p .
Then lim Neither g Ab −n * µ p nor g Ab −n * µ p − g Ab −n−1 * µ p can be polynomially bounded.
