Introduction
An interesting development in quantum mechanics has been made by Berry [1] who has shown that when a quantum-mechanical state is developing around a closed circuit it obtains a geometrical phase in addition to the well known dynamical phase. Aharonov and Anandan [2] have generalized the use of geometric phase to non-adiabatic time developments. Certain ideas from optics by Pancharatnam [3] have been used for defining also phase changes for partial and non unitary cycles [4, 5] . The discovery of a topological phase in quantum mechanics has led to a unified approach to various topological phenomena in physics, both at the quantum and classical levels.
The connections between the geometric phase and fibre-bundle theories [6] [7] [8] [9] [10] have been analyzed. Following Berry's paper many experiments have been developed for measuring the geometric part of the phase change, in a variety of contexts, which are related to Lie group theories. Most observations of Berry's phases are related to SU (2) and Lorentz groups, and there is an enormous amount of literature on such systems. In a previous paper [11] Berry's phases and interference effects for three-level atoms, related to the SU(3) algebra, have been analyzed, and the comparison between this work and those of other authors have been discussed. In the present article we would like to develop the theory of Pancharatnam and Berry phases for three-level optical systems related to the SU(3) algebra. More specifically the theory of Pancharatnam phase is developed here for a three-level photonic system which is realized by the polarization states of the single mode biphoton field [12] [13] [14] [15] .
A general review for the unitary evolution of polarized light governed by the SU(2) group and its relation to topological effects has been published [16] .
We extend such treatment to three-level photonic system.
There are close connections between the two concepts of Pancharatnam and Berry phases. Since we are treating an optical system we find it more useful to base our analysis on the concept of Pancharatnam phase, but we would also like to show the connection of our analysis with the concept of Berry phase. For the basic understanding of our analysis for a specific system we find it useful to review shortly the basic theories which are used in our derivations.
The paper is arranged as follows: In Section 2 we show the relation between Berry phase and topology. In Section 3 we describe various properties of the Pancharatnam phase and its relation to the Berry phase. The main part of the paper is given in Section 4, where we analyze possible interference effects which can be obtained in single mode biphoton fields [12] [13] [14] [15] . In Section 5 we summarize our results.
Berry Phase Related to Topology
When a quantum-mechanical (QM) state is evolving adiabatically in time and transported around a circuit as an eigenstate of a Hamiltonian with slowly varying parameters, it acquires a geometrical phase factor in addition to the dynamical phase [1] . The geometrical phase factor is given by
for a Hermitian Hamiltonian H( R(t)) with parameters R i (t) which are slowly varying along a closed curve C, in parameter space in time T . In the adiabatic approximation, it is assumed that | n, R(t) is an eigenstate of the Hamiltonian:
The phase factor acquired by the state | Ψ n ( R, T ) consists of two parts:
where the first and second exponents on the right side of Eq. (3) represent, respectively, the adiabatic Berry phase and the dynamical phase. The term
is referred to as a vector potential. As in electromagnetic theory the vector potential is defined up to a gauge transformation. By performing the
we induce a "gauge transformation" on A R (n, t):
¿From the definition of Berry phase given by Eq. (1) it is clear that the Berry phase is gauge invariant for a closed circuit.
Considering the state vector | Ψ n ( R, t) , Aharonov and Anandan [2] removed its dynamical phase factor, by defining a new state:
where
|φ n ( R, t ′ ) satisfies the equation:
Multiplication of this equation on the left by φ n ( R, t)| yields the 'parallel transport' law:
Following fibre-bundle theories [6] [7] [8] [9] [10] we refer to Eq. (10) as the 'connection'. The 'total space' N, in our analysis, includes all normalized Schrodinger wavefunctions. As is well known it is possible to multiply the wavefunction by a phase factor exp(iθ), without changing the physical properties of the quantum state. All wavefunctions which differ only by a phase factor are considered in QM as one ray. The 'base space' R, in the present analysis, includes all rays of Schrodinger wavefunctions. There is a projection π : N → R from the total space to its base, i.e. from each wavefunction onto its ray. The 'fibre space' F is related to our analysis by including all wavefunctions which differ only by a phase factor as one 'fibre'.
Let us assume, for simplicity, that an element of the 'bundle' |φ n ( R, t)
can be written
where |z n ( R, t) is representative of a certain ray and Ω is the phase factor, Ω = exp(iθ). On the right side of Eq. (11) Ω represents the 'vertical' part, which is along the 'fibre', while |Z n ( R, t) represents the 'horizontal' part along the 'base'. Substituting Eq. (11) into the connection, Eq. (10), performing the derivative and integrating this equation over a closed circuit during time T we have two contributions which are equal in magnitude and opposite in sign, so that we obtain:
The geometrical phase factor is then given in Eq. (12) which is the same relation as that of Eq. (1), but without any adiabatic approximation. One finds according to the above analysis that although the quantum circuit is closed in the 'base space' (|z n (T ) = |z n (0) ) it is open in the 'total space', as |φ n (T ) is different from |φ n (0) , and this difference is given by the Berry phase.
Pancharatnam Phase and its Relation to Topological Effects a. Definition of Pancharatnam Phase
Consider two normalized nonorthogonal Hilbert states |A and |B , and assume further that |A is exposed to U(1) shift e iφ [17] . The resulting interference pattern is determined by
where its maximum is obtained at the Pancharatnam relative phase φ 0 ≡ arg A|B . This phase is reduced to the U(1) case whenever |B = e iθ |A as it yields arg A|B = θ. In the original treatments of the Berry phase Simon [22] . We describe here only a few fundamental properties which are needed for understanding the analysis given in Section 4 for a specific system. Consider a one dimensional or one parameter 'curve' consisting of a family of wave vectors |Ψ(s) which is changing continuously as a function of s. s is any parameter by which Ψ(s) is continuously changing (including time as a special case). Assuming that |Ψ(s) is a unit vector for all |Ψ(s) we get
where the derivatives are according to the parameter s. One can change the wavevectors |Ψ(s) by a "gauge transformation":
where α(s) is a real smooth function of s in the interval sǫ[s 1 , s 2 ]. For cyclic transformation described in the previous section the Berry phase is independent of the gauge transformation. However, for noncyclic transformation we
¿From the above equations we find that we can construct a functional in Hilbert space which is gauge invariant:
This property can be interpreted according to the topological description in the previous section. Here the wavefunction Ψ(s) includes its 'fibre'
i.e. |Ψ(s) belongs to the total space N where it includes all wavefunctions which differ in a phase factor exp(iθ) [changing this phase factor by the gauge transformation is considered in topology as moving along the 'fibre']. On the other hand, the functional appearing in Eq. (17), which is gauge invariant represents a projection from the total space to its basis and is defined as the "geometric phase". We find according to Eq. (17) that by substracting the "dynamical phase", which is defined as Im
Pancharatnam phase, which is defined here as arg Ψ(s 1 ), Ψ(s 2 ) , we get the geometric phase which is gauge invariant. The interesting point here is that while Berry phase analysis, as given in Section 2, is well defined (gauge invariant) only for cyclic evolution, the geometric phase is well defined also for noncyclic evolution (also for mixed states [19] [20] [21] ). Eq. 17 can be reformulated as [22] :
where φ p (N) and φ dyn (N) are defined over the total space N and each of them is gauge dependent while φ g (C) is the geometric phase which is defined over the basis space of rays and is gauge invariant. Eqs. (17) and (18) have been restricted to a dependence on only one parameter s, but such restriction is valid for the optical system which will be treated in Section 4. One can measure the Pancharatnam phase by applying Eq. (13), but it might be quite difficult to subtract experimentally from it the dynamical phase, although it can be done by using a theoretical calculation. In considering consecutive wavefunctions 'curves' one should take into account that the geometric and Pancharatram phases do not have the additive property [19] . In comparison, the dynamical phase of the total path can be obtained by adding the dynamical phases of the 'curves' from which the total path is composed. Especially interesting are the geodesic 'curves' that extremize the distance with respect to a certain metric. In the next paragraph we introduce a metric for the present Hilbert space and show how such extremum can be obtained. The geometric phase which is obtained by subtracting the dynamical phase from the Pancharatnam phase can have global properties while the geodesic 'curve' has also local differential properties. These properties are obtained by extremizing a certain functional, leading to the path with the shortest distance between two points in Hilbert space.
c. Hilbert Space Metric and Geodesics
The distance between two quantum states |Ψ(s) and |Ψ(s ′ ) , representing a quantum system which is developed according to parameter s, can be given as [23, 24] 
As mentioned previously s might represent not only the time t but also any other parameter s by which the wavefunction is continuously developed.
The use of Eq. (19) is reasonable since if the ray |Ψ(s) is orthogonal to the ray |Ψ(s ′ ) then the distance between the two states is equal to 1, while if |Ψ(s ′ ) is equal to |Ψ(s) the distance vanishes. Additional explanation to this definition will be given also later, but let us see first the mathematical derivations which are obtained from this equation.
Assuming two close wavefunctions |Ψ(s) and |Ψ(s + ds) , then we get:
By using the second derivative of Ψ(s)|Ψ(s) we get
By using Eqs. (19) (20) (21) one gets, after some algebra [23, 24] :
The derivation of Eq. (22), which has been made by using the definition (19) , can be obtained also in a different way. The horizontal component of the
we have subtracted from the derivative of the wavefunction its movement along the 'fibre' [25] , since it does not change the basis of the wavefunction i.e., its ray. The norm of the above vector is given after a straightforward algebra as:
which is equivalent to Eq. (22) up to a multiplication by factor 2, which can be inserted arbitrarily in the definition (19) . This equation gives a physical insight for using Eq. (19) .
In deriving Eq. (22) one neglects terms which are of order ds 3 or higher.
Given the continuous 'curve' C of the wavefunction Ψ(s) varying continuously as a function of the parameter s from s 1 to s 2 one gets the functional [22, 26] :
The geodesic curve is obtained by extremizing this functional. Mukanda and Simon [22] have shown that any 'curve' composed of a normalized wavefunction which is changing continuously as a function of s and which obeys the equations:
is a geodesic curve. The path [22, [26] [27] [28] 
where |A and |B are the initial and final wavefunctions is a geodesic curve as it fulfills Eqs. (24) and (25) .
The use of the geodesic equations (26) for noncyclic SU(2) evolution has been discussed [27] . In a recent interesting article [28] is any continuous function of s. Such gauge transformation does not destroy the geodesic property as a geodesic is gauge invariant (any property of the basis of the wavefunctions i.e., of the rays is gauge invariant).
d. The Vertex Theorem
Let us assume that we have N − 1 consecutive wavefunctions 'curves'
where the r'th 'curve' is described by the transition Ψ r → Ψ r+1 and the total path is obtained by summation over r from 1 to N − 1. Using Eq. (18) we get:
Although the Pancharatram and the dynamical phase can be gauge dependent their difference given as φ g (C) is gauge independent.
For cases in which the geometric phase vanish in all the transitions Ψ r → Ψ r+1 we get:
Eq. (28) can be considered as the general "vertex theorem". 
Due to the fact that φ g (C) is gauge invariant one can use "parallel lift"
by which Ψ(s)|Ψ(s) = 0 and then the vanishing of the geometric phase in each of the intervals (Ψ(s), Ψ(s + ε)) implies Ψ(s)|Ψ(s + ε) = 1. Then we get the simple expression
For such cases one may measure φ g (C) as a relative phase shift in the interference pattern by applying Eq. (13), assuming |A = |Ψ(s 1 ) , |B = |Ψ(s 2 ) .
However, if the development is not given by 'parallel transport' one has to subtract the dynamical phase on the right side of Eq. (30).
Pancharatnam Phase for Polarized Biphotons a. Descriptions of the Biphoton States
We consider a quantum system formed by two correlated photons -a biphoton, emitted via frequency degenerate colinear spontaneous parametric down conversion (SPDC) [12] . We assume that the biphoton state can be described as By passing from the basis |2, 0 , |1, 1 , |0, 2 to the basis
one obtains three states that can be transformed into one another by means of only phase-plates. It has been suggested to use polarized biphotons as ternary analogs of two-state quantum systems (qubits) [12, 15] . Our aim in the present paper is, however, different. We would like to study here possible interference effects, by the use of biphotons which can be related to
Pancharatnam and Berry phases in a three-level photonic system. The effect of the loss-free polarization converters (phase-plates) on a biphoton state given by Eq. (31) has been described by Burlakov and Klyshko [14] . For our purpose the effect of the phase-plates is described by a 3 × 3 unitary matrix which operates directly on the basis of states given by Eq. (32). This transformation matrix and its properties are described in the next paragraph.
b. Transformations of Biphotons by Phase-Plates
The effect of polarization converters on a biphoton given by Eq. (31) as (c 1 , c 2 , c 3 ) is described by the transformation matrix [14] :
Here t and r are amplitude transmission and reflection coefficients of a given converter. We assume a linear phase-plate with optical thickness δ and orientation χ relative to the horizontal direction x which corresponds to the transformation t = cos δ + i sin δ cos(2χ), r = i sin δ sin(2χ). For a quarter-wave plate we have δ = π/4 and then t = (1 + i cos(2χ))/ √ 2, r = i sin(2χ))/ √ 2.
A half-wave plate gives t = i cos(2χ), r = i sin(2χ).
The basis of states |2, 0 , |11 and |0, 2 can be transformed to the basis of states |Ψ + , |Ψ − and |Ψ 0 as
where the matrix A is given by
The normalized biphoton state can be expressed in the new basis by
where the effect of the polarization converters on the biphoton of Eq. (36) given as (d 1 , d 2 , d 3 ) is described by the transformation matrix:
Assuming a linear phase-plate with optical thickness δ and orientation χ the matrix Q gets a more explicit form as:
An interesting property of the matrix of Eqs. (37) and (38) is obtained by multiplying this input state by the matrix Q. We assume that the initial state is developed continuously by changing in the matrix Q the parameter δ from its initial value zero (giving a unit matrix), to its final value δ 0 , which corresponds to the optical depth of the converter. By straightforward calculations we find that the linear phase converter leads to a dynamical phase shift given by:
The result obtained in Eq. (39) where |Ψ in is the initial biphoton state vector while |Ψ out is obtained by multiplying this initial state by the transformation matrix Q. We get: 2) Special geodesic developments can be obtained for biphoton states under special conditions, which can lead to interesting interference effects.
3) Under general conditions, the geometric phase can be calculated by using the general expressions of Eq. (18).
d. Eigenvalues and Eigenvectors of the Transformation Matrix
Since the transformation matrix Q is unitary its eigenvalues are given by complex numbers with a unit absolute value. By calculating the eigenvectors of the matrix Q one finds the initial biphoton states for which the transformation Q produces cyclic transformations i.e., the initial state vectors are multiplied by these complex numbers. The general calculation of the eigenvalues of the matrix Q for arbitrary optical depth δ leads to cubic equations. For simplicity, we demonstrate the general procedure by applying it to relatively simple cases.
For a quarter-wave plate with 2δ = π/2 the determinant for the eigenvalues λ is given by
The roots of Eq. (41) are given by λ = ±i, 1 (independent of the orientation χ). For the eigenvalue λ = i the normalized eigenvector is given by
Here we have assumed that d 1 is real and this can be done since the phase of the initial biphoton state is arbitrary. However, the phase factor e iπ/2 by which the initial state is multiplied for getting the final state vector is well defined and can be observed in interference experiments. The dynamical phase can be calculated for the initial state, given by Eq. (42) with 2δ = π/2, by Eq. (39) as:
So we find that all the Pancharatnam phase is a dynamical phase. Similar calculations can be given for the roots λ = −i and 1.
For a half-wave plate the straightforward calculations show that the roots are given by = ±1. This result is obvious since the half-wave plate can be considered as the operation of two consecutive quarter-wave plates with the same orientation χ, so that the roots for the half-wave plate are obtained by the squares of the roots of the quarter-wave plates. One finds that the roots for phase-plates with arbitrary optical depth δ will be given by e ±i2δ , 1.
One can also calculate the eigenvalues and the eigenvectors for multiplication of two (or more) phase plates with different orientations χ. Our interest, however, is to calculate geometric phases for noncyclic developments and for this purpose geodesic developments are described in the next paragraph, for special cases.
e. Geodesic Development of Biphoton States
Let us assume a phase converter with orientation given by cos(2χ) = 1.
We assume also that this phase converter transform a special initial biphoton state for which d 3 = 0 (|d 1 | 2 + |d 2 | 2 = 1). We can easily prove that this biphoton state is developed as a function of δ along a geodesic 'curve', as the geodesic equations (24) is obeyed. Defining s = 2δ we obtain
and as |Ψ(s) = −|Ψ(s) , equation (24) is fulfilled. Although this biphoton does not obey the 'parallel transport' of Eq. (25) we can use a gauge transformation of |Ψ(s) which will lead to a 'parallel transport'. This gauge transformation can be given according to Eq. (39) by
The conclusion from this transformation is that for the present biphoton state |Ψ(s) the geodesic property is preserved although the 'horizontal' property is destroyed. [see the discussions after Eq. (26)]. Since the 'horizontal' property is not preserved one can use Eq. (30) but the dynamical phase should be subtracted from the right side of this equation. One should therefore notice that the geodesic 'curve' described here is basically different from that suggested in Ref. [28] .
For the present geodesic 'curve' we find that θ = arg Ψ(s 1 )|Ψ(s 2 ) is given as a function of the optical depth 2δ = s by
and the geometric phase is given by
According to Eq. (46) θ = s = 2δ only for the special cases for which
, and only under this condition the geometric phase vanishes. For more general cases we find that when s is changing from π/2 − ε (ε → 0) to π/2 + ε there is a jump in the geometric phase of π. Such phase jumps can be observed [16] .
In a similar way to the above analysis one can obtain another geodesic 'curve' by using a phase converter with orientation given by sin(2χ) = 1 and an initial state for which d 2 = 0 (|d 1 | 2 + |d 3 | 2 = 1). The present geodesic 'curves' are obtained by the development of only two levels chosen from the three-level system.
In the next paragraph we demonstrate calculations of the geometric phase for a real three-level system. We also explain the difference between the general biphotons transformation which we defined as geodesic 'curves' in the more general sense and the more restricted definition given by Eq. (24). 
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P an , respectively. Dynamical phases in the first, second and total transformations are defined as θ
dyn , respectively. By straightforward calculations we get:
We find that the total Pancharatnam phase vanishes and therefore in the present case the total geometric phase is equal to minus the total dynamical phase.
Summary and Discussion
The present paper has analyzed the transformations of biphoton states The basic equation for obtaining the geometric phase in any atomic or photonic system is given by Eq. (18) . A special emphasis is made in the present work on geodesic 'curves' which are related to Hilbert space metric. The basic equations for geodesics and for 'parallel transport' are given in Eqs. (24) and (25) (18) for calculating geometrical phases is demonstrated by a calculation for a special case.
