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CLASSIFICATION OF MINIMAL ACTIONS OF A COMPACT
KAC ALGEBRA WITH AMENABLE DUAL
TOSHIHIKO MASUDA AND REIJI TOMATSU
Abstract. We show the uniqueness of minimal actions of a compact Kac
algebra with amenable dual on the AFD factor of type II1. This particularly
implies the uniqueness of minimal actions of a compact group. Our main
tools are a Rohlin type theorem, the 2-cohomology vanishing theorem, and the
Evans-Kishimoto type intertwining argument.
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1
1. Introduction
This paper presents the uniqueness of minimal actions of a compact Kac algebra
with amenable dual. More precisely, any two minimal actions of a compact Kac
algebra with amenable dual on the approximately finite dimensional (AFD) factor
of type II1 are conjugate. Note that every compact group action is a particular
example of an action of such a compact Kac algebra. Here we say that an action
is minimal if it has the full spectrum and the relative commutant of its fixed
point algebra is trivial [ILP].
After the completion of classification of discrete amenable group actions, it is
natural to focus our attention to actions of continuous groups. Although it is
very difficult to analyze actions of continuous groups in general, compact group
actions have been extensively studied among them since the dual of a compact
group is discrete. Indeed as emphasized in [W1], it gives us important insight
about compact group actions to consider actions of compact group duals, namely,
coactions of groups [NT], or Roberts actions [Ro]. Actions of compact abelian
groups have been completely classified in [JT] and [KwT] by combining results in
[Oc1], [ST] and [KwST] with the Takesaki duality [T]. For compact non-abelian
groups, classification of all actions is still very far from completion, but a few
kinds of actions, such as ergodic actions and minimal actions, have been studied.
For example, ergodic actions have been studied in [OPT] for the abelian case,
and A. Wassermann has dealt with general ergodic actions in [W2], [W3] and
[W4]. In particular, he has finished the classification of ergodic actions of SU(2).
It is a central theme to classify all minimal actions in the study of compact
group actions. The notion of minimality corresponds to outerness of actions
in discrete case. So far several attempts have been made for this classification
problem. In an unpublished work [Oc2], Ocneanu has announced the uniqueness
of minimal actions of a compact group by developing the method used in [Oc1].
A different approach has been proposed by S. Popa and A. Wassermann in [PW],
which is based on the classification of subfactors by Popa [P1]. They have applied
the main theorem of [P1] to Wassermann’s subfactors [W1], and concluded the
uniqueness of minimal actions of a compact Lie group. Unfortunately, the details
of the both adorable theories have not been available to the authors.
We explain our approach to this problem. Most part of this paper is devoted to
classification of centrally free actions of amenable discrete Kac algebras. We can
utilize the framework of amenable discrete Kac algebras for treating the duals of
compact groups. The uniqueness of minimal actions follows through the duality
between compact Kac algebras and discrete Kac algebras. Throughout this paper,
the most fundamental tools are the ultraproducts and central sequence technique.
Here one notes that actions of Kac algebras never preserve central sequences. To
overcome this difficulty, we mainly treat approximately inner actions. Then we
can use the central sequence technique as demonstrated in [M2].
The first half of our arguments is similar to those in [C1], [Oc1], that is, we
formulate a Rohlin type theorem for actions of discrete amenable Kac algebras,
and show approximate 1-cohomology vanishing and 2-cohomology vanishing by
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the Shapiro type argument. Combining these results with the stability of minimal
actions (cf. [W2]), we show that every minimal action is dual.
The traditional method for classification theory of actions on von Neumann
algebras is the model action splitting argument, that is, we construct the model
action as an infinite tensor product type action at first, and pull out pieces of
the model action from a given action by means of the Rohlin type theorem and
cohomology vanishing. It is not so difficult to construct the infinite tensor product
type model action for cyclic groups or finite groups as in [C1], [C3] and [J], but it is
necessary to apply the paving theorem of D. Ornstein and B. Weiss [OW1], [OW2]
to construct the model action for a general discrete amenable group. Because of
use of paving theorem, Ocneanu’s Rohlin type theorem [Oc1] takes a complicated
form, and it seems difficult to generalize it to a discrete amenable Kac algebra
case. Of course, it is easy to construct the model action for coactions of finite
groups, and the classification given in [M2] is based on the model action splitting
argument.
So we do not take the model action splitting argument in the final stage of
classification. Instead of that, we use the intertwining argument, which was ini-
tiated by D. E. Evans and A. Kishimoto in [EK], and has been further developed
in [N] and [I2] for group actions on C∗-algebras. It also works for von Neumann
algebras as is shown in [M1], enables us to avoid using a paving theorem, and
makes our arguments simpler than those in [Oc1].
Acknowledgements. The authors are grateful to Masaki Izumi and Yasuyuki
Kawahigashi for permanent encouragement and fruitful discussions. The second
named author was supported in part by Research Fellowship for Young Scientists
of the Japan Society for the Promotion of Science.
2. Preliminaries
2.1. Notations
We treat only separable von Neumann algebras and Kac algebras except for
ultraproduct von Neumann algebras. We denote by R0 the AFD factor of type
II1. Let M be a von Neumann algebra. For a subset S ⊂ M , we denote by
W ∗(S) the von Neumann subalgebra of M generated by S. We denote the sets
of unitaries, projections, positive elements, the unit ball and the center of M by
U(M), Proj(M), M+, M1 and Z(M), respectively. For a weight φ onM and x ∈
M , we set |x|φ = φ(|x|), ‖x‖φ = φ(x∗x)1/2 and ‖x‖♯φ = 2−1/2(φ(x∗x)+φ(xx∗))1/2.
For each a ∈ M and φ ∈ M∗, aφ, φa ∈ M∗ are defined by aφ(y) = φ(ya) and
φa(y) = φ(ay) for y ∈ M . Set [φ, x] = φx − xφ. For x ∈ M+, s(x) denotes
its support projection. For von Neumann algebras M and N , we denote by
Mor(M,N) the set of unital faithful normal ∗-homomorphisms fromM to N . For
von Neumann algebras M and N , M ⊗ N is the tensor product von Neumann
algebra. We denote by ℜz the real part of a complex number z. We write A ⋐ B
when A is a finite subset of B. Let X be a linear space and consider the n-fold
tensor product X⊗n. Then the symmetric group Sn acts on X
⊗n canonically.
3
The action is written by σ. Note that we also use the symbol σ for an irreducible
representation of a compact Kac algebra.
2.2. Quick review of theory of Kac algebras
Our basic references on theory of Kac algebras are [BS] and [ES]. A compact
Kac algebra is a triple G = (A, δ, h) where A is a von Neumann algebra, δ ∈
Mor(A,A ⊗ A) is a coproduct and h is a faithful invariant tracial state, that is,
they satisfy
(δ ⊗ id) ◦ δ = (id⊗δ) ◦ δ,
(θ ⊗ h)(δ(a)) = θ(1)h(a) = (h⊗ θ)(δ(a)) for all θ ∈ A∗, a ∈ A.
Let σ ∈ Aut(A ⊗ A) be the flip automorphism. Then the map σ ◦ δ is denoted
by δopp. Let {πh, 1ˆh, Hh} be the GNS representation of A with respect to the
state h, which means Hh is a Hilbert space, πh ∈ Mor(A,B(Hh)) and 1ˆh is the
GNS cyclic vector. We always regard A as a subalgebra of B(Hh) via the map
πh. The canonical tracial weight on B(Hh) is denoted by Tr. We define a unitary
V ∈ B(Hh ⊗Hh) by
V ∗(x1ˆh ⊗ y1ˆh) = δ(y)(x1ˆh ⊗ 1ˆh) for x, y ∈ A.
Then V satisfies the following pentagonal equality, and is called a multiplicative
unitary.
V12V13V23 = V23V12.
By definition, V ∈ A ⊗ B(Hh). There exists the antipode I on A which is an
antiautomorphism on A satisfying (I ⊗ id)(V ) = V ∗. Define Aˆ by the σ-weak
closure of the linear space {(θ⊗ id)(V ) | θ ∈ A∗} and a map ∆(x) = V (x⊗ 1)V ∗
for x ∈ Aˆ. Then Aˆ is actually a von Neumann algebra and ∆ ∈ Mor(Aˆ, Aˆ⊗ Aˆ).
Let ϕ be the Planchrel weight on Aˆ induced by a compact Kac algebra G. In
fact, ϕ = Tr holds on Aˆ. Then the triple Ĝ = (Aˆ,∆, ϕ) is a discrete Kac algebra.
The tracial weight ϕ is invariant for ∆, that is,
(θ ⊗ ϕ)(∆(x)) = θ(1)ϕ(x) = (ϕ⊗ θ)(∆(x)) for all θ ∈ Aˆ∗, x ∈ Aˆ+.
For a more convenient description of von Neumann algebras A and Aˆ, we
make use of unitary representations of G. Let K be a Hilbert space and v ∈
U(A ⊗ B(K)). The pair π = (v,K) is called a unitary representation of G if
(δ ⊗ id)(v) = v13v23. The unitary representation 1 = (1,C) is called the trivial
representation. For two unitary representations π = (v,K) and σ = (v′, K ′), an
element S ∈ B(K,K ′) is called an intertwiner from π to σ if (1⊗S)v = v′(1⊗S).
The set of intertwiners from π to σ is a linear space and denoted by (π, σ). If (π, σ)
contains an isometry, then we write π ≺ σ. If (π, σ) contains a unitary, π and σ
are said to be equivalent and we write π ∼ σ. Of course π ≺ σ and σ ≺ π implies
π ∼ σ. We define the tensor product representation by π · σ = (v12v′13, K ⊗K ′).
For a unitary representation π = (v,K), we define the conjugate unitary rep-
resentation πc = (vc, K) as follows. Let K be the conjugate Hilbert space of K
with the conjugation map j : K→K. Define the transpose map t : B(K)→B(K)
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by t(x) = jx∗j−1 for all x ∈ B(K). Then set vc = (I ⊗ t)(v). The relation
δ ◦ I = (I ⊗ I) ◦ δopp implies that πc is a unitary representation.
For π = (v,K), the set (π, π) is a C∗-subalgebra of B(K). We say that π is
irreducible if (π, π) = C. The irreducibility of π = (v,K) implies finite dimen-
sionality of K. We write dπ for dimK. Let σ be another unitary representa-
tion. Then the intertwiner space (π, σ) is a Hilbert space with the inner product
(S, T )1π = T
∗S for all S, T ∈ (π, σ), where 1π denotes the unit of B(K). When
we fix an orthonormal basis of (π, σ), we denote it by ONB(π, σ).
We denote by Irr(G) the set of equivalence classes of all irreducible unitary
representations. We denote by [π] the equivalence class of a unitary representation
π. The set Irr(G) has the conjugation operation defined by [π] = [πc] for all
[π] ∈ Irr(G). We fix a representative π = (vπ, Hπ) for each [π] ∈ Irr(G) as follows.
If [π] 6= [π], we take representatives π and πc for [π] and [π], respectively. In this
case, we often write π = (vπ, Hπ) for π
c = (vcπ, Hπ) with the conjugation jπ : Hπ→
Hπ. If [π] is self-conjugate, that is, [π] = [π], then we take a representative π for
[π].
Take a self-conjugate [π] ∈ Irr(G). Then there exists a unitary νπ ∈ B(Hπ, Hπ)
such that vπ = (1 ⊗ νπ)vcπ(1⊗ ν∗π). Taking the conjugation of the both sides, we
have vcπ = (1⊗ νπ)vπ(1⊗ νπ∗), where νπ = jπνπjπ ∈ B(Hπ, Hπ). Hence νπνπ is in
(π, π) and we have νπνπ = ǫπ1π or equivalently νπνπ = ǫπ1π for some ǫπ ∈ C with
|ǫπ| = 1. Taking the conjugation of νπνπ = ǫπ1π, we have νπνπ = ǫπ1π, and hence
ǫπ = ǫπ, that is, ǫπ = ±1. We assign ǫπ = 1 for a nonself-conjugate [π] ∈ Irr(G).
Now for each [π] ∈ Irr(G), fix a finite index set Iπ with |Iπ| = dπ and an
orthonormal basis {επi}i∈Iπ of Hπ. Then we introduce another orthonormal basis
of Hπ {επi}i∈Iπ as follows. If [π] 6= [π], set επi = jπεπi ∈ Hπ. If [π] = [π], then
set επi = νπjπεπi ∈ Hπ. For each [π] ∈ Irr(G), we define an isometric intertwiner
Tπ,π ∈ (1, π · π) by
Tπ,π =
∑
i∈Iπ
1√
dπ
επi ⊗ επi.
We claim the following equality
Tπ,π = ǫπ
∑
i∈Iπ
1√
dπ
επi ⊗ επi.
For a nonself-conjugate [π], it is trivial. We verify the equality for a self-conjugate
[π]. By invariance of the summation in changing bases, we have
Tπ,π =
∑
i∈Iπ
1√
dπ
επi ⊗ επi
= (νπ ⊗ 1)
∑
i∈Iπ
1√
dπ
jπεπi ⊗ επi
= (νπ ⊗ 1)
∑
i∈Iπ
1√
dπ
jπνπjπεπi ⊗ νπjπεπi
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= (νπνπ ⊗ 1)
∑
i∈Iπ
1√
dπ
επi ⊗ επi
= ǫπ
∑
i∈Iπ
1√
dπ
επi ⊗ επi.
On Tπ,π we have the following equalities
(1π ⊗ T ∗π,π)(Tπ,π ⊗ 1π) =
ǫπ
dπ
1π = (T
∗
π,π ⊗ 1π)(1π ⊗ Tπ,π).
From now on, we simply write π for [π]. Hence π means an element of Irr(G)
and an irreducible unitary representation.
We take the systems of matrix units {eπi,j}i,j∈Iπ and {eπi,j}i,j∈Iπ for B(Hπ) and
B(Hπ) coming from the bases {επi}i∈Iπ and {επi}i∈Iπ , respectively. We decompose
vπ as
vπ =
∑
i,j∈Iπ
vπi,j ⊗ eπi,j .
Then the elements {vπi,j | i, j ∈ Iπ, π ∈ Irr(G)} are linearly independent and
the linear span of them is σ-weakly dense in A. In fact the following orthogonal
relations of them hold. For all π, ρ ∈ Irr(G), i, j ∈ Iπ and k, ℓ ∈ Iρ,
h(v∗πi,jvρk,ℓ) = d
−1
π δπ,ρδi,kδj,ℓ.
For each π ∈ Irr(G) and i, j ∈ Iπ, set επi,j = dπhv∗πi,j ∈ A∗ and put
fπi,j = (επi,j ⊗ id)(V ). Then fπi,jfρk,ℓ = δπ,ρδj,kfπi,ℓ and f ∗πi,j = fπj,i hold. Since
{fπi,j}i,j∈Iπ,π∈Irr(G) generates Aˆ, we have identification by putting fπi,j = eπi,j ,
Aˆ =
⊕
π∈Irr(G)
B(Hπ).
By this identification, we have
ϕ =
⊕
π∈Irr(G)
dπ Trπ
and
V =
⊕
π∈Irr(G)
∑
i,j∈Iπ
vπi,j ⊗ eπi,j ,
where Trπ is the non-normalized trace on B(Hπ). We also use the tracial state
τπ on B(Hπ). For x ∈ Aˆ, we often use the notation xπ = x(1⊗ 1π). The support
of x ∈ Aˆ is the subset of Irr(G) which consists of π ∈ Irr(G) such that xπ 6= 0.
The support of x ∈ Aˆ is denoted by supp(x). We write Aˆ0 for the set of finitely
supported elements of Aˆ. We denote by Projf(Aˆ) the set of projections in Aˆ0.
The representation Aˆ ⊂ B(Hh) is standard as is seen below. Let (πϕ,Λϕ, Hϕ)
be the GNS representation of Aˆ with respect to ϕ. We define a unitary Hϕ→Hh
which maps Λϕ(eπi,j ) to dπvπi,j 1ˆh for all π ∈ Irr(G) and i, j ∈ Iπ. Then this
6
unitary intertwines πϕ and the identity representation on Hh. Thus we always
identify Hh with Hϕ. Then we obtain
V (Λϕ(x)⊗ Λϕ(y)) = Λϕ⊗ϕ(∆(x)(1 ⊗ y)) for all x, y ∈ Aˆ0.
We also use a unitary W defined by
W ∗(Λϕ(x)⊗ Λϕ(y)) = Λϕ⊗ϕ(∆(y)(x⊗ 1)) for x, y ∈ Aˆ0.
The unitary W also satisfies the pentagonal equality. We call V and W the right
regular representation and the left regular representation of Ĝ, respectively. Then
V ∈ A⊗ Aˆ and W ∈ Aˆ⊗ A′. By definition of V and W , we have V (x⊗ 1)V ∗ =
∆(x) = W ∗(1⊗ x)W for all x ∈ Aˆ.
We give a description of ∆ in terms of intertwiners. We write π∆ρ(x) for
∆(x)(1π ⊗ 1ρ) for each π, ρ ∈ Irr(G). Let π, ρ, σ ∈ Irr(G) and then
π∆ρ(x)S = Sxσ for all x ∈ Aˆ, S ∈ (σ, π · ρ),
in particular,
π∆π(x)Tπ,π = x1Tπ,π for all x ∈ Aˆ.
By complete decomposability of π · ρ,
1π ⊗ 1ρ =
∑
σ≺π·ρ
∑
S∈ONB(σ,π·ρ)
SS∗,
where the index σ runs in Irr(G). This equality implies that
π∆ρ(x) =
∑
σ≺π·ρ
∑
S∈ONB(σ,π·ρ)
SxσS
∗.
Putting x = e1, we have
π∆π(e1) =Tπ,πT
∗
π,π
=
∑
i,j∈Iπ
1
dπ
eπi,j ⊗ eπi,j
=
∑
i,j∈Iπ
1
dπ
eπi,j ⊗ eπi,j .
Let π, ρ and σ be elements in Irr(G). Then there exists a conjugate unitary
map ·˜ from (σ, ρ · π) to (σ, π · ρ) as is defined below. For S ∈ (σ, ρ · π),
S˜∗ =
√
dσdπdρ(1σ ⊗ T ∗ρ,ρ)(1σ ⊗ 1ρ ⊗ T ∗π,π ⊗ 1ρ)(1σ ⊗ S ⊗ 1π ⊗ 1ρ)(Tσ,σ ⊗ 1π ⊗ 1ρ).
The modular conjugations Jh and Jϕ are defined by
Jhx1ˆh = x
∗1ˆh, JϕΛϕ(y) = Λϕ(y
∗) for x ∈ A, y ∈ Aˆ.
Set a unitary U = JhJϕ = JϕJh. For x ∈ Aˆ, define Iˆ(x) = Jhx∗Jh. Then
Iˆ is an antiautomorphism of Aˆ, and called the antipode of Ĝ. The equality
(I ⊗ Iˆ)(V ) = V yields Iˆ(1π) = 1π. We often write x for Iˆ(x) for x ∈ Z(Aˆ).
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Since we want to illustrate Kac algebras as function algebras on noncommuta-
tive spaces, we prepare the new notations
L∞(G) = A, L∞(Ĝ) = Aˆ, L2(G) = Hh = Hϕ = L
2(Ĝ).
Define the coproduct ∆opp = σ ◦ ∆, where σ ∈ Aut(Aˆ ⊗ Aˆ) is the flip auto-
morphism and then the triple Ĝopp = (Aˆ,∆opp, ϕ) is called the opposite discrete
Kac algebra of Ĝ. We define a discrete Kac algebra Ĝ × Ĝopp = (L∞(Ĝ ×
Ĝopp),∆bG×bGopp , ϕbG×bGopp) as follows. The von Neumann algebra L
∞(Ĝ × Ĝopp)
is L∞(Ĝ) ⊗ L∞(Ĝ). The coproduct ∆bG×bGopp is given by ∆bG×bGopp(x ⊗ y) =
∆(x)13∆
opp(y)24. The invariant tracial weight ϕbG×bGopp is equal to ϕ⊗ ϕ.
The map (∆ ⊗ id) ◦ ∆ = (id⊗∆) ◦ ∆ is often denoted by ∆(2). For subsets
F and K ⊂ Irr(G), the subset F · K ⊂ Irr(G) is defined as {π ∈ Irr(G) | π ≺
ρ · σ for some ρ ∈ F , σ ∈ K}.
2.3. Amenability of a Kac algebra
The amenability of Kac algebras has been studied by many authors. We re-
fer readers to [Ru] and the references therein. A discrete Kac algebra Ĝ =
(L∞(Ĝ),∆, ϕ) is called amenable if there exists a left invariant statem ∈ L∞(Ĝ)∗,
here the left invariance means m((θ ⊗ id)(∆(x))) = θ(1)m(x) for all θ ∈ L∞(Ĝ)∗
and x ∈ L∞(Ĝ). When G comes from a compact group, then Ĝ is amenable
by [Ru, Theorem 4.5], which is directly proved by using the Kakutani-Markov
fixed point theorem due to the cocommutativity of Ĝ. The amenability is also
characterized by existence of projections with approximate invariance. We follow
[Oc2] for a notion of approximate invariance of a projection.
Definition 2.1. Let F ∈ Projf(L∞(Ĝ)) and ε > 0. A projection S ∈
Projf(L∞(Ĝ)) is said to be (F, ε)-invariant if we have
|(F ⊗ 1)∆(S)− F ⊗ S|ϕ⊗ϕ < ε|F |ϕ|S|ϕ.
We say that a Kac algebra Ĝ satisfies the Følner condition if for any
F ∈ Projf(Z(L∞(Ĝ))) and ε > 0, there exists an (F, ε)-invariant K ∈
Projf(Z(L∞(Ĝ))). Thanks to [Ru, Theorem 4.5], a Kac algebra Ĝ is amenable
if and only if it satisfies the Følner condition. Moreover for any F , ε > 0
as above, we can take an (F, ε)-invariant K ∈ Projf(Z(L∞(Ĝ))) such that
K ≥ e1. We sketch the proof of this fact as follows. Take an (F, ε)-
invariant K˜ ∈ Projf(Z(L∞(Ĝ))). Take π ∈ Irr(G) such that K˜1π 6= 0. Set
x = (id⊗τπ)(∆(K˜)) ≤ 1. Actually x is in Z(L∞(Ĝ)) and it has sufficient invari-
ance for F . Then applying the Day-Namioka-Connes trick [C2, Theorem1.2.2],
we obtain a central projection K which is sufficiently invariant for F . Moreover
since xe1 = e1, e1 still remains after the trick, that is, K ≥ e1.
2.4. Actions and cocycle actions
Let M be a von Neumann algebra and Ĝ = (L∞(Ĝ),∆, ϕ) a discrete Kac
algebra. Let α ∈ Mor(M,M ⊗L∞(Ĝ)) and u a unitary in M ⊗L∞(Ĝ)⊗L∞(Ĝ).
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The pair (α, u) is called a cocycle action of Ĝ on M if we have the following three
conditions
(1) (α⊗ id) ◦ α = Ad u ◦ (id⊗∆) ◦ α,
(2) (u⊗ 1)(id⊗∆⊗ id)(u) = (α⊗ id⊗ id)(u)(id⊗ id⊗∆)(u),
(3) u1,π = 1⊗ e1 ⊗ 1π, uπ,1 = 1⊗ 1π ⊗ e1 for all π ∈ Irr(G).
By definition, α1 = id. The unitary u is called a 2-cocycle. If u = 1, we say that
α is an action. A perturbation u˜ of u by v ∈ U(M ⊗ L∞(Ĝ)) is defined by
u˜ = (v ⊗ 1)(α⊗ id)(v)u(id⊗∆)(v∗).
Then the pair (Ad v ◦ α, u˜) is a cocycle action perturbed by v. If u˜ = 1, we say
that u is a 2-coboundary. For an action α, v ∈ U(M⊗L∞(Ĝ)) is called a 1-cocycle
or α-cocycle if we have (v ⊗ 1)(α⊗ id)(v) = (id⊗∆)(v). Note that if v perturbs
an action (α, 1) to the action (Ad v ◦ α, 1), v is an α-cocycle. A perturbation of
an α-cocycle v by w ∈ U(M) is v˜ = (w⊗1)vα(w∗). If v˜ = 1, v is a 1-coboundary.
We say that a cocycle is small if it is close to 1.
To simplify notations, we often omit the symbol ⊗ id after symbols of cocycle
actions such as α, β, γ and so on. For example, we write α(u) for (α⊗ id⊗ id)(u).
Decompose u as
u =
∑
π,ρ∈Irr(G)
∑
i,j∈Iπ
∑
k,ℓ∈Iρ
uπi,j ,ρk,ℓ ⊗ eπi,j ⊗ eρk,ℓ .
Then each element uπi,j ,ρk,ℓ is called the entry of u. We simply say that an element
x ∈M commutes with u if it does with all entries of u.
Definition 2.2. Let M be a von Neumann algebra and K a finite dimensional
Hilbert space. Let α ∈ Mor(M,M ⊗B(K)). A faithful normal unital completely
positive map Φ: M⊗B(K)→M is called a left inverse of α if it satisfies Φ◦α = id.
We denote by Mor0(M,M ⊗ B(K)) the subset consisting of an element in
Mor(M,M ⊗B(K)) with a left inverse. Note that if Φ is a left inverse of α, α ◦Φ
is a conditional expectation from M ⊗ B(K) to α(M). Although a left inverse
is not uniquely determined in general, we always treat the following left inverses
for cocycle actions.
Definition 2.3. For a cocycle action (α, u) of Ĝ on M and π ∈ Irr(G), we define
the map Φαπ : M ⊗ B(Hπ)→M by
Φαπ(x) = (1⊗ T ∗π,π)u∗π,π(απ ⊗ id)(x)uπ,π(1⊗ Tπ,π) for all x ∈ M ⊗ B(Hπ).
We simply write Φπ for Φ
α
π if no confusion arises. The next lemma shows that
Φπ is actually a left inverse of απ.
Lemma 2.4. Let (α, u) be a cocycle action of Ĝ on M and π ∈ Irr(G).
(1) The map Φπ is faithful, normal, unital, and completely positive.
(2) Φπ(απ(a)bαπ(c)) = aΦπ(b)c for all a, c ∈ M and b ∈M ⊗B(Hπ).
(3) For any x ∈M , the following equality holds.
(Φπ ⊗ id)(uπ,π(x⊗ Tπ,πT ∗π,π)u∗π,π) = d−2π απ(x).
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Proof. (1). It is clear that Φπ is a normal unital completely positive map. Assume
Φπ(x
∗x) = 0, and then we have (απ ⊗ id)(x)uπ,π(1 ⊗ Tπ,π) = 0. Applying απ to
the first leg, we have(
(απ ⊗ id) ◦ απ ⊗ id
)
(x)(απ ⊗ id⊗ id)(uπ,π)(1⊗ 1π ⊗ Tπ,π) = 0.
The equality implies
0 = (1⊗ T ∗π,π ⊗ 1π)(u∗π,π ⊗ 1π)
(
(απ ⊗ id) ◦ απ ⊗ id
)
(x)
· (απ ⊗ id⊗ id)(uπ,π)(1⊗ 1π ⊗ Tπ,π)
= (1⊗ T ∗π,π ⊗ 1π)(id⊗π∆π ⊗ id)
(
(α⊗ id)(x))
· (u∗π,π ⊗ 1π)(απ ⊗ id⊗ id)(uπ,π)(1⊗ 1π ⊗ Tπ,π)
= x(1⊗ T ∗π,π ⊗ 1π)(u∗π,π ⊗ 1π)(απ ⊗ id⊗ id)(uπ,π)(1⊗ 1π ⊗ Tπ,π)
= x(1⊗ T ∗π,π ⊗ 1π)(id⊗π∆π ⊗ id)(u)(id⊗ id⊗π∆π)(u∗)(1⊗ 1π ⊗ Tπ,π)
= xu1,π(1⊗ T ∗π,π ⊗ 1π)(1⊗ 1π ⊗ Tπ,π)uπ,1
= d−1π ǫπx.
Hence Φπ is faithful.
(2). It follows from
Φπ(απ(a)b) = (1⊗ T ∗π,π)u∗π,π(απ ⊗ id)(απ(a)b)uπ,π(1⊗ Tπ,π)
= (1⊗ T ∗π,π)(id⊗π∆π)(α(a))u∗π,π(απ ⊗ id)(b)uπ,π(1⊗ Tπ,π)
= a(1⊗ T ∗π,π)u∗π,π(απ ⊗ id)(b)uπ,π(1⊗ Tπ,π)
= aΦπ(b).
(3). For x = 1, we have
(Φπ ⊗ id)(uπ,π(1⊗ Tπ,πT ∗π,π))u∗π,π)
= (Φπ ⊗ id)(uπ,π(1⊗ π∆π(e1))u∗π,π)
= (1⊗ T ∗π,π ⊗ 1π)(u∗π,π ⊗ 1π)(απ ⊗ id⊗ id)(uπ,π)
· (1⊗ 1π ⊗ π∆π(e1))(απ ⊗ id⊗ id)(u∗π,π)(uπ,π ⊗ 1π)(1⊗ Tπ,π ⊗ 1π)
= (1⊗ T ∗π,π ⊗ 1π)(id⊗π∆π ⊗ id)(u)(id⊗ id⊗π∆π)(u∗)
· (1⊗ 1π ⊗ π∆π(e1))(id⊗ id⊗π∆π)(u)(id⊗π∆π ⊗ id)(u∗)(1⊗ Tπ,π ⊗ 1π)
= (1⊗ T ∗π,π ⊗ 1π)(1⊗ 1π ⊗ π∆π(e1))(1⊗ Tπ,π ⊗ 1π)
= d−2π .
Then the desired equality follows from
(Φπ ⊗ id)(uπ,π(x⊗Tπ,πT ∗π,π))u∗π,π)
= (Φπ ⊗ id)(uπ,π(1⊗ π∆π(e1))(id⊗π∆π)(α(x))u∗π,π)
= (Φπ ⊗ id)(uπ,π(1⊗ π∆π(e1))u∗π,π(απ ⊗ id)(απ(x)))
= (Φπ ⊗ id)(uπ,π(1⊗ π∆π(e1))u∗π,π)απ(x)
= d−2π απ(x).

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On a composition of left inverses, the next lemma holds.
Lemma 2.5. Let {Φπ}π∈Irr(G) be the left inverses of a cocycle action (α, u) as
before. Then for all x ∈M ⊗ B(Hπ)⊗ B(Hρ), one has
Φρ
(
(Φπ ⊗ id)(uπ,ρ xu∗π,ρ)
)
=
∑
σ≺π·ρ
σ∈Irr(G)
∑
T∈ONB(σ,π·ρ)
dσ
dπdρ
Φσ((1⊗ T ∗)x(1⊗ T )).
Remark 2.6. This summation does not depend on the choice of an orthonormal
basis of (σ, π · ρ).
Proof. We use the leg notations indexed by irreducible representations to repre-
sent positions in tensor products. Set Tπ·ρ = Tπ,πTρ,ρ = Tρ,ρTπ,π ∈ (1, ρ · π · π · ρ).
We verify the desired equality as follows.
Φρ
(
(Φπ ⊗ id)(uxu∗)
)
= (1⊗ T ∗π·ρ)u∗ρ,ραρ(u∗π,π)αρ(απ(uxu∗))αρ(uπ,π)uρ,ρ(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)u∗ρ,ραρ(u∗π,π)uρ,π((id⊗ρ∆π) ◦ α(uxu∗))u∗ρ,παρ(uπ,π)uρ,ρ(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)u∗ρ,ρ(id⊗ idρ⊗π∆π)(u)(id⊗ρ∆π ⊗ idπ)(u∗)((id⊗ρ∆π) ◦ α(uxu∗))
· (id⊗ρ∆π ⊗ idπ)(u)(id⊗ idρ⊗π∆π)(u∗)uρ,ρ(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)u∗ρ,ρ(id⊗ρ∆π ⊗ idπ)(u∗)((id⊗ρ∆π) ◦ α(uxu∗))
· (id⊗ρ∆π ⊗ idπ)(u)uρ,ρ(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)u∗ρ,ρ(id⊗ρ∆π ⊗ idπ⊗ idρ)
(
(u∗ ⊗ 1ρ)α(uxu∗)(u⊗ 1ρ)
)
uρ,ρ(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)u∗ρ,ρ(id⊗ρ∆π ⊗ idπ⊗ idρ)
(
(id⊗∆⊗ id)(u)(id⊗ id⊗∆)(u∗)α(x)
· (id⊗ id⊗∆)(u)(id⊗∆⊗ id)(u∗))uρ,ρ(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)u∗ρ,ρ(id⊗∆(2) ⊗ idρ)(u)(id⊗ρ∆π ⊗ π∆ρ)(u∗)(id⊗ρ∆π)(α(x))
· (id⊗ρ∆π ⊗ π∆ρ)(u)(id⊗∆(2) ⊗ idρ)(u∗)uρ,ρ(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)u∗ρ,ρuρ,ρ(id⊗ρ∆π ⊗ π∆ρ)(u∗)(id⊗ρ∆π)(α(x))
· (id⊗ρ∆π ⊗ π∆ρ)(u)u∗ρ,ρuρ,ρ(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)(id⊗ρ∆π ⊗ π∆ρ)(u∗)(id⊗ρ∆π)(α(x))(id⊗ρ∆π ⊗ π∆ρ)(u)(1⊗ Tπ·ρ)
= (1⊗ T ∗π·ρ)(id⊗ρ∆π ⊗ idπ ⊗ idρ)
(
(id⊗ id⊗π∆ρ)(u∗)α(x)(id⊗ id⊗π∆ρ)(u)
)
· (1⊗ Tπ·ρ)
=
∑
σ≺π·ρ
∑
S∈ONB(σ,ρ·π)
(1⊗ T ∗π·ρ)(1⊗ S ⊗ 1π ⊗ 1ρ)(id⊗ idσ ⊗π∆ρ)(u∗)ασ(x)
· (id⊗ idσ ⊗π∆ρ)(u)(1⊗ S∗ ⊗ 1π ⊗ 1ρ)(1⊗ Tπ·ρ)
=
∑
σ≺π·ρ
∑
S∈ONB(σ,ρ·π)
dσ
dπdρ
(1⊗ T ∗σ,σ)(1⊗ 1σ ⊗ S˜∗)(id⊗ idσ⊗π∆ρ)(u∗)ασ(x)
· (id⊗ idσ ⊗π∆ρ)(u)(1⊗ 1σ ⊗ S˜)(1⊗ Tσ,σ)
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=
∑
σ≺π·ρ
∑
S∈ONB(σ,ρ·π)
dσ
dπdρ
(1⊗ T ∗σ,σ)u∗σ,σ(1⊗ 1σ ⊗ S˜∗)ασ(x)(1⊗ 1σ ⊗ S˜)
· uσ,σ(1⊗ Tσ,σ)
=
∑
σ≺π·ρ
∑
S∈ONB(σ,ρ·π)
dσ
dπdρ
Φσ((1⊗ S˜∗)x(1 ⊗ S˜))
=
∑
σ≺π·ρ
∑
T∈ONB(σ,π·ρ)
dσ
dπdρ
Φσ((1⊗ T ∗)x(1⊗ T )).

Next we recall the notion of freeness for a cocycle action.
Definition 2.7. Let (α, u) be a cocycle action of Ĝ on a von Neumann algebra
M . Then it is said to be free if for any π ∈ Irr(G) \ {1}, there exists no nonzero
element a ∈M ⊗ B(Hπ) with a(x⊗ 1π) = απ(x)a for all x ∈M .
Note that freeness is stable under perturbation, that is, a perturbed cocycle
action of a free cocycle action is also free. The following lemma is essentially
proved in [I1, Lemma 5.1].
Lemma 2.8. Let (α, u) be a free cocycle action of Ĝ on a von Neumann algebra
M . Then απ(M)
′ ∩ (M ⊗ B(Hπ)) = απ(Z(M)) holds for any π ∈ Irr(G).
Proof. Take an element a in απ(M)
′ ∩ (M ⊗ B(Hπ)). Then for any x ∈ M , the
equality aαπ(x) = απ(x)a holds. Applying απ to the first leg, we have
(απ ⊗ idπ)(a)(απ ⊗ idπ)(απ(x)) = (απ ⊗ idπ)(απ(x))(απ ⊗ idπ)(a).
By definition of a cocycle action,
u∗π,π(απ ⊗ idπ)(a)uπ,π(id⊗π∆π)(α(x)) = (id⊗π∆π)(α(x))u∗π,π(απ ⊗ idπ)(a)uπ,π.
Then
(1⊗ T ∗π,π)u∗π,π(απ ⊗ idπ)(a)uπ,π(id⊗π∆π)(α(x))
= (1⊗ T ∗π,π)(id⊗π∆π)(α(x))u∗π,π(απ ⊗ idπ)(a)uπ,π
=x(1 ⊗ T ∗π,π)u∗π,π(απ ⊗ idπ)(a)uπ,π.
Multiplying S ∈ (σ, π · π) from the right, we have
(1⊗ T ∗π,π)u∗π,π(απ ⊗ idπ)(a)uπ,π(1⊗ S)ασ(x)
= x(1⊗ T ∗π,π)u∗π,π(απ ⊗ idπ)(a)uπ,π(1⊗ S).
Since (1⊗ T ∗π,π)u∗π,π(απ ⊗ idπ)(a)uπ,π(1⊗ S) ∈ M ⊗B(Hσ, H1), this is equal to 0
for σ 6= 1 by freeness of α. Using the equality
1π ⊗ 1π =
∑
σ≺π·π
∑
S∈ONB(σ,π·π)
SS∗,
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we obtain
(1⊗ T ∗π,π)u∗π,π(απ ⊗ idπ)(a)uπ,π =(1⊗ T ∗π,π)u∗π,π(απ ⊗ idπ)(a)uπ,π(1⊗ Tπ,πT ∗π,π)
=Φπ(a)(1⊗ T ∗π,π).
This equality implies that Φπ(ab) = Φπ(a)Φπ(b) for all a, b ∈ απ(M)′ ∩ (M ⊗
B(Hπ)). Note that Φπ(a) ∈ Z(M). Hence on απ(M)′ ∩ (M ⊗ B(Hπ)), the map
Φπ is a faithful ∗-homomorphism to Z(M). Since Φπ maps απ(Z(M)) onto Z(M),
we have απ(M)
′ ∩ (M ⊗ B(Hπ)) = απ(Z(M)) by the faithfulness of Φπ. 
As an application of the previous lemma, we can show that a free cocycle action
of a discrete Kac algebra preserves a center, although this result is unnecessary
for our study. Let (α, u) be a free cocycle action of Ĝ on M . By Lemma 2.8,
we have απ(M)
′ ∩ (M ⊗B(Hπ)) = απ(Z(M)). Clearly Z(M)⊗C1π ⊂ απ(M)′ ∩
(M ⊗ B(Hπ)) holds. Hence Z(M) ⊗ C1π ⊂ απ(Z(M)). In fact, they are equal
as is shown below. For any z ∈ Z(M), there exists θπ(z) ∈ Z(M) such that
απ(θπ(z)) = z ⊗ 1π. Applying Φπ to the both sides, we have θπ(z) = Φπ(z ⊗ 1π).
Thus
θπ(θπ(z)) =Φπ(θπ(z)⊗ 1π)
= (1⊗ T ∗π,π)u∗π,π(απ(θπ(z))⊗ 1π)uπ,π(1⊗ Tπ,π)
= (1⊗ T ∗π,π)u∗π,π(z ⊗ 1π ⊗ 1π)uπ,π(1⊗ Tπ,π)
= z.
Hence θπ ∈ Aut(Z(M)) and απ(z) = θπ(z)⊗1π for all z ∈ Z(M) and π ∈ Irr(G).
Moreover by definition of a cocycle action, for z ∈ Z(M) and π, σ ∈ Irr(G) we
have
θπ(θσ(z))⊗ 1π ⊗ 1σ =απ(θσ(z))⊗ 1σ
=(απ ⊗ idσ)(ασ(z))
=uπ,σ(id⊗π∆σ)(α(z))u∗π,σ
=
∑
ρ≺π·σ
uπ,σ(id⊗π∆σ)(αρ(z))u∗π,σ
=
∑
ρ≺π·σ
uπ,σθρ(z)⊗ π∆σ(1ρ)u∗π,σ.
Applying Ad uπ,σ to the above equality, we obtain
θπ(θσ(z))⊗ 1π ⊗ 1σ =
∑
ρ≺π·σ
θρ(z)⊗ π∆σ(1ρ).
Hence if ρ, ρ′ ≺ π · σ, then θρ = θρ′ . Summarizing these arguments, we have the
following lemma.
Lemma 2.9. Let (α, u) be a free cocycle action of Ĝ on M . Then there exists a
map θ : Irr(G)→Aut(Z(M)) such that
(1) απ(z) = θπ(z)⊗ 1π for all z ∈ Z(M) and π ∈ Irr(G).
(2) θπ ◦ θπ = id for all π ∈ Irr(G).
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(3) If ρ ≺ π · σ, then θπ ◦ θσ = θρ.
In particular, α preserves the center Z(M).
We close this subsection with a criterion on the invariance of a trace.
Proposition 2.10. Let (α, u) be a free cocycle action on a finite von Neumann
algebra M with a normalized trace τ .
(1) The equality (τ ⊗ τπ) ◦ απ ◦ Φπ = τ ⊗ τπ holds for all π ∈ Irr(G).
(2) If u = 1 and (τ ⊗ τπ) ◦ απ = τ for all π ∈ Irr(G), then the action α
preserves τ , i.e. (τ ⊗ id)(α(x)) = τ(x)1 holds for all x ∈M .
Proof. (1). Since απ(M)
′ ∩ (M ⊗ B(Hπ)) = απ(Z(M)), απ ◦ Φπ is the unique
conditional expectation from M ⊗ B(Hπ) to απ(M). Hence the map preserves
the tracial state τ ⊗ τπ, that is, (τ ⊗ τπ) ◦ απ ◦ Φπ = τ ⊗ τπ.
(2). By (1), the equality τ ◦ Φπ = τ ⊗ τπ holds. Since
Φπ(x⊗ eπi,j) = (1⊗ T ∗π,π)(απ(x)⊗ eπi,j )(1⊗ Tπ,π)
= (1⊗ T ∗π,π)(1⊗ eπi,i ⊗ 1π)(απ(x)⊗ 1π)(1⊗ eπj,j ⊗ 1π)(1⊗ Tπ,π)
= d−1π απi,j (x),
we have
d−1π τ(απi,j (x)) = (τ ⊗ τπ)(x⊗ eπi,j ) = d−1π δi,jτ(x).

2.5. Crossed products and dual functionals
We collect well-known results on crossed product von Neumann algebras. Let
M be a von Neumann algebra and α an action of Ĝ on M . The crossed product
is the von Neumann subalgebra M ⋊α Ĝ in M ⊗ B(L2(Ĝ)) defined by
M ⋊α Ĝ = α(M) ∨ (C⊗ L∞(G)).
Set an element λπ = 1 ⊗ Vπ ∈ (M ⋊α Ĝ) ⊗ L∞(Ĝ). Then in fact the crossed
product M ⋊α Ĝ is the weak closure of the linear space spanned by {α(x)λπi,j |
x ∈M, π ∈ Irr(G), i, j ∈ Iπ}. Now define a unitary V˜ by
V˜ = Σ(1⊗ U)V (1⊗ U)Σ,
where Σ is the flip unitary on L2(Ĝ)⊗L2(Ĝ). Then V˜ is a multiplicative unitary
in L∞(Ĝ)′ ⊗ L∞(G) and satisfies
V˜13V12V˜
∗
13 = V12V32.
Consider the action Ad(1 ⊗ V˜ )(· ⊗ 1) on M ⊗ B(L2(Ĝ)). It actually preserves
M ⋊α Ĝ, and the restriction gives an action of G on M ⋊α Ĝ. It is called the dual
action of α and denoted by αˆ. By definition, we have
αˆ(α(x)) = α(x)⊗ 1, αˆ(λπi,j) =
∑
k∈Iπ
λπi,k ⊗ vπk,j
for all π ∈ Irr(G), i, j ∈ Iπ.
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Recall a normal functional επi,j ∈ L∞(G)∗ defined in §2.2. Set linear maps Pπij
and Pπ onM⋊αĜ by Pπi,j = (id⊗ id⊗επi,j)◦αˆ and Pπ =
∑
i∈Iπ
Pπi,i, respectively.
In particular, P1 = (id⊗h) ◦ αˆ is a faithful normal conditional expectation from
M ⋊α Ĝ onto the fixed point algebra (M ⋊α Ĝ)
αˆ. We write Eαˆ for P1. The
following equalities are directly verified by easy calculation. Let π, ρ ∈ Irr(G),
i, j ∈ Iπ and k, ℓ ∈ Iρ. Then we have
(i) Pπi,j(α(a)λρk,ℓα(b)) = δπ,ρδj,ℓα(a)λπk,iα(b),
(ii) Pπ(α(a)λρk,ℓα(b)) = δπ,ρα(a)λπk,ℓα(b),
(iii) P 2π = Pπ.
In particular, the map Eαˆ is a conditional expectation from M ⋊α Ĝ onto α(M).
The above equalities yield
(i) Eαˆ
((
α(b)λρk,ℓ
)∗
α(a)λπi,j
)
= δπ,ρδj,ℓα(Φπ(b
∗a⊗ eπk,i)),
(ii) Eαˆ
(
α(a)λπi,j
(
α(b)λρk,ℓ
)∗)
= δπ,ρδi,kδj,ℓd
−1
π α(ab
∗).
The first equality implies Eαˆ(Pπ(x)
∗y) = Eαˆ(x
∗Pπ(y)) for all x, y ∈M ⋊α Ĝ.
For a normal functional θ ∈ M∗, put θˆ = θ ◦ α−1 ◦ Eαˆ. It is called a dual
functional of θ. When θ is a state, θˆ is called a dual state. From the equalities
on Eαˆ, we have
(i) θˆ
((
α(b)λρk,ℓ
)∗
α(a)λπi,j
)
= δπ,ρδj,ℓθ(Φπ(b
∗a⊗ eπk,i)),
(ii) θˆ
(
α(a)λπi,j
(
α(b)λρk,ℓ)
)∗)
= δπ,ρδi,kδj,ℓd
−1
π θ(ab
∗).
In constructing a tower base in §5, we need these equalities for a dual state of
a trace. The next proposition characterizes when a dual state of a trace is also a
trace.
Proposition 2.11. LetM be a finite von Neumann algebra with a faithful normal
tracial state τ . Then the dual state τˆ is tracial if and only if all the left inverses
{Φπ}π∈Irr(G) preserve the trace τ .
If α is a free action on a finite factor, then the left inverse Φπ preserves the
trace for all π ∈ Irr(G) by Proposition 2.10. Hence a dual state of the unique
tracial state is also tracial.
Finally in this subsection, we study the relative commutant α(A)′ ∩ (M ⋊α Ĝ)
for a free cocycle action (α, u) and a von Neumann subalgebra A ⊂ M . In
order to avoid ambiguous arguments on formal expansion of elements in a crossed
product, we introduce the map F, which picks up coefficients of arbitrary elements
of M ⋊α Ĝ.
Lemma 2.12. Set L∞(G)π = span{vπi,j | i, j ∈ Iπ} for each π ∈ Irr(G).
(1) For each π ∈ Irr(G), the elements {λπi,j}i,j∈Iπ is a basis for the M-left
module α(M)(C⊗ L∞(G)π).
(2) For each π ∈ Irr(G), the linear space α(M)(C ⊗ L∞(G)π) is σ-weakly
closed. In particular, Pπ(M ⋊α Ĝ) = α(M)(C⊗ L∞(G)π).
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(3) For any element x ∈M⋊αĜ, consider the element F(x) = (Pπ(x))π in the
linear space
∏
π∈Irr(G) α(M)(C ⊗ L∞(G)π). Then the map F : M ⋊α Ĝ→∏
π∈Irr(G) α(M)(C⊗ L∞(G)π) is an injective linear map.
Proof. (1), (2). We know the equality Eαˆ
(
α(a)λπi,jλ
∗
σk,ℓ
)
= d−1π δπ,σδi,kδj,ℓα(a).
For x ∈ M ⋊α Ĝ, define a element Qπi,j(x) ∈ M by α(Qπi,j (x)) = dπEαˆ(xλ∗πi,j ).
Hence the map Qπi,j catches the coefficient of λπi,j , so that they give a basis over
M . Indeed, the σ-weak continuity of this map shows the σ-weak closedness of
α(M)(C⊗ L∞(G)π).
(3). Assume Pπ(x) = 0 for all π ∈ Irr(G). Since Eαˆ(Pπ(x)∗y) = Eαˆ(x∗Pπ(y))
for all y ∈ M ⋊α Ĝ, Eαˆ(x∗Pπ(y)) = 0 for all π ∈ Irr(G) and y ∈ M ⋊α Ĝ. Since
the linear space generated by {Pπ(M ⋊α Ĝ)}π∈Irr(G) is dense in M ⋊α Ĝ and Eαˆ
is faithful, we have x = 0. 
Let A be a von Neumann subalgebra of M . Its global invariance for α is not
assumed here. Set R = α(A)′ ∩ (M ⋊α Ĝ). Since G trivially acts on α(A),
it preserves R. Hence the von Neumann algebra R is the weak closure of the
linear space generated by {Pπ(R)}π∈Irr(G). Assume that for some π ∈ Irr(G),
Pπ(R) is not zero. Take a nonzero a =
∑
i,j∈Iπ
α(a∗i,j)λπi,j in Pπ(R). For x ∈ A,
aα(x) = α(x)a holds. Using λπi,j(α(x)) =
∑
k∈Iπ
α(απi,k(x))λπk,j , we have
∑
i∈Iπ
a∗i,jαπi,k(x) = xa
∗
j,k.
Then a =
∑
i,j∈Iπ
ai,j⊗ eπi,j satisfies a(x⊗1π) = απ(x)a for all x ∈ A. Summarizing
these arguments, we have the following lemma.
Lemma 2.13. Let A be a von Neumann subalgebra of M . Then the relative
commutant α(A)′∩ (M ⋊α Ĝ) is not equal to α(A′∩M) if and only if there exists
π ∈ Irr(G) \ {1} and a nonzero a ∈ M ⊗ B(Hπ) such that
a(x⊗ 1π) = απ(x)a for all x ∈ A.
Applying it to the case that α is free and A = M , we can derive the following
well-known results.
Theorem 2.14. Let α be an action of Ĝ on a von Neumann algebra M . Then
it is free if and only if the relative commutant α(M)′ ∩ (M ⋊α Ĝ) is equal to
α(Z(M)).
Corollary 2.15. Let α be a free action of Ĝ on a factor M of type II1 with the
tracial state τ . Then the relative commutant α(M)′ ∩ (M ⋊α Ĝ) is trivial. In
fact, M ⋊α Ĝ is a factor of type II1 whose tracial state is given by τˆ .
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3. Ultraproduct von Neumann algebras
After Connes’s classification of cyclic group actions on the AFD factor of type
II1, we have enjoyed benefits of ultraproduct techniques in studying actions of
various groups. In those circumstances, it is a key that an automorphism on a
von Neumann algebra induces an automorphism on its central sequence algebra.
Although general Kac algebra actions do not have such a property, the ultra-
product technique plays an essential and important role for approximately inner
actions. We begin with the notion of a convergence of homomorphisms.
3.1. Liftable and semiliftable homomorphisms
Fix a free ultrafilter ω on N. For a separable von Neumann algebra M , we
recall the definition of the ultraproduct von Neumann algebras Mω and Mω. Let
Tω be the set of bounded sequences converging to 0 strongly* in the ultralimit.
We denote by N(Tω) the C
∗-subalgebra of ℓ∞(N,M) normalizing Tω. An element
(xn)n in ℓ
∞(N,M) is called ω-centralizing if
lim
n→ω
‖[φ, xn]‖ = 0 for all φ ∈M∗.
The C∗-algebra of ω-centralizing sequences is denoted by Cω which is a C
∗-
subalgebra of N(Tω). Set the quotient C
∗-algebras Mω = N(Tω)/Tω and
Mω = Cω/Tω. The quotient map is denoted by q. Then they also have the
preduals and hence are von Neumann algebras. We say that (xn)n ∈ ℓ∞(N,M)
is a representing sequence of x ∈Mω if x = q((xn)n). For u ∈ U(Mω), we always
take a representing sequence (un)n of u such that un ∈ U(M) for all n. Define
a map τω : Mω → M by τω(x) = lim
n→ω
xn for a representing sequence (xn)n of
x ∈ Mω. The convergence is taken in the σ-weak topology of M . Then it is a
faithful normal conditional expectation fromMω onto M . Note that τω is tracial
on Mω and τ
ω(Mω) = Z(M). The restriction of τ
ω on Mω is denoted by τω.
Now we define the notion of convergence of homomorphisms and their left
inverses.
Definition 3.1. Let M be a von Neumann algebra and K a finite dimensional
Hilbert space. Let αn, β ∈ Mor0(M,M⊗B(K)), n ∈ N, with left inverses Φn and
Φ, respectively. We say that the sequence of the pairs {(αn,Φn)}n∈N converges
to (β,Φ) if
lim
n→∞
‖φ ◦ Φn − φ ◦ Φ‖ = 0 for all φ ∈M∗.
For a finite dimensional Hilbert space K, we always identify (M⊗B(K))ω with
Mω⊗B(K) in a natural way. Let αn, β ∈ Mor0(M,M ⊗B(K)), n ∈ N, with left
inverses Φn, Φ
β , n ∈ N, respectively. Assume that (αn,Φn) converges to (β,Φβ).
Define the maps α : ℓ∞(N,M)→ℓ∞(N,M)⊗B(K) and Φ: ℓ∞(N,M)⊗B(K)→
ℓ∞(N,M) by
α((xn)n) = (αn(xn))n, Φ((xn)n) = (Φn(xn))n.
Lemma 3.2. In the above situation, the following conditions hold.
(1) α(Tω) ⊂ Tω ⊗B(K), Φ(Tω ⊗B(K)) ⊂ Tω.
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(2) α(N(Tω)) ⊂ N(Tω)⊗B(K), Φ(N(Tω)⊗B(K)) ⊂ N(Tω).
Proof. (1). Let (xn)n ∈ Tω with supn ‖xn‖ ≤ 1 and φ ∈ M∗ a faithful normal
state. Then
2‖αn(xn)‖♯2φ◦Φβ =φ ◦ Φβ(αn(x∗nxn + xnx∗n))
= (φ ◦ Φβ − φ ◦ Φn)(αn(x∗nxn + xnx∗n)) + (φ ◦ Φn)(αn(x∗nxn + xnx∗n))
≤‖φ ◦ Φβ − φ ◦ Φn‖ · 2‖xn‖2 + φ(x∗nxn + xnx∗n)
≤ 2‖φ ◦ Φβ − φ ◦ Φn‖+ 2‖xn‖♯2φ
→ 0
as n→ ω. It shows that α preserves Tω.
We next show that Φ preserves Tω. Let (xn)n ∈ Tω⊗B(K) with supn ‖xn‖ ≤ 1
and φ be a faithful normal state on M . Then
2‖Φn(xn)‖♯2φ =φ(Φn(x∗n)Φn(xn) + Φn(xn)Φn(x∗n))
≤φ(Φn(x∗nxn + xnx∗n))
= (φ ◦ Φn − φ ◦ Φβ)(x∗nxn + xnx∗n) + φ ◦ Φβ(x∗nxn + xnx∗n)
≤ 2‖φ ◦ Φn − φ ◦ Φβ‖+ 2‖xn‖♯2φ◦Φβ
→ 0
as n→ ω. Hence Φ(Tω ⊗ B(K)) ⊂ Tω.
(2) Let (xn)n ∈ N(Tω) with supn ‖xn‖ ≤ 1 and (yn)n ∈ Tω ⊗ B(K) with
supn ‖yn‖ ≤ 1. Then we have
‖ynαn(xn)‖2φ◦Φβ =φ ◦ Φβ(αn(x∗n)y∗nynαn(xn))
= (φ ◦ Φβ − φ ◦ Φn)(αn(x∗n)y∗nynαn(xn))
+ φ ◦ Φn(αn(x∗n)y∗nynαn(xn))
≤‖φ ◦ Φβ − φ ◦ Φn‖+ φ(x∗nΦn(y∗nyn)xn).
By (1), (Φn(y
∗
nyn))n ∈ Tω. Hence the right hand side converges to 0 as n → ω.
Similarly we can show that y∗nα(x
∗
n) converges to 0 strongly as n→ ω. Hence α
preserves N(Tω).
Next we show that Φ(N(Tω) ⊗ B(K)) ⊂ N(Tω). Let (xn)n ∈ N(Tω) ⊗ B(K)
with supn ‖xn‖ ≤ 1 and (yn)n ∈ Tω with supn ‖yn‖ ≤ 1. Then
‖ynΦn(xn)‖2φ =φ(Φn(x∗n)y∗nynΦn(xn))
=φ(Φn(x
∗
nαn(y
∗
n))Φn(αn(yn)xn))
≤φ ◦ Φn(x∗nαn(y∗nyn)xn)
= (φ ◦ Φn − φ ◦ Φβ)(x∗nαn(y∗nyn)xn) + φ ◦ Φβ(x∗nαn(y∗nyn)xn)
≤‖φ ◦ Φn − φ ◦ Φβ‖+ ‖αn(yn)xn‖2φ◦Φβ .
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Since (αn(yn))n ∈ Tω ⊗ B(K), the right hand side converges to 0 as n → ω.
Similarly we can show that (y∗nΦn(x
∗
n))n strongly converges to 0 as n→ ω. Hence
Φ(N(Tω)⊗B(K)) ⊂ N(Tω). 
By the previous lemma, we can induce the maps α : Mω →Mω ⊗ B(K) and
Φ: Mω ⊗ B(K)→Mω defined by
α(x) = (q ⊗ id)((αn(xn))n), Φ(x⊗ y) = q((Φn(xn ⊗ y))n)
for all x = q((xn)n) ∈ Mω and y ∈ B(K). Note that Φ preserves Mω, that is,
Φ(Mω ⊗ C) ⊂ Mω. Indeed, for any (xn)n ∈ Cω, φ ∈ M∗ and y ∈ M we have
[φ,Φn(xn ⊗ 1)](y) = [φ ◦ Φn, xn ⊗ 1](αn(y)) and hence
‖[φ,Φn(xn ⊗ 1)]‖ ≤‖[φ ◦ Φn, xn ⊗ 1]‖
≤‖[φ ◦ Φn − φ ◦ Φβ , xn ⊗ 1]‖+ ‖[φ ◦ Φβ , xn ⊗ 1]‖
≤ 2‖φ ◦ Φn − φ ◦ Φβ‖‖xn‖+ ‖[φ ◦ Φβ , xn ⊗ 1]‖
→ 0
as n→ ω. We verify α ∈ Mor(Mω,Mω⊗B(K)) and Φ is a left inverse of α. The
nontrivial points are faithfulness and normality of them. Since Φ ◦ α = id, α is
faithful. For Φ, we claim that the following equality holds.
τω ◦ Φ = Φβ ◦ (τω ⊗ id).
Once we prove this equality, the faithfulness and the normality of Φ immediately
follow. Moreover with the equality Φ ◦ α = id, it also derives the normality of
α. Now we prove the claim as follows. Let φ ∈ M∗ and x ∈ Mω ⊗ B(K) with a
representing sequence (xn)n. Then we have
φ(τω ◦ Φ(x)) = lim
n→ω
φ(Φn(xn))
= lim
n→ω
(φ ◦ Φn − φ ◦ Φβ)(xn) + φ ◦ Φβ(xn)
=φ(Φβ((τω ⊗ id)(x))),
where we have used lim
n→∞
‖φ ◦ Φn − φ ◦ Φβ‖ = 0 and the normality of Φβ . We
summarize these arguments in the following lemma.
Lemma 3.3. Let M be a von Neumann algebra. Consider αn, β ∈ Mor0(M,M⊗
B(K)), n ∈ N, with left inverses Φn, Φβ, respectively. Assume that (αn,Φn)
converges to (β,Φβ) and define the maps α and Φ as before. Then α ∈
Mor0(M
ω,Mω ⊗B(K)) and Φ is a left inverse of α. Moreover we have
τω ◦ Φ = Φβ ◦ (τω ⊗ id).
Definition 3.4. Let α ∈ Mor0(Mω,Mω ⊗B(K)) with a left inverse Φ.
(1) We say that the pair (α,Φ) is semiliftable if there exists (αn,Φn) and
(β,Φβ) which induce (α,Φ) as in the previous lemma.
(2) We say that the pair (α,Φ) is liftable if the pair is semiliftable and we can
take αn = β and Φn = Φ
β for all n ∈ N. In this case we write βω for α.
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(3) For a cocycle action (β, w) of Ĝ on Mω, we say that it is semiliftable
or liftable if the pairs (βπ,Φ
β
π), π ∈ Irr(G), are semiliftable or liftable,
respectively.
Definition 3.5. Let (α,Φ) be a pair of α ∈ Mor0(M,M ⊗ B(K)) and a left
inverse Φ of α.
(1) We say that the pair is approximately inner if there exists a sequence of
unitaris {un}n ⊂ M ⊗ B(K) such that the pair (Ad un(· ⊗ 1), (id⊗τK) ◦
Adu∗n) converges to (α,Φ).
(2) For a cocycle action (α, u) of Ĝ on M , we say that it is an approximately
inner cocycle action if for each π ∈ Irr(G), the pair (απ,Φπ) is approxi-
mately inner.
In the above situation, the pairs {(Adun, (id⊗τK) ◦ Ad u∗n)}n induce the
semiliftable pair (AdU, (id⊗τK) ◦ AdU). By the previous lemma, we have
(τω ⊗ τK) ◦ AdU∗ = Φ ◦ (τω ⊗ id).
If we apply this equality to αω, we have the following equality by using (τω ⊗
id) ◦ αω = α ◦ τω,
(τω ⊗ τK) ◦AdU∗ ◦ αω = τω.
Next we prepare a useful lemma which characterizes elements in Cω ⊗ B(K).
Lemma 3.6. Let M be a von Neumann algebra, K a finite dimensional Hilbert
space and τK a normalized tracial state on B(K). Then an element (an)n ∈
ℓ∞(N,M)⊗B(K) is in Cω⊗B(K) if and only if lim
n→ω
‖[ψ⊗τK , an]‖ = 0, ψ ∈M∗.
Proof. The following equality is easily verified.
[ψ ⊗ τK , an] =
∑
i,j
[ψ, (an)i,j]⊗ (τK)ei,j,
where {ei,j}i,j is a matrix unit of B(K). Hence if (an)n ∈ Cω ⊗ B(K), then
lim
n→∞
‖[ψ ⊗ τK , an]‖ = 0. Suppose lim
n→∞
‖[ψ ⊗ τK , an]‖ = 0. Since [ψ, (an)i,j](y) =
[ψ ⊗ τK , an](y ⊗ ej,i), we have ‖[ψ, (an)i,j]‖ ≤ ‖[ψ ⊗ τK , an]‖. Hence (an)n ∈
Cω ⊗B(K). 
If (α,Φ) is approximately inner, there exists a unitary U ∈ Mω ⊗ B(K) as
before. Then consider the map γ = AdU∗ ◦αω. By definition of the approximate
innerness, (γ,Φ ◦ AdU) is semiliftable. Indeed, the pairs (Ad u∗n ◦ α,Φ ◦ Ad un)
converges to (· ⊗ 1, id⊗τK). Since α = AdU(· ⊗ 1) on M , γ fixes M and hence
preserves M ′ ∩Mω. In fact, γ preserves Mω as is shown in the following lemma.
Lemma 3.7. Let α ∈ Mor0(M,M ⊗ B(K)) be a ∗-homomorphism with a left
inverse Φ. Assume that the pair (α,Φ) is approximately inner. Take a sequence
of unitaries {un}n ⊂M ⊗ B(K) with
lim
n→∞
‖(φ⊗ τK) ◦ Adu∗n − φ ◦ Φ‖ = 0 for all φ ∈M∗.
Set U := (un)n ∈ ℓ∞(N,M ⊗ B(K)) and then the following statements hold.
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(1) U ∈ N(Tω)⊗ B(K).
(2) The ∗-homomorphisms AdU∗ ◦ α and AdU∗(· ⊗ 1) from ℓ∞(N,M) to
ℓ∞(N,M)⊗B(K) preserve Tω, N(Tω) and Cω.
Proof. (1). Let (xn)n ∈ Tω ⊗ B(K). Fix a faithful normal state φ on M . We
show lim
n→ω
‖unxn‖♯φ◦Φ = limn→ω ‖xnun‖
♯
φ⊗τK
= 0. It is trivial that lim
n→ω
‖unxn‖φ⊗τK =
0 = lim
n→ω
‖u∗nx∗n‖φ⊗τK . On ‖xnun‖φ⊗τK , we have
‖xnun‖2φ⊗τK = (φ⊗ τK)(u∗nx∗nxnun)
= (φ⊗ τK) ◦ Ad u∗n(x∗nxn)
= ((φ⊗ τK) ◦ Ad u∗n − φ ◦ Φ)(x∗nxn) + φ ◦ Φ(x∗nxn)
≤‖(φ⊗ τK) ◦ Ad u∗n − φ ◦ Φ‖‖xn‖2 + ‖xn‖2φ◦Φ
→ 0
as n→ ω. Next we show that {x∗nu∗n} converges to 0 σ-strongly as follows,
‖x∗nu∗n‖2φ◦Φ =φ(Φ(unxnx∗nu∗n))
= (φ ◦ Φ− (φ⊗ τK) ◦ Ad u∗n)(unxnx∗nu∗n) + (φ⊗ τK)(xnx∗n)
≤‖φ ◦ Φ− (φ⊗ τK) ◦ Ad u∗n‖‖xn‖2 + ‖x∗n‖2φ⊗τK
→ 0
as n→ ω. Hence U = (un)n ∈ N(Tω)⊗ B(K).
(2). Set γ1n := Ad u
∗
n ◦α and Φn(x) := Φ(unxu∗n). Note that Φn is a left inverse
of γ1n. By assumption, we have lim
n→∞
‖ψ ◦Φn − ψ ⊗ τK‖ = 0. Let (an)n ∈ Cω be a
centralizing sequence. By the previous lemma, it suffices to show lim
n→ω
‖[γ1n(an), ψ⊗
τK ]‖ = 0. We may assume ‖an‖ ≤ 1. Then for x ∈M ⊗ B(K),
|[γ1n(an), ψ ⊗ τK ](x)| = |[γ1n(an), ψ ◦ Φn](x)|+ |[γ1n(an), ψ ⊗ τK − ψ ◦ Φn](x)|
≤ ‖[an, ψ]‖‖Φn(x)‖ + 2‖ψ ⊗ τK − ψ ◦ Φn‖‖x‖
≤ ‖[an, ψ]‖‖x‖+ 2‖ψ ⊗ τK − ψ ◦ Φn‖‖x‖.
Hence we have ‖[γ1n(an), ψ⊗ τK ]‖ ≤ ‖[an, ψ]‖+2‖ψ⊗ τK −ψ ◦Φn‖, and it follows
that lim
n→ω
‖[γ1n(an), ψ ⊗ τK ]‖ = 0 because (an)n ∈ Cω.
Next set γ2n = Ad u
∗
n(· ⊗ 1) ∈ Mor(M,M ⊗ B(K)). Let (an)n ∈ Cω with
supn ‖an‖ ≤ 1. Then
‖[φ⊗ τK , γ2n(an)]‖ ≤‖[φ⊗ τK − φ ◦ Φn, γ2n(an)]‖+ ‖[φ ◦ Φn, γ2n(an)]‖
≤ 2‖φ⊗ τK − φ ◦ Φn‖+ ‖[φ ◦ Φ, an ⊗ 1] ◦ Ad un‖
=2‖φ⊗ τK − φ ◦ Φn‖+ ‖[φ ◦ Φ, an ⊗ 1]‖
→ 0
as n→ ω. 
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In the end of this subsection, we state a simple criterion of approximate inner-
ness of homomorphisms of the AFD factor R0 of type II1. For the sake of this,
we prove the following lemma.
Lemma 3.8. Let α, αn ∈ Mor0(M,M ⊗ B(K)), n ∈ N with left inverses Φ
and Φn, n ∈ N, respectively. Fix a faithful normal state φ ∈ M∗. The following
conditions are equivalent:
(1) lim
n→∞
‖ψ ◦ Φn − ψ ◦ Φ‖ = 0 for all ψ ∈M∗.
(2) lim
n→∞
‖φ ◦ Φn − φ ◦ Φ‖ = 0 and lim
n→∞
αn(a) = α(a) strongly for all a ∈M .
Proof. First note that ‖ψa‖ ≤ ‖ψ‖‖a‖, ‖aψ‖ ≤ ‖ψ‖‖a‖, ‖φa‖ ≤
√
‖φ‖‖a∗‖φ and
‖a‖2φ ≤ ‖aφ‖‖a‖ for ψ ∈M∗ and a positive φ ∈M∗.
(1)⇒ (2). We will show lim
n→∞
‖αn(a)− α(a)‖φ◦Φ = 0 as follows.
‖αn(a)− α(a)‖2φ◦Φ ≤‖(αn(a)− α(a)) (φ ◦ Φ) ‖‖αn(a)− α(a)‖
≤ 2‖a‖‖αn(a) · (φ ◦ Φ− φ ◦ Φn) ‖
+ 2‖a‖‖αn(a) · (φ ◦ Φn)− α(a) · (φ ◦ Φ) ‖
≤ 2‖a‖2‖φ ◦ Φ− φ ◦ Φn‖+ 2‖a‖‖(aφ) ◦ Φn − (aφ) ◦ Φ‖
→ 0
as n→∞.
(2)⇒ (1). At first we verify lim
n→∞
‖(φa) ◦Φ− (φa) ◦Φn‖ = 0. This is shown as
follows.
‖(φa) ◦ Φ− (φa) ◦ Φn‖ = ‖ (φ ◦ Φ) · α(a)− (φ ◦ Φn) · αn(a)‖
≤‖ (φ ◦ Φ) · α(a)− (φ ◦ Φ) · αn(a)‖
+ ‖ (φ ◦ Φ) · αn(a)− (φ ◦ Φn) · αn(a)‖
≤‖α(a∗)− αn(a∗)‖φ◦Φ + ‖φ ◦ Φ− φ ◦ Φn‖‖a‖
→ 0
as n→∞. Since {φa}a∈M is dense in M∗, we are done. 
Lemma 3.9. Let R0 be the AFD factor of type II1 with the tracial state τ . Let
α ∈ Mor(R0,R0 ⊗ B(K)) with a left inverse Φ, where K is a finite dimensional
Hilbert space. Assume that Φ preserves the trace, i.e. τ ◦ Φ = τ ⊗ τK. Then the
pair (α,Φ) is approximately inner.
Proof. Let M1 ⊂ M2 ⊂ . . . be an ascending sequence of finite dimensional sub-
factors of R0 whose union is dense in R0. Let {eni,j}i,j be a matrix unit forMn. By
the uniqueness of the trace on R0, (τ ⊗ τK) ◦ α = τ holds. Hence the projections
α(eni,i) and e
n
i,i⊗1 are equivalent in R0⊗B(K) for all i. Take an element i0 and a
partial isometry un in R0⊗B(K) such that unu∗n = α(eni0,i0) and u∗nun = eni0,i0⊗1.
Set
un =
∑
i
α(eni,i0)un(e
n
i0,i ⊗ 1).
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Then it is a unitary in R0⊗B(K) and α(x) = Ad un(x⊗ 1) holds for all x ∈ Mn.
Set Φn = (id⊗τK) ◦ Ad u∗n. We show that the pair (Ad un(· ⊗ 1),Φn) converges
to (α,Φ). It is easy to see that Ad un(x ⊗ 1) strongly converges to α(x) for all
x ∈ R0. The condition lim
n→∞
‖τ ◦Φn−τ ◦Φ‖ = 0 is trivial because the maps Φn and
Φ preserve the trace τ . Hence by the previous lemma, (α,Φ) is approximately
inner. 
3.2. Strongly free cocycle actions
In this paper, we frequently make use of the next two results. Since they are
proved in a similar way to proofs of [Oc1, Lemma 5.3, Lemma 5.5] with a little
modification, we omit proofs.
Lemma 3.10 (Fast Reindexation Trick). Let M be a von Neumann algebra.
Let N and S be countably generated von Neumann subalgebras of Mω, and B
a countable family of liftable homomorphisms whose elements are of the form
βω with β ∈ Mor0(M,M ⊗ B(Kβ)), where Kβ is a finite dimensional Hilbert
space. Take a countably generated von Neumann subalgebra N˜ ⊂ Mω satisfying
βω(N) ⊂ N˜ ⊗ B(Kβ) for all βω ∈ B and N ⊂ N˜ . Then there exists a map
Ψ ∈ Mor(N˜,Mω) such that
(1) Ψ is identity on N˜ ∩M ,
(2) Ψ(N˜ ∩Mω) ⊂ S ′ ∩Mω,
(3) τω(aΨ(x)) = τω(a)τω(x) for all x ∈ N˜ , a ∈ S,
(4) βω(Ψ(x)) = (Ψ⊗ id)(βω(x)) for all x ∈ N , βω ∈ B.
Lemma 3.11 (Index Selection Trick). LetM be a von Neumann algebra. Let C be
a separable C∗-subalgebra of ℓ∞(N,Mω), and B a countable family of semiliftable
homomorphisms, which is of the form β ∈ Mor(Mω,Mω ⊗ B(Kβ)) with a finite
dimensional Hilbert space Kβ and also acts term by term on ℓ
∞(N,Mω). Take
a C∗-algebra C˜ containing C and preserved by each β ∈ B. Then there exists a
∗-homomorphism Ψ: C˜ →Mω such that for any x˜ = (xn)n ∈ C
(1) τω(Ψ(x˜)) = lim
n→ω
τω(xn) weakly,
(2) Ψ(x˜) = x if xn = x for all n,
(3) Ψ(x˜) ∈ Mω if xn ∈Mω for all n,
(4) (Ψ⊗id)(y˜) = β(Ψ(x˜)) for β ∈ B and y˜ = (β(xn))n ∈ ℓ∞(N,Mω⊗B(Kβ)).
We define the notion of strong outerness of homomorphisms, which plays a
central role in making Rohlin projections.
Definition 3.12. Let M be a von Neumann algebra and γ ∈ Mor(Mω,Mω ⊗
B(K)). Then we say that γ is strongly outer on Mω (or simply strongly outer) if
for any countably generated von Neumann subalgebra S ⊂ Mω, there exists no
nonzero element a ∈Mω ⊗B(K) with γ(y)a = a(y ⊗ 1) for all y ∈ S ′ ∩Mω.
For β ∈ Mor0(M,M ⊗ B(K)), β is said to be strongly outer if βω is strongly
outer on Mω. Actually the strong outerness does not depend on ω ∈ βN \ N.
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Definition 3.13. Let M be a von Neumann algebra and (α, u) a cocycle action
of Ĝ on M . We say that (α, u) is strongly free if απ is strongly outer for any
nontrivial π ∈ Irr(G).
It is easy to see that strong freeness implies freeness, but the converse does not
hold in general. Note that if M is the AFD factor of type II1, then the strong
freeness and freeness of a cocycle action are equivalent, which is obtained by a
similar argument to [C3, Lemma 3.4] (see Corollary 8.6 in Appendix).
4. Cohomology vanishing I
LetM be a von Neumann algebra and Ĝ = (L∞(Ĝ),∆, ϕ) an amenable discrete
Kac algebra. Consider a cocycle action (α, u) of Ĝ on M . On M ⊗B(L2(Ĝ)), we
set the map γ = σ23 ◦ (α ⊗ id) and the unitary u134. Then (γ, u134) is a cocycle
action onM⊗B(L2(Ĝ)). It is well-known that (γ, u134) is stabilized to an action.
However if Irr(G) is infinite, the stabilization is not appropriate for our work on
finite von Neumann algebras. The amenability gives us a prescription for the
problem. Indeed, by the amenability of Ĝ, we can take a sufficiently large finitely
supported projection in L∞(Ĝ). We cut B(L2(Ĝ)) by the projection and stabilize
a 2-cocycle approximately.
4.1. 2-cohomology vanishing in ultraproduct von Neumann algebras
By making use of the relation ϕ = Tr on L∞(Ĝ), for an (F, δ)-invariant pro-
jection K we can conclude the approximate commutativity of F ⊗ K and the
multiplicative unitary W .
Lemma 4.1. Let F,K ∈ Projf(Z(L∞(Ĝ))). If K is (F, δ)-invariant, then
(1) ‖W (F ⊗K)− (F ⊗K)W‖ϕ⊗Tr < δ1/2‖F‖ϕ‖K‖ϕ,
(2) ‖(F ⊗K)W (F ⊗K)− (F ⊗K)W‖ϕ⊗Tr < δ1/2‖F‖ϕ‖K‖ϕ,
(3) ‖(F ⊗K)W (F ⊗K)−W (F ⊗K)‖ϕ⊗Tr < δ1/2‖F‖ϕ‖K‖ϕ,
(4) ‖(F ⊗K)W ∗(F ⊗K) · (F ⊗K)W (F ⊗K)−F ⊗K‖ϕ⊗Tr < δ1/2‖F‖ϕ‖K‖ϕ.
Proof. (1). Use Powers-Størmer inequality ([PS]) to the left hand side of |W (F ⊗
K)W ∗ − (F ⊗ K)|ϕ⊗Tr < δ|F |ϕ|K|ϕ. This inequality immediately implies the
conditions (2) and (3).
(4). This is shown as follows.
‖(F ⊗K)W ∗(F ⊗K) · (F ⊗K)W (F ⊗K)− F ⊗K‖ϕ⊗Tr
= ‖(F ⊗K)∆(K)(F ⊗K)− F ⊗K‖ϕ⊗ϕ
≤‖F ⊗K‖‖(F ⊗ 1)∆(K)− F ⊗K‖ϕ⊗ϕ
<δ1/2‖F‖ϕ‖K‖ϕ.

The next lemma shows that we can perturb a given 2-cocycle to a smaller
2-cocycle. The outline is as follows. Let F , K be projections as in the previous
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lemma. By [J, Lemma 3.2.1], we can take a unitary v ∈ L∞(Ĝ)F ⊗KB(L2(Ĝ))K
with
‖v − (F ⊗K)W (F ⊗K)‖ϕ⊗Tr < 4δ1/2‖F‖ϕ‖K‖ϕ.
If F ≥ e1, v is taken as v(e1 ⊗K) = e1 ⊗K. The unitary v plays a role of finite
dimensional cut of the left regular representation W . The error coming from the
cut is controlled by the trace norm, that is, strong operator topology. By making
use of the unitary v, we can approximately stabilize a 2-cocycle for a cocycle
action on a von Neumann algebra of type II1.
Lemma 4.2. Let M be a von Neumann algebra of type II1 with a faithful tracial
state τ . Let (α, u) be a cocycle action of Ĝ on M . Then for any ε > 0 and F ∈
Projf(Z(L∞(Ĝ))), there exists a unitary w ∈M ⊗ L∞(Ĝ) satisfying w1 = 1⊗ e1
and ∥∥((w ⊗ 1)α(w)u(id⊗∆)(w∗)− 1)(1⊗ F ⊗ F )∥∥
τ⊗ϕ⊗ϕ
< ε.
Proof. Step A. We construct a unitary close to a cut of W which acts on suffi-
ciently large finite dimensional subspace of L2(Ĝ).
Let F be the support of F and F˜ the central projection whose support is F ·F .
We may assume 1 ∈ F , and F ≤ F˜ holds. Let δ > 0 with 21δ1/2‖F‖ϕ‖F˜‖ϕ < ε
and K a finitely supported central (F˜ , δ)-invariant projection. Set H = KL2(Ĝ).
Let τH be the normalized trace on B(H). From now in this proof, we use τH
on B(H) for measurements of norms. Then by [J, Lemma 3.2.1], we can take a
unitary v in L∞(Ĝ)F˜ ⊗ B(H) satisfying∥∥v − (F˜ ⊗K)W (F˜ ⊗K)∥∥
ϕ⊗τH
< 4δ1/2
∥∥F˜∥∥
ϕ
.
By (2) and (3) in Lemma 4.1, we also have the inequalities
‖v − (F˜ ⊗K)W‖ϕ⊗τH < 5δ1/2‖F˜‖ϕ,
‖v −W (F˜ ⊗K)‖ϕ⊗τH < 5δ1/2‖F˜‖ϕ.
Step B. We regard B(H) ⊂M and perturb (α, u) to (α˜, u˜) which fixes B(H) ⊂
M .
Since M is of type II1, we can take a unital embedding B(H) into M . Let
{ei,j}i,j be a system of matrix units generating B(H). For all π ∈ Irr(G),
{απ(ei,j)}i,j is also a system of matrix units in M ⊗ B(Hπ). Hence projec-
tions απ(ei,i) and ej,j ⊗ 1π are equivalent. Then there exists a unitary wπ in
M ⊗B(Hπ) such that απ = Adw∗π(· ⊗ 1π) on B(H). Set w = (wπ)π∈Irr(G) and we
have α = Adw∗(· ⊗ 1) on B(H). Then perturb (α, u) by the unitary w and we
obtain a cocycle action (α˜, u˜) on M which fixes B(H).
Step C. We utilize B(H) like B(L2(Ĝ)) in order to approximately stabilize
the 2-cocycle u˜.
Let M = N ⊗B(H) be the tensor product decomposition. Since α˜ fixes B(H),
u˜ ∈ N⊗C⊗L∞(Ĝ)⊗L∞(Ĝ). Then we have a cocycle action (γ, u) of Ĝ on N such
that α˜ = σ23◦(γ⊗id) and u˜ = σ234(u⊗1H). Set v = v+F˜⊥⊗K ∈ L∞(Ĝ)⊗B(H).
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Consider a unitary w in M ⊗ L∞(Ĝ) defined by w = σ23((1⊗ v)u ∗). Then
(wF ⊗ F )α˜F (wF )u˜(id⊗F∆F )(w∗)
= (1⊗ 1⊗ F ⊗ F )σ23((1⊗ v)u ∗ ⊗ 1) · σ23((γ ⊗ id⊗ id)(σ23((1⊗ v)u ∗)))
· σ234(u⊗ 1) · σ234((id⊗∆⊗ id)(u(1⊗ v ∗)))
= (1⊗ 1⊗ F ⊗ F )σ23((1⊗ v)u ∗ ⊗ 1) · σ23σ34((1⊗ 1⊗ v)γ(u ∗))
· σ234(u⊗ 1) · σ234((id⊗∆⊗ id)(u(1⊗ v ∗)))
= σ234
(
(1⊗ F ⊗ F ⊗ 1)((1⊗ v)u ∗ ⊗ 1)1243 · (1⊗ 1⊗ v)
· γ(u ∗)(u⊗ 1) · (id⊗∆⊗ id)(u(1⊗ v ∗))
)
= σ234
(
(1⊗ F ⊗ F ⊗ 1)((1⊗ v)u ∗ ⊗ 1)1243 · (1⊗ 1⊗ v)
· (id⊗ id⊗∆)(u)(1⊗ (∆⊗ id)(v ∗))
)
= σ234
(
(1⊗ F ⊗ F ⊗ 1)v24v34 · v∗34u ∗124v34
· (id⊗ id⊗∆)(u)(1⊗ (∆⊗ id)(v∗))
)
. (4.1)
We estimate the size of the difference of the right hand side and 1⊗K ⊗ F ⊗ F
as follows. Since
‖(F ⊗ F ⊗K)(W13W23 − (∆⊗ id)(v))(F ⊗ F ⊗K)‖ϕ⊗ϕ⊗τH
= ‖(F ⊗ F ⊗K)((∆⊗ id)(W )− (∆⊗ id)(v))(F ⊗ F ⊗K)‖ϕ⊗ϕ⊗τH
= ‖(F∆F ⊗ id)(v − (1⊗K)W (1⊗K))‖ϕ⊗ϕ⊗τH
=
∥∥(F∆F ⊗ id)(v − (F˜ ⊗K)W (F˜ ⊗K))∥∥ϕ⊗ϕ⊗τH
≤ ∥∥(F∆⊗ id)(v − (F˜ ⊗K)W (F˜ ⊗K))∥∥ϕ⊗ϕ⊗τH
= ‖F‖ϕ
∥∥v − (F˜ ⊗K)W (F˜ ⊗K)∥∥
ϕ⊗τH
< 4δ1/2‖F‖ϕ‖F˜‖ϕ,
we have
‖(F ⊗ F ⊗K)(v13v23 − (∆⊗ id)(v))‖ϕ⊗ϕ⊗τH
≤‖(F ⊗ F ⊗K)(v13 −W13)v23‖ϕ⊗ϕ⊗τH
+ ‖(F ⊗K ⊗K)W13(v23 −W23(1⊗ F ⊗K))‖ϕ⊗ϕ⊗τH
+ ‖(F ⊗ F ⊗K)(W13W23 − (∆⊗ id)(v))(F ⊗ F ⊗K)‖ϕ⊗ϕ⊗τH
< ‖F‖ϕ‖v − (F ⊗K)W (F ⊗K)‖ϕ⊗τH + ‖F‖ϕ‖v −W (F ⊗K)‖ϕ⊗τH
+ 4δ1/2‖F‖ϕ‖F˜‖ϕ
< 4δ1/2‖F‖2ϕ + 5δ1/2‖F‖2ϕ + 4δ1/2‖F‖ϕ‖F˜‖ϕ
≤ 13δ1/2‖F‖ϕ‖F˜‖ϕ. (4.2)
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Set uK = u(1⊗ 1⊗K) and then
‖(1⊗ F ⊗ F ⊗ 1)(v∗34u ∗124v34 − (id⊗ id⊗∆)(u ∗K))‖τ⊗ϕ⊗ϕ⊗ϕ
≤‖(1⊗ F ⊗ F ⊗K)(v∗34 − ((F ⊗K)W ∗(F ⊗K))34u ∗124v34‖τ⊗ϕ⊗ϕ⊗τH
+
∥∥(1⊗ F ⊗ F ⊗K)W ∗34u ∗124
· (((F ⊗K)v(F ⊗K))34 − ((F ⊗K)W (F ⊗K))34)∥∥τ⊗ϕ⊗ϕ⊗τH
+ ‖(1⊗ F ⊗ F ⊗K)(W ∗34(u ∗K)124W34 − (id⊗ id⊗∆)(u ∗K))‖τ⊗ϕ⊗ϕ⊗τH
≤‖F‖ϕ‖(F ⊗K)v(F ⊗K)− (F ⊗K)W (F ⊗K)‖ϕ⊗τH
+ ‖F‖ϕ‖(F ⊗K)v(F ⊗K)− (F ⊗K)W (F ⊗K)‖ϕ⊗τH
< 4δ1/2‖F‖2ϕ + 4δ1/2‖F‖2ϕ
=8δ1/2‖F‖ϕ‖F˜‖ϕ. (4.3)
By using (4.1), (4.2) and (4.3), we have
‖(wF ⊗ F )α˜F (wF )u˜(id⊗F∆F )(w∗)− 1⊗K ⊗ F ⊗ F‖τ⊗ϕ⊗ϕ
=
∥∥σ234((1⊗ F ⊗ F ⊗ 1)v24v34 · v∗34u ∗124v34 · (id⊗ id⊗∆)(u)(1⊗ (∆⊗ id)(v∗)))
− 1⊗K ⊗ F ⊗ F∥∥
τ⊗τH⊗ϕ⊗ϕ
= ‖v24v34 · v∗34u ∗124v34 · (id⊗ id⊗∆)(u)(1⊗ (∆⊗ id)(v∗))(1⊗ F ⊗ F ⊗K)
− 1⊗ F ⊗ F ⊗K‖τ⊗ϕ⊗ϕ⊗τH
< 13δ1/2‖F‖ϕ‖F˜‖ϕ
+ ‖(1⊗ (∆⊗ id)(v)) · v∗34u ∗124v34 · (id⊗ id⊗∆)(u)(1⊗ (∆⊗ id)(v∗))
· (1⊗ F ⊗ F ⊗K)− 1⊗ F ⊗ F ⊗K‖τ⊗ϕ⊗ϕ⊗τH
< 13δ1/2‖F‖ϕ‖F˜‖ϕ + 8δ1/2‖F‖ϕ‖F˜‖ϕ
=21δ1/2‖F‖ϕ‖F˜‖ϕ
<ε.

We have shown that any 2-cocycle can be approximately stabilized in Lemma
4.2. When we consider the stabilization problem in an ultraproduct von Neu-
mann algebra, approximate stabilization yields exact stabilization by the Index
Selection Trick.
Lemma 4.3. Let M be a von Neumann algebra such that Mω is of type II1 and
(γ, w) a cocycle action of Ĝ onMω preservingMω and w ∈Mω⊗L∞(Ĝ)⊗L∞(Ĝ).
Assume that γ is of the form γ = AdU ◦ β where U ∈ U(Mω ⊗ L∞(Ĝ)) and
β ∈ Mor(Mω,Mω ⊗ L∞(Ĝ)) with a semiliftable βπ for all π. Then the 2-cocycle
w is a coboundary in Mω.
Proof. Take an increasing sequence of projections {Fn}∞n=1 in Projf(Z(L∞(Ĝ)))
with Fn → 1 strongly, and a decreasing positive numbers {εn}∞n=1 with εn → 0.
Let φ be a faithful normal state on M and set ψ = φ ◦ τω, which is a trace on
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Mω. By using the previous lemma, for each n ∈ N we can find a unitary vn in
Mω ⊗ L∞(Ĝ) satisfying∥∥((vn ⊗ 1)γ(vn)w(id⊗∆)(v∗n)− 1)(1⊗ Fn ⊗ Fn)∥∥ψ⊗ϕ⊗ϕ < εn.
Then set a unitary v˜ = (vn)n and U˜ = (U)n in ℓ
∞(N,Mω⊗L∞(Ĝ)) and w˜ = (w)n
in ℓ∞(N,Mω⊗L∞(Ĝ)⊗L∞(Ĝ)). Let C be a C∗-subalgebra generated by v˜πi,j , U˜πi,j
w˜πi,j ,ρk,ℓ for all π, ρ ∈ Irr(G), i, j ∈ Iπ and k, ℓ ∈ Iρ. Let B = {β}. Then applying
the Index Selection Trick, we have a ∗-homomorphism Ψ: C˜ →Mω satisfying the
conditions in Lemma 3.11 for C and B. Set v = (Ψ⊗ id)(v˜) ∈Mω ⊗ L∞(Ĝ) and
x˜ = (v˜ ⊗ 1)γ(v˜)w˜(id⊗∆)(v˜∗)− 1⊗ 1⊗ 1.
By definition of Ψ,
(Ψ⊗ id⊗ id)(x˜) = (v ⊗ 1)γ(v)w(id⊗∆)(v∗)− 1⊗ 1⊗ 1.
The right hand side is equal to 0. Indeed for any π, ρ ∈ Irr(G),∥∥(vπ ⊗ 1ρ)γπ(vρ)wπ,ρ(id⊗π∆ρ)(v∗)− 1⊗ 1π ⊗ 1ρ∥∥2ψ⊗ϕ⊗ϕ
=(ψ ⊗ ϕ⊗ ϕ)(|(Ψ⊗ id⊗ id)(x˜π,ρ)|2)
= (φ ◦ τω ◦Ψ⊗ ϕ⊗ ϕ)(|x˜π,ρ|2)
= lim
n→ω
(φ ◦ τω ⊗ ϕ⊗ ϕ)(|(x˜n)π,ρ|2)
≤ lim
n→ω
ε2n
=0.

The previous 2-cohomology vanishing result yields two results about approx-
imately inner (cocycle) actions, which play crucial roles in our study. We sep-
arately discuss them in the following subsections. We prepare the equivalence
relation ∼ for sequences of normal functionals. Let (φn)n and (ψn)n be sequences
of normal functionals on a von Neumann algebra. We write (φn)n ∼ (ψn)n or
simply φn ∼ ψn when lim
n→ω
‖φn − ψn‖ = 0.
4.2. Cocycle actions on central sequence algebras
Let M be a von Neumann algebra such that Mω is of type II1 and (α, u) an
approximately inner cocycle action of Ĝ onM . Let Φαπ be the left inverse of (α, u)
and π ∈ Irr(G). Then there exists a unitary U ∈ Mω ⊗ L∞(Ĝ) satisfying the
conditions in Lemma 3.7. Then α = AdU(·⊗1) on M . Set γ = AdU∗ ◦αω and a
unitary w = (U∗⊗ 1)αω(U∗)u(id⊗∆)(U). Then (γ, w) is a cocycle action on Mω
fixing M . Note that each γπ is semiliftable. Indeed, let (un)n be a representing
sequence of U . By the proof of Lemma 3.7, we know that (Ad u∗n ◦απ,Φαπ ◦Ad un)
converges to (· ⊗ 1π, id⊗τπ). This result and the equality Φγπ = Φαωπ ◦AdU yield
the semiliftability of (γπ,Φ
γ
π).
The map γπ preserves Mω by Lemma 3.7. Since γ fixes M , w ∈ M ′ ∩Mω ⊗
L∞(Ĝ)⊗L∞(Ĝ), but in fact w is a 2-cocycle whose entries are evaluated in Mω.
28
Lemma 4.4. The unitary w is in Mω ⊗ L∞(Ĝ)⊗ L∞(Ĝ).
Proof. Let π, ρ ∈ Irr(G) and φ ∈ M∗. Let (Un)n be a representing sequence of
U and set wn = (Un∗ ⊗ 1)αω(Un∗)u(id⊗∆)(Un). Then (wn)n is a representing
sequence of w. We show that lim
n→ω
‖[φ ⊗ τπ ⊗ τρ, wnπ,ρ]‖ = 0. This is verified as
follows.
wn∗π,ρ(φ⊗ τπ ⊗ τρ)wnπ,ρ
= (id⊗∆)(Un∗)u∗αω(Un)(Un ⊗ 1)(φ⊗ τπ ⊗ τρ)(Un∗ ⊗ 1)αω(Un∗)u(id⊗∆)(Un)
∼ (id⊗∆)(Un∗)u∗αω(Un)(φ ◦ Φαωπ ⊗ τρ)αω(Un∗)u(id⊗∆)(Un)
= (id⊗∆)(Un∗)u∗((U(φ⊗ τρ)U∗) ◦ (Φαωπ ⊗ idρ))u(id⊗∆)(Un)
∼ (id⊗∆)(Un∗)u∗(φ ◦ Φαρ ◦ (Φαωπ ⊗ idρ))u(id⊗∆)(Un)
=
∑
σ≺π·ρ
∑
T∈ONB(σ,π·ρ)
dσ
dπdρ
(id⊗∆)(Un∗)((1⊗ T )φ ◦ Φαωσ (1⊗ T ∗))(id⊗∆)(Un)
=
∑
σ≺π·ρ
∑
T∈ONB(σ,π·ρ)
dσ
dπdρ
(1⊗ T )φ ◦ (Un∗σ Φα
ω
σ U
n
σ )(1⊗ T ∗)
∼
∑
σ≺π·ρ
∑
T∈ONB(σ,π·ρ)
dσ
dπdρ
(1⊗ T )(φ⊗ τσ)(1⊗ T ∗)
=φ⊗ τπ ⊗ τρ,
where we have used the composition rule of the left inverses in Lemma 2.5 and
the property of U in Lemma 3.7. 
Hence the restriction of (γ, w) onMω is a cocycle action. Since γ is semiliftable,
we can apply Lemma 4.3. Hence there exists a unitary v ∈ Mω ⊗ L∞(Ĝ) such
that
(v ⊗ 1)γ(v)w(id⊗∆)(v∗) = 1.
Since w = (U∗ ⊗ 1)αω(U∗)u(id⊗∆)(U), we have
(vU∗ ⊗ 1)αω(vU∗)u(id⊗∆)(Uv∗) = 1.
Setting V = Uv, we have the following lemma.
Lemma 4.5. Let (α, u) be an approximately inner cocycle action of Ĝ on a von
Neumann algebra M such that Mω is of type II1. Then there exists a unitary
V ∈Mω ⊗ L∞(Ĝ) such that
(1) For a representing sequence (vn)n of V , we have
lim
n→ω
‖(φ⊗ τπ) ◦ Ad v∗n − φ ◦ Φαπ‖ = 0 for all φ ∈M∗, π ∈ Irr(G),
where Φαπ is the left inverse of (α, u).
(2) γ = AdV ∗ ◦ αω is an action of Ĝ on Mω fixing M and preserving Mω.
(3) u = (V ⊗ 1)γ(V )(id⊗∆)(V ∗)
(4) τω ◦ Φγπ = (τω ⊗ τπ) for all π ∈ Irr(G), where Φγπ is the left inverse of γ.
(5) (τω ⊗ τπ) ◦ γπ(x) = τω(x) for all x ∈Mω and π ∈ Irr(G).
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Proof. Let V = Uv as before. Let (Un)n and (v
n)n be representing sequences of
U and v, repectively. Set (vn)n = (U
nvn)n which represents V .
(1). It is verified as
(φ⊗ τπ) ◦ Ad vn∗ = (φ⊗ τπ) ◦ Ad vn∗Un∗
∼ (φ⊗ τπ) ◦ AdUn∗
∼φ ◦ Φαπ .
The conditions (2) and (3) have been already shown.
(4). The left inverse of γ is given by Φγπ = Φ
αω
π ◦ AdV . Then for φ ∈ M∗ and
x ∈Mω ⊗B(Hπ),
φ(τω(Φγπ(x))) =φ(τ
ω(Φαπ(V xV
∗)))
= lim
n→ω
φ(Φαπ(vnxnvn
∗))
= lim
n→ω
(φ⊗ τπ)(xn)
=φ((τω ⊗ τπ)(x)).
(5). It is a direct consequence of (4).

Let (α, u) be an approximately inner cocycle action on M . By the previous
lemma, there exists a unitary V ∈Mω ⊗ L∞(Ĝ) such that
(V ∗ ⊗ 1)αω(V ∗)u(id⊗∆)(V ) = 1.
Therefore we can perturb the cocycle action to an action on Mω. By taking a
representing sequence of V , we can make u close to 1 with an arbitrarily small
error in M . A problem is that we have no estimates of perturbation unitaries.
For the sake of solving that, we will use the Rohlin type theorem presented in
Theorem 5.9.
4.3. Intertwining cocycles
In this subsection, we study two approximately inner actions. By the 2-
cohomology vanishing result, we can take a 1-cocycle intertwining them in an
ultraproduct von Neumann algebra.
Lemma 4.6. Let M be a von Neumann algebra such that Mω is of type II1.
Let α and β be approximately inner actions of Ĝ on M . Then there exists an
αω-cocycle W in Mω ⊗ L∞(Ĝ) with β = AdW ◦ α on M ⊂Mω.
We prove this result after proving Lemma 4.7. We denote the left inverses of
α and β by {Φαπ}π∈Irr(G) and {Φβπ}π∈Irr(G), respectively. Take unitaries U and V
in Mω ⊗L∞(Ĝ) such that they satisfy the conditions in Lemma 3.7 for α and β,
respectively. Then we have α = AdU(· ⊗ 1), β = AdV (· ⊗ 1) on M . Define a
map γ ∈ Mor(Mω,Mω ⊗ L∞(Ĝ× Ĝopp)) by
γ(x) = U∗12α
ω(V ∗)(αω(x)⊗ 1)αω(V )U12 for x ∈Mω.
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Set α˜(x) = α(x) ⊗ 1 and then α˜ is an action of Ĝ × Ĝopp on M . Since γ is
the perturbation of the action α˜ by the unitary U∗12α
ω(V ∗), a 2-cocycle w ∈
Mω ⊗ L∞(Ĝ× Ĝopp)⊗2 is given by
w = U∗12α
ω(V ∗)α˜ω (U∗12α
ω(V ∗)) (id⊗∆bG×bGopp)(αω(V )U12).
Then (γ, w) is a cocycle action of Ĝ× Ĝopp on Mω . The map γ is a composition
of the maps AdU∗12 ◦ α˜ω and AdV ∗(· ⊗ 1). Since they preserve Mω, so does γ.
We prove w ∈Mω ⊗ L∞(Ĝ× Ĝopp)⊗2 as follows.
Lemma 4.7. The unitary w is in Mω ⊗ L∞(Ĝ× Ĝopp)⊗2.
Proof. Let (un)n and (v
n)n be representing sequences of U and V , respectively.
Set
wn = u
n∗
12α(v
n∗)α˜ (un∗12α(v
n∗)) (id⊗∆bG×bGopp)(α(vn)un12).
Then (wn)n is a representing sequence of w. Let φ ∈ M∗ and π, ρ, σ, ζ ∈ Irr(G).
We show lim
n→ω
‖[φ⊗ τπ ⊗ τρ ⊗ τσ ⊗ τζ , wn]‖ = 0. In order to do, we estimate
ψn = w
n∗(φ⊗ τπ ⊗ τρ ⊗ τσ ⊗ τζ)wn.
Use unπ(θ ⊗ τπ)un∗π ∼ θ ◦ Φαπ , vnπ(θ ⊗ τπ)vn∗π ∼ θ ◦ Φβπ for all θ ∈M∗ and then
ψn ∼ (id⊗∆bG×bGopp)(un∗12α(vn∗))α˜ (α(vn)un12)α(vn)
· (φ ◦ Φαπ ⊗ τρ ⊗ τσ ⊗ τζ)
· α(vn∗)α˜ (un∗12α(vn∗)) (id⊗∆bG×bGopp)(α(vn)un12)
= (id⊗∆bG×bGopp)(un∗12α(vn∗))απ
(
α(vn)un12
)
1245
απ(v
n)
· (φ ◦ Φαπ ⊗ τρ ⊗ τσ ⊗ τζ)
· απ(vn∗)απ
(
un∗12α(v
n∗)
)
1245
(id⊗∆bG×bGopp)(α(vn)un12)
= (id⊗∆bG×bGopp)(un∗12α(vn∗))απ
(
α(vn)un12
)
1245
· (vn(φ⊗ τρ)vn∗ ⊗ τσ ⊗ τζ) ◦ (Φαπ ⊗ idρ⊗ idσ ⊗ idζ)
· απ
(
un∗12α(v
n∗)
)
1245
(id⊗∆bG×bGopp)(α(vn)un12)
∼ (id⊗∆bG×bGopp)(un∗12α(vn∗))απ
(
α(vn)un12
)
1245
· (φ ◦ Φβρ ⊗ τσ ⊗ τζ) ◦ (Φαπ ⊗ idρ⊗ idσ⊗ idζ)
· απ
(
un∗12α(v
n∗)
)
1245
(id⊗∆bG×bGopp)(α(vn)un12)
= (id⊗∆bG×bGopp)(un∗12α(vn∗))απ
(
α(vn)
)
1245
· (un13(φ ◦ Φβρ ⊗ τσ ⊗ τζ)un∗13) ◦ (Φαπ ⊗ idρ⊗ idσ ⊗ idζ)
· απ
(
α(vn∗)
)
1245
(id⊗∆bG×bGopp)(α(vn)un12)
∼ (id⊗∆bG×bGopp)(un∗12α(vn∗))απ
(
ασ(v
n
ζ )
)
1245
· (φ⊗ τζ) ◦ (Φβρ ⊗ idζ) ◦ Φασ ◦ (Φαπ ⊗ idρ⊗ idσ⊗ idζ)
· απ
(
ασ(v
n∗
ζ )
)
1245
(id⊗∆bG×bGopp)(α(vn)un12)
= (id⊗∆bG×bGopp)(un∗12α(vn∗))
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· (vζ · (φ⊗ τζ) ◦ (Φβρ ⊗ idζ) · v∗ζ) ◦ Φασ ◦ (Φαπ ⊗ idρ⊗ idσ⊗ idζ)
· (id⊗∆bG×bGopp)(α(vn)un12)
∼ (id⊗∆bG×bGopp)(un∗12α(vn∗))
· φ ◦ Φβρ ◦ Φβζ ◦ Φασ ◦ (Φαπ ⊗ idρ⊗ idσ⊗ idζ)
· (id⊗∆bG×bGopp)(α(vn)un12).
By Lemma 2.5, we have
Φασ ◦ Φαπ =
∑
ξ≺π·σ
∑
S∈ONB(ξ,π·σ)
dξ
dπdσ
(1⊗ S)Φαξ (1⊗ S∗)
on M ⊗ B(Hπ)⊗ B(Hσ) and
Φβρ ◦ Φβζ =
∑
η≺ζ·ρ
∑
T∈ONB(η,ζ·ρ)
dη
dζdρ
(1⊗ Σρ,ζT )Φβη (1⊗ (Σρ,ζT )∗)
on M ⊗ B(Hρ)⊗ B(Hζ), where Σρ,ζ is the flip unitary of Hρ and Hζ . Note that
ρ sits right from ζ in that lemma, but it does left here. The flip arises for this
reason. Also note that Σρ,ζT may not be an intertwiner between η and ρ · ζ .
Using these, we have
Φβρ ◦ Φβζ ◦ Φασ ◦ (Φαπ ⊗ idρ⊗ idσ ⊗ idζ)
=
∑
ξ,η
∑
S,T
dξ
dπdσ
dη
dζdρ
(1⊗ Σρ,ζT )Φβη (1⊗ (Σρ,ζT )∗) ◦ (1⊗ S)Φαξ (1⊗ S∗)
=
∑
ξ,η
∑
S,T
dξ
dπdσ
dη
dζdρ
Σρ,ζ(1⊗ S · T )
(
Φβη ◦ (Φαξ ⊗ idη)
)
(1⊗ (S · T )∗)Σρ,ζ ,
where the indices S, T runs ONB(ξ, π · σ) and ONB(η, ζ · ρ), respectively and
S · T ∈ (ξ · η, π · ζ · σ · ρ) is naturally defined via S, T . Let x ∈ L∞(Ĝ × Ĝopp)
and then we have
∆bG×bGopp(x)Σρ,ζ(S · T ) = Σρ,ζ(S · T )xξ,η.
Hence we have
ψ ∼
∑
ξ,η
∑
S,T
dξ
dπdσ
dη
dζdρ
Σρ,ζ(1⊗ S · T ) · un∗ξ αξ(vn∗η )
· (φ ◦ Φβη ◦ (Φαξ ⊗ idη)) · αξ(vnη )unξ · (1⊗ (S · T )∗)Σρ,ζ
=
∑
ξ,η
∑
S,T
dξ
dπdσ
dη
dζdρ
Σρ,ζ(1⊗ S · T ) · un∗ξ
· ((vn∗η (φ ◦ Φβη ) · vnη ) ◦ (Φαξ ⊗ idη)) · unξ · (1⊗ (S · T )∗)Σρ,ζ
∼
∑
ξ,η
∑
S,T
dξ
dπdσ
dη
dζdρ
Σρ,ζ(1⊗ S · T ) · un∗ξ ·
(
(φ⊗ τη) ◦ (Φαξ ⊗ idη)
) · unξ
· (1⊗ (S · T )∗)Σρ,ζ
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∼
∑
ξ,η
∑
S,T
dξ
dπdσ
dη
dζdρ
Σρ,ζ(1⊗ S · T ) · (φ⊗ τξ ⊗ τη) · (1⊗ (S · T )∗)Σρ,ζ
=φ⊗ τπ ⊗ τρ ⊗ τσ ⊗ τζ .

Proof of Lemma 4.6. Since the discrete Kac algebra Ĝ× Ĝopp is amenable, we
can apply Lemma 4.3 to the cocycle action (γ, w). Then there exists a unitary
c ∈Mω ⊗ L∞(Ĝ× Ĝopp) such that
c123γ(c)w(id⊗∆bG×bGopp)(c∗) = 1. (4.4)
Set the unitaries cℓ = c·⊗1, c
r = c1⊗· in Mω ⊗ L∞(Ĝ). By definition we have
γ·⊗1 = AdU
∗ ◦ αω, γ1⊗· = AdV ∗(· ⊗ 1).
Hence applying 1⊗ 1⊗ e1 ⊗ 1⊗ e1, 1⊗ e1 ⊗ 1⊗ e1 ⊗ 1 to (4.4), we have
cℓ12U
∗
12α
ω(cℓ)U12w·⊗1⊗·⊗1(id⊗∆)(cℓ∗) = 1,
cr12V
∗
12c
r
13V12w1⊗·⊗1⊗·(id⊗∆opp)(cr∗) = 1.
The equalities
w·⊗1⊗·⊗1 = U
∗
12α
ω(U∗)(id⊗∆)(U), w1⊗·⊗1⊗· = V ∗12V ∗13(id⊗∆opp)(V )
yield
cℓ12U
∗
12α
ω(cℓU∗)(id⊗∆)(Ucℓ∗) = 1, cr12V ∗12cr13V ∗13(id⊗∆opp)(V cr∗) = 1.
Hence cℓU∗ is an αω-cocycle and V cr∗ is a unitary representation of Ĝ. Set
v = cℓU∗ and v = V cr∗. Set the perturbed action αv = Ad v ◦ αω. We claim that
the unitary representation v is fixed by αv, and then it follows that W = vv is
an αω-cocycle. If we prove this claim, the unitary W is a desired one. Indeed,
for x ∈M we have
AdW ◦ α(x) = Ad v ◦ αv(x) = vvαω(x)v∗v∗ = vvU(x⊗ 1)U∗v∗v∗
= vcℓ(x⊗ 1)cℓ∗v∗ = v(x⊗ 1)v∗ = V (x⊗ 1)V ∗ = β(x).
We prove the claim as follows. Applying 1⊗ 1⊗ e1 ⊗ e1 ⊗ 1 to (4.4), we have
cℓ12U
∗
12α
ω(cr)U12w·⊗·⊗1⊗1⊗·c
∗
123 = 1.
The equality w·⊗·⊗1⊗1⊗· = 1 yields
cℓ12U
∗
12α
ω(cr)U12c
∗
123 = 1. (4.5)
Again applying 1⊗ e1 ⊗ 1⊗ 1⊗ e1 to (4.4), we have
cr12V
∗
12c
ℓ
13V12w·⊗1⊗·⊗·⊗1c
∗
132 = 1.
The equality
w·⊗1⊗·⊗·⊗1 = V
∗
12U
∗
13α
ω(V )132U13
33
and (4.5) implies
1 = cr12V
∗
12c
ℓ
13V12V
∗
12U
∗
13α
ω(V )132U13c
∗
132
= cr12V
∗
12c
ℓ
13U
∗
13α
ω(V )132U13c
∗
132
= cr12V
∗
12c
ℓ
13U
∗
13α
ω(V )132U13 · U∗13αω(cr∗)132U13cℓ∗13
= cr12V
∗
12c
ℓ
13U
∗
13α
ω(V cr∗)132U13c
ℓ∗
13
= v∗12α
v(v)132.
Therefore αv(v) = v13 and we have proved Lemma 4.6. 
5. Rohlin type theorem
The Rohlin theorem in [Oc1, Theorem 6.1] has been a main ingredient to show
vanishing results on 1 and 2-cohomology for strongly free cocycle actions of dis-
crete amenable groups. Even for amenable discrete Kac algebras we can prove
the Rohlin type theorem which is, however, not a generalization of the Rohlin
theorem in [Oc1]. As one difference, which comes from difficulty of reducing a co-
cycle action to an action, we give a Rohlin tower which has a good estimate only
for cocycle actions whose 2-cocycles are very small. Another difference is that we
treat not paving families but one sufficiently large projection. Since our classifica-
tion result is deduced from the Evans-Kishimoto type intertwining argument, we
do not need a model action splitting method. Hence it is unnecessary to utilize
a paving family. Also even in proving vanishing results on 2-cohomology, we do
not need such a family. We use the Rohlin type theorem only to find a unitary
perturbing a 1-cocycle to a smaller 1-cocycle by using the Shapiro lemma. Al-
though it may seem to be an incomplete form, it is in fact a sufficiently powerful
tool for our strategy.
5.1. Local quantization principle
We begin with the local quantization principle proved by Popa [P1, Lemma
A.1.1], [P2, Theorem A.1.2].
Theorem 5.1 (Popa). Let A ⊂ B be an inclusion of finite von Neumann algebras.
Let τ be a faithful normal trace of B. Assume that elements {xi}ni=1 ⊂ B are
orthogonal to A ∨ (A′ ∩ B) with respect to τ . Then for any ε > 0, there exists a
finite index set J and a partition of unity {qr}r∈J ⊂ A satisfying∥∥∥∑
r∈J
qrxiqr
∥∥∥
τ
< ε for all 1 ≤ i ≤ n.
LetM be a von Neumann algebra. Let γ : Mω→Mω⊗L∞(Ĝ) be a strongly free
semiliftable action with the left inverses {Φπ}π∈Irr(G). We assume that τω ◦Φπ =
τω ⊗ τπ on Mω ⊗ B(Hπ) for all π ∈ Irr(G). Take a faithful state φ ∈M∗ and set
ψ = φ◦τω. Consider the inclusionMω ⊂Mω⋊γĜ. Then the dual state ψˆ is tracial
by Proposition 2.11. Let S be a countably generated von Neumann subalgebra of
Mω, A = S ′∩Mω and B = Mω⋊γ Ĝ. Since γ is strongly free, we have the inclusion
A ∨ (A′ ∩ B) ⊂Mω by Lemma 2.13. Let Eγˆ : Mω ⋊γ Ĝ→Mω be the conditional
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expectation defined by averaging the dual action γˆ, and then it preserves the
trace ψˆ. Let EA∨(A′∩B) be the trace preserving conditional expectation from B
onto A ∨ (A′ ∩ B). Then it factors through Mω with Eγˆ . Hence by definition of
Eγˆ , we have EA∨(A′∩B)(λπi,j) = 0 for all π 6= 1 and i, j ∈ Iπ. Let F be a finite
subset of Irr(G) \ {1}. We apply the local quantization principle to the above
A, B and {λπi,j}π∈F ,i,j∈Iπ. Then for any ε > 0, we get a finite partition of unity
{qr}r∈J ⊂ S ′ ∩Mω satisfying∥∥∥∑
r∈J
γ(qr)λπi,jγ(qr)
∥∥∥
ψˆ
< ε
for all π ∈ F and i, j ∈ Iπ. Since λπi,jγ(qr) =
∑
k∈Iπ
γ(γπi,k(qr))λπk,j and
ψˆ
((
γ(qrγπi,ℓ(qr))λπℓ,j
)∗
γ(qrγπi,k(qr))λπk,j
)
= d−1π ψ
(
Φπ
(|qrγπi,k(qr)|2 ⊗ eπℓ,k))
= d−1π (ψ ⊗ τπ)
(|qrγπi,k(qr)|2 ⊗ eπℓ,k)
= δℓ,kd
−1
π ψ
(|qrγπi,k(qr)|2),
we have ∑
i∈Iπ
∥∥∥∑
r∈J
γ(qr)λπi,jγ(qr)
∥∥∥2
ψˆ
=
∑
i∈Iπ
∑
r∈J
∥∥∥γ(qr)λπi,jγ(qr)
∥∥∥2
ψˆ
=
∑
i∈Iπ
∑
r∈J
∥∥∥∑
k∈Iπ
γ(qrγπi,k(qr))λπk,j
∥∥∥2
ψˆ
=
∑
r∈J
∑
i,k,ℓ∈Iπ
ψˆ
((
γ(qrγπi,ℓ(qr))λπℓ,j
)∗
γ(qrγπi,k(qr))λπk,j
)
=
∑
r∈J
∑
i,k,ℓ∈Iπ
δℓ,kd
−1
π ψ
(|qrγπi,k(qr)|2)
=
∑
r∈J
∥∥(qr ⊗ 1π)γπ(qr)∥∥2ψ⊗τπ .
Thus for π ∈ F , ∑
r∈J
∥∥(qr ⊗ 1π)γπ(qr)∥∥2ψ⊗τπ < dπε2.
Summing up the above inequality with π ∈ F , we obtain∑
r∈J
∑
π∈F
∥∥(qr ⊗ 1π)γπ(qr)∥∥2ψ⊗τπ <
(∑
π∈F
dπ
)
ε2.
We use a Chebyshev inequality as follows. Define an index subset
J0 =
{
r ∈ J |
∑
π∈F
∥∥(qr ⊗ 1π)γπ(qr)∥∥2ψ⊗τπ < (
∑
π∈F
dπ)ε‖qr‖2ψ
}
.
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For r ∈ J0, we have(∑
π∈F
∣∣(qr ⊗ 1π)γπ(qr)∣∣ψ⊗τπ
)2
≤|F|
∑
π∈F
∣∣(qr ⊗ 1π)γπ(qr)∣∣2ψ⊗τπ
≤|F|
∑
π∈F
‖γπ(qr)‖2ψ⊗τπ
∥∥(qr ⊗ 1π)γπ(qr)∥∥2ψ⊗τπ
=|F|‖qr‖2ψ
∑
π∈F
∥∥(qr ⊗ 1π)γπ(qr)∥∥2ψ⊗τπ
<|F|‖qr‖2ψ
(∑
π∈F
dπ
)
ε‖qr‖2ψ
=|F|
(∑
π∈F
dπ
)
ε|qr|2ψ.
Hence the following inequality holds.
∑
π∈F
∣∣(qr ⊗ 1π)γπ(qr)∣∣ψ⊗τπ ≤
(
|F|
∑
π∈F
dπ
)1/2
ε1/2|qr|ψ.
On the size of
∑
r∈J\J0
qr, we have
∑
r∈J\J0
|qr|ψ <
(∑
π∈F
dπ
)−1
ε−1
∑
r∈J\J0
∑
π∈F
∥∥(qr ⊗ 1π)γπ(qr)∥∥2ψ⊗τπ
≤
(∑
π∈F
dπ
)−1
ε−1
∑
r∈J
∑
π∈F
∥∥(qr ⊗ 1π)γπ(qr)∥∥2ψ⊗τπ
<
(∑
π∈F
dπ
)−1
ε−1
(∑
π∈F
dπ
)
ε2
=ε.
We summarize these arguments.
Lemma 5.2. Let M be a von Neumann algebra. Let γ be a strongly free
semiliftable action of Ĝ on Mω whose left inverse Φπ satisfies τ
ω ◦ Φπ = τω ⊗ τπ
for all π ∈ Irr(G). Let φ be a faithful normal state on M and set ψ = φ ◦ τω.
Then for any countably generated von Neumann algebra S ⊂ Mω, any finite sub-
set F ⊂ Irr(G), 1 /∈ F and any 0 < ε < 1, there exists n ∈ N and a partition of
unity {qr}nr=0 ⊂ S ′ ∩Mω with the following properties.
(1) |q0|ψ < ε.
(2)
∑
π∈F
∣∣(qr ⊗ 1π)γπ(qr)∣∣ψ⊗τπ < ε|qr|ψ for all 1 ≤ r ≤ n and π ∈ F .
We can strengthen this result as follows.
Lemma 5.3. Let M be a von Neumann algebra. Let γ be a strongly free
semiliftable action of Ĝ on Mω whose left inverse Φπ satisfies τ
ω ◦ Φπ = τω ⊗ τπ
for all π ∈ Irr(G). Let φ be a faithful normal state on M and set ψ = φ ◦ τω.
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Then for any countably generated von Neumann algebra S ⊂ Mω, any finite sub-
set F ⊂ Irr(G), 1 /∈ F and any 0 < δ < 1, there exists n ∈ N and a partition of
unity {er}nr=0 ⊂ S ′ ∩Mω with the following properties.
(1) |e0|ψ ≤ δ.
(2) (er ⊗ 1π)γπ(er) = 0 for all 1 ≤ r ≤ n and π ∈ F .
Proof. This is proved by a similar argument to one in [Oc1] as follows. We may
assume S ⊂Mω is γ-invariant by considering a von Neumann algebra generated
by S and γρk,ℓ(S) for all ρ ∈ Irr(G) and k, ℓ ∈ Iρ.
Step A. Let µ > 0 and f ∈ Proj(S ′ ∩Mω), f 6= 0. We show that there exists
f ′ ∈ Proj(S ′ ∩Mω), 0 6= f ′ ≤ f , such that∑
π∈F
∣∣(f ′ ⊗ 1π)γπ(f ′)∣∣ψ⊗τπ < 2µ|f ′|ψ,
for all π ∈ F .
Let S be a von Neumann subalgebra inMω which is generated by S and γρi,j(f)
for all ρ ∈ Irr(G) and i, j ∈ Iρ. By the previous lemma, there exists a partition
of unity f0, f1, . . . , fm in S
′ ∩Mω such that
(1) |f0|ψ ≤ 2−1|f |ψ,
(2)
∑
π∈F
∣∣(fi ⊗ 1π)γπ(fi)∣∣ψ⊗τπ < µ|f |ψ|fi|ψ, 1 ≤ i ≤ m.
Let f¯i = ffi ∈ Proj(S ′ ∩Mω). Since fi ⊗ 1ρ commutes γρ(f) for all ρ ∈ Irr(G),
we have (f¯i ⊗ 1ρ)γρ(f¯i) = (f ⊗ 1ρ)γρ(f)(fi ⊗ 1ρ)γρ(fi). Hence we have
∣∣(f¯i ⊗
1ρ)γρ(f¯i)
∣∣
ψ⊗τπ
≤ ∣∣(fi ⊗ 1ρ)γρ(fi)∣∣ψ⊗τπ . Suppose that for each i = 1, . . . , m∑
π∈F
∣∣(f¯i ⊗ 1π)γπ(f¯i)∣∣ψ⊗τπ ≥ 2µ|f¯i|ψ.
Then
m∑
i=1
∑
π∈F
∣∣(fi ⊗ 1π)γπ(fi)∣∣ψ⊗τπ ≥
m∑
i=1
∑
π∈F
∣∣(f¯i ⊗ 1ρ)γρ(f¯i)∣∣ψ⊗τπ
≥2µ
m∑
i=1
|f¯i|ψ
=2µ|(1− f0)f |ψ
≥2µ(|f |ψ − |f0|ψ)
≥µ|f |ψ.
On the other hand, we have
m∑
i=1
∑
π∈F
∣∣(fi ⊗ 1π)γπ(fi)∣∣ψ⊗τπ <µ|f |ψ
∑
i=1
|fi|ψ
≤µ|f |ψ.
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This derives a contradiction and hence for some i ∈ {1, . . . , m}, the equality∑
π∈F
∣∣(f¯i ⊗ 1π)γπ(f¯i)∣∣ψ⊗τπ < 2µ|f¯i|ψ
holds and we take f ′ = f¯i.
Step B. We show that for any f ∈ Proj(S ′ ∩Mω) and any µ > 0, there exists
e ∈ Proj(S ′ ∩Mω) with
(1) e ≤ f ,
(2)
∣∣(e⊗ 1π)γπ(e)∣∣ψ⊗τπ ≤ µ|e|ψ for all π ∈ F ,
(3) |e|ψ ≥ (1 +
∑
π∈F∪F 2d
2
π)
−1|f |ψ.
Set Tπ(x) = Φπ(x⊗1π) for x ∈Mω. Note Tπ(S ′∩Mω) ⊂ S ′∩Mω for all π ∈ Irr(G)
as is seen below. Let x ∈ S ′ ∩Mω. Since Tπ preserves Mω, Tπ(x) ∈Mω. Take an
element y ∈ S. The γ-invariance of S implies
yTπ(x) = Φπ(γπ(y)(x⊗ 1π)) = Φπ((x⊗ 1π)γπ(y)) = Tπ(x)y.
This shows Tπ(x) ∈ S ′∩Mω . Now the family of projections e ∈ S ′∩Mω satisfying
(1) and (2) is not empty and inductively ordered, so let e be maximal with these
properties. We show that e also satisfies
e ∨
∨
π∈F
s(Tπ(e)) ∨
∨
π∈F
s(Tπ¯(e)) ∨ (1− f) = 1. (5.1)
Otherwise let e′ be a nonzero projection in S ′ ∩ Mω orthogonal to the left
member of (5.1). We claim that (e⊗1π)γπ(e′) = 0 = (e′⊗1π)γπ(e) for π ∈ F ∪F .
Since
Φπ
(
γωπ (e
′)(e⊗ 1π)γωπ (e′)
)
= e′Φπ(e⊗ 1π)e′ = e′Tπ(e)e′ = 0,
we have (e⊗ 1π)γπ(e′) = 0 for π ∈ F ∪ F by faithfulness of Φπ. Since
Φπ
(
γπ(e)(e
′ ⊗ 1π)γπ(e)
)
= eΦπ
(
e′ ⊗ 1π
)
e
= e(1⊗ T ∗π,π)(γπ(e′)⊗ 1π)(1⊗ Tπ,π)e
= (1⊗ T ∗π,π)
(
(e⊗ 1π)γπ(e′)(e⊗ 1π)⊗ 1π
)
(1⊗ Tπ,π)
= 0,
we also have (e′ ⊗ 1π)γπ(e) = 0 for π ∈ F ∪ F . By Step A, under e′ we can find
a nonzero projection e′′ ∈ S ′ ∩Mω with
∣∣(e′′ ⊗ 1π)γπ(e′′)∣∣ψ⊗τπ ≤ µ|e′′|ψ. Then e′′
satisfies e′′ ⊥ e, e′′ ≤ f and (e⊗1π)γπ(e′′) = 0 = (e′′⊗1π)γπ(e) for all π ∈ F ∪F .
Then we have∣∣(e¯⊗ 1π)γπ(e¯)∣∣ψ⊗τπ =
∣∣(e⊗ 1π)γπ(e) + (e′′ ⊗ 1π)γπ(e′′)∣∣ψ⊗τπ
=
∣∣(e⊗ 1π)γπ(e)∣∣ψ⊗τπ +
∣∣(e′′ ⊗ 1π)γπ(e′′)∣∣ψ⊗τπ
≤µ|e|ψ + µ|e′′|ψ
=µ|e¯|ψ.
This is a contradiction to the maximality of e, and hence (5.1) holds. Now we
estimate the size of e. Here we make use of tensor products to treat translations
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of projections. We index F ∪ F as {π1, · · · , πN}. Consider the tensor product
algebra M˜ω = Mω⊗B(⊗Nk=1Hπk). Set a product state ψ˜ = ψ⊗⊗Nk=1τπk , which is
tracial onMω⊗B(⊗Nk=1Hπk). We regard Mω and Mω⊗B(Hπk) as subalgebras of
M˜ω via the natural embedding. For each πk, take a finite group Uk ∼= Zdπk⋊Zdπk
consisting of unitaries in B(Hπk) which acts on Hπk irreducibly. Our claim is the
following one.
e ∨
N∨
k=1
∨
v∈Uk
(1⊗ v)γπk(e)(1⊗ v∗) ∨ (1− f) = 1. (5.2)
If not so, we have a nonzero projection p ∈ M˜ω which is orthogonal to the above
left projection. Hence p ≤ f − e and satisfies p · (1⊗ v)γπk(e)(1⊗ v∗) = 0 for all
k = 1, . . . , N and v ∈ Uk. Irreducibility of the action of Uk implies the equality
τπk = d
−2
πk
∑
v∈Uk
Ad v on B(Hπk). Hence pTπk(e) = p · (id⊗τπk)(γπk(e)) = 0 for
all k. It shows that p must be orthogonal to e, 1 − f and ∨π∈F∪F s(Tπ(e)), but
this contradicts to (5.1). Therefore the above claim holds. Applying the product
trace ψ˜ to the both sides of (5.2), we obtain
1 ≤ |e|ψ + |1− f |ψ
+
N∑
k=1
∑
v∈Uk
(ψ ⊗ τπk)
(
(1⊗ v)γπk(e)(1⊗ v∗)
)
≤ |e|ψ + 1− |f |ψ +
N∑
k=1
∑
v∈Uk
(ψ ⊗ τπk)
(
γπk(e)
)
=1− |f |ψ + (1 +
N∑
k=1
2d2πk)|e|ψ.
Hence
|e|ψ ≥ (1 +
N∑
k=1
2d2πk)
−1|f |ψ.
Step C. Let q ∈ N be such that (1− (1+∑π∈F∪F 2d2π)−1)q < δ. We show that
for any µ > 0 there exists a partition of unity {ek}qk=0 ⊂ S ′ ∩Mω such that
(1) |e0|ψ ≤ δ.
(2)
∣∣(ek ⊗ 1π)γπ(ek)∣∣ψ⊗τπ < µ|ek|ψ, for all k = 1, . . . , q and π ∈ F .
Set f1 = 1. According to Step B, we construct projections ek and fk+1 succes-
sively for k = 1, . . . , q such that
(1) ek ≤ fk,
(2) fk+1 = fk − ek,
(3)
∣∣(ek ⊗ 1π)γπ(ek)∣∣ψ⊗τπ ≤ µ|ek|ψ for all π ∈ F .
(4) |ek|ψ ≥ (1 +
∑
π∈F∪F 2d
2
π)
−1|fk|ψ.
Then we have |fq+1|ψ ≤ (1 − (1 +
∑
π∈F∪F 2d
2
π)
−1)q < δ and letting e0 = fq+1,
Step C is proved.
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Step D. We finish the proof by using the Index Selection Trick.
Note that the partition number q depends not on µ but on δ and F . Letting
µ = 1/n and take a partition of unity {enk}qk=0 ⊂ S ′ ∩Mω for each n ∈ N such
that
(1) |en0 |ψ ≤ δ.
(2)
∣∣(enk ⊗ 1π)γπ(enk)∣∣ψ⊗τπ < (1/n)|enk |ψ, for all k = 1, . . . , q and π ∈ F .
Set the elements ei = (e
n
i )n in ℓ
∞(N, S ′ ∩Mω) for 0 ≤ i ≤ q. Then apply the
Index Selection Trick for C = C∗({ei}qi=0) and B = {γπ}π∈Irr(G). Let Ψ be the
index selection map with respect to them. Set ei = Ψ(ei) which is in S
′ ∩Mω.
Then we have |e0|ψ ≤ δ and∣∣(ei ⊗ 1π)γπ(ei)∣∣ψ⊗τπ = (ψ ⊗ τπ)
(∣∣(ei ⊗ 1π)γπ(ei)∣∣)
= (φ ◦ τω ◦Ψ⊗ τπ)
(∣∣(ei ⊗ 1π)γπ(ei)∣∣)
= lim
n→ω
(φ ◦ τω ⊗ τπ)
(∣∣(eni ⊗ 1π)γπ(eni )∣∣)
≤ lim
n→ω
1/n
=0.
for π ∈ F . 
5.2. Tower bases and diagonal elements
In the previous subsection, we have obtained a projection inMω which behaves
like a tower base with respect to an action γ as in the case of group actions. Here
one shall note that it gives projections in not Mω but von Neumann algebras
Mω⊗B(Hπ), π ∈ Irr(G). In the following lemma, we clarify the special properties
of such a projection in a general situation.
Lemma 5.4. Let M be a von Neumann algebra and (α, u) a cocycle action of Ĝ
on M . Let K be a finite subset of Ĝ. If a projection e in M satisfies [e⊗1⊗1, u] =
0 and (e⊗ 1ρ)αρ(e) = 0 for all ρ ∈ K · K \ 1, then
(1) (απ(e)⊗ 1σ)(ασ(e))1,3 = 0 for all π 6= σ ∈ K.
(2) (e⊗ 1π ⊗ 1π)(απ ⊗ id)(απ(e)) = uπ,π(e⊗ π∆π(e1))u∗π,π for all π ∈ K.
(3) The element d2πΦπ(e⊗ 1π) is a projection which is equal to
qπ = inf{q ∈ Proj(M) | (q ⊗ 1π)απ(e) = απ(e), [q ⊗ 1⊗ 1, u] = 0}.
(4) For all π ∈ K, d2π(απ(e)⊗1π)uπ,π(1⊗Tπ,πT ∗π,π)u∗π,π(απ(e)⊗1π) = απ(e)⊗1π.
Proof. (1). It suffices to show (Φπ⊗ id)(απ(e)12ασ(e)13απ(e)12) = 0. Since π 6= σ,
1 ⊀ π · σ and then
(e⊗ 1π ⊗ 1σ)απ(ασ(e)) = (e⊗ 1π ⊗ 1σ)uπ,σ(id⊗π∆σ)(α(e))u∗π,σ
=uπ,σ(e⊗ 1π ⊗ 1σ)(id⊗π∆σ)(α(e))u∗π,σ
=
∑
ρ≺π·σ
uπ,σ(e⊗ 1π ⊗ 1σ)(id⊗π∆σ)(αρ(e))u∗π,σ
=0.
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Using this equality, we have
(Φπ ⊗ id)(απ(e)12ασ(e)13απ(e)12)
= (e⊗ 1σ)(Φπ ⊗ id)(ασ(e)13)(e⊗ 1σ)
= (e⊗ 1σ)(1⊗ T ∗π,π ⊗ 1σ)(u∗π,π ⊗ 1σ)απ(ασ(e))124(uπ,π ⊗ 1σ)
· (1⊗ Tπ,π ⊗ 1σ)(e⊗ 1σ)
= (1⊗ T ∗π,π ⊗ 1σ)(u∗π,π ⊗ 1σ)((e⊗ 1π ⊗ 1σ)απ(ασ(e)))124(uπ,π ⊗ 1σ)
· (1⊗ Tπ,π ⊗ 1σ)(e⊗ 1σ)
= 0.
Since Φπ is faithful, we have απ(e)12ασ(e)13 = 0.
(2). It is verified as follows,
(e⊗ 1π ⊗ 1π)απ(απ(e)) = (e⊗ 1π ⊗ 1π)uπ,π(id⊗π∆π)(α(e))u∗π,π
=
∑
ρ≺π·π
uπ,π(id⊗π∆π)((e⊗ 1ρ)αρ(e))u∗π,π
= uπ,π(id⊗π∆π)((e⊗ e1)α1(e))u∗π,π
= uπ,π(e⊗ π∆π(e1))u∗π,π.
(3). Applying the map Φπ ⊗ id to the equality in (2), by Lemma 2.4 we have
(d2πΦπ(e⊗ 1π)⊗ 1π)απ(e) = απ(e).
Set pπ = d
2
πΦπ(e ⊗ 1π). Since e commutes with u, so does with α(u). Hence pπ
commutes with u. Then
p2π = pπd
2
πΦπ(e⊗ 1π)
= pπd
2
π(1⊗ T ∗π,π)u∗π,π(απ(e)⊗ 1π)uπ,π(1⊗ Tπ,π)
= d2π(1⊗ T ∗π,π)u∗π,π((pπ ⊗ 1π)απ(e)⊗ 1π)uπ,π(1⊗ Tπ,π)
= d2π(1⊗ T ∗π,π)u∗π,π(απ(e)⊗ 1π)uπ,π(1⊗ Tπ,π)
= pπ.
Hence pπ is a projection and pπ ≥ qπ. The inequality pπ ≤ qπ is verified as
follows,
qπpπ = qπd
2
πΦπ(e⊗ 1π)
= d2πqπ(1⊗ T ∗π,π)u∗π,π(απ(e)⊗ 1π)uπ,π(1⊗ Tπ,π)
= d2π(1⊗ T ∗π,π)u∗π,π((qπ ⊗ 1)απ(e)⊗ 1π)uπ,π(1⊗ Tπ,π)
= d2π(1⊗ T ∗π,π)u∗π,π(απ(e)⊗ 1π)uπ,π(1⊗ Tπ,π)
= pπ.
(4). Since d2πΦπ(e ⊗ 1π) = d2π(1 ⊗ T ∗π,π)u∗π,π(απ(e) ⊗ 1π)uπ,π(1 ⊗ Tπ,π) is a
projection, the operator v := dπ(απ(e) ⊗ 1π)uπ,π(1 ⊗ Tπ,π) is a partial isometry.
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Hence f := vv∗ is a projection. Clearly we have f ≤ απ(e)⊗ 1π. In fact they are
equal as is shown below,
(Φπ ⊗ id)(f) = d2π(Φπ ⊗ id)((απ(e)⊗ 1π)uπ,π(1⊗ π∆π(e1))u∗π,π(απ(e)⊗ 1π))
= d2π(e⊗ 1π)(Φπ ⊗ id)(uπ,π(1⊗ π∆π(e1))u∗π,π)(e⊗ 1π)
= e⊗ 1π
= (Φπ ⊗ id)(απ(e)⊗ 1π),
where we have used Lemma 2.4. The faithfulness of Φπ yields f = απ(e)⊗1π. 
We call a projection e a tower base of the tower along with K if e satisfies the
conditions from (1) to (4) in this lemma.
Definition 5.5. Let (α, u) be a cocycle action of Ĝ on a von Neumann algebra
M . The diagonal of u is the element a in M ⊗ L∞(Ĝ) defined by
(a⊗ 1)(1⊗∆(e1)) = u(1⊗∆(e1)).
The diagonal a ∈ M ⊗ L∞(Ĝ) has the following explicit form. For all π ∈
Irr(G),
aπ = dπǫπ(1⊗ 1π ⊗ T ∗π,π)(uπ,π ⊗ 1π)(1⊗ Tπ,π ⊗ 1π),
where ǫπ ∈ {±1} is defined in §2.2.
Lemma 5.6. Let aπ, π ∈ Irr(G), be as above. Then one has
(1) (απ ⊗ id)(a∗π)(aπ ⊗ 1π)(1⊗ Tπ,π) = 1⊗ Tπ,π,
(2) (id⊗τπ)(a∗πaπ) = 1,
(3) Φπ(aπa
∗
π) = 1,
(4) d2π(Φπ ⊗ idπ)(x⊗∆(e1)) = a∗παπ(x)aπ for all x ∈M ,
(5) a∗πaπ = d
2
π(Φπ ⊗ idπ)(1⊗ π∆π(e1)).
Proof. (1). Since u is a 2-cocycle, we have
(1⊗ 1⊗∆(e1))(α(a∗)⊗ 1)(a⊗ 1⊗ 1)(1⊗∆(e1)⊗ 1)
= (1⊗ 1⊗∆(e1))α(u∗)(u⊗ 1)(1⊗∆(e1)⊗ 1)
= (1⊗ 1⊗∆(e1))α(u∗)(u⊗ 1)(id⊗∆⊗ id)(u)(1⊗∆(e1)⊗ 1)
= (1⊗ 1⊗∆(e1))(id⊗ id⊗∆)(u)(1⊗∆(e1)⊗ 1)
= (1⊗ 1⊗∆(e1))(1⊗∆(e1)⊗ 1).
Applying id⊗ id⊗ id⊗ϕ to the both sides, we obtain the desired equality by
using (id⊗ϕ)(∆(e1)) = 1.
(2). It is verified as
(id⊗τπ)(a∗πaπ) = (1⊗ T ∗π,π)(a∗πaπ ⊗ 1π)(1⊗ Tπ,π)
= (1⊗ T ∗π,π)(u∗π,πuπ,π)(1⊗ Tπ,π)
= (1⊗ T ∗π,π)(1⊗ Tπ,π)
= 1.
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(3). It is verified as
Φπ(aπa
∗
π) = d
2
πΦπ
(
(id⊗ id⊗τπ)((a⊗ 1)(1⊗∆(e1))(a∗ ⊗ 1))
)
= d2π(Φπ ⊗ τπ)(uπ,π(1⊗∆(e1))u∗π,π)
= 1,
where we have used Lemma 2.4.
(4). It is verified as
d2π(Φπ ⊗ id)(x⊗ π∆π(e1))
= d2π(1⊗ T ∗π,π ⊗ 1π)(u∗π,π ⊗ 1π)(απ(x)⊗ π∆π(e1))(uπ,π ⊗ 1π)(1⊗ Tπ,π ⊗ 1π)
= d2π(1⊗ T ∗π,π ⊗ 1π)(a∗π ⊗ 1π ⊗ 1π)(απ(x)⊗ π∆π(e1))(aπ ⊗ 1π ⊗ 1π)(1⊗ Tπ,π ⊗ 1π)
= a∗παπ(x)aπ.
(5). It is obtained by putting x = 1 in (4). 
With diagonals, we obtain the following result for a tower base.
Lemma 5.7. If a projection e ∈M satisfies the condition of Lemma 5.4, then
(1) d2π(απ(e)aπ ⊗ 1π)(1⊗ π∆π(e1))(a∗παπ(e)⊗ 1π) = απ(e)⊗ 1π.
(2) απ(e)aπa
∗
παπ(e) = απ(e), in particular απ(e)aπ is a partial isometry.
(3) d2π(Φπ ⊗ idπ)(e⊗π ∆π(e1)) = a∗παπ(e)aπ is a projection.
(4)
(
dπαπ(e)aπ
)
i,k
(
dπa
∗
παπ(e)
)
ℓ,j
= δk,ℓdπ
(
απ(e)
)
i,j
for all π ∈ Irr(G) and
i, j, k, ℓ ∈ Iπ.
(5) Decompose a∗α(e)aK as
a∗α(e)aK =
∑
π∈K
∑
i,j∈Iπ
d−1π fπi,j ⊗ eπi,j .
Then one has
f ∗πi,j = fπj,i, fπi,jfρk,ℓ = δπ,ρδj,kfπi,ℓ
for all π, ρ ∈ Irr(G), i, j ∈ Iπ and k, ℓ ∈ Iρ.
Proof. (1). It is a direct consequence of Lemma 5.4 (4).
(2). Apply id⊗ id⊗ϕ to the both side of (1).
(3). It is derived by using (2) and Lemma 5.6 (4).
(4). Recall a system of matrix units {eπi,j}i,j∈Iπ defined in §2.2. Set functionals
ωπi,j = Trπ eπj,i, ωπk,ℓ = Trπ eπℓ,k . Apply id⊗ωπi,j ⊗ ωπk,ℓ to the both sides of (1).
Then the left hand side is equal to
(id⊗ωπi,j ⊗ ωπk,ℓ)(d2π(απ(e)aπ ⊗ 1π)(1⊗∆π,π(e1))(a∗παπ(e)⊗ 1π))
= d2π(id⊗ωπi,j )(απ(e)aπd−1π (1⊗ eπk,ℓ)a∗παπ(e))
= dπ
(
απ(e)aπ
)
i,k
(
a∗παπ(e)
)
ℓ,j
and the right hand side is equal to δk,ℓ
(
απ(e)
)
i,j
.
(5). The self-adjointness yields f ∗πi,j = fπj,i . By (4), fπi,j = dπ
(
a∗παπ(e)aπ
)
i,j
satisfies the desired equality. 
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In paticular, (5) shows the similarity of projections a∗α(e)aK and ∆K(e1). We
presume that the projection a∗α(e)aK makes a copy of finite dimensional algebra
L∞(Ĝ)K in M . This is a reason for giving indices not fπi,j but fπi,j . We close
this subsection with the next useful lemma. It shows that the support projection
of each tower element is invariant by perturbation if e commutes with u and α(v).
Lemma 5.8. Let (α, u) be a cocycle action of Ĝ on a von Neumann algebra M .
Let v ∈ U(M ⊗ L∞(Ĝ)) and (α˜, u˜) the perturbed cocycle action of (α, u) by v.
Let a and a˜ be the diagonals of u and u˜, respectively. Let K be a finite subset of
Irr(G). Assume that e ∈ Proj(M) satisfies [e ⊗ 1 ⊗ 1, u] = 0 = [e ⊗ 1 ⊗ 1, α(v)]
and (e⊗ 1ρ)αρ(e) = 0 for all ρ ∈ K · K \ {1}. Then one has
(id⊗ϕ)(a∗α(e)aπ) = (id⊗ϕ)(a˜∗α˜(e)a˜π).
Proof. By Lemma 5.4 and Lemma 5.7, the elements qπ = (id⊗ϕ)(a∗α(e)aπ) and
q˜π = (id⊗ϕ)(a˜∗α˜(e)a˜π) are the projections which are given by
qπ = inf{q ∈ Proj(M) | (q ⊗ 1π)απ(e) = απ(e), [q ⊗ 1⊗ 1, u] = 0},
q˜π = inf{q ∈ Proj(M) | (q ⊗ 1π)α˜π(e) = α˜π(e), [q ⊗ 1⊗ 1, u˜] = 0}.
Since qπ = d
2
πΦπ(e⊗ 1π), we have
(qπ ⊗ 1)v =(d2πΦπ(e⊗ 1π)⊗ 1)v
= d2π(Φπ ⊗ id)((e⊗ 1π ⊗ 1)απ(v))
= d2π(Φπ ⊗ id)(απ(v)(e⊗ 1π ⊗ 1))
= v(d2πΦπ(e⊗ 1π)⊗ 1)
= v(qπ ⊗ 1).
Hence qπ commutes with v. Similarly we can show that qπ commutes with α(v),
and so does with u˜. Then we have (qπ ⊗ 1π)α˜π(e) = α˜π(e). It yields qπ ≥ q˜π. We
prove qπ ≤ q˜π. Since e commutes with α˜(v) = (v ⊗ 1)α(v)(v∗ ⊗ 1), q˜π commutes
with v and α(v), and hence so does with u, and then we have (q˜π ⊗ 1π)απ(e) =
απ(e). This equality yields qπ ≤ q˜π. 
5.3. Rohlin type theorem
We present a Rohlin type theorem. In order to simplify our arguments, we
treat only McDuff factors.
Theorem 5.9. Let M be a McDuff factor and (α, u) an approximately inner and
strongly free cocycle action of Ĝ on M . Take a unitary v ∈ Mω ⊗ L∞(Ĝ) such
that
(i) α = Ad v on M ⊂Mω,
(ii) (v∗ ⊗ 1)(αω ⊗ id)(v∗)u(id⊗∆)(v) = 1,
(iii) γ = Ad v∗ ◦ αω is an action preserving Mω,
(iv) (τω ⊗ τπ) ◦ γπ = τω for all π ∈ Irr(G).
Let φ be a faithful normal state on M and set ψ = φ ◦ τω. Let 0 < δ, κ < 1 and
F ∈ Projf(Z(L∞(Ĝ))). Take K ∈ Projf(Z(L∞(Ĝ))) which is (F, δ)-invariant
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and satisfies K ≥ e1. Set F = supp(F ) and K = supp(K). Assume that the
2-cocycle u is small in the following sense,
‖uπ,ρ − 1⊗ 1π ⊗ 1ρ‖ψ⊗ϕ⊗ϕ < κ
for all π ∈ F ∪K and ρ ∈ K. Then for any countable set S ⊂Mω, there exists a
projection E in S ′ ∩Mω ⊗ L∞(Ĝ) satisfying the following conditions.
(1) E = E(1⊗K).
(2) (approximate equivariance)∣∣γF (E)− (id⊗F∆K)(E)∣∣ψ⊗ϕ⊗ϕ < 5δ1/2|F |ϕ.
(3) Decompose E as
E =
∑
ρ∈K
∑
i,j∈Iρ
d−1ρ fρi,j ⊗ eρi,j .
Then {fρi,j}i,j∈Iρ is a system of matrix units. Moreover, they are orthog-
onal in the following sense. For all ρ 6= π ∈ K, i, j ∈ Iρ and k, ℓ ∈ Iπ,
fρi,jfπk,ℓ = 0.
(4) (joint property of U) Let a be the diagonal of u. Set an operator U = a∗vE
and decompose as
a∗vEv∗aK =
∑
ρ∈K
∑
i,j∈Iρ
d−1ρ f
α
ρi,j
⊗ eρi,j ,
U =
∑
ρ∈K
∑
i,j∈Iρ
d−1ρ µρi,j ⊗ eρi,j .
Then we have
µ∗ρi,jµπk,ℓ = δρ,πδi,kfρj,ℓ , µρi,jµ
∗
πk,ℓ
= δρ,πδj,ℓf
α
ρi,k
,
for all ρ, π ∈ K, i, j ∈ Iρ and k, ℓ ∈ Iπ. In particular U∗U = E.
(5) Ev∗aa∗vE = E.
(6) For each ρ ∈ K, the projection (id⊗ϕρ)(E) is in S ′ ∩Mω and satisfies
(id⊗ϕρ)(E) = (id⊗ϕρ)(a∗vEv∗a).
(7) (partition of unity)
(id⊗ϕ)(E) = 1 = (id⊗ϕ)(a∗vEv∗a).
(8) (Shapiro lemma) Set µ = (id⊗ϕ)(U) and then µ is a unitary. If the
weights ψ ⊗ ϕ and ψ ⊗ ϕ ⊗ ϕ are invariant for Ad v and Ad(id⊗∆)(v),
respectively, then the following inequality holds.
|vFγωF (µ)− µ⊗ F |ψ⊗ϕ < (9δ1/4 + 3κ1/2)|F |ϕ.
In this situation, we call a projection E and a unitary µ a Rohlin projection
and a Shapiro unitary, respectively.
Lemma 5.10. Let π ∈ K. If ‖uπ,π − 1 ⊗ 1π ⊗ 1π‖ψ⊗ϕ⊗ϕ < κ, then we have
‖aπ − 1⊗ 1π‖ψ⊗ϕ < κ.
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Proof. Set a functional θπ = T
∗
π,π · Tπ,π on B(Hπ ⊗Hπ). Then we have
(ψ ⊗ ϕπ)(|aπ − 1⊗ 1π|2) = d2π(ψ ⊗ θπ)(|aπ − 1⊗ 1π|2 ⊗ 1π)
= d2π(ψ ⊗ θπ)(|uπ,π − 1⊗ 1π ⊗ 1π|2)
≤ (ψ ⊗ ϕ⊗ ϕ)(|uπ,π − 1⊗ 1π ⊗ 1π|2)
<κ2,
where we have used d2πθπ ≤ ϕπ ⊗ ϕπ. 
Define a set J which consists of a projection E in Mω ⊗ L∞(Ĝ) satisfying the
conditions (1), (3), (4), (5), (6) in Theorem 5.9, and in addition, the following
ones,
(a) (τω ⊗ id)(E) = (τω ⊗ id)(vEv∗) ∈ CK,
(b) (id⊗ϕρ)(E) = (id⊗ϕρ)(a∗vEva) for all ρ ∈ K.
Define functions a and b from J to R+ by
aE = |F |−1ϕ
∣∣γF (E)− (id⊗F∆K)(E)∣∣ψ⊗ϕ⊗ϕ,
bE = |E|ψ⊗ϕ.
Lemma 5.11. Let E be an element of J. Assume bE < 1 − δ1/2. Then there
exists E ′ ∈ J satisfying the following inequalities.
(1) aE′ − aE ≤ 3δ1/2(bE′ − bE),
(2) 0 < (δ1/2/2)|E ′ − E|ψ⊗ϕ ≤ bE′ − bE.
Proof. We may assume that the entries of E, v and u are in S and S is αω-
invariant. Take a projection e from S ′ ∩Mω such that (e ⊗ 1ρ)γρ(e) = 0 for all
ρ ∈ K · K \ {1} by Lemma 5.3. Since e commutes with v, (e⊗ 1ρ)αωρ (e) = 0 also
holds. By Lemma 5.8, we have
(id⊗ϕ)(γρ(e)) = (id⊗ϕ)(a∗ραωρ (e)aρ) ∈ S ′ ∩Mω.
Let N be a von Neumann subalgebra in Mω which is generated by M and the
entries of {αωρ (e)}ρ∈Irr(G). Applying the Fast Reindexation Trick for N and S,
we have a map Ψ ∈ Mor(N˜,Mω ⊗ L∞(Ĝ)) as in Lemma 3.10. Set f = Ψ(e)
and then f ∈ S ′ ∩Mω. Since (f ⊗ 1ρ)αωρ (f) = (Ψ ⊗ id)((e ⊗ 1ρ)αωρ (e)) = 0 for
ρ ∈ K · K \ {1}, the equality (f ⊗ 1ρ)γρ(f) = 0 holds. Then by Lemma 5.8, we
have
(id⊗ϕ)(γρ(f)) = (id⊗ϕ)(a∗ραωρ (f)aρ) = Ψ
(
(id⊗ϕ)(a∗ραωρ (e)aρ)
)
.
This shows the following splitting property of τω for x ∈ S ⊗ L∞(Ĝ),
(τω ⊗ id)(x((id⊗ϕ)(γρ(f))⊗ 1))
=(τω ⊗ id)(x(Ψ((id⊗ϕ)(a∗ραωρ (e)aρ))⊗ 1))
=(τω ⊗ id)(x) · (τω ⊗ id)(Ψ((id⊗ϕ)(a∗ραωρ (e)aρ))⊗ 1)
=(τω ⊗ id)(x) · (τω((id⊗ϕ)(γρ(f)))⊗ 1).
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Set a projection f ′ = (id⊗ϕ)(γK(f)) in S ′∩Mω . The equality (τω⊗τρ)◦γρ = τω
yields τω((id⊗ϕ)(γρ(f))) = τω(f)d2ρ for ρ ∈ K, in particular |f ′|ψ = |f ′|τω =
τω(f)|K|ϕ. Then set a projection E ′ ∈Mω ⊗ L∞(Ĝ) by
E ′ = E(f ′⊥ ⊗ 1) + γK(f).
We verify that E ′ is a desired projection. At first, we will show E ′ ∈ J. The
condition (1) in Theorem 5.9 is trivial. The conditions (3), (4) and (5) hold by
Lemma 5.7. The condition (6) follows from Lemma 5.8 on γK(f). We verify the
remained conditions (a) and (b). We claim (τω ⊗ id)(γK(f)) = τω(f)K. Indeed,
by applying Proposition 2.10 to the action γ on Mω, we have (τω ⊗ id) ◦ γρ = τω.
Then the condition (a) is verified as
(τω ⊗ id)(E ′) = (τω ⊗ id)(E(f ′⊥ ⊗ 1) + γK(f))
= (τω ⊗ id)(E)(τω(f ′⊥)⊗ 1) + τω(f)K
and
(τω ⊗ id)(vE ′v∗) = (τω ⊗ id)(vEv∗(f ′⊥ ⊗ 1) + αωK(f))
= (τω ⊗ id)(vEv∗)(τω(f ′⊥)⊗ 1) + τω(f)K
= (τω ⊗ id)(E)(τω(f ′⊥)⊗ 1) + τω(f)K.
Next we verify the condition (b). Since (id⊗ϕ)(γρ(f)) = (id⊗ϕ)(a∗αω(e)aρ),
we have
(id⊗ϕ)(E ′ρ) = (id⊗ϕ)(Eρ)f ′⊥ + (id⊗ϕ)(γρ(f))
= (id⊗ϕ)(a∗vEv∗aρ)f ′⊥ + (id⊗ϕ)(a∗αω(e)aρ)
= (id⊗ϕ)(a∗vE ′v∗aρ).
Hence E ′ ∈ J. Now we estimate aE′ and bE′. First we have
|E ′ − E|ψ⊗ϕ = | − E(f ′ ⊗ 1) + γK(f)|ψ⊗ϕ
≤ |E(f ′ ⊗ 1)|ψ⊗ϕ + |γK(f)|ψ⊗ϕ
= |(id⊗ϕ)(E)f ′|ψ + |f ′|ψ
≤ 2|f ′|ψ.
Since
bE′ = |E(f ′⊥ ⊗ 1) + γK(f)|ψ⊗ϕ
= |E(f ′⊥ ⊗ 1)|ψ⊗ϕ + |γK(f)|ψ⊗ϕ
=ψ(f ′⊥)|E|ψ⊗ϕ + |f ′|ψ
=ψ(f ′⊥)bE + |f ′|ψ,
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we have the condition (2) in Lemma 5.11 as follows.
bE′ − bE =ψ(f ′)(1− bE)
>δ1/2|f ′|ψ
≥ δ
1/2
2
|E ′ − E|ψ⊗ϕ.
Secondly we verify the condition (1) in Lemma 5.11. By direct calculation, we
have
(γF ⊗ id)(E ′)− (id⊗F∆K)(E ′)
= (γF ⊗ id)(E(f ′⊥ ⊗ 1))− (id⊗F∆K)(E(f ′⊥ ⊗ 1))
+ (γF ⊗ id)(γK(f))− (id⊗F∆K)(γK(f))
= (γF ⊗ id)(E)(γF (f ′⊥)⊗ 1− f ′⊥ ⊗ 1⊗ 1) (5.3)
+ (γF ⊗ id)(E)(f ′⊥ ⊗ 1⊗ 1)− (id⊗F∆K)(E(f ′⊥ ⊗ 1)) (5.4)
+ (id⊗F∆K)(γK⊥(f)). (5.5)
We estimate the trace norms of the above three terms.
On (5.3), we know [(γF ⊗ id)(E), γF (f ′⊥)⊗ 1− f ′⊥ ⊗ F ⊗ 1] = 0, and then
|(5.3)|ψ⊗ϕ⊗ϕ =
∣∣(γF ⊗ id)(E)(γF (f ′⊥)⊗ 1− f ′⊥ ⊗ F ⊗ 1)∣∣ψ⊗ϕ⊗ϕ
=(ψ ⊗ ϕ⊗ ϕ)((γF ⊗ id)(E)(∣∣γF (f ′⊥)− f ′⊥ ⊗ F ∣∣⊗ 1))
=(ψ ⊗ ϕ)(γF ((id⊗ϕ)(E))∣∣γF (f ′⊥)− f ′⊥ ⊗ F ∣∣)
≤ (ψ ⊗ ϕ)(∣∣γF (f ′⊥)− f ′⊥ ⊗ F ∣∣)
=(ψ ⊗ ϕ)(∣∣γF (f ′)− f ′ ⊗ F ∣∣)
=
∣∣(id⊗ id⊗ϕ)((γF ⊗ id)(γK(f))− (id⊗F∆)(γK(f)))∣∣ψ⊗ϕ
=
∣∣(id⊗ id⊗ϕ)(− (id⊗F∆K⊥)(γK(f)) + (id⊗F∆K)(γK⊥(f)))∣∣ψ⊗ϕ
≤ ∣∣(id⊗F∆K⊥)(γK(f))∣∣ψ⊗ϕ⊗ϕ + ∣∣(id⊗F∆K)(γK⊥(f))∣∣ψ⊗ϕ⊗ϕ
holds. On the last terms, we have∣∣(id⊗F∆K⊥)(γK(f))∣∣ψ⊗ϕ⊗ϕ = (ψ ⊗ ϕ⊗ ϕ)((id⊗F∆K⊥)(γK(f)))
= (ϕ⊗ ϕ)((τω ⊗F ∆K⊥)(γK(f)))
= τω(f)(ϕ⊗ ϕ)((F ⊗K⊥)∆(K))
< |f |ψδ|F |ϕ|K|ϕ
= δ|F |ϕ|f ′|ψ,
where we have used the (F, δ)-invariance of K. Similarly we get∣∣(id⊗F∆K)(γK⊥(f))∣∣ψ⊗ϕ⊗ϕ < δ|F |ϕ|f ′|ψ.
Hence we obtain
|(5.3)|ψ⊗ϕ⊗ϕ < 2δ|F |ϕ|f ′|ψ.
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On (5.4), we have
|(5.4)|ψ⊗ϕ⊗ϕ =
∣∣((γF ⊗ id)(E)− (id⊗F∆K)(E))(f ′⊥ ⊗ 1⊗ 1)∣∣ψ⊗ϕ⊗ϕ
≤ ∣∣(γF ⊗ id)(E)− (id⊗F∆K)(E)∣∣ψ⊗ϕ⊗ϕ
= |F |ϕaE .
On (5.5), we have
|(5.5)|ψ⊗ϕ⊗ϕ =
∣∣(id⊗F∆K)(γK⊥(f))∣∣ψ⊗ϕ⊗ϕ
=ψ(f)
∣∣
F∆K(K
⊥)
∣∣
ϕ⊗ϕ
<δ|F |ϕ|f ′|ψ.
Summarizing these calculations, we have
|F |ϕaE′ ≤ |(5.3)|ψ⊗ϕ⊗ϕ + |(5.4)|ψ⊗ϕ⊗ϕ + |(5.5)|ψ⊗ϕ⊗ϕ
< 2δ|F |ϕ|f ′|ψ + |F |ϕaE + δ|F |ϕ|f ′|ψ
= |F |ϕaE + 3δ|F |ϕ|f ′|ψ
≤ |F |ϕaE + 3δ1/2|F |ϕ(bE′ − bE).
Hence the condition (1) in Lemma 5.11 holds. 
Proof of Theorem 5.9.
Consider a subset S ⊂ J whose element E satisfies aE ≤ 3δ1/2bE . We order
S by E ≺ E ′ if E = E ′ or the inequalities (1) and (2) in Lemma 5.11 hold.
Since S contains 0, S is nonempty. The order of S is inductive as is shown below.
By Lemma 5.11 (2), the map b is an order preserving isomorphism on a totally
ordered subset L ⊂ S onto a subset in [0, 1]. Hence L is cofinal. Then again
with (2), the cofinal subsequence of L strongly converges to a projection. We can
easily observe that S is strongly closed. Hence the supremum of L exists in S.
By Zorn’s lemma, there exists a maximal element E in S. Assume bE¯ < 1− δ1/2
and then by Lemma 5.11 we can take an element E ′ ∈ J which satisfies the
conditions in the lemma for E. It is easy to see that E ′ ∈ S, E¯ ≺ E ′ and
E¯ 6= E ′, but this is a contradiction. Hence we have bE¯ ≥ 1 − δ1/2. Set a
projection p = 1 − (id⊗ϕ)(E) = 1 − (id⊗ϕ)(a∗vEv∗a) in S ′ ∩ Mω and then
we have τω(p) ≤ δ1/2. Then set a projection E = E + p ⊗ e1. Since K ≥ e1,
E = E(1⊗K). We verify all the conditions in Theorem 5.9. The conditions (3),
(4), (5), (6), (7) are immediately verified.
On the condition (2), we estimate as follows,∣∣γF (E)− (id⊗F∆K)(E)∣∣ψ⊗ϕ⊗ϕ
≤ ∣∣γF (E)− (id⊗F∆K)(E)∣∣ψ⊗ϕ⊗ϕ + ∣∣γF (p)⊗ e1 − p⊗F ∆K(e1)∣∣ψ⊗ϕ⊗ϕ
≤ 3δ1/2|F |ϕbE + 2|p|ψ|F |ϕ
≤ 5δ1/2|F |ϕ.
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Finally we show the condition (8). By the conditions (4) and (7), the element
µ = (id⊗ϕ)(U) is a unitary. We claim the following inequalities.
‖(a∗ − 1⊗K)vE‖ψ⊗ϕ < κ, (5.6)
‖γF
(
(a∗ − 1⊗K)vE)‖ψ⊗ϕ⊗ϕ < κ‖F‖ϕ, (5.7)
‖(uF,K − 1⊗ F ⊗K)(id⊗∆)(vE)‖ψ⊗ϕ⊗ϕ < (4δ1/2 + κ2)1/2‖F‖ϕ. (5.8)
The inequality (5.7) is an immediate consequence from (5.6) since ψ⊗ τπ ◦ γ = ψ
for all π ∈ Irr(G). The inequality (5.6) is proved as follows,
‖(a∗ − 1⊗K)vE‖2ψ⊗ϕ
=(ψ ⊗ ϕ)(Ev∗|a∗ − 1⊗K|2vE)
= (ψ ⊗ ϕ)(Ev∗aa∗vE + E)− 2ℜ(ψ ⊗ ϕ)(Ev∗avE)
= 2|E|ψ⊗ϕ − 2ℜ(ψ ⊗ ϕ)(v∗avE)
= 2|E|ψ⊗ϕ − 2ℜ(ψ ⊗ ϕ)(avEv∗)
= 2|E|ψ⊗ϕ − 2ℜ(φ ◦ τω ⊗ ϕ)(avEv∗)
= 2|E|ψ⊗ϕ − 2ℜ(φ⊗ ϕ)
(
a(τω ⊗ id)(vEv∗ + p⊗ e1)
)
=2|E|ψ⊗ϕ − 2ℜ(φ⊗ ϕ)
(
a(bE |K|−1ϕ (1⊗K) + τω(p)(1⊗ e1)
)
=2|E|ψ⊗ϕ − 2ℜbE |K|−1ϕ (φ⊗ ϕ)(aK)− 2τω(p)
= bE |K|−1ϕ (2|K|ϕ − 2ℜ(φ⊗ ϕ)(aK))
≤ |K|−1ϕ ‖aK − 1⊗K‖2φ⊗ϕ
<κ2,
where we have used Lemma 5.10. The inequality (5.8) is obtained as follows,
‖(uF,K − 1⊗ F ⊗K)(id⊗∆)(vE)‖2ψ⊗ϕ⊗ϕ
= (ψ ⊗ ϕ⊗ ϕ)((id⊗∆)(Ev∗)|uF,K − 1⊗ F ⊗K|2(id⊗∆)(vE))
= (ψ ⊗ ϕ⊗ ϕ)(|uF,K − 1⊗ F ⊗K|2(id⊗∆)(vEv∗))
= (φ ◦ τω ⊗ ϕ⊗ ϕ)(|uF,K − 1⊗ F ⊗K|2(id⊗∆)(vEv∗))
= (φ⊗ ϕ⊗ ϕ)(|uF,K − 1⊗ F ⊗K|2(τω ⊗∆)(vEv∗))
= (φ⊗ ϕ⊗ ϕ)(|uF,K − 1⊗ F ⊗K|2
· (bE |K|−1ϕ (1⊗∆(K)) + τω(p)(1⊗∆(e1))))
≤ bE |K|−1ϕ ‖uF,K − 1⊗ F ⊗K‖2ψ⊗ϕ⊗ϕ
+ τω(p)‖(uF,K − 1⊗ F ⊗K)(1⊗∆(e1))‖2ψ⊗ϕ⊗ϕ
≤ bE |K|−1ϕ κ2|F||K|+ 4τω(p)‖1⊗F ∆K(e1)‖2ψ⊗ϕ⊗ϕ
≤κ2bE |K|−1ϕ |F |ϕ|K|ϕ + 4τω(p)|F |ϕ
<κ2|F |ϕ + 4δ1/2|F |ϕ.
Let
vFγF (µ)− µ⊗ F = w|vFγF (µ)− µ⊗ F |
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be the polar decomposition with the partial isometry w ∈ Mω ⊗ L∞(Ĝ). Then
we have
|vFγF (µ)− µ⊗ F |ψ⊗ϕ
= (ψ ⊗ ϕ)(w∗(vFγF (µ)− µ⊗ F ))
= (ψ ⊗ ϕ)(w∗(id⊗ id⊗ϕ)((vF ⊗K)γF (a∗vE)− (id⊗F∆)(a∗vE)))
= (ψ ⊗ ϕ⊗ ϕ)((w∗ ⊗K)(vF ⊗K)γF ((a∗ − 1⊗K)vE) (5.9)
+ (w∗ ⊗K)((vF ⊗K)γF (v)(γF (E)− (id⊗F∆K)(E))) (5.10)
+ (w∗ ⊗K)(((vF ⊗K)γF (v)− (id⊗F∆K)(v))(id⊗F∆K)(E)) (5.11)
+ (w∗ ⊗ 1)((id⊗F∆K)(vE)− (id⊗F∆)(vE)) (5.12)
+ (w∗ ⊗ 1)(id⊗F∆)((1⊗K − a∗)vE)
)
. (5.13)
On (5.9), using (5.7), we have
|(5.9)| = ∣∣(ψ ⊗ ϕ⊗ ϕ)((w∗ ⊗K)(vF ⊗K)γF ((a∗ − 1⊗K)vE))∣∣
=
∣∣(ψ ⊗ ϕ⊗ ϕ)(γF (E)(w∗ ⊗K)(vF ⊗K)γF ((a∗ − 1⊗K)vE))∣∣
≤ ∥∥(v∗F ⊗K)(w ⊗K)γF (E)∥∥ψ⊗ϕ⊗ϕ∥∥γF ((a∗ − 1⊗K)vE)∥∥ψ⊗ϕ⊗ϕ
≤‖F‖ϕ
∥∥γF ((a∗ − 1⊗K)vE)∥∥ψ⊗ϕ⊗ϕ
<κ|F |ϕ.
On (5.10), the term γF (E) − (id⊗F∆K)(E) is in the centralizer of the weight
ψ ⊗ ϕ⊗ ϕ. Using approximate equivalence of E, we have
|(5.10)| = ∣∣(ψ ⊗ ϕ⊗ ϕ)((w∗ ⊗K)((vF ⊗K)γF (v)(γF (E)− (id⊗F∆K)(E))))∣∣
≤‖(w∗ ⊗K)(vF ⊗K)γF (v)‖
∣∣γF (E)− (id⊗F∆K)(E)∣∣ψ⊗ϕ⊗ϕ
< 5δ1/2|F |ϕ.
On (5.11), using u = (v ⊗ 1)γ(v)(id⊗∆)(v∗) and (5.8), we have
|(5.11)|
=
∣∣(ψ ⊗ ϕ⊗ ϕ)((w∗ ⊗K)((vF ⊗K)γF (v)− (id⊗F∆K)(v))(id⊗F∆K)(E))∣∣
=
∣∣(ψ ⊗ ϕ⊗ ϕ)((id⊗F∆K)(E)(w∗ ⊗K)(uF,K − 1⊗ F ⊗K)(id⊗F∆K)(vE))∣∣
≤‖(w ⊗K)(id⊗F∆K)(E)‖ψ⊗ϕ⊗ϕ‖(uF,K − 1⊗ F ⊗K)(id⊗F∆K)(vE)‖ψ⊗ϕ⊗ϕ
< ‖F‖ϕ(4δ1/2 + κ)1/2‖F‖ϕ
=(4δ1/2 + κ)1/2|F |ϕ.
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On (5.12), we have
|(5.12)| = ∣∣(ψ ⊗ ϕ⊗ ϕ)((w∗ ⊗ 1)((id⊗F∆K)(vE)− (id⊗F∆)(vE)))∣∣
=
∣∣(ψ ⊗ ϕ⊗ ϕ)(− (w∗ ⊗ 1)(id⊗F∆K⊥)(vE))∣∣
=
∣∣(ψ ⊗ ϕ⊗ ϕ)(− (id⊗F∆K⊥)(E)(w∗ ⊗ 1)(id⊗F∆K⊥)(vE))∣∣
≤‖(w ⊗ 1)(id⊗F∆K⊥)(E)‖ψ⊗ϕ⊗ϕ‖(id⊗F∆K⊥)(vE)‖ψ⊗ϕ⊗ϕ
≤‖F‖ϕ‖(id⊗F∆K⊥)(E)‖ψ⊗ϕ⊗ϕ
= ‖F‖ϕ(ψ ⊗ ϕ⊗ ϕ)
(
(id⊗F∆K⊥)(E + p⊗ e1)
)1/2
= ‖F‖ϕ(φ ◦ τω ⊗ ϕ⊗ ϕ)
(
(id⊗F∆K⊥)(E + p⊗ e1)
)1/2
= ‖F‖ϕ(φ⊗ ϕ⊗ ϕ)
(
(id⊗F∆K⊥)(bE |K|−1ϕ 1⊗K + τω(p)⊗ e1)
)1/2
≤‖F‖ϕ
(
bE |K|−1ϕ (ϕ⊗ ϕ)((F ⊗K⊥)∆(K)) + τω(p)|F |ϕ
)1/2
< ‖F‖ϕ
(
bE |K|−1ϕ δ|F |ϕ|K|ϕ + τω(p)|F |ϕ
)1/2
≤ |F |ϕ(δ + δ1/2)1/2
< 21/2δ1/4|F |ϕ.
Finally on (5.13), using (5.6), we have
|(5.13)| = ∣∣(ψ ⊗ ϕ⊗ ϕ)((w∗ ⊗ 1)(id⊗F∆)((1⊗K − a∗K)vE))∣∣
=
∣∣(ψ ⊗ ϕ⊗ ϕ)((id⊗F∆)(E)(w∗ ⊗ 1)(id⊗F∆)((1⊗K − a∗K)vE))∣∣
≤‖(w ⊗ 1)(id⊗F∆)(E)‖ψ⊗ϕ⊗ϕ‖(id⊗F∆)((1⊗K − a∗K)vE)‖ψ⊗ϕ⊗ϕ
≤‖F‖ϕ‖F‖ϕ‖(1⊗K − a∗K)vE‖ψ⊗ϕ
<κ|F |ϕ.
Therefore we obtain
|vFγF (µ)− µ⊗ F |ψ⊗ϕ ≤ |(5.9)|+ |(5.10)|+ |(5.11)|+ |(5.12)|+ |(5.13)|
<
(
κ + 5δ1/2 + (4δ1/2 + κ)1/2 + 21/2δ1/4 + κ
)|F |ϕ
≤ (9δ1/4 + 3κ1/2)|F |ϕ.

6. Cohomology vanishing II
6.1. 2-cohomology vanishing in McDuff factors of type II1
In Lemma 4.3, we have proved the 2-cohomology vanishing result in an ultra-
product von Neumann algebra. This result ensures the existence of a unitary v
which is able to perturb a 2-cocycle u to a much smaller 2-cocycle u˜, but the
problem is how small v is. In the construction of v in the proof of Lemma 4.2,
we see that v is not small even when u is small. It is, however, an approximate
1-cocycle and then the Rohlin type theorem enables us to perturb v to a small
new unitary v′ by a 1-coboundary constructed from a Shapiro unitary. Since the
perturbation of v does not change 2-cocycle u˜ essentially, we can perturb u to
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make it much smaller by a small unitary v′. Successive perturbations yield a
vanishing result of 2-cocycles in the original von Neumann algebra. We mention
that this strategy has been seen in the context of [Oc2].
From now on, we assume thatM is a McDuff factor of type II1 with the tracial
state τ . Then the technical assumption in Theorem 5.9 (8) automatically stands
up for φ = τ . The trace τ ◦ τω on Mω is also denoted by τ . We choose a suitable
net of Følner sets as follows. If Irr(G) is finite, we set F0 = K0 = 1 and δ0 = 0.
When Irr(G) is infinite, for each n ≥ 0 we will take finitely supported central
projections Fn, Kn in L
∞(Ĝ) and δn > 0 inductively such that
(1) {Fn}∞n=0 and {Kn}∞n=0 are increasing and strongly converge to 1,
(2) {δn}∞n=0 is decreasing and lim
n→∞
δn = 0,
(3) Kn is (Fn, δn)-invariant and Kn ≥ e1,
(4) (9δ
1/4
n + 3δ
1/2
n+1)|Fn|ϕ < (1/2)δn−1 (n ≥ 1).
Fix a sequence of ascending finitely supported central projections {Sn}∞n=0 in
L∞(Ĝ) with S0 = e1 and ∪∞n=0 supp(Sn) = Irr(G). Let F0 = e1 = K0 and δ0 = 1.
First take F1 and δ1 > 0 such that F1 ≥ F0 ∨ K0 ∨ K0 ∨ S1 and 9δ1/41 |F1|ϕ <
(1/2)δ0. Then take an (F1, δ1)-invariant finitely supported central projection K1
with K1 ≥ e1. Second take F2 and δ2 > 0 such that F2 ≥ F1 ∨ K1 ∨ K1 ∨ S2
and (9δ
1/4
1 + 3δ
1/2
2 )|F1|ϕ < (1/2)δ0 and 9δ1/42 |F2|ϕ < (1/2)δ1. Suppose we have
chosen finitely supported central projections Fn, Kn in L
∞(Ĝ) and δn > 0 with
9δ
1/4
n |Fn|ϕ < (1/2)δn−1. Then take Fn+1 and δn+1 such that Fn+1 ≥ Fn ∨ Kn ∨
Kn ∨ Sn+1, (9δ1/4n + 3δ1/2n+1)|Fn|ϕ < (1/2)δn−1 and 9δ1/4n+1|Fn+1|ϕ < (1/2)δn. Then
take Kn+1 which is (Fn+1, δn+1)-invariant and Kn+1 ≥ e1. Set Fn = supp(Fn)
and Kn = supp(Kn). Since Fn ≥ Sn, ∪∞n=0Fn = Irr(G).
Let (α, u) be an approximately inner cocycle action of Ĝ on M . By Lemma
4.5, we can take a unitary v in Mω ⊗ L∞(Ĝ) such that α = Ad v on M ⊂Mω,
(v∗ ⊗ 1)αω(v∗)u(id⊗∆)(v) = 1,
lim
n→∞
‖(φ⊗ τπ) ◦ Ad v∗π ◦ απ − φ‖ = 0 for all φ ∈M∗, π ∈ Irr(G).
Then γ = Ad v∗ ◦ αω is an action on Mω fixing M and preserving Mω. Assume
that
‖uπ,ρ − 1⊗ 1π ⊗ 1ρ‖τ⊗ϕ⊗ϕ < δn+1
for all π, ρ ∈ Fn+1. Then v is an approximate coboundary, and by Theorem 5.9
there exists a unitary µ ∈ Mω such that
|vFnγFn(µ)− µ⊗ Fn|τ⊗ϕ < (9δ1/4n + 3δ1/2n+1)|Fn|ϕ < δn−1.
Then we have
|(µ⊗ Fn)v∗FnαωFn(µ∗)− 1⊗ Fn|τ⊗ϕ = |(µ⊗ Fn)γFn(µ∗)v∗Fn − 1⊗ Fn|τ⊗ϕ
= |µ⊗ Fn − vFnγFn(µ)|τ⊗ϕ
<δn−1.
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Set a perturbed unitary v˜ = (µ⊗ 1)v∗αω(µ∗) and then we have
(v˜ ⊗ 1)αω(v˜)u(id⊗∆)(v˜∗) = 1,
|v˜Fn − 1⊗ Fn|τ⊗ϕ < δn−1.
Let (v˜m)m be a representing sequence of v˜. Then there exists m ∈ N such that
‖((v˜m)π ⊗ 1ρ)απ((v˜m)ρ)uπ,ρ(id⊗π∆ρ)(v˜∗m)− 1⊗ 1π ⊗ 1ρ‖τ⊗ϕ⊗ϕ < δn+2,
|v˜m(1⊗ Fn)− 1⊗ Fn|τ⊗ϕ < δn−1
for all π, ρ ∈ Fn+2. Hence we obtain the following lemma.
Lemma 6.1. Let M be a McDuff factor of type II1 and (α, u) an approximately
inner strongly free cocycle action of Ĝ on M . If the inequality
‖uπ,ρ − 1⊗ 1π ⊗ 1ρ‖τ⊗ϕ⊗ϕ < δn+1
holds for all π, ρ ∈ Fn+1, then there exists a unitary w ∈M ⊗ L∞(Ĝ) such that
(1) for all π, ρ ∈ Fn+2,∥∥(wπ ⊗ 1ρ)απ(wρ)uπ,ρ(id⊗π∆ρ)(w∗)− 1⊗ 1π ⊗ 1ρ∥∥τ⊗ϕ⊗ϕ < δn+2,
(2) |wFn − 1⊗ Fn|τ⊗ϕ < δn−1.
Then as similar to the proof of [Oc1, Theorem 7.6], we obtain a 2-cohomology
vanishing result in M .
Theorem 6.2 (2-cohomology vanishing theorem). Let M be a McDuff factor of
type II1 with the tracial state τ . Let (α, u) be an approximately inner strongly
free cocycle action of Ĝ on M . Then u is a coboundary. Moreover, assume for
fixed n ≥ 2, the inequality
‖uπ,ρ − 1⊗ 1π ⊗ 1ρ‖τ⊗ϕ⊗ϕ < δn+1
holds for all π, ρ ∈ Fn+1. Then there exists a unitary w ∈M ⊗ L∞(Ĝ) such that
(1) (w ⊗ 1)α(w)u(id⊗∆)(w∗) = 1,
(2) |wFn − 1⊗ Fn|τ⊗ϕ < δn−2.
Proof. It suffices to prove the theorem only in the case that
∥∥uπ,ρ − 1 ⊗ 1π ⊗
1ρ
∥∥
τ⊗ϕ⊗ϕ
< δn+1 holds for all π, ρ ∈ Fn+1. By the previous lemma, there exists a
unitary w ∈M ⊗ L∞(Ĝ) such that
(i) for all π, ρ ∈ Fn+2,∥∥(wπ ⊗ 1ρ)απ(wρ)uπ,ρ(id⊗π∆ρ)(w∗)− 1⊗ 1π ⊗ 1ρ∥∥τ⊗ϕ⊗ϕ < δn+2,
(ii) |wFn − 1⊗ Fn|τ⊗ϕ < δn−1.
Set un = u, wn = w, αn+1 = Adwn◦α and un+1 = (wπ⊗1ρ)απ(wρ)u(id⊗π∆ρ)(w∗).
Then (αn+1, un+1) is a strongly free cocycle action on M with ‖un+1π,ρ − 1 ⊗ 1π ⊗
1ρ‖τ⊗ϕ⊗ϕ < δn+2 for all π, ρ ∈ Fn+2. With a repetition of the above argument, we
get a family of cocycle actions {(αm, um)}m≥n and unitaries {wm}m≥n satisfying
the following conditions
(1.m) αm+1 = Adwm ◦ αm,
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(2.m) um+1 = (wm ⊗ 1)αm(wm)um(id⊗∆)(wm∗),
(3.m) ‖umπ,ρ − 1⊗ 1π ⊗ 1ρ‖τ⊗ϕ⊗ϕ < δm+1 for all π, ρ ∈ Fm+1,
(4.m) |wmFm − 1⊗ Fm|τ⊗ϕ < δm−1.
Then set wm = wmwm−1 . . . wn and we have αm+1 = Adwm ◦ α and um+1 =
(wm ⊗ 1)α(wm)u(id⊗∆)(wm∗). By the condition (4.m), it is easy to see that
the sequence of unitaries {wm}m≥n strongly converges to a unitary w. Then by
(3.m), (w ⊗ 1)α(w)u(id⊗∆)(w∗) = 1 holds. Moreover we have
|wmFn − 1⊗ Fn|τ⊗ϕ ≤ |wmFn − 1⊗ Fn|τ⊗ϕ + · · ·+ |wnFn − 1⊗ Fn|τ⊗ϕ
<δm−1 + · · ·+ δn−1
≤ δn−1(1 + 1/2 + 1/22 + . . . )
<δn−2.
Hence we are done. 
By virtue of 2-cohomology vanishing, we can show the following results.
Corollary 6.3. Let M be a McDuff factor of type II1 with the tracial state τ and
α an approximately inner strongly free action of Ĝ on M . Let v be a unitary in
M ⊗ L∞(Ĝ). Assume for fixed n ≥ 2, the inequality
‖(vπ ⊗ 1ρ)απ(vρ)(id⊗π∆ρ)(v∗)− 1⊗ 1π ⊗ 1ρ‖τ⊗ϕ⊗ϕ < δn+1
holds for all π, ρ ∈ Fn+1. Then there exists a unitary w ∈M ⊗ L∞(Ĝ) such that
(1) (wv ⊗ 1)α(wv)(id⊗∆)(((wv)∗) = 1,
(2) |wFn − 1⊗ Fn|τ⊗ϕ < δn−2.
Proof. Let α˜ = Ad v ◦ α and u˜ = (v ⊗ 1)α(v)(id⊗∆)(v∗). Apply the previous
theorem to the cocycle action (α˜, u˜) and it is done. 
With Lemma 4.6 and the previous corollary, we can show the following result.
Corollary 6.4. Let M be a McDuff factor of type II1 with the tracial state τ ,
and α, β approximately inner strongly free actions. Then for any ε > 0, finite
sets F ⋐ Irr(G) and T ⋐M , there exists an α-cocycle v satisfying∥∥βπ(x)− Ad vπ(απ(x))∥∥τ⊗ϕ < ε
for all π ∈ F and x ∈ T .
Proof. By Lemma 4.6, we can find an αω-cocycle W ∈ Mω ⊗ L∞(Ĝ) with β =
AdW ◦ α on M . Let (wν)∞ν=0 be a representing sequence of W . Since (W ⊗
1)αω(W )(id⊗∆)(W ∗) = 1, for all π, ρ ∈ Irr(G) we have
lim
ν→ω
∥∥(wνπ ⊗ 1ρ)απ(wνρ)(id⊗π∆ρ)(wν∗)− 1⊗ 1π ⊗ 1ρ∥∥τ⊗ϕ⊗ϕ = 0.
Take a large n so that F ⊂ Fn and supx∈T (1 + 2
√
2‖x‖)δ1/2n−2 < ε. Also take a
large ν so that
∥∥βπ(x)−Adwνπ(απ(x))∥∥τ⊗ϕ < δn−2 and∥∥(wνπ ⊗ 1ρ)απ(wνρ)(id⊗π∆ρ)(wν∗)− 1⊗ 1π ⊗ 1ρ∥∥τ⊗ϕ⊗ϕ < δn+1
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for all π, ρ ∈ Fn+1 and x ∈ T . Apply the previous corollary and then we have
a unitary v ∈ M ⊗ L∞(Ĝ) such that |vFn − 1 ⊗ Fn|τ⊗ϕ < δn−2 and vwν is an
α-cocycle. Set v = vwν and then∥∥βπ(x)−Ad vπ(απ(x))∥∥τ⊗ϕ
≤ ∥∥βπ(x)− Adwνπ(απ(x))∥∥τ⊗ϕ + ∥∥Adwνπ(απ(x))− Ad vπ(απ(x))∥∥τ⊗ϕ
≤ ∥∥βπ(x)− Adwνπ(απ(x))∥∥τ⊗ϕ + 2‖wνπ − vπ‖τ⊗ϕ‖x‖
=
∥∥βπ(x)− Adwνπ(απ(x))∥∥τ⊗ϕ + 2‖1⊗ 1π − vπ‖τ⊗ϕ‖x‖
≤ ∥∥βπ(x)− Adwνπ(απ(x))∥∥τ⊗ϕ + 2
√
2|1⊗ 1π − vπ|1/2τ⊗ϕ‖x‖
<δn−2 + 2
√
2δ
1/2
n−2‖x‖
<ε
for all π ∈ Fn and x ∈ T . 
6.2. Shapiro unitary
We represent a Rohlin type theorem for two actions in order to study a com-
mutation property of a Shapiro unitary, which is stated in Theorem 6.5 (9). We
will explain a motivation for the study by considering a simple case. Let α be
an action on a von Neumann algebra M and v an α-cocycle. Put β = Ad v ◦ α.
Let K ∈ Proj(Z(L∞(Ĝ))) as before. Assume that αω has a Rohlin projection
E ∈Mω⊗L∞(Ĝ)K in the sense of Theorem 5.9. In addition, we assume that the
projection vEv∗ is a Rohlin projection for β. Now take a finite subset T ⊂ M .
Suppose that [Eρ ⊗ 1ρ, αρ(αρ(x))] = 0 and [vρ ⊗ 1ρ, αρ(αρ(x))] = 0 for all x ∈ T
and ρ ∈ K. Then the Shapiro unitary µ = (id⊗ϕ)(vE) commutes with all x ∈ T .
We present an approximate version of the above argument.
Theorem 6.5. Let M be a McDuff factor of type II1 with the tracial state τ and
α an approximately inner strongly free action of Ĝ on M . Let 0 < δ < 1, ε > 0
and F ∈ Projf(Z(L∞(Ĝ))). Take an (F, δ)-invariant K ∈ Projf(Z(L∞(Ĝ))) with
K ≥ e1. Set F = supp(F ) and K = supp(K). Let v be a unitary α-cocycle in
M ⊗ L∞(Ĝ) and set a perturbed strongly free action β = Ad v ◦ α. Then for any
countable set S ⊂ Mω and a finite subset T ⊂M1, there exist projections Eα and
Eβ in Mω ⊗ L∞(Ĝ) satisfying the following conditions.
(1) Eα = Eα(1⊗K), Eβ = Eβ(1⊗K).
(2) The following splitting properties of τω,
(τω ⊗ id)(xEα) = (τω ⊗ id)(x)(τω ⊗ id)(Eα),
(τω ⊗ id)(xEβ) = (τω ⊗ id)(x)(τω ⊗ id)(Eβ)
hold for all x ∈ S ⊗ L∞(Ĝ)K.
(3) (approximate equivariance)∣∣αωF (Eα)− (id⊗F∆K)(Eα)∣∣τ⊗ϕ < 5δ1/2|F |ϕ,∣∣βωF (Eβ)− (id⊗F∆K)(Eβ)∣∣τ⊗ϕ < 5δ1/2|F |ϕ.
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(4) Decompose Eα and Eβ as
Eα =
∑
ρ∈K
∑
i,j∈Iρ
d−1ρ f
α
ρi,j
⊗ eρi,j ,
Eβ =
∑
ρ∈K
∑
i,j∈Iρ
d−1ρ f
β
ρi,j
⊗ eρi,j .
Then {fαρi,j} and {f
β
ρi,j
} satisfy
fαρi,jf
α
πk,ℓ
= δρ,πδj,kf
α
ρi,ℓ
, fβρi,jf
β
πk,ℓ
= δρ,πδj,kf
β
ρi,ℓ
for all ρ, π ∈ K, i, j ∈ Iρ and k, ℓ ∈ Iπ.
(5) (joint property of U) Set U = vEα and decompose U as
U =
∑
ρ∈K
∑
i,j∈Iρ
d−1ρ µρi,j ⊗ eρi,j .
Then we have
µ∗ρi,jµπk,ℓ = δρ,πδi,kf
α
ρj,ℓ
,
µρi,jµ
∗
πk,ℓ
= δρ,πδj,ℓf
β
ρi,k
for all ρ, π ∈ K, i, j ∈ Iρ and k, ℓ ∈ Iπ. In particular, U∗U = Eα and
UU∗ = Eβ holds.
(6) For each ρ ∈ K, the projections (id⊗ϕ)(Eαρ ) and (id⊗ϕ)(Eβρ ) are equal.
In addition, they are in S ′ ∩Mω.
(7) (partition of unity)
(id⊗ϕ)(Eα) = 1 = (id⊗ϕ)(Eβ).
(8) (Shapiro lemma) Set µ = (id⊗ϕ)(U) and then µ is a unitary satisfying
|vFαω(µ)− µ⊗ F |τ⊗ϕ < 9δ1/4|F |ϕ.
(9) Further assume
‖βπ(απ(x))− απ(απ(x))‖τ⊗ϕ < ε
for all x ∈ T and π ∈ K, then the unitary µ satisfies
|[µ, x]|τ < ε
for all x ∈ T .
Proof. As in Lemma 4.5, we take a unitary V ∈Mω⊗L∞(Ĝ) such that α = AdV
on M and V ∗ is an αω-cocycle. Set the strongly free action γ = AdV ∗ ◦ αω. We
use the same notations in Theorem 5.9. We may assume that S contains the
entries of απ(x) for all π ∈ Irr(G) and x ∈ T . Recall the set J defined in §5.3.
We denote by I the subset of J whose elements satisfy the following conditions.
For E ∈ I,
(i) [E, γ(x)] = 0 for all x ∈ S.
(ii) The projections E
α
:= V EV ∗ and E
β
:= vV EV ∗v∗ satisfy the conditions
(1), (2), (4), (5) and (6) in Theorem 6.5.
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(iii) The equality (id⊗ϕ)(Eαρ ) = (id⊗ϕ)(Eρ) = (id⊗ϕ)(E
β
ρ) holds for all ρ ∈ K.
(iv) (τω ⊗ id)(Eα) = bE |K|−1ϕ K = (τω ⊗ id)(E
β
).
Recall a subset S ⊂ J defined in the proof of Theorem 5.9. Then we can easily
see that I ∩ S is an inductive ordered set as similar to the proof of Theorem 5.9.
Let E be a maximal element of I. Since the proof of Lemma 5.11 is applicable for
I with the additional assumption (i), the projection p = 1− (id⊗ϕ)(E) satisfies
τω(p) ≤ δ1/2. Let Eα = V EV ∗ and Eβ = vV EV ∗v∗ where E = E + p⊗ e1. Then
the conditions (1), (2), (4), (5), (6), (7) of Theorem 6.5 are satisfied. Since V ∗ is
an αω-cocycle, the condition (3) follows from the tracial property of τ . On (8), a
similar proof to that of Theorem 5.9 (8) is applicable to (α,Eα) and an α-cocycle
v. Finally we verify (9). For ρ ∈ K and x ∈ T ,
‖[vρ ⊗ 1ρ, αρ(αρ(x))](Eαρ ⊗ 1ρ)‖2τ⊗ϕ⊗ϕ
=(τ ⊗ ϕ⊗ ϕ)((Eαρ ⊗ 1ρ)|[vρ ⊗ 1ρ, αρ(αρ(x))]|2(Eαρ ⊗ 1ρ))
=(τ ⊗ ϕ⊗ ϕ)(|[vρ ⊗ 1ρ, αρ(αρ(x))]|2((τω ⊗ id)(Eαρ )⊗ 1ρ))
=(τ ⊗ ϕ⊗ ϕ)(|[vρ ⊗ 1ρ, αρ(αρ(x))]|2(bE |K|−1ϕ 1ρ ⊗ 1ρ))
= bE |K|−1ϕ
∥∥[vρ ⊗ 1ρ, αρ(αρ(x))]∥∥2τ⊗ϕ⊗ϕ
<ε2|K|−1ϕ .
Using it, for ρ ∈ K and x ∈ T ,
|[Uρ ⊗ 1ρ, αρ(αρ(x))]|τ⊗ϕ⊗ϕ = |[vEα ⊗ 1ρ, αρ(αρ(x))]|τ⊗ϕ⊗ϕ
= |[vEα ⊗ 1ρ, αρ(αρ(x))]|τ⊗ϕ⊗ϕ
≤ |[vρ ⊗ 1ρ, αρ(αρ(x))](Eαρ ⊗ 1ρ)|τ⊗ϕ⊗ϕ
+ |(vρ ⊗ 1ρ)[Eαρ ⊗ 1ρ, αρ(αρ(x))]|τ⊗ϕ⊗ϕ
= |[vρ ⊗ 1ρ, αρ(αρ(x))](Eαρ ⊗ 1ρ)|τ⊗ϕ⊗ϕ
≤‖[vρ ⊗ 1ρ, αρ(αρ(x))](Eαρ ⊗ 1ρ)‖τ⊗ϕ⊗ϕ
· ‖Eαρ ⊗ 1ρ‖τ⊗ϕ⊗ϕ
<ε‖K‖−1ϕ ‖E
α
ρ‖τ⊗ϕdρ
= ε‖K‖−1ϕ b1/2E ‖K‖−1ϕ d2ρ
≤ εd2ρ|K|−1ϕ .
Set a state θρ = T
∗
ρ,ρ · Tρ,ρ on B(Hρ ⊗ Hρ). Then we have ϕρ(a) = d2ρθρ(a ⊗ 1ρ)
for all a ∈ B(Hρ) and d2ρθρ ≤ ϕρ ⊗ ϕρ as positive functionals. We claim that
d2ρ|(id⊗θρ)(x)|τ ≤ |x|τ⊗ϕρ⊗ϕρ for all x ∈Mω ⊗B(Hρ ⊗Hρ).
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Let (id⊗θρ)(x) = w|(id⊗θρ)(x)| and x = w′|x| be the polar decompositions.
Then the claim is verified as follows
d2ρ|(id⊗θρ)(x)|τ
= d2ρτ(w
∗(id⊗θρ)(x))
= d2ρ(τ ⊗ θρ)((w∗ ⊗ 1ρ ⊗ 1ρ)x)
= d2ρ(τ ⊗ θρ)((w∗ ⊗ 1ρ ⊗ 1ρ)w′|x|1/2|x|1/2)
≤ d2ρ(τ ⊗ θρ)
(
(w∗ ⊗ 1ρ ⊗ 1ρ)w′|x|w′∗(w ⊗ 1ρ ⊗ 1ρ)
)1/2
(τ ⊗ θρ)(|x|)1/2
≤ (τ ⊗ ϕρ ⊗ ϕρ)
(
(w∗ ⊗ 1ρ ⊗ 1ρ)w′|x|w′∗(w ⊗ 1ρ ⊗ 1ρ)
)1/2
(τ ⊗ ϕρ ⊗ ϕρ)(|x|)1/2
=(τ ⊗ ϕρ ⊗ ϕρ)
(|x|1/2w′∗(ww∗ ⊗ 1ρ ⊗ 1ρ)w′|x|1/2)1/2(τ ⊗ ϕρ ⊗ ϕρ)(|x|)1/2
≤ (τ ⊗ ϕρ ⊗ ϕρ)(|x|)1/2(τ ⊗ ϕρ ⊗ ϕρ)(|x|)1/2
= |x|τ⊗ϕρ⊗ϕρ .
Then we obtain
|[µ, x]|τ = |[(id⊗ϕ)(U), x]|τ
=
∣∣∣∑
ρ∈K
[
d2ρ(id⊗θρ)(Uρ ⊗ 1ρ), x
]∣∣∣
τ
=
∣∣∣∑
ρ∈K
d2ρ(id⊗θρ)([Uρ ⊗ 1ρ, αρ(αρ(x))])
∣∣∣
τ
≤
∑
ρ∈K
∣∣d2ρ(id⊗θρ)([Uρ ⊗ 1ρ, αρ(αρ(x))])∣∣τ
≤
∑
ρ∈K
∣∣[Uρ ⊗ 1ρ, αρ(αρ(x))]∣∣τ⊗ϕ⊗ϕ
≤
∑
ρ∈K
εd2ρ|K|−1ϕ
= ε.

Although a 1-cohomology does not vanish in M in general, it approximately
vanishes. The following theorem shows the approximate vanishing with a com-
mutation property of a Shapiro unitary. Since it is easily proved by considering
a representing sequence of µ in the previous theorem, we omit the proof.
Theorem 6.6 (Approximate vanishing of 1-cohomology). Let M be a McDuff
factor of type II1 with the tracial state τ and α a strongly free action of Ĝ on
M . Let F ∈ Projf(Z(L∞(Ĝ))) and δ, ε > 0. Take an (F, δ)-invariant K ∈
Projf(Z(L∞(Ĝ))) with K ≥ e1. Let T be a finite subset in the unit ball of M . If
an α-cocycle v satisfies
‖Ad vρ ◦ αρ(αρ(x))− αρ(αρ(x))‖τ⊗ϕ⊗ϕ < ε
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for all x ∈ T and ρ ∈ K,then there exists a unitary w in M satisfying
(i) |vF − (w ⊗ 1)αF (w∗)|τ⊗ϕ < 9δ1/4|F |ϕ,
(ii) |[w, x]|τ < ε, x ∈ T .
7. Main theorem
7.1. Intertwining argument
For a proof of the cocycle conjugacy of two actions, we make use of so-called
an intertwining argument initiated by Evans-Kishimoto in [EK]. The results
Corollary 6.4 and Theorem 6.6 are necessary for the argument. We briefly explain
the outline. Let γ0 := α and γ−1 := β be approximately inner strongly free
actions on M . First by Corollary 6.4, we perturb the action γ−1 to γ1 by a
γ−1-cocycle v1 so that γ1 is close to γ0. Second by Corollary 6.4, we perturb
the action γ0 to γ2 by a γ0-cocycle v2 so that γ2 is close to γ1. We construct
families of actions and 1-cocycles inductively and achieve the equality at the limit.
However in that process, we have to use Theorem 6.6 in order to treat successive
multiplications of unitaries.
Theorem 7.1. Let M be a McDuff factor of type II1. Let α and β be approxi-
mately inner strongly free actions of Ĝ on M . Then they are cocycle conjugate,
that is, there exist an automorphism θ in Int(M) and an α-cocycle v with
Ad v ◦ α = (θ−1 ⊗ id) ◦ β ◦ θ.
Proof. Let S = {ai}∞i=1 be a strongly dense countable subset of the unit ball of
M . Put Sn = {ai}ni=1 and εn = 2−n. Take the sequences of the finitely supported
central projections {Fn}∞n=1, {Kn}∞n=1 and the positive numbers {δn}∞n=1 as in
§6.1. Set γ0 = α, γ−1 = β, u−1 = u0 = 1, θ0 = θ−1 = id ∈ Int(M) and
T0 = {1} ⋐M . For each n ≥ 1, we construct inductively the following members.
(i) an action γn of Ĝ on M ,
(ii) wn ∈ U(M),
(iii) θn ∈ Int(M),
(iv) an Ad(wn ⊗ 1) ◦ γn−2 ◦ Adw∗n-cocycle un,
(v) a (θn ⊗ id) ◦ γn ◦ θ−1n -cocycle un, where n is equal to 0 or −1 according to
that n is even or odd respectively,
(vi) a finite subset Tn ⋐M .
The induction conditions are
(1,n) ‖γnρ (x)− γn−1ρ (x)‖τ⊗ϕ < εn for x ∈ Sn and ρ ∈ Fn (n ≥ 1),
(2,n) ‖γnρ (γkρ (x))− γn−1ρ (γkρ (x))‖τ⊗ϕ⊗ϕ < εn for all x ∈ Tn−1, ρ ∈ Kn ∪ Kn+1 and
1 ≤ k ≤ n− 1 (n ≥ 2),
(3,n) |unFn − 1⊗ Fn|τ⊗ϕ < 9δ1/2n |Fn|ϕ (n ≥ 3),
(4,n) |[wn, x]|τ < εn−2, for x ∈ Tn−2 (n ≥ 3),
(5,n) un = un(wn ⊗ 1)un−2(w∗n ⊗ 1) (n ≥ 1),
(6,n) θn = Adwn ◦ θn−2 (n ≥ 1),
(7,n) γn = Ad un ◦ Ad(wn ⊗ 1) ◦ γn−2 ◦ Adw∗n (n ≥ 1),
(8,n) Tn = Tn−1 ∪ Sn ∪ θn(Sn) ∪ {unπi,j | π ∈ Fn, i, j ∈ Iπ} (n ≥ 1).
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1st step.
Since α and β are approximately inner and strongly free, there exists a γ−1-
cocycle v1 with
∥∥Ad v1ρ(γ−1ρ (x)) − γ0ρ(x)∥∥τ⊗ϕ < ε1 for all x ∈ S1 and ρ ∈ F1 by
Corollary 6.4. Applying Theorem 6.6 to v1, we can take a unitary w1 ∈ M with∣∣v1F1 − (w1 ⊗ 1)γ−1F1 (w∗1)∣∣τ⊗ϕ < 9δ1/41 |F1|ϕ. Then set u1 = u1 = v1γ−1(w1)(w∗1 ⊗ 1)
and it is an Ad(w1 ⊗ 1) ◦ γ−1 ◦ Adw∗1-cocycle. Set an action γ1 = Ad v1 ◦ γ−1 =
Ad u1◦Ad(w1⊗1)◦γ−1 ◦Adw∗1, an automorphism θ1 = Adw1 and T1 as in (8, 1).
2nd step.
Next take a γ0-cocycle v2 with∥∥Ad v2ρ(γ0ρ(x))− γ1ρ(x)∥∥τ⊗ϕ < ε2 for all x ∈ S2, ρ ∈ F2,
∥∥Ad v2ρ ◦ γ0ρ(γkρ (x))− γ1ρ(γkρ (x))∥∥τ⊗ϕ < ε2 for all x ∈ T1, ρ ∈ K2 ∪ K3, k = 0, 1
by Corollary 6.4. Then also by Theorem 6.6, we can take a unitary w2 with∣∣v2F2 − (w2 ⊗ 1)γ0F2(w∗2)∣∣τ⊗ϕ < 9δ1/42 |F2|ϕ. Set u2 = v2γ0(w2)(w∗2 ⊗ 1) and γ2 =
Ad v2 ◦ γ0. Set θ2 = Adw2, u2 = u2 and T2 as in (8, 2).
(n+ 1) -st step.
Suppose that we have done up to n-th step. By Corollary 6.4, we can take a
γn−1-cocycle vn+1 with∥∥Ad vn+1ρ (γn−1ρ (x))− γnρ (x)∥∥τ⊗ϕ < εn+1 for all x ∈ Sn+1, ρ ∈ Fn+1
and for 0 ≤ k ≤ n,∥∥Ad vn+1ρ ◦γn−1ρ (γkρ(x))−γnρ (γkρ(x))∥∥τ⊗ϕ⊗ϕ < εn+1 for all x ∈ Tn, ρ ∈ Kn+1∪Kn+2.
Since we have the condition (2,n) (with k = n− 1), i.e.,∥∥γnρ (γn−1ρ (x))− γn−1ρ (γn−1ρ (x))∥∥τ⊗ϕ⊗ϕ < εn for all x ∈ Tn−1, ρ ∈ Kn ∪ Kn+1,
we obtain for all x ∈ Tn−1 and ρ ∈ Kn+1,∥∥Ad vn+1ρ ◦ γn−1ρ (γn−1ρ (x))− γn−1ρ (γn−1ρ (x))∥∥τ⊗ϕ⊗ϕ < εn + εn+1.
Then by Theorem 6.6, there exists a unitary wn+1 in M with∣∣vn+1Fn+1 − (wn+1 ⊗ 1)γn−1Fn+1(w∗n+1)∣∣τ⊗ϕ < 9δ1/4n+1|Fn+1|ϕ
and
|[wn+1, x]|τ⊗ϕ < εn + εn+1 < εn−1 for all x ∈ Tn−1.
Set un+1 = vn+1γn−1(wn+1)(w
∗
n+1 ⊗ 1) and γn+1 = Ad vn+1 ◦ γn−1. Set un+1,
θn+1 and Tn+1 as in (5, n + 1), (6, n + 1) and (8, n + 1), respectively. Then all
the conditions have been verified. Thus we have constructed the members in
(i),. . . ,(vi) inductively.
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We show the existence of lim
m→∞
θ2m and lim
m→∞
θ2n+1. Let x ∈ Sn. For m ≥ n+2,
we have
‖θm(x)− θm−2(x)‖τ = ‖wmθm−2(x)w∗m − θm−2(x)‖τ
= ‖[wm, θm−2(x)]‖τ
≤
√
2|[wm, θm−2(x)]|1/2τ
<
√
2ε
1/2
m−2.
Similarly we have ‖θ−1m (x) − θ−1m−2(x)‖τ <
√
2ε
1/2
m−2. Hence the strong limits
lim
m→∞
θ2m(x) and lim
m→∞
θ2m+1(x) exist for all x ∈ S. It clearly derives the exis-
tence of the limits for all x ∈ M . Let θ0 = lim
n→∞
θ2n and θ1 = lim
n→∞
θ2n+1. Then
they are approximately inner automorphisms.
Next we show the existence of lim
m→∞
u2m and lim
m→∞
u2m+1. For m ≥ n we have
∣∣um+2Fn − umFn∣∣τ⊗ϕ = ∣∣um+2Fn (wm+2 ⊗ 1)umFn(w∗m+2 ⊗ 1)− umFn∣∣τ⊗ϕ
≤ ∣∣um+2Fn − 1⊗ Fn∣∣τ⊗ϕ + ∣∣[wm+2 ⊗ Fn, umFn]∣∣τ⊗ϕ
≤ ∣∣um+2Fm+2 − 1⊗ Fm+2∣∣τ⊗ϕ +
∑
π∈Fn
∑
i,j∈Iπ
|[wm+2, umπi,j ]⊗ eπi,j |τ⊗ϕ
< 9δ
1/4
m+2|Fm+2|ϕ +
∑
π∈Fn
∑
i,j∈Iπ
dπ|[wm+2, umπi,j ]|τ
< 9δ
1/4
m+2|Fm+2|ϕ +
∑
π∈Fn
∑
i,j∈Iπ
dπεm+2
≤ δm+1 + εm+2|Fn|2ϕ.
Hence {u2nπ }∞n=1 and {u2n−1π }∞n=1 are Cauchy sequences for all π ∈ Irr(G), and
the strong limits uˆ0 = lim
n→∞
u2n and uˆ1 = lim
n→∞
u2n+1 exist. It is easy to see that
γ2n = Ad u2n ◦ (θ2n ⊗ id) ◦ α ◦ θ−12n and γ2n+1 = Ad u2n+1 ◦ (θ2n+1⊗ id) ◦ β ◦ θ−12n+1.
Since for fixed n, lim
m→∞
‖γ2m+1π (x)−γ2mπ (x)‖τ⊗ϕ = 0 for all x ∈ Sn and π ∈ Irr(G),
the next equality holds on ∪n≥1Sn, and so does on M ,
Ad uˆ0 ◦ (θ0 ⊗ id) ◦ α ◦ θ−10 = Ad uˆ1 ◦ (θ1 ⊗ id) ◦ β ◦ θ
−1
1 .
Moreover, uˆ0 and uˆ1 are 1-cocycles for (θ0 ⊗ id) ◦ α ◦ θ−10 and (θ1 ⊗ id) ◦ β ◦ θ
−1
1 ,
respectively. Therefore α and β are cocycle conjugate. 
Since strong freeness and freeness are equivalent notions for the AFD factor of
type II1 (see Appendix), we obtain the following result.
Corollary 7.2. Any two free actions of an amenable discrete Kac algebra on the
AFD factor of type II1 are cocycle conjugate.
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7.2. Classification of minimal actions
We show the uniqueness of minimal actions of a compact Kac algebra G =
(L∞(G), δ, h) with amenable dual on the AFD factor of type II1.
Lemma 7.3. Let M be a finite von Neumann algebra, α an action of a compact
Kac algebra G on M. If M ⋊αG is a factor, then any α-cocycle is a coboundary.
Proof. The proof is similar to that of [W2, Theorem 12]. Let w be an α-cocycle.
Set N := M2(C)⊗M , α˜ := id⊗α and w˜ := e11 ⊗ w + e22 ⊗ 1⊗ 1. Then w˜ is an
α˜-cocycle, and β := Ad w˜ ◦ α˜ is an action of G on N . Since M2(C)⊗ (M ⋊αG) ∼=
N ⋊eα G ∼= N ⋊β G, Nβ is a factor by [S, Corollary 5] or [Y, Corollary 3.9], and
the restriction of any trace on M2(C) ⊗ M is the unique trace on Nβ . Since
e11 ⊗ 1, e22 ⊗ 1 ∈ Nβ and their values of trace are 1/2, they are equivalent. Let
v ∈ Nβ be such that v∗v = e11 ⊗ 1 and vv∗ = e22 ⊗ 1. Then v is of the form
v = e12 ⊗ u for some u ∈ U(M), and v ∈ Nβ implies that w = (u⊗ 1)α(u∗). 
Recall that an action α of a compact Kac algebra G onM is said to be minimal
if (Mα)′ ∩M = C and the linear span of {(φ ⊗ id)(α(M)) | φ ∈ M∗} is weakly
dense in L∞(G) [ILP]. Since this definition is equivalent to (Mα)′ ∩ M = C
and the factoriality of M ⋊α G by [S, Corollary 7] and [Y, Corollary 3.10], any
1-cocycle for a minimal action is a coboundary. Readers are referred to [HY] or
[V] for constructions of minimal actions.
Corollary 7.4. Let G = (L∞(G), δ, h) be a compact Kac algebra with amenable
dual. Let M be the AFD factor of type II1 and α a minimal action of G on M .
Then α is dual.
Proof. On M ⊗ B(Hπ), consider a minimal action απ defined by απ(x) = (α ⊗
id)(x)132. Recall the multiplicative unitaries V and V˜ defined in §2.2 and §2.5,
respectively. Since V˜23V21V˜
∗
23 = V21V31, 1⊗(Vπ)21 ∈M⊗B(Hπ)⊗L∞(G) is an απ-
cocycle. By Lemma 7.3, there exists vπ ∈ U(M ⊗B(Hπ)) with (v∗π ⊗ 1)απ(vπ) =
1 ⊗ (Vπ)21, that is, α(vπ) = (vπ)13(1 ⊗ Vπ). Define v ∈ U(M ⊗ L∞(Ĝ)) by
v(1⊗ 1π) = vπ for all π ∈ Irr(G). Set β(x) := Ad v(x⊗ 1) for x ∈Mα. We claim
that β is a cocycle action of Ĝ on Mα with a 2-cocycle u := v12v13(idM ⊗∆)(v∗).
Since for x ∈Mα, we have
(α⊗ id)(β(x)) =α(v)(α(x)⊗ 1)α(v∗)
= v13(1⊗ V )(x⊗ 1⊗ 1)(1⊗ V ∗)v∗13
=β(x)13.
Hence β preserves Mα. We verify u ∈Mα ⊗ L∞(Ĝ)⊗ L∞(Ĝ) as follows.
α(u) =α(v)123α(v)124(id⊗ id⊗∆)(α(v∗))1234
= v13V23v14V24(id⊗ id⊗∆)(V ∗23v∗13)1234
= v13V23v14V24(V23V24)
∗(id⊗∆)(v∗)134
= v13v14(id⊗∆)(v∗)134
= u134.
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Hence (β, u) is a cocycle action on Mα. Next we show the freeness of the cocycle
action (β, u). Assume that for an element π ∈ Irr(G)\{1}, there exists a nonzero
a ∈ Mα ⊗ B(Hπ) such that βπ(x)a = a(x ⊗ 1π) for all x ∈ Mα. Then since
v∗πa ∈ ((Mα)′ ∩M) ⊗ B(Hπ) = C ⊗ B(Hπ), there exists b ∈ B(Hπ) such that
a = vπ(1 ⊗ b). Applying α ⊗ id to the both sides, we have a13 = (vπ)13(1 ⊗
Vπ)(1⊗ 1⊗ b) and hence 1⊗ 1⊗ b = (Vπ)23(1⊗ 1 ⊗ b) ∈ C⊗ L∞(G)π ⊗ B(Hπ),
but this is a contradiction. Therefore (β, u) is a free cocycle action on the AFD
factor Mα of type II1. By Theorem 6.2, there exists w ∈ U(Mα ⊗ L∞(Ĝ)) with
(w⊗ 1)(β⊗ id)(w)u(id⊗∆)(w∗) = (w12v12)(w13v13)(id⊗∆)(v∗w∗) = 1. Then wu
is a unitary representation of L∞(Ĝ). Since α(v) = v13V23 and α(w) = w13, it
follows α(wv) = (wv)13V23. Hence α is a dual action for a free action Adw ◦ β
on Mα. 
In the end, we prove the following main theorem.
Theorem 7.5. Let M be the AFD factor of type II1, and G = (L
∞(G), δ, h) a
compact Kac algebra with amenable dual. Let α and β be minimal actions of G
on M . Then they are conjugate.
Proof. By the previous corollary, a minimal action of G on the AFD factor of
type II1 is dual, and α and β are of the form γˆ0 and γˆ1 where γ0 and γ1 are free
actions of Ĝ on Mα and Mβ respectively. Since Mα and Mβ are injective factors
of type II1, they are isomorphic by Connes’s result [C2]. By Corollary 7.2, γ0 and
γ1 are cocycle conjugate. Hence their dual actions α and β are conjugate. 
8. Appendix
Let M be a von Neumann algebra, and K a finite dimensional Hilbert space.
For β ∈ Mor0(M,M ⊗B(K)), we prepare several properties.
Definition 8.1. We say that β is
(1) properly outer if there exists no nonzero a ∈M⊗B(K) such that β(x)a =
a(x⊗ 1) for all x ∈M ,
(2) centrally trivial if βω(x) = x⊗ 1 for all x ∈Mω,
(3) centrally nontrivial if β is not centrally trivial,
(4) properly centrally nontrivial if there exists no nonzero element a ∈ M ⊗
B(K) such that βω(x)a = (x⊗ 1)a for all x ∈Mω.
Lemma 8.2. A map β ∈ Mor0(M,M ⊗B(K)) is properly centrally nontrivial if
and only if it is strongly outer.
Proof. The “if” part is trivial. We show the “only if” part. Let β be a properly
centrally nontrivial homomorphism. Assume that β is not strongly outer. Then
there exists a nonzero a ∈Mω ⊗B(K) and a countably generated von Neumann
algebra S ⊂ Mω such that βω(x)a = a(x⊗1) holds for all x ∈ S ′∩Mω . We claim
that the proper central nontriviality implies
1 =
∨
z∈Mω
s
(
(τω ⊗ id)(|βω(z)− z ⊗ 1|2)).
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Indeed, if b ∈ M ⊗B(K) satisfies (τω ⊗ id)(|βω(z)− z⊗ 1|2)b = 0 for all z ∈Mω,
then (βω(z)− z⊗ 1)b = 0, but this is a contradiction. Hence there exists z ∈Mω
such that it satisfies (τω⊗ id)(|a∗|2)(τω⊗ id)(|βω(z)− z⊗ 1|2) 6= 0. Let {ei,j}ni,j=1
be a system of matrix units for B(K). Decompose a as a =
∑n
i,j=1 ai,j ⊗ ei,j.
Set N = W ∗(z), S˜ = W ∗(S, {ai,j}1≤i,j≤n) and B = {βω}. Then by Lemma 3.10,
there exists Ψ ∈ Mor(N˜ ,Mω) such that
(1) Ψ(z) ∈ S˜ ′ ∩Mω,
(2) τω(bΨ(z)) = τω(b)τω(z) for all b ∈ S˜,
(3) βω(Ψ(z)) = (Ψ⊗ id)(βω(z)),
Set y = Ψ(z) ∈ S˜ ′ ∩Mω and then βω(y)a = a(y ⊗ 1) = (y ⊗ 1)a. However the
following equality
(τω ⊗ id)(|a∗|2|βω(y)− y ⊗ 1|2) = (τω ⊗ id)(|a∗|2(Ψ⊗ id)(|βω(z)− z ⊗ 1|2))
=(τω ⊗ id)(|a∗|2)(τω ⊗ id)(|βω(z)− z ⊗ 1|2)
6=0
implies (βω(y)− (y ⊗ 1))a 6= 0. This is a contradiction. 
Hence β is
strongly outer⇔ properly centrally nontrivial⇒ centrally nontrivial. (8.1)
A map β ∈ Mor(M,M⊗B(K)) is said to be irreducible if β(M)′∩(M⊗B(K)) =
C.
Lemma 8.3. Let β ∈ Mor0(M,M ⊗ B(K)) be irreducible. Then β is centrally
nontrivial if and only if β is properly centrally nontrivial.
Proof. The “if” part is trivial. We show the “only if” part. Let β be a centrally
nontrivial homomorphism. Assume that there exists a ∈ M ⊗ B(K) satisfying
βω(x)a = (x ⊗ 1)a for all x ∈ Mω. Let a = v|a| be the polar decomposition.
Then it is easy to see that βω(x)vv∗ = (x⊗ 1)vv∗ for all x ∈Mω. Put p = vv∗ ∈
M ⊗B(K). If u ∈ U(M), then βω(x)β(u)pβ(u∗) = (x⊗ 1)β(u)pβ(u∗). Therefore
the projection z = ∨u∈U(M)β(u)pβ(u∗) satisfies βω(x)z = (x⊗1)z for all x ∈Mω.
Since z ∈ β(M)′ ∩M ⊗ B(K) = C, we have z = 1, and β is properly centrally
nontrivial. 
Hence under the assumption on irreducibility, all the properties of (8.1) are
equivalent. In addition, if M is the AFD factor of type II1, they are equivalent
to proper outerness.
Lemma 8.4. Let R0 be the AFD factor of type II1. Let β ∈ Mor0(R0,R0⊗B(K))
be irreducible. Then the following properties on β are equivalent:
(1) central nontriviality,
(2) proper central nontriviality,
(3) strong outerness,
(4) proper outerness.
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Proof. We know the equivalence of (1), (2) and (3). It is trivial that (3) implies
(4). We show that (4) implies (1). Let τ be the trace on R0. We assume the
following lemma for a moment, and we prove this implication. LetK1 ⊂ K2 ⊂ . . .
be an increasing net of finite dimensional subfactors in R0 with (∪n≥1Kn)′′ = R0.
For each n, there exists a unitary un ∈ K′n ∩ R0 with ‖β(un) − un ⊗ 1‖τ⊗τK >
1/2. Then the sequence (un)n is central which defines u in (R0)ω. It satisfies
‖βω(u)− u⊗ 1‖τ⊗τK ≥ 1/2. Hence βω is not trivial on (R0)ω. 
We adapt [C3, Lemma 3.4] to the case of a homomorphism as follows.
Lemma 8.5. Let M be a factor of type II1 and K a finite dimensional Hilbert
space. Let β ∈ Mor(M,M ⊗ B(K)) be irreducible. If there exists a finite dimen-
sional subfactor K ⊂M with
sup{‖β(u)− u⊗ 1‖τ⊗τK | u ∈ U(K′ ∩M)} < 1,
then β is not properly outer.
Proof. Consider a weakly closed convex set inM⊗B(K), C = cow{(u⊗1)β(u∗) |
u ∈ U(K′ ∩M)}. In C take a unique point y0 attaining the minimal distance
from 0 with repect to ‖ · ‖τ . By assumption, ‖y0− 1‖τ < 1, in particular, y0 6= 0.
Unicity yields (u ⊗ 1)y0 = y0β(u) for any u ∈ U(K′ ∩ M). Hence we have
(x ⊗ 1)y0 = y0β(x) for any x ∈ K′ ∩M . Let {ei,j}ni,j=1 be a system of matrix
units for K. Since β(e1,1) and e1,1⊗ 1 are equivalent in M ⊗B(K), there exists a
partial isometry v ∈M ⊗B(K) with β(e1,1) = vv∗ and e1,1 = v∗v. Set a unitary
u =
∑n
i=1 β(ei,1)ve1,i in M ⊗ B(K). Then we have u(ei,j ⊗ 1) = β(ei,j)u. Hence
u(x ⊗ 1) = β(x)u for all x ∈ K. Let γ = Ad(u∗) ◦ β and y1 = y0u. Then γ is
trivial on K and y1γ(x) = (x⊗ 1)y1 holds for x ∈ K′ ∩M . Let E : M ⊗B(K)→
(K′ ∩M) ⊗ B(K) be a faithful conditional expectation. Then there exists an
element a in K with z = E((a⊗1)y1) 6= 0. Since γ(K′∩M) ⊂ (K′∩M)⊗B(K),
z satisfies zγ(x) = (x⊗ 1)z for x ∈ K′ ∩M . In fact, this equality is valid for any
x ∈M because γ is trivial on K. This shows γ is not outer. Hence β = Ad(u)◦γ
is not outer. 
Let (α, u) be a cocycle action of Ĝ on a von Neumann algebra M . We call
(α, u) centrally free if απ is properly centrally nontrivial for each π ∈ Irr(G)\{1}.
Corollary 8.6. Let (α, u) be a cocycle action of Ĝ on a von Neumann algebra
M . Then the following properties of (α, u) are equivalent:
(1) central freeness,
(2) strong freeness.
In addition, if M is the AFD factor of type II1, they are also equivalent to
(3) freeness.
Proof. We know that (1) and (2) are equivalent and (2) implies (3). We show
that (3) implies (1). By Lemma 2.8, each map απ, π ∈ Irr(G), is irreducible.
Then by Lemma 8.4, απ is properly centrally nontrivial. 
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