Abstract. Oshima's Lemma describes the orbits of parabolic subgroups of irreducible finite Weyl groups on crystallographic root systems. This note generalises that result to all root systems of finite Coxeter groups, and provides a self contained proof, independent of the representation theory of semisimple complex Lie algebras.
Introduction
This note concerns a lemma (Lemma 1.2 below) of Oshima on orbits of standard parabolic subgroups of an irreducible finite Weyl group acting on its crystallographic root system. That result is proved in [10, Lemma 4.3] using results from [9] about the representation theory of semisimple complex Lie algebras. It is applied in [10] , and plays a crucial role in [4] , in the study of conjugacy classes of reflection subgroups of finite Weyl groups.
The purpose of this note is to give several reformulations and generalisations of the lemma which apply to general root systems of finite Coxeter groups and to provide an elementary self-contained proof of the generalised lemma. Though the statements are uniform, the proof involves some casewise analysis.
This note is organised as follows. In Section 1, we briefly state Oshima's lemma (Lemma 1.2) and our generalisation (Proposition 1.4). Section 2 gives more details on the notions involved in the formulation of these results and their proofs. Section 3 reduces the proofs of both results to showing that Proposition 1.4(a) holds for at least one root system of each irreducible finite Coxeter group and proves 1.4(a) for dihedral groups. Section 4 proves 1.4(a) for crystallographic root systems of finite Weyl groups, using elementary properties of root strings. By the classification of irreducible finite Coxeter groups, the proof of 1.4(a) in general is reduced to the cases of W of type H 3 and H 4 ; these are treated in Section 5 by using foldings of Coxeter graphs to reduce to types D 6 and E 8 , where the result is known from Section 4.
1. Orbits of parabolic subgroups on finite root systems 1.1. Oshima's lemma. Let Φ ⊆ V be a root system of a finite Coxeter system (W, S), and let Π be a set of simple roots corresponding to S (see Section 2 for details on terminology). For α ∈ RΦ and β ∈ Π, define the root coefficient α[β] ∈ R by α = β∈Π α[β]β; define the support of α to be supp(α) := { β ∈ Π | α[β] = 0 }.
The following result is proved in [10, Lemma 4.3] using facts from [9] about the representation theory of semisimple complex Lie algebras. Lemma 1.2. Assume above that W is an irreducible finite Weyl group and Φ is crystallographic. Fix ∆ ⊆ Π, scalars c β ∈ R for β ∈ ∆, not all zero, and l ∈ R. Let
If X is non-empty, then it is a single W Π \ ∆ -orbit of roots where W Π \ ∆ is the standard parabolic subgroup with simple roots Π \ ∆. Equivalently, |X ∩ C Π \ ∆ | ≤ 1 where C Π \ ∆ is the closed fundamental chamber of W Π \ ∆ .
1.3. The result below gives reformulations of Lemma 1.2 which are valid for all (possibly non-crystallographic or reducible) finite Coxeter groups.
Proposition 1.4. Let Φ be a root system of a finite Coxeter group W , with simple roots Π and corresponding simple reflections S. For J ⊆ S, let W J denote the standard parabolic subgroup of W generated by J, and C W J denote its closed fundamental chamber.
The assumption in (a) that α ∈ Φ \ Φ J cannot be weakened to α ∈ Φ. For take Φ of type A 3 in R 4 with simple roots α i := e i − e i+1 for i = 1, . . . , 3,
(2) The proposition does not extend as stated to infinite Coxeter groups. For example, take (W, S) irreducible affine of type A 3 with Π = {α 0 , α 1 , α 2 , α 3 } where α i and α j are joined in the Coxeter graph if i − j ∈ {±1} (mod 4). Let δ := α 0 +α 1 +α 2 +α 3 denote the standard indivisible isotropic root (which is not in Φ; see [8] ). Take
(3) It may also be shown that if v ∈ C W , w ∈ W and J ⊆ S, then W v∩(v+RΠ J ) = W J v. This statement generalises to possibly infinite Coxeter groups; see [6 
(4) We do not know any natural result which generalizes both 1.4(a) and (3). Also, there is no known extension of 1.4(a) or (3) to unitary reflection groups.
Preliminaries
The remainder of the paper gives a proof of Lemma 1.2 and Proposition 1.4. This preliminary section sets out more precisely the notation, terminology and background required for the statements of these results and their proofs. α. In this paper, by a root system Φ in V , we shall mean a subset Φ of V satisfying the conditions (i)-(iii) below:
(iii) If α, cα ∈ Φ with c ∈ R, then c ∈ {±1}. This includes all the most commonly used notions of roots systems of finite Coxeter groups, except for non-reduced crystallographic root systems of finite Weyl groups.
The subgroup W of End(V ) generated by { s α | α ∈ Φ } is a finite (real) reflection group i.e. a finite Coxeter group. A simple system Π of Φ is a linearly independent subset Π ⊆ Φ such that Φ = Φ +∪ Φ − where Φ + := Φ ∩ R ≥0 Π and Φ − = −Φ + . Fix a simple system Π (it is well known that such simple systems exist). Then Φ + is the corresponding positive system of Φ and S := { s α | α ∈ Π } ⊆ W is called the set of simple reflections of W . It is well known that (W, S) is a Coxeter system. The
The definition of root coefficients and support of roots from 1.1 extends without change to the broader class of root systems considered in this section.
2.2. Dual root system. If Φ is a root system in V , then Φ ∨ := α ∨ | α ∈ Φ is a root system, called the dual root system of Φ; it has a system of simple roots Π ∨ := { α ∨ | α ∈ Π } with corresponding positive roots Φ ∨ + := { α ∨ | α ∈ Φ + } and associated finite Coxeter system (W, S).
2.3.
Weyl groups. The root system Φ is said to be crystallographic if for all α, β ∈ Φ, one has α, β ∨ ∈ Z. In that case, W is a finite Weyl group and Φ (considered as a subset of its linear span) may be regarded as a reduced root system in the sense of [1, Ch VI].
Reflection subgroups.
A subgroup W ′ of V generated by a subset of T is called a reflection subgroup. It has a root system
The reflection subgroups W I := I generated by subsets I of S are called standard parabolic subgroups and their conjugates are called parabolic subgroups.
For a reflection subgroup W ′ , we denote by C W ′ the fundamental chamber for W with respect to simple roots Π W ′ . In the following Lemma, we collect some standard facts concerning this situation, which may be found in [1, 12] .
(a) Every W orbit on V contains a unique point of C .
It follows that if α ∈ Φ is any root, then the W -orbit W α contains a unique element of C W . A root α ∈ Φ ∩ C W is called a dominant root. If Φ is irreducible, there are at most two dominant roots (cf. [3, Lemma 2]), and hence at most two W -orbits of roots. If Φ is crystallogrphic, the dominant roots are the highest long and short roots of the components of Φ.
Some reductions, and proof of 1.4(a) for dihedral groups
This section provides some reductions which are useful for the proofs of Proposition 1.4 and Lemma 1.2. These two results are then proved for dihedral reflection groups.
3.1. Reductions. Suppose we are given positive scalars d γ for γ ∈ Φ such that 
We say that such a root system Ψ is obtained by rescaling Φ. For example, the dual root system Φ ∨ is obtained by rescaling Φ. Any root system of the finite reflection group W on V can be obtained from any other root system of W by rescaling. 
Proof. To prove (a), we assume Proposition 1.4(a) and make the assumptions of Lemma 1.
Next, we prove (b). Let J, α, β be as in Proposition 1.4(b). If Proposition 1.4(a) holds, it implies that β ∈ W J α and so β = α since α, β ∈ C W J . Conversely, suppose that Proposition 1.4(b) holds for (W, S, Φ, Π) and let J, α be as in Proposition 1.4(a).
We next show that Proposition 1.4(a) implies Proposition 1.4(c). Let W ′ , Φ, β be as in Proposition 1.4(c). Write W ′ = wW J w −1 where w ∈ W and J ⊆ S, and let
as required for Proposition 1.4(c). To complete the proof of (c), we show that Proposition 1.4(a) follows from its special case in which Φ is irreducible. Let α ∈ Φ. It is known that supp(α) is a non-empty connected subset of Π, and it is therefore contained in some connected component Γ of
Obviously, the right hand side is contained in the left. On the other hand, let β ∈ Φ ∩ (α + RΠ J ). Since α ∈ Φ J , we have 
and Proposition 1.4(a) holds for arbitrary W . Hence (c) is proved. The straightforward verifications of (d) and (e) are left to the reader. Let α 1 , . . . , α n be roots in Φ, where n > 0. For I ⊆ L := {1, . . . , n}, let α I := i∈I α i . Assume that α I = 0 for all I ⊆ L with I = ∅ and that α L = α 1 + . . . + α n ∈ Φ.
(a) There is a permutation σ of {1, . . . , n} such that for each i = 1, . . . , n, one has α σ(1) + . . .
(c) Assume that α i + α j ∈ Φ for any i, j with 2 ≤ i < j ≤ n. Then α I ∈ Φ for all I ⊆ L with 1 ∈ I. In the (present) crystallographic case, it has a standard proof using the well-known formulae ([g α , g β ] = g α+β for α, β ∈ Φ with α + β ∈ Φ and [g α , g β ] = 0 for α, β ∈ Φ with α + β ∈ Φ ∪ {0}) for brackets of root spaces g α , where α ∈ Φ, of a semi-simple complex Lie algebra g with root system Φ. In fact, it follows by computing
using these formulae and the Jacobi identity. We give another proof below.
Proof. It is well known that part (a) may be proved in the same way as its special case [1, Ch VI, §1, Proposition 19] where all α i ∈ Φ + . A proof of (b) in terms of root strings is as follows. Assume to the contrary that a 1 + α 2 + α 3 ∈ Φ, α 1 + α 2 ∈ Φ, but α 2 + α 3 ∈ Φ and α 1 + α 3 ∈ Φ. Since α 1 , α 3 ∈ Φ but α 1 + α 3 ∈ Φ ∪ {0}, one gets α 3 , α
Together, these four formulae give α 2 , α
In turn, these equations imply α 1 + α 2 , α 1 + α 2 ≤ 0. Since −, − is positive definite, this forces α 1 + α 2 = 0, which contradicts the assumptions.
To prove (c), assume n ≥ 2 and choose σ as in (a). We use cycle notation for permutations (two-cycles) of {1, . . . , n} below. Note that (a) also holds with σ replaced by σ ′ := σ(1, 2). By the assumption in (c), one must have 1 ∈ {σ(1), σ(2)} since σ(1) + σ(2) ∈ Φ. Replacing σ by σ ′ if necessary, assume without loss of generality that σ(1) = 1. Now for any i with 2 ≤ i < n, let
This shows that if σ satisfies (a) and σ(1) = 1, then, for each i with 2 ≤ i < n, (a) also holds with σ replaced by σ(i, i + 1). Since the adjacent two-cycles (i, i + 1) with 2 ≤ i < n generate the symmetric group on {2, . . . , n}, (a) holds for all permutations σ of {1, . . . , n} which fix 1. Now given I as in (c), there is some such permutation σ and some j with 1 ≤ j ≤ n such that I = {σ (1), . . . , σ(j)}, and (c) follows.
For
(a) If α, β ∈ Φ with β ∈ α + RΠ J , then there exists w ∈ W J such that w(β) ≥ J w(α). (b) Let α, β ∈ Φ \ Φ J with α ≤ J β. Then one may write β − α = n i=2 α i with α i ∈ Φ J,+ for i = 2, . . . , n and n ≥ 1 minimal. Set α 1 := α. Then α I ∈ Φ for all I ⊆ L := {1, . . . , n} with 1 ∈ I.
For (b), note first that there exist expressions β −α = n i=2 α i with each α i ∈ Φ J,+ (since, using β − α ∈ Z ≥0 Π J , they exist even with each α i ∈ Π J ). Fix such an expression with α i ∈ Φ J,+ and n minimal. It will suffice to verify that α 1 , . . . α n satisfy the hypotheses of Lemma 4.1(c). One has α L = α 1 + (α 2 + . . . + α n ) = α + (β − α) = β ∈ Φ. Let ∅ = I ⊆ L. If 1 ∈ I, then α I ∈ α 1 + RΠ J = α + RΠ J and thus α I = 0, since α ∈ Φ \ Φ J implies α ∈ RΠ J . If 1 ∈ I, then α I = 0 by minimality of n (for instance). Finally, if 2 ≤ i < j ≤ n, then α i + α j ∈ Φ J by minimality of n, and hence α i + α j ∈ Φ since α i + α j ∈ RΠ J and RΠ J ∩ Φ = Φ J . 4.5. Proof of 1.4(a) for Weyl groups. By rescaling if necessary, we may assume Φ is crystallographic. We may also assume that W is irreducible. Then by [1, Ch VI, §1, Proposition 11], Φ has at most two root lengths. Rescaling again to replace Φ by Φ ∨ if necessary, we may assume that α is a long root. To simplify the argument, we assume using Lemma 3.4 that Φ is not of type G 2 and multiply the inner product on V by a positive scalar (or do a further rescaling) if necessary so that the maximal squared length of a root in Φ is α, α = 4. Roots of squared length 4 are here called long roots; other roots (if there are any) are called short roots, and ( cf. [1] ) they have squared length 2. The roots of any fixed length form a single W -orbit.
Let α ∈ Φ \ Φ J and β ∈ W α ∩ (α + RΠ J ) i.e. β ∈ Φ ∩ (α + RΠ J ) with β, β = 4. We have to show β ∈ W J α. Let w ∈ W J be as in Lemma 4.4(a). It will suffice to show that w(β) ∈ W J w(α). Replacing α by w(α) and β by w(β), we assume without loss of generality that α ≤ J β. Let α 1 , . . . , α n ∈ Φ J,+ be as in Lemma 4.4(b), so α I ∈ Φ ∩ (α + RΠ J ) for all I ⊆ L with 1 ∈ I. If n ≤ 2, then β ∈ W J α by Lemma 3.4. We assume that n ≥ 3 and prove that β ∈ W J α by induction on n. If α I ∈ Φ is a long root for some I with 1 ∈ I L, then by induction, α is W J -conjugate to α I and α I is W J -conjugate to β, so β is W J -conjugate to α. Hence we may assume that all α I with 1 ∈ I L are short roots. (In particular, this completes the argument if Φ is simply laced, since there are no short roots in that case).
Note that, writing I ′ := I \ {1} for I ⊆ L with 1 ∈ I, one has (4.5.1)
∈ Z, a contradiction. Hence α i , α i = 2 and α 1 , α i = −2. Hence each α i with 2 ≤ i ≤ n is a short root, and (4.5.1) simplifies (for general I ∋ 1) to
Now take I = {1, 2, 3} in this. One gets α I , α I = 2 α 2 , α 3 . Suppose first that α I , α I = 4 i.e. α I is long. This forces α I = β, so I = {1, 2, . . . , n} (i.e n = 3). It also gives α 2 , α 3 = 2 and therefore α 2 = α 3 since α 2 and α 3 are short. In this case, we get
as required. The other possibility is that α I , α I = 2 i.e. α I is short. Then β = α I so n ≥ 4, and α 2 , α 3 = 1. One has s α 2 (α 3 ) = α 3 − α 2 ∈ Φ J , so one of ±s α 2 (α 3 ) is in Φ J,+ . Interchanging α 2 and α 3 if necessary, suppose without loss of generality that α The arguments above suffice to establish Proposition 1.4 provided that (W, S) has no irreducible components of type H 3 or H 4 . To complete the proof in general, it is enough to establish that it holds if (W, S) is of type H 4 or H 3 (in fact, by Lemma 3.2(e), the case H 4 suffices). We do this using a suitable embedding of W as a subgroup of a Weyl group of simply laced (A, D, E) type, as discussed in detail in [7, §1] for the case of H 4 in E 8 .
The non-crystallographic case-preparation. Define the number ring
denotes the golden ratio, so τ 2 = τ + 1. Let Φ be a finite root system for a Coxeter group W such that α, α = 2 for all α ∈ Π and α, β ∈ {0, −1, −τ } for all distinct α, β ∈ Π. Any finite Coxeter group W such that the off diagonal entries of its Coxeter matrix are all 2, 3 or 5 has such a root system, in which, for distinct α, β ∈ Π, s α s β has order 2, 3 or 5 according as whether α, β is equal to 0, −1 or −τ . Any root system of type H 4 or H 3 can be rescaled if necessary to be this form.
Let U := RΠ be the free R-submodule of V with R-basis Π. One has Φ ⊆ U. Regard W as a group acting faithfully on U, generated by R-linear reflections s α : U → U for α ∈ Φ (or just in Π) given by v → v − v, α α for v ∈ U, where −, − is now regarded as a symmetric R-bilinear map U × U → R. Define a Z-linear map θ : R → Z by θ(a + bτ ) = a for a, b ∈ Z and a symmetric Z-bilinear form (−, −) : U × U → Z by (α, β) = θ( α, β ). Then as in [7, §1] , ∆ := Π∪ τ Π is a simple system for a simply laced finite crystallographic root system Ψ := Φ∪ τ Φ, with (α, α) = 2 for all α ∈ Φ and with Z-linear reflections r α : U → U given by v → v − (v, α)α for α ∈ Ψ (note U is the root lattice of Ψ). Denote the corresponding finite Coxeter system as (W ′ , S ′ ). For α ∈ Φ, one has s α = r α r τ α = r τ α r α . In particular, W ⊆ W ′ . The inclusion map W → W ′ is length doubling: for w ∈ W , l ′ (w) = 2l(w) where l ′ (resp., l) is the length function of (W ′ , S ′ ) (resp., (W, S)).
5.2.
A set of roots of Ψ of the form {α, τ α} where α ∈ Φ will be called a bundle.
For the proof of Proposition 1.4 in the remaining cases, we need only (b) from the following, but the other parts are also of interest. Proof. Given α, β ∈ Φ, there exists w ∈ W such that wα, wβ are in a standard parabolic subgroup of W of rank at most two. By an easy case by case check of the possibilities (which are types A 1 , A 1 × A 1 , A 2 or I 2 (5)), one sees that α, β ∈ {0, ±1, ±(τ − 1), ±τ, ±2}. One has the following possibilities for inner products:
Note that (using [5] for instance) a subset Γ of Φ is a simple subsystem if and only if it is R-linearly independent and for any distinct α, β ∈ Γ, one has α, β ∈ {0, −1, −τ }. Similarly, a subset Γ ′ of Ψ is a simple subsystem if and only if it is Z-linearly independent and for any distinct α, β ∈ Γ ′ , one has α, β ∈ {0, −1}. Hence (a) follows by inspection of the above table. Note next that the set of nonnegative inner products α, β with α, β ∈ Φ is contained in {0, 1, τ − 1, τ, 2}. Part (b) follows immediately from the table and the definition of fundamental chamber.
It is enough to prove (c) for irreducible Φ. For Φ of type H 4 , the result is clear from [7, §1] . The cases of H 3 , I 2 (5) follow, since they are induced embeddings of standard parabolic subgroups of H 4 in standard parabolic subgroups of E 8 . The simply laced cases hold by inspection of the table.
It remains to prove (d). Let Λ be a root subsystem of Φ and let Γ be a simple subsystem of Λ. The discussion of 5.1 applied to (Λ, Γ) instead of (Φ, Π) implies that ϕ ′ (Λ) := Λ ∪ τ Λ (which is obviously a union of bundles) is a root subsystem of Ψ with a simple system ϕ(Γ) = Γ ∪ τ (Γ). Obviously the map ϕ ′ so defined is W -equivariant, and it is injective since Φ ∩ ϕ ′ (Λ) = Λ. To complete the proof of (d), take any root subsystem Λ ′ of Ψ which is a union of bundles. Let Λ := Λ ′ ∩ Φ. For α, β ∈ Λ, one has s α (β) = r α r τ α (β) ∈ Φ ∩ Λ ′ = Λ since α, τ α ∈ Λ ′ . Hence Λ is a root subsystem of Φ, and clearly ϕ ′ (Λ) = Λ ′ .
5.4. Proof of 1.4(a) for H 3 and H 4 . It is now easy to deduce the validity of Proposition 1.4(b) (which is equivalent to 1.4(a)) for (W, S) of type H 4 or H 3 from its validity for simply laced root systems as follows. Without loss of generality, take (W, S, Φ, Π) as in 5.1 and define (W ′ , S ′ , Ψ, ∆) as there. Fix J ⊆ S and let J ′ ⊆ S ′ with ∆ J ′ = Π J∪ τ Π J . Let α, β ∈ (Φ \ Φ J ) ∩ C W J with β ∈ α + RΠ J . Since Φ ⊆ RΠ, this gives β ∈ α + RΠ J = α + Z∆ J ′ . Note also that Φ J = Φ ∩ RΠ J . Since α, β ∈ Φ \ Φ J and τ is a unit in R, one has τ α, τ β ∈ RΠ J = Z∆ J ′ and so τ α, τ β ∈ Ψ \ Ψ J ′ . By Proposition 5.3(b), one has τ α, τ β ∈ C W ′ J ′ . By Lemma 1.4(b) for (W ′ , S ′ , Φ ′ , ∆ ′ ), which is already known from Section 4 since Ψ is crystallographic, it follows that τ α = τ β and thus α = β. This proves 1.4(b) for (W, S, Φ, Π) and completes the proof of Proposition 1.4(a), and hence all results of this paper, in all cases.
