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Abstract. Los sistemas de visio´n por ordenador permiten automatizar
procesos de medicio´n relacionados con la industria alimentaria, asistiendo
a los operadores humanos en tareas supervisio´n comu´nmente tediosas y
realizando clasificaciones objetivas. En este trabajo describimos el desa-
rrollo de un sistema de visio´n artificial para la clasificacio´n de tejidos
en cortes vacunos en condiciones de una l´ınea de produccio´n. El sistema
utiliza redes neuronales multicapas que aprenden, a trave´s del entre-
namiento supervisado por un experto, a clasificar cada pixel de la imagen
del corte vacuno en seis categor´ıas de intere´s: fondo, bandeja, sombra,
carne con coloracio´n deseada, carne con coloracio´n no deseada y grasa.
Los resultados obtenidos muestran la factibilidad del sistema propuesto.
Predice las clases de intere´s con un 2% de error para los cortes de Nalga
y Bife de Chorizo. Adema´s, el sistema puede cuantificar el deterioro en
la coloracio´n mu´sculo en funcio´n del tiempo.
1 Introduccio´n
Las te´cnicas visio´n por computador incluyen la adquisicio´n, procesamiento y
ana´lisis de ima´genes, facilitando la evaluacio´n objetiva y no destructiva de las car-
acter´ısticas visuales de calidad en productos alimenticios. Estos sistemas, esta´n
siendo utilizados con mayor frecuencia en la industria alimentaria para fines de
control de calidad, ya que ofrecen la posibilidad de automatizar las pra´cticas
manuales de clasificacio´n eliminando las tareas de supervisio´n humana tediosas.
Los recientes avances en hardware y el software han ayudado en esta expansio´n,
proporcionando soluciones potentes en rentabilidad, consistencia, velocidad y
exactitud[1].
En este trabajo desarrollamos un sistema de visio´n automa´tico que adquiere
ima´genes de cortes vacunos depositados sobre una bandeja y mide para´metros
de intere´s para el consumidor, como ser la cantidad de grasa y el estado de la
coloracio´n del mu´sculo.
Existe una bibliograf´ıa extensa relacionada con la aplicacio´n de te´cnicas de
visio´n artificial para el ana´lisis de cortes ca´rnicos (por ejemplo cortes vacunos [3],
de cerdo [4], de cordero [5], etc). Una revisio´n detallada sobre esta tema´tica puede
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encontrarse en [6]. Es notable que la mayor´ıa de estos estudios se realiza en condi-
ciones de laboratorio donde el corte se deposita sobre una superficie que genera
un buen contraste respecto al fondo, simplificando la clasificacio´n de la grasa.
Una vez eliminados los p´ıxeles asociados a la grasa, se predicen propiedades com-
plejas del mu´sculo como ser la ternura, la jugosidad o´ la aceptacio´n. Utilizando
modelos lineales se alcanzan muy buenas correlaciones entre las propiedades me-
didas en la imagen y las variables de intere´s [7].
En este trabajo, estudiamos tres aspectos que consideramos importantes en
relacio´n a la industrializacio´n de estos procesos en una cadena de produccio´n que
no fueron estudiados previamente: 1)El disen˜o de un clasificador supervisado que
distinga correctamente las clases de intere´s. Adema´s que aprenda a separar la
bandeja (que generalmente tiene una coloracio´n similar a la grasa) de la grasa
en s´ı. De este modo no sera´ necesario el ajuste por un experto, de los pasos de
preprocesamiento previos a la clasificacio´n de los tejidos de intere´s alimentario;
2) la implementacio´n de un sistema de iluminacio´n que disminuya el efecto de las
sombras introducidas por la curvatura de la bandeja y los reflejos en la superficie
del corte 3) una medicio´n del aumento de la coloracio´n no deseada en el mu´sculo
durante un lapso de cinco d´ıas.
Es importante destacar que la informacio´n visual es una de las v´ıas ma´s re-
levantes en la decisio´n del consumidor de adquirir el producto. Un cambio en
el color de los tejidos puede relacionarse con una mala conservacio´n y el subse-
cuente desarrollo microorganismos.
Otro aspecto muy importante en la coloracio´n es el contacto del ox´ıgeno, que
en tiempo prolongado le imprime un color marro´n a la carne. Los consumidores
ante la deteccio´n en el cambio de coloracio´n, prefieren no comprar el producto.
Es necesario destacar que el cambio en la coloracio´n de la carne en funcio´n del
tiempo no fue caracterizado en trabajos previos [7].
Estas razones nos llevaron a desarrollar un sistema para analizar automa´ti-
camente ima´genes de cortes vacunos. Para esto, un entrenador humano (que de-
nominaremos supervisor o experto) clasificara´ algunos pixeles de la imagen en
las siguientes categor´ıas: {1-fondo, 2-bandeja, 3-sombra, 4-carne con coloracio´n
deseada, 5-carne con coloracio´n no deseada, 6-grasa}. Nuestro objetivo es hallar
una red neuronal que aprenda el patro´n incorporado por el operador y pueda
generalizar el comportamiento del experto a nuevas ima´genes. De e´ste modo,
la empresa podra´ utilizar e´sta informacio´n para tomar una decisio´n acerca del
funcionamiento de su l´ınea de produccio´n y del proveedor (penalizacio´n y/o de-
volucio´n de la mercader´ıa dan˜ada).
Este trabajo se organiza de la siguiente forma: En la Seccio´n 2 introduci-
mos el dispositivo utilizado y describimos los clasificadores con redes neuronales
que utilizaremos. En la Seccio´n 3 caracterizamos el error de clasificacio´n para
las distintas redes testeadas y mostramos su utilidad para medir la cantidad de
grasa y el deterioro del mu´sculo a trave´s de los d´ıas. Finalmente en la Seccio´n 4
discutimos posibles mejoras a introducir en el futuro.




La iluminacio´n de una escena es un factor importante que afecta a menudo a la
complejidad de los algoritmos de visio´n. En este trabajo, se utilizo´ el enfoque de
iluminacio´n difuso (ver Fig. 1) que se puede emplear en los objetos caracterizados
por superficies lisas y regulares (disminuyendo reflejos especulares y sombras).
El sistema de adquisicio´n de ima´genes utiliza una ca´mara digital Fujifilm
modelo FinePix S4000 con longitud focal y la exposicio´n fijas. Las ima´genes
fueron registradas en 24 bits de color. Resolucio´n de la imagen fue 574x720
p´ıxeles. El a´rea registrada en cada imagen fue 20.3cm de ancho y 16.1cm de
largo. De este modo, un cent´ımetro corresponde aproximadamente a 35 pixels.
Fig. 1. Dispositivo de iluminacio´n y adquisicio´n de ima´genes. Las dimensiones son en
cent´ımetros.
2.2 Clasificacio´n de Ima´genes de Cortes Vacunos Utilizando Redes
Neuronales Multicapas
El objetivo de este trabajo es construir un clasificador que clasifique los pixeles
de una imagen del corte de carne en las seis categor´ıas (ver Fig. 2). Luego de
entrenar el clasificador con la informacio´n ingresada por un experto, este debe
emular al experto.
Utilizaremos redes neuronales artificiales (RNAs) multicapas. En la Fig. 3
mostramos una red de dos capas y el co´mputo que realiza. Como se ve en la
figura, la entrada de la RNA esta´ formada por un vector p de dimensio´n R× 1.
La capa i de la RNA tiene Si neuronas y su estado ai esta´ descripto por el
vector: ai = f i(W i ∗ ai−1 + bi), donde W i es la matriz de pesos sina´pticos (de
dimensio´n Si × Si−1), bi es el vector de desv´ıos y f i es la funcio´n de activacio´n.
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Fig. 2. Clasificacio´n de la imagen de un corte vacuno. A) Imagen original. B) Imagen
clasificada por la red neuronal. Las clases son: {1-fondo, 2-bandeja, 3-sombra, 4-carne
con coloracio´n deseada, 5-carne con coloracio´n no deseada, 6-grasa}.
Fig. 3. Redes neuronales multicapas [2: Matlab].
Si tenemos que resolver problemas de clasificacio´n que no sean linealmente
separables debemos utilizar RNAs con ma´s de una capa.
Un ejemplo de vector de entrada puede ser: p = [Rn, Gn, Bn, xn, yn]
T , donde
Rn, Gn, Bn representan los valores (normalizados a 1) de los tres canales de color
del pixel ‘n’ y xn,yn las coordenadas (x,y) en la imagen.
Como dijimos, cada pixel sera´ clasificado en una de las seis categor´ıas. El
aprendizaje de la asociacio´n de la clase correcta (dada por la salida de la red ‘a’)
para cada entrada p se hace utilizando la informacio´n ingresada por el supervisor.
El supervisor selecciona un pixel de la imagen e indica la clase correcta (que
notaremos con el vector t). La salida deseada t de la red neuronal es un vector
columna de (6× 1) que vale: [1 0 0 0 0 0]T si es clase 1; [0 1 0 0 0 0]T si es clase
2, y as´ı sucesivamente a la clase 6.
E´sta informacio´n de entrenamiento es guardada en una base de datos para
producir los entrenamientos y testeos de RNAs con distintas configuraciones de
entrada y de geometr´ıas de red (ver Seccio´n 3).
El entrenamiento de la RNA consiste en encontrar los para´metros {W, b} de
cada red propuesta para lograr que el error cuadra´tico medio entre la salida de
la red a y el valor correcto t ingresado por el supervisor sea mı´nimo. Se define
el error cuadra´tico medio de la prediccio´n de la red como:
E(W, b) = 1Ntrain
Ntrain∑
n=1
(tn − an)T .(tn − an). Los valores iniciales de {W, b} se
eligen al azar y se utiliza la te´cnica de Levenberg-Marquardt para minimizar
E ([2]). Los algoritmos se implementaron en el toolbox de Redes Neuronales
de Matlab (que es un software privativo) y los casos o´ptimos se implementaron
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en Python (que es un software libre). En los dos casos sus resultados fueron
similares.
2.3 Esquemas de Entrenamiento-Testeo
Se analizaron muestras de cortes de ‘Bife de Chorizo’ (NBF = 6) y ‘Nalga’ (NN =
5), donde NBF y NN es el nu´mero de muestras de cada corte. El conjunto de
datos consta de Ncortes = NN+NBF = 11. Se tomaron ima´genes de cada muestra
durante 5 d´ıas (por lo tanto la base de datos tiene 55 ima´genes). Por cada corte y
cada d´ıa (o sea, por cada imagen) el entrenador ingreso´ 50 ejemplos de cada clase
(esto resulta en 300 ejemplos por imagen). El conjunto total de datos ingresados
por el supervisor {p, t} (recordar que p es el vector de entradas y t el de salidas
deseadas) se dividio´ en dos conjuntos. El conjunto {ptrain, ttrain} formado por
(Ncortes−1) y {ptest, ttest} formado por el corte restante. Adema´s, el toolbox de
RNA divide el conjunto {ptrain, ttrain} en 2 grupos, de 70% para entrenamiento
y 30% para validacio´n. Con este esquema, el toolbox frena el entrenamiento
cuando el error con los ejemplos de validacio´n aumenta sostenidamente por 6
e´pocas. Una vez encontrada la mejor red neuronal que predice la clase correcta
para {ptrain, ttrain}, se uso´ {ptest, ttest} para testear la prediccio´n de la red con
datos no usados previamente.
3 Resultados
3.1 Error de Clasificacio´n para Distintas Geometr´ıas de la RNA
Utilizamos el esquema de entrenamiento-testeo de la seccio´n anterior para es-
tudiar el error de clasificacio´n de distintas geometr´ıas de redes multicapas. Se
testearon redes de una y dos capas y se vario´ el nu´mero de neuronas S1 y S2 en
{5, 10, 20} neuronas. Se utilizaron funciones de transferencia del tipo logsig.
Otro factor importante a la hora de definir la red es proponer cuales son las
caracter´ısticas de la imagen que se utilizara´n como entrada de la RNA. Pro-
pusimos tres casos: La configuracio´n ‘1’ tiene un vector p = [Rn, Gn, Bn]
T
donde Rn,Gn,Bn representan los valores (normalizados a 1) del canal rojo,
verde y azul del pixel ‘n’. En la configuracio´n ‘2’ tenemos cinco entradas p =
[Rn, Gn, Bn, xn, yn]
T donde xn,yn corresponden a las coordenadas (x,y) del pixel
‘n’. Esta propuesta se hizo debido a que las clases ‘fondo’, ‘bandeja’ y ‘sombra’
generalmente se encuentran en los l´ımites externos de la imagen. Finalmente en
la configuracio´n ‘3’ se agregaron los valores del canal rojo de los primeros vecinos
del pixel ‘n’ (por lo tanto, en este caso p ∈ <(9x1)).
En la Tabla 1 mostramos el error de clasificacio´n utilizando los datos de
testeo para todas las configuraciones analizadas en el caso de los dos tipos de
cortes.
Podemos ver que a medida que aumentamos la complejidad de la red, el
error de testeo para la clasificacio´n disminuye. Esto quiere decir que el control
de overfitting utilizado (ver seccio´n anterior) resulta exitoso. Por otro lado, ve-
mos que el error de testeo para el corte 1 es menor que para el corte 2. De
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Tabla 1. Resultados del entrenamiento de distintas geometr´ıas de RNA con las mues-
tras de Nalga y de Bife de chorizo. Las columnas 5 y 6 informan el porcentaje de
predicciones erroneas.
Entradas N◦ de capas N◦ de neuronas N◦ de neuronas Error medio Error medio
en la primer capa en la segunda capa nalga (%) bife de chorizo (%)
3
1
5 - 2.7 6.5
10 - 2.1 5.7
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este modo, concluimos que (si la l´ınea de produccio´n lo permite) resulta apropi-
ado utilizar redes optimizadas para cada tipo de corte. Sin embargo, tambie´n
testeamos la clasificacio´n de todos los cortes con una sola red neuronal con la
geometr´ıa nu´mero 20 × 20. En este caso obtuvimos un error de clasificacio´n de
2% y esto es razonable ya que es un valor promedio entre los dos cortes analiza-
dos.
Para analizar que clases producen mayor error de clasificacio´n, calculamos la
matriz de confusio´n en el testeo para la RNA20× 20 (ver * Tabla 2). En ambos
casos la mayor confusio´n se produce entre las clases ‘grasa’ y ‘sombra’.
Otro aspecto importante es que, dado que nuestro principal objetivo es medir
para´metros de intere´s para los consumidores (tales como porcentaje de grasa y
coloracio´n del mu´sculo) se probo´ agrupar las tres clases que no son de intere´s
para el consumidor (bandeja, fondo y sombra) en una sola para simplificar el
clasificador y, de este modo, el entrenamiento necesario. Es notable que la RNA
20 x 20 puede resolver el problema aumentando a 2.6% de error promedio. Esto
se debe a un aumento en las confusiones se produce nuevamente con la clase
grasa. Finalmente se compararon los resultados obtenidos por la RNA 20x20
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con otros dos tipos de clasificadores: un clasificador basado en el ana´lisis dis-
criminante (CAD) y otro basado en la te´cnica k vecinos cercanos (KNN). En los
tres clasificadores se utilizo´ el caso de 9 entradas y 6 salidas. El error de testeo
(para ambos cortes) con el CAD fue del 8.7%. La te´cnica basada en KNN se
testeo´ con valores de k entre 1 y 15 obteniendose un error del 2.9%. Por lo tanto
ambos clasificadores tuvienron un desempen˜o inferior al basado en RNAs.
Tabla 2. Matriz de confusio´n correspondiente al corte Nalga (izquierda) y Bife de
Chorizo (derecha) para la RNA20× 20 con 9 entradas.
clase target clase target
predicha 1 2 3 4 5 6 predicha 1 2 3 4 5 6
1 0.995 0 0 0 0 0 1 1 0 0 0.001 0.001 0
2 0 0.998 0.004 0 0 0 2 0 0.99 0.022 0 0 0.001
3 0 0.002 0.954 0.001 0.002 0.02 3 0 0.01 0.951 0.002 0 0.035
4 0 0 0.001 0.976 0.007 0 4 0 0 0.003 0.953 0.064 0.003
5 0.005 0 0.009 0.019 0.989 0 5 0 0 0 0.036 0.934 0
6 0 0 0.032 0.004 0.002 0.98 6 0 0 0.024 0.008 0.001 0.961
3.2 Proporcio´n de Clases y Deterioro del Corte en Funcio´n del
Tiempo
Utilizamos el esquema de entrenamiento-testeo de la Seccio´n 2 para estudiar
la evolucio´n temporal de la clasificacio´n durante un periodo de 5 d´ıas. En este
estudio se entreno´ la RNA 20 × 20 con (Ncortes − 1) de muestra y se separo´
una muestra para testeo (tener en cuenta que cada muestra tiene asociada 5
ima´genes). En forma similar a la seccio´n anterior, una vez entrenada la red, se
realizaron las predicciones para todas las ima´genes de los datos de test. En la
Fig. 4 (A) mostramos un ejemplo de clasificacio´n en funcio´n del tiempo para
un corte de testeo. Como se ve en la RNA detecta un aumento sostenido de la
clase ‘mu´sculo con coloracio´n no deseada’ en detrimento de la clase ‘mu´sculo
con coloracio´n deseada’. Para cuantificar mejor el efecto mostrado en la Fig. 4 ,
Fig. 4. Clasificacio´n para un corte de testeo y medicio´n del deterioro de la calidad de
la carne en funcio´n de los d´ıas (A).Medicio´n de para´metros de intere´s del corte (R4, R5
y R6) en funcio´n de los d´ıas. Los c´ırculos corresponden al valor medio, y las barras al
error esta´ndar (B).
definimos AT como el a´rea total de la muestra AT = A4 + A5 + A6 , donde Ai,
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corresponde al a´rea de la clase i. Definimos los porcentajes de intere´s siguientes
para cada clase como: Ri = Ai/AT ∗ 100.
En la Fig. 4 (B) mostramos la evolucio´n temporal de R4, R5 y R6 promediado
para todos los cortes de testeo. En este caso se observa nuevamente la tendencia
que mostramos en la Fig. 4.
4 Discusio´n y Conclusiones
Este trabajo describe la implementacio´n de un clasificador supervisado basado
en redes neuronales multicapas para la clasificacio´n y medicio´n de para´metros de
intere´s en cortes vacunos. Los resultados obtenidos muestran la factibilidad del
sistema propuesto ya que con una RNA 20× 20 (de dos capas con 20 neuronas
por capa) permite predecir las clases de intere´s con un 1.4% de error para los
cortes de Nalga y un 3.9% de error para los cortes de Bife de Chorizo. Adema´s,
nuestro estudio muestra que el sistema puede cuantificar el deterioro del mu´sculo
en funcio´n del tiempo.
En el futuro, existen muchas mejoras que se pueden implementar en este
sistema. La primera consiste en una automatizacio´n del alineado de los cortes
para la toma de ima´genes. Tambie´n el testeo del me´todo a otros cortes ca´rnicos
y a otras clases de intere´s como ser tendones o huesos.
Respecto a la iluminacio´n, se debe mejorar la uniformidad y difusividad para
disminuir las sombras en la imagen y as´ı reducir las confusiones entre la clase
‘sombra’ y ‘grasa’. Tambie´n testear la posibilidad de extender el espectro a otras
bandas como ser la ultravioleta o infrarroja que pueden implementarse con leds.
Finalmente debe estudiarse co´mo generar un me´todo de toma de decisio´n en
funcio´n de los esta´ndares de calidad del productor.
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