The main goal of this paper is to establish existence, regularity and uniqueness results for the solution of a Hamilton-Jacobi-Bellman (HJB) equation, whose operator is an elliptic integro-differential operator. The HJB equation studied in this work arises in singular stochastic control problems where the state process is a controlled d-dimensional Lévy process.
Introduction and main results
Our main goal is to establish the existence, uniqueness and regularity of the solution u to the HJB equation (ii) An integro-differential operator Γ, which has two parts, an elliptic partial differential operator and an integral operator, i.e. The stochastic control problem related to the HJB equation (1.1) on the whole space, is given when the controlled process Y = {Y t : t ≥ 0} is a d-dimensional Lévy process whose components are a Brownian motion with drift and a Poisson compound process; see Subsection 1.1 below. Recall that a Lévy process is a càdlàg process with independent and stationary increments. For background on Lévy processes we refer to [35] , which will be our main reference.
Γu(x)
Since Ê * |z|ν(dz) < ∞ and the continuous linear operator E satisfies (1.3), we see that Γ, given in (1. The operator Γ corresponds to the infinitesimal generator of a d-dimensional Lévy process Y = {Y t : t ≥ 0} given as in (1.13) . A simple example of continuous Lévy processes is a d-dimensional standard Brownian motion.
When the controlled process Y is a two-dimensional standard Brownian motion, Soner and Shreve [37] showed that the value function related to this singular stochastic control problem, satisfies the following HJB equation 6) where ∆u: = ∂ loc (Ê 2 ) is a strictly convex function, which has some properties of polynomial growth. Soner and Shreve [37] proved that there exists a unique solution u ∈ C 2,α loc (Ê 2 ) to the equation (1.6), which is a non-negative convex function. Also, they showed that the value function given in (1.19) satisfies the HJB equation (1.6) , when the controlled process is a two-dimensional standard Brownian motion. In case that the controlled process is a d-dimensional standard Brownian motion, with d > 2, Kruk [21] showed that the value function of this stochastic control problem is related to the solution of the HJB equation (1.6), with h : Ê d −→ Ê and ∆u:
ii u. In this case, the solution to the equation (1.6) is in W 2,∞ loc (Ê d ); see [30] . In our setting the controlled process is allowed to be a more general d-dimensional Lévy process, it has a continuous component given by a Brownian motion with drift and a component with jumps given by a compound Poisson process, whose jumps occur at exponential times with parameters ν(Ê * ) and jump sizes distributed as ν(Ê * ) −1 ν(dz). This makes that the HJB equation, given in (1.1) on the whole space, differs from (1.6) by an integral term coming from the compound Poisson process in the controlled process, whose infinitesimal generator is closely related to the integral term of (1.4) .
A closely related problem has been recently considered by Menaldi and Robin [29] . There they studied a singular control problem for a multidimensional Gaussian-Poisson process, and announced a relationship between the value function to this problem and the solution to the corresponding HJB equation, on the whole space, which is similar to (1.6). The multidimensional Gaussian-Poisson process is a Lévy process where it only has a d-dimensional standard Brownian motion and a jump process whose Lévy measure ν satisfies Ê * |z| p ν(dz) < ∞, for all p ≥ 2. There, the main arguments to justify that the value function is the solution to the HJB equation a.e., and is a twice weakly differentiable function on Ê d , have been highlighted. The main difference between Menaldi and Robin work [29] and ours, is that we consider a HJB equation on a ball; see (1.1),whilst in the former the equation is defined in whole space. In this setting we establish the existence, regularity and uniqueness of the solution u of (1.1). Among other things, this requires the inclusion of the operator E, given in (1.3), to give a sense to the integral term in (1.4), because u is only defined in B R (0).
Further than the mathematical motivation for studying the above described problem, this is intimately related to a singular control problem, described in Subsection 1.1, which arises in risk theory. Indeed, an important problem in risk theory is to determine an optimal dividend payment strategy for an insurance company to pay to its shareholders. This problem has been intensively studied when the insurance company's surplus is modelled by a unidimensional process. For example, when this is described by a Brownian motion with drift [15, 40, 39] ; a Cramer-Lundberg process [5, 9, 15, 36, 41] ; or a diffusion process [2, 3] . Recently, it has been analyzed in the more general case when the risk process is a spectrally negative Lévy process [4, 23, 28, 33, 42] , i.e. a Lévy process which Lévy measure is supported in (−∞, 0) [22] . The results obtained in this paper and its applications to risk theory are the topic of a work in progress by the author.
A classical approach to guarantee the existence and regularity of the HJB equation (1.1), when the operator Γ has only the differential term, consists in studying first the solution u ε to the non-linear differential Dirichlet problem
where the penalizing function ψ ε : Ê −→ Ê, with ε ∈ (0, 1), is defined by
, for all r ∈ Ê,
(1.9)
The method used in (1.7) is usually called penalty method and was introduced by L. C. Evans to establish existence and regularity of solutions to second order elliptic equations with gradient constraints [12] . This method has also been used in other works like [20, 37, 18, 19] .
To study the HJB equation (1.1), in the case that the operator Γ is given by (1.2), the literature suggests us that we need first to guarantee the existence and regularity of the solution to the Dirichlet problem (1.7), with Γ as in (1.2). Once this is done, we need to establish uniform estimates of the solutions to the non-linear integro-differential Dirichlet (NIDD) problem (1.7) that allow us to pass to the limit as ε → 0, in a weak sense in (1.7), which leads to the existence and regularity of the solution to the HJB equation (1.1).
The following hypotheses will be assumed throughout the paper. Hypotheses (H1) The function h ∈ C 2 (B R (0)) is non-negative and ||h|| C 2 (BR(0)) ≤ C 0 , for some constant C 0 > 0.
(H2) The Lévy measure ν satisfies ν 0 := ν(Ê * ) < ∞ and
In addition, we assume that ν has a density κ with respect to the Lebesgue measure dz, i.e. ν(dz) = κ(z)dz, such that κ ∈ C 0,α (Ê * ), for some α ∈ (0, 1) fixed.
(H3) There exist real numbers 0 < θ ≤ Θ such that the coefficients of the differential part of Γ satisfy
(H4) The discount parameter q is large enough and such that
Let us now make some comments on the hypotheses (H1)-(H4). The Hypotheses (H1) and (H4) allow us to ensure the existence, uniqueness and regularity to the non-negative solution u ε of the NIDD problem (1.7); see Theorem 3.5 and Propositions 3.8-3.10. The main reason of the Hypothesis (H2) is that it is necessary to guarantee the existence, uniqueness and regularity of the solution u ε (·; w) to the non-linear Dirichlet problem (3.1), when w ∈ C 0 (B R (0)); see Subsection 3.1. Defining the map T ε as in (3.5) and using the Hypothesis (H4), we prove T ε is a contraction mapping in (C 0 (B R (0)), || · || C 0 (BR(0)) ); see Lemma 3.3. Then, by the contraction fixed point Theorem; see [16, Thm. 5.1 p.74], we verify the existence, uniqueness and regularity to the solution u ε of the NIDD problem (1.7). Finally, Hypothesis (H3) is a classical assumption for differential operators called ellipticity property, see, e.g. [12, 20, 24, 17, 16, 14, 11, 18, 6] .
Under the assumptions (H1)-(H4), the main results obtained in this document are the following. Previous to this work, the equations (1.1) and (1.7) have mainly been studied in the case that Γ is an elliptic differential operator; see, e.g. [12, 20, 37, 30, 21, 19] . The closest to our work is the the paper of Menaldi and Robin [29] .
The solution u to the HJB equation (1.1), obtained here, is in a strong sense which should be contrasted with recent results in the topic, where the solutions are established in the viscosity sense; see [11, 6] . Although the NIDD problem (1.7) is a tool to guarantee the existence of the HJB equation (1.1), this turns out to be a problem of interest in itself because it is also related with optimal stochastic control problems where the state process is a controlled d-dimensional Lévy process as in (1.13). The optimal stochastic control problems related to the NIDD equation (1.7) will be analyzed in Subsection 1.1.
We will establish Theorems 1.1 and 1.2, by probabilistic, integro-differential and PDE classical methods, inspired by Evans [12] , Lenhart [25] , Gimbert and Lions [17] , Soner and Shreve [37] , Garroni and Menaldi [14] and Hynd [19] . Since ν(Ê * ) < ∞, we have that the HJB equation (1.1) can be written as
where
The differential and integral part of Γ ′ are denoted by L ′ and I, respectively. Furthermore, consider same way than (1.10), using (1.11) we see that the NIDD problem (1.7) can be written as
Then, Theorems 1.1 and 1.2 are equivalent to proving that:
there exists a unique non-negative solution u to the HJB equation (1.10) in the space
loc (B R (0)); (ii) for each ε ∈ (0, 1), there exists a unique non-negative solution u ε to the NIDD problem (1.12) in the space C 3,α (B R (0)).
Finally let us comment that although in this work it is not established the existence, regularity and uniqueness of the solution to the HJB equation (1.1) on the whole space, we will give a description of the existent relationship between this HJB equation and a singular stochastic control problem, where the controlled process Y is a d-dimensional Lévy process as in (1.13); see Subsection 1.1 below. The study of the HJB equation (1.1) on the whole space, is a work in progress by the author.
In the following subsection, we shall explain the relationship between the equation (1.1) on the whole space and the singular stochastic control problem given by (1.16) , and also the relationship between the equation (1.7) and the stochastic control problem given by (1.23); see Lemmas 1.3 and 1.5 below.
Probabilistic interpretation
Through out this document, we will work on a filtered and complete probability space (Ω, F , = {F t } t≥0 , È).
The filtration = {F t } t≥0 is the one generated by the d-dimensional Lévy process Y = {Y t : t ≥ 0}, which is given by ν is a measure on Ê * that satisfies (H2). In the present case the characteristic exponent has the following form
for all λ ∈ Ê d , and we recall that its infinitesimal generator is given by (1.4). The state process X = {X t : t ≥ 0} is defined as 14) where
Lévy process as in (1.13), and Z = {Z t : t ≥ 0} is a control process.
Probabilistic interpretation of the HJB equation on the whole space
In addition to the Hypotheses (H1)-(H4), we need here to assume others hypotheses. The reason for this, is to establish the existent relationship between the HJB equation (1.1) on the whole space and a singular stochastic control problem. Assume that the Lévy measure of the process Y , ν, satisfies 15) and here the control process Z is given by
, and ξ is a nondecreasing, left-continuous process with ξ 0 = 0 È-a.s.. Then, the state process X = {X t : t ≥ 0} given in (1.14) takes the following form
The process N provides the direction and ξ the intensity of the push applied to the state process X. Note that the jumps of the state process X are inherited from Y and ξ, and we assume that these processes do not jump at the same time t, i.e. 17) for all t ≥ 0. For q > 0 and a control process (N, ξ), the corresponding cost function is defined as
is a strictly convex function satisfying for some positive constants C 0 and c 0 ,
for all x, y ∈ Ê d . From (1.15) and (1.18), we have (h(Y t )) < ∞. Then, the value function is given by
A heuristic derivation from dynamic programming principle; see [13, Ch. VIII], shows that the value function V is related to the HJB equation
The relationship between the value function (1.19) and the HJB equation (1.20) is described in the following lemma, whose proof is in the appendix. 
(ii) given the initial condition X * 0 = x, x ∈ Ê d , suppose that there exists a control process (N * , ξ * ) such that V (N * ,ξ * ) (x) < ∞ and the state process X * satisfies . At this stage we have only been able to verify these properties on bounded domains. Establishing these properties in the whole space, is a technical difficult task, and it is the topic of a work in progress by the author. For the second part of Lemma 1.3, one needs to guarantee the existence of a stochastic process that satisfies the conditions given in (1.22), and hence we obtain the equality between the solution to the HJB equation (1.20) and the value function defined in (1.19).
Probabilistic interpretation of the NIDD problem
Now, we take the control process Z as Z t := −̺ t , for t ≥ 0, where ̺ = {̺ t : t ≥ 0} is any d-dimensional, absolutely continuous, -adapted process, satisfying ̺ 0 = 0 almost surely. Then, the state process X given in (1.14), takes the following form
where the initial state x belongs to B R (0) and Y = {Y t : t ≥ 0}, is a d-dimensional Lévy process as in(1.13).
We define the convex function g ε :
where ψ ε is given in (1.8). Observe that the Legendre transform l ε is a non-negative function. The cost function corresponding to ̺ is given by
Note that the functions in (1.24) satisfies the following property
Since g ε is differentiable, it follows that g ε (ζ) = sup η { ζ, η − l ε (η)}. Then, the NIDD problem (1.7) can be written as
where Γ is as in (1.4) . Using that u ε ∈ C 3,α (B R (0)) is the solution to the NIDD problem (1.27) (see Theorem 1.2), we obtain the following lemma, whose proof is in the appendix. Lemma 1.5. The solution u ε to the NIDD problem (1.27) agrees with V ε in B R (0). (0) and (1.27) is equivalent to (1.7), we can deduce from here that the solution u ε to the NIDD problem (1.7) is unique.
Finally, we introduce the notation and basic definitions of some spaces that are used in this paper. Let 
This set is equipped with the following norm 
The space W k,p loc (O) consists of functions whose W k,p -norm is finite on any compact subset of O. When p = ∞, the Sobolev and Lipschitz spaces are related. In particular, W
for a sufficiently smooth domain O, when it is Lipschitz. The rest of this document is organized as follows. Section 2 is devoted to the study some properties of the extension operator E. First, we recall an extension theorem for Hölder spaces (Theorem 2.1), whose proof can be found in [38, p. 353] . Then, Theorem 2.1 gives a continuous linear operator E :
, which is used to verify that I E(w) is well defined when w ∈ C k,α (B R (0)). We also discuss some properties of I E(w), whenever w ∈ C k (B R (0)). In Section 3 we disclose the existence, uniqueness and regularity to the non-linear Dirichlet problems (1.12) and (3.1); the former with an integrodifferential operator, and the latter with a differential operator. We also discuss some properties of these solutions. In Section 4 we establish the existence, uniqueness and regularity of the HJB equation (1.10), which is equivalent to (1.1).
Extension theorem and properties of the integral operator
In the first part of this section, we shall describe the extension operator E that appears in (1.3). Since the construction of this operator is long and the arguments used in its study are not required in the rest of the paper, we remit the reader to [38, 10, 31] for details. At the end of the section, we show useful properties of I E(w)(x) = R * E(w)(x + z)ν(dz). The proofs of the results of this section are in [31, Ch. 2]. 
, where ν 0 , A 0 are as in (H2) and Proposition 2.2, respectively.
The following corollary is an immediate consequence of the previous lemma. Recall that D m , with 0 ≤ m ≤ k, is the set of all multi-indices of order m.
The following two lemmas describe the behavior of IE(w) and I∂ i E(w), when x + z ∈ B R (0) c and x ∈ B R (0), but we first choose an integer N ≥ 1 large enough, x κ ∈ ∂B R (0) and b κ > 0 small enough, with κ ∈ {1, . . . , N }, such that
The previous assumption holds, since ∂B R (0) is a compact set.
for all x ∈ B R (0), where A 0 is a constant given in Proposition 2.2, 
for all x ∈ B R (0), where C 1 is a constants given in Lemma 2.3, respectively,
and
Non-linear Dirichlet problems
In this section, we are interested in establishing the existence, uniqueness and regularity of the solution to the non-linear integro-differential Dirichlet (NIDD) problem (1.12 3.1 Non-linear Dirichlet problem with an elliptic differential operator 
has a solution u ε (·; w) ∈ C 2,α (B R (0)). Recall that ψ ε is defined in (1.8). The uniqueness of u ε is obtained in the following result. 
Let x * ∈ B R (0) be the point where f attains its maximum. If x * ∈ ∂B R (0), from (3.2), it follows that f (x) ≤ f (x * ) = 0. Suppose now that x * ∈ B R (0). Then, we have D 1 f (x * ) = 0, and
and evaluating
, and hence u
, and then, the non-linear Dirichlet problem (3.1) has a unique solution.
Using (1.24), we see that the non-linear Dirichlet problem (3.1) can be written as
Next we describe the stochastic control problem associated with this equation. Replacing Y by W in (1.23), where W = {W t : t ≥ 0} is a d-dimensional Brownian motion with Gaussian covariance matrix σ and drift γ as in (1.5), the state process X = {X t : t ≥ 0} takes the following way
where x ∈ B R (0) and ̺ is any d-dimensional, absolutely continuous, -adapted process, satisfying ̺ 0 = 0 È-a.s.. The cost function corresponding of ̺, depending on w ∈ C 0 (B R (0)), is given by
The constant q ′ > 0 is given in (1.11) . Finally, the value function is defined by
Recalling that u ε (·; w) ∈ C 2,α (B R (0)), with w ∈ C 0 (B R (0)), is the solution to the non-linear Dirichlet problem (3.3) , we obtain the following result. Since the proof of Lemma 3.2 is similar to the proof of Lemma 1.5, we omit it. Defining T ε :
from Lemma 3.2, we see that T ε is well defined. Now, by Hypothesis (H4) and using the following result; Lemma 3.3, we obtain that T ε is a contraction mapping in (C 0 (B R (0)), || · || C 0 (BR(0)) ), and hence, by contraction fixed point Theorem; see [16, Thm. 5.1 p.74], we have that T ε has a unique point in C 0 (B R (0)); see Lemma 3.4.
Proceeding of the same way than (3.6), it yields
Then, using Proposition 2.2 and that supp[E(w
(0), we conclude that
) be as in (3.5). Then, there exists a unique solution
where V ε (·; w) is given by (3.4). Then, by Hypothesis (H4) and Lemma 3.3, we obtain that T ε is a contraction mapping in (C 0 (B R (0)), ||·|| C 0 (BR(0)) ). Therefore, from contraction fixed point Theorem, there exists a unique solution w * ∈ C 0 (B R (0)) to the equation T ε (w * ) = w * .
Non-linear Dirichlet problem with an elliptic integro-differential operator
We begin this subsection showing the existence, regularity and uniqueness of the solution u ε to the non-linear integro-differential Dirichlet problem (NIDD) (1.12). To prove this, we use Lemmas 3.2-3.4, stated in the previous section.
Theorem 3.5. For each ε ∈ (0, 1) fixed, there exists a unique solution u ε ∈ C 2,α (B R (0)) to the NIDD problem (1.12).
Proof. From Lemma 3.4, there exists a unique solution w * ∈ C 0 B R (0) to the equation T ε (w * ) = w * , where T ε is given by (3.5). Furthermore, we know that there exists a unique solution u ε (·; w * ) ∈ C 2,α (B R (0)) to the Dirichlet problem
and by Lemma 3.2, we obtain that u ε (·; w * ) = V * (·; w * ) = T ε (w * ) = w * , in B R (0). Therefore, taking u ε as w * , we conclude that u ε is in C 2,α (B R (0)), and it is the unique solution to the NIDD problem (1.12).
Remark 3.6. Previous to this work, Bony [8] , Bensoussan and Lions [7] , Lenhart [25] and [26] , Gimbert and Lions [17] and Garroni and Menaldi [14] , among others, studied the existence, uniqueness and regularity of the solution to the linear Dirichlet problem with an integro-differential operator similar to (1.2), obtaining results in the spaces W 2,p and W 1,∞ ∩ W 2,p loc , respectively. We note that the NIDD problem (1.7) is more general than the linear Dirichlet problem studied in the works mentioned above, in the sense that our problem has a non-linear part that is determined by , whose boundary ∂O is smooth, and proceeding in the same way as in Subsection 3.1 and the proof of Theorem 3.5, we get for each ε ∈ (0, 1) fixed, there exists a unique solution v ε ∈ C 2,α (O) to the NIDD problem
Nevertheless, we can not derive from this the solution to the HJB equation (1.1). The reason for this is that to let ε → 0, some uniform upper bounds of u ε are required. In particular, to obtain of the upper bound of | D 1 u ε | on B R (0), we need to introduce an auxiliary regular function; see (3.16), and Lemmas 3.14, 3.15 and 3.17. For a general domain, the determination of this function is an open problem.
Some properties of the solution to the NIDD problem (1.12)
In this subsection, we shall show some properties of the solution u ε to the NIDD problem (1.12), such properties will in turn be used in Section 4 to establish the existence and regularity of the solution to the HJB equation (1.1). Since h ∈ C 2 (B R (0)) and by a bootstrap argument we can verify that u ε ∈ C 3,α (B R (0)); see [16, Thm. 3 .3, Corollary 6.9 and Thm. 6.17 pp. 33, 101 and 109, respectively]. From (1.12), it is easy to verify the following proposition. Proposition 3.8. Let u ε be the solution to the NIDD problem (1.12). Then, u ε ∈ C 3,α (B R (0)) and
in B R (0), with i, j ∈ {1, . . . , d}, where g:
, and its first and second derivatives are, respectively,
Remark 3.9. Note that from Theorem 3.5 and Proposition 3.8, we obtain the result of Theorem 1.2. From Lemma 1.5, it is easy to verify that u ε is a non-negative function. This fact is proved below.
Proposition 3.10. The solution u ε to the NIDD problem (1.12) is a non-negative function.
Proof. From the proof of Lemma 1.5, it is known that
where X and̺ R are given by (A.13) and (A.14), respectively. Since h is a non-negative function, it follows
Now, we shall establish estimates for 
Theorem 3.11 (Weak maximum principle). If
where [E(w)] + := max{E(w), 0}.
Note that the NIDD problem (1.12) is equivalent to
The following results will help us to establish some properties of the function u ε , which is the solution to the NIDD problem (1.12); such properties will in turn be used in Section 4 to establish the existence of the solution to the HJB equation (1.1). Remark 3.12. Observe that the linear Dirichlet problem
has a unique solution η ∈ C 2,α (B R (0)) [14, Thm. 3.1.12] . We can see that the linear integro-differential Dirichlet problem (3.11) is equivalent to
Since h + I E(η) ∈ C 1,α (B R (0)) and using similar arguments that the proof of Proposition 3.8, it is easy to verify that η ∈ C 3,α (B R (0)).
Lemma 3.13. There exists a finite constant
Proof. Let u ε , η ∈ C 3,α (B R (0)) be solutions to (1.12) and (3.11), respectively. Note that
From Theorem 3.11, it follows that (u
. We prove below that
Now, if x * ∈ B R (0), we shall prove the statement (3.13) by contradiction. Suppose that (u ε − η)(x * ) > 0. Since u ε − η attains its maximum at x * ∈ B R (0) and u − η = 0 on ∂B R (0), we have that
(3.14)
, and b is small enough, it follows that
From (3.12) and (3.14), we have that
Then, by (3.15), we get q(u ε − η)(x * ) ≤ I ′ E(u ε − η)(x * ) ≤ 0, which is a contradiction and hence u ε − η ≤ 0 in B R (0). Therefore, from Remark 3.12, we conclude that there exists a constant K 5 > 0 independent of ε such that u ε ≤ K 5 in B R (0), where
Defining η 1 as
with K 6 > 0 a constant, we can see that
is a positive concave function in B R (0). We have the following result.
Lemma 3.14. Let η 1 be defined as in (3.16) . Then, choosing K 6 > 0 large enough,
This statement will be helpful in finding a constant, independent of ε, which bounds by above |∂ ϑ u ε | in ∂B R (0). Recall that ∂ ϑ f denotes the directional derivative of the function f with respect to the unit vector
Proof of Lemma 3.14. Let η 1 be as in (3.16) . Calculating its first and second derivatives in B R (0),
with i, j ∈ {1, . . . , d} and i = j, by (H3) and (3.18), we see that
Since η 1 is a positive concave function in B R (0), we have that
, z , for all |x + z| < R. Then, using Lemma 2.6, we obtain the following inequalities
(0) \ B R (0) and ν 0 , A 0 are constants given in (H2) and Proposition 2.2, respectively. Using (3.19)-(3.20) , we get that for any x ∈ B R (0),
From (H1) and choosing K 6 large enough, it implies (3.17).
We obtain the following result as a consequence of the previous lemma.
Lemma 3.15. Let K 6 > 0 be the constant given in Lemma 3.14.
Proof. Let x ∈ ∂B R (0), ϑ a unit vector and η 1 as in (3.16). Since
by the weak maximum principle, Theorem 3.11, it follows that u ε ≤ η 1 . Since these functions agree in B R (0) c and u
Recalling the definition of η 1 and its first derivatives, see (3.18) , it follows that
Before showing that | D 1 u ε | is bounded by a positive constant in B R (0), which is independent of ε; see Lemma 3.17, we establish an auxiliary result, whose proof is in the appendix. 
where 22) in B R (0), where the constants K 7 , K 8 , K 9 are independent of ε.
Lemma 3.17. There exists a constant
Proof. Consider the auxiliary function ϕ as in (3.21) . Observe that if M ≤ 1, we obtain a bound for M that is independent of ε. We assume henceforth that M ≥ 1. Taking x * ∈ B R (0) as a point where ϕ attains its maximum on B R (0), it suffices to bound | D 1 u ε (x * )| 2 for a constant independent of ε, since
for all x ∈ B R (0). The last inequality in (3.23) is obtained from Lemma 3.13. If x * ∈ ∂B R (0), by Lemma 3.15, it is easy to deduce ϕ(
2 , where K 6 is as in Lemma 3.15. Then, from
Letting ǫ → 0 in (3.24), it follows M ≤ 2K 6 R e K6R 2 +2K 5 . When x * ∈ B R (0), we have that D 1 ϕ(x * ) = 0 and
Then, by (3.23) and arguing as in (3.24), we obtain
and hence it yields
Using (3.23) and a similar argument that (3.24), we conclude
In Lemma 3.19, we shall establish that
is locally bounded by a constant independent of ε. Previous, we give an auxiliary result, whose proof is in the appendix. Then, 27) in B r , where K 11 , . . . , K 15 are positive constants independent of ε. 
The constant θ > 0 is as in Hypothesis (H3).
Proof. Let B r ⊂ B R (0) and for each cutoff function ξ in C ∞ c (B r ) satisfying 0 ≤ ξ ≤ 1, define φ as in (3.26) . Taking x * ∈ B r as a point where φ attains its maximum on B r , it suffices to bound φ(x * ) by a constant independent of ε. If x * ∈ ∂B r then φ(x) ≤ φ(x * ) = 0. When x * ∈ B R (0), we have D 1 φ(x * ) = 0 and
Then, from (3.27), we get that 29) 4 Existence, uniqueness and regularity to the HJB equation (1.10) In this section, we shall present the proof of Theorem 1.1. Note that the HJB equation (1.10) can be written as
where q > 0, L and I ′ are defined as in (3.9) . In order to prove Theorem 1.1, first we shall verify the existence and regularity of the solution to HJB equation (1.10) . Finally, we shall prove the uniqueness of the solution to the HJB equation (1.10). To verify this last part, we use Bony's maximum principle [27] .
Before the proof of Theorem 1.1, we shall introduce some preliminary results. By Lemmas 3.13 and 3.17, we obtain that there exists a constant K 20 > 0 independent of ε, such that 
where ∂ ij u represents the second weakly derivative of u, with i, j ∈ {1, . . . , d}. Moreover, the following convergence also holds
4.1 Proof of Theorem 1.1
We proceed to show the existence and uniqueness to the solution of the HJB equation (1.10).
Proof of Theorem 1.1. Existence and regularity. Let d < p < ∞. From Lemma 4.1, we know that there exist a decreasing subsequence {ε κ(ι) } ι≥1 , with ε κ(ι) −→ ι→∞ 0, and u ∈ C 0,1 (B R (0)) ∩ W 2,p loc (B R (0)) satisfying (4.5) and (4.6). Let φ be a non-negative function in C ∞ c (B r ), where B r ⊂ B R (0). Since for each ε κ(ι) ∈ (0, 1), the function u ε κ(ι) is the unique solution of the NIDD problem (1.12), we get
Furthermore, from Lemma 4.1, we have
Then, from (4.7) and (4.8), we obtain
Since (4.9) holds for any non-negative function φ ∈ C ∞ c (B r ) and any open ball B r ⊂ B R (0), it follows that
is locally uniform bounded; see Lemma 3.19, independently of ε κ(ι) , we have
B r , we obtain that there exists ε κ(ι0) ∈ (0, 1) such that for
(1.12) and the definition of ψ ε , it follows that for
for any non-negative function φ in C ∞ c (B r ). From (4.8) and (4.12), we obtain
for any non-negative function φ in C ∞ c (B r ). Therefore,
u uniformly in B R (0), we have
From (4.10), (4.11), (4.13) and (4.14), we conclude that u is a solution to the HJB equation (1.10) a.e. in B R (0).
Proof of Theorem 1.1. Uniqueness. To show the uniqueness of the HJB equation (1.10), we shall use the HJB equation (4.1) which is equivalent to it. Let d < p < ∞. Suppose that there exist
loc (B R (0)) two solutions to the HJB equation (4.1). Let x * ∈ B R (0) be the point where u 1 − u 2 attains its maximum. If x * ∈ ∂B R (0), it is easy to see
If x * ∈ B R (0), we shall prove (4.15) by contradiction. Suppose (u 1 − u 2 )(x * ) > 0. For ρ > 0 small enough, the function f := (1 − ρ)u 1 − u 2 , defined on B R (0), is positive at some point of B R (0), with f = 0 on ∂B R (0), and hence that f (x
, and hence,
Using Bony's maximum principle; see [27] , it yields 0 ≥ lim inf ess
which is a contradiction. The application of Bony's maximum principle is permitted here because u 1 , u 2 ∈ W 2,p loc (B R (0)) and d < p < ∞. Therefore, we have u 1 − u 2 ≤ 0 in B R (0). Taking u 2 − u 1 and proceeding in a similar way as before, it follows that u 2 − u 1 ≤ 0, in x ∈ B R (0), and hence we conclude that the solution u to the HJB equation (1.10) is unique.
Appendix. Proofs of some technical results
Proof of Lemma 1.3. Let X = {X t : t ≥ 0} be the state process as in (1.16), and we assume that u is a convex function in 
for all t ≥ 0, where ξ c is the contimuous part of ξ, and
Since the process M = {M t : t ≥ 0} is a local martingale and defining the stopping time τ Bn(0) as τ Bn(0) = inf{t > 0 : X t / ∈ B n (0)}, for all n ≥ 1, the process M τB n (0) = {M t∧τ Bn(0) : t ≥ 0} is a È x -martingale with M 0 = 0. Then, taking expected value in (A.1), it follows that
Given that u is a convex solution to the HJB equation (1.20), we know that
Then,
Letting n → ∞, it follows that τ Bn(0) → ∞ a.s. and hence Letting n → ∞ in (A.7) and by (A.4), we get u(x) = V (N * ,ξ * ) (x) = V (x). This means that (N * , ξ * ) is the optimal control.
Proof of Lemma 1.5. Let X = {X t : t ≥ 0} be the state process as in (1.23), with ̺ a control process and x ∈ B R (0) fix an initial state. Integration by parts and Itô's formula imply (see [32, Now, on {τ BR(0) = ∞}, we observe that e −q(t∧τ B R (0) ) = 0 and X t ∈ B R (0), for all t > 0. Since u ε is a bounded continuous function, we have that 13) for all 0 ≤ t ≤ τ BR(0) . Then, its corresponding control process is given bẏ
, for all 0 ≤ t ≤ τ BR(0) . (A.14)
The process X satisfies (A.9) and by (1.26), from a similar argument it follows that
x (e −q(t∧τ B R (0) ) u ε ( X t∧τ B R (0) )) = u ε (x) − x t∧τ B R (0) 0 e −qs (h( X s ) + l ε (̺ R s ))ds , Proceeding in a similar way that (A.11) and (A.12), we have that u ε (x) = V ε,R (x). We finish the proof.
where the first and second derivatives of g are given in (3.8 I E(u), uniformly in B R (0). We conclude that there exist a decreasing subsequence {ε κ(ι) } ι≥1 , with ε κ(ι) −→ ι→∞ 0, and u ∈ C 0,1 (B R (0)) ∩ W 2,p (B βr ) satisfying (4.5) and (4.6).
