In this paper we present a framework within ns-3 developed to support an emerging class of wireless routing protocols, called dynamic backpressure routing protocols. Specifically, we provide the design and implementation particularities introduced by dynamic backpressure routing within the ns-3 simulator. In addition, we describe the implementation of a fine-grained tracing methodology used to debug dynamic backpressure routing, as well as to obtain routing performance metrics. The tracing framework allows capturing global, per node, and even per packet routing information for evaluation and debugging. Finally, we show some evaluation results obtained from the post-processing of operational information obtained by means of this tracing methodology.
INTRODUCTION
The implementation of a wireless routing protocol must be exhaustively validated for all the functionality and performance goals agreed upon during the requirements stage The evaluation of a wireless routing protocol in a real testbed is the ideal way to go for validating it in a close-to-real scenario, as some of the assumptions taken when designing the protocol may not hold in reality [7] . However, several issues arise, which make this evaluation complex, or even, unfeasible, at least in the early stages of development. For instance, one important property to evaluate is the scalability of the routing protocol. However, proofof-concept testbeds usually have limited dimensions. Additionally, directly debugging the routing protocol code in a testbed will usually be inefficient when still at an initial development stage.
In contrast, network simulators offer several well-known advantages such as scalability, controlled environment, repeatability, and efficient debugging tools. Furthermore, ns-3 [1] presents additional advantages when compared to other network simulation tools. The emulation mode of ns-3 is one of them, as it eases the use of (re-)code developed for the ns-3 simulator in real proof-of-concept testbeds. This feature turns ns-3 into a suitable option for the whole development-validation cycle of proof-ofconcepts of wireless routing protocols.
On the other hand, exploring routing based on implementable backpressure strategies [2] has become popular in the wireless networking research community. Dynamic backpressure routing has some desirable properties such as zero control overhead (i.e., just local hello packet exchange), and per-packet routing exclusively based on local and neighboring nodes information. These properties can yield substantial throughput improvements for wireless networks.
The current ns-3 release (i.e., ns-3.9) supports some routing protocols for wireless networks such as AODV [6] , HWMP [4] (based on Distance Vector algorithms), and OLSR [5] (based on Link State algorithms). However, none of these protocols are based on backpressure theory [3] , [9] . More specifically, the design properties of dynamic backpressure routing introduce an additional set of implementation particularities not present, hence not developed, in wireless routing protocols currently available in ns-3.
In addition, the development of dynamic dynamic backpressure routing requires a tracing framework in order to debug and evaluate the new functionality introduced by the routing protocol. In particular, ns-3 provides callback facilities (i.e., TracedCallback) which allow the definition of certain events to be traced in Tracing Helper modules.
The contributions of this paper can be divided into two main parts. In the first part, we discuss the design, and implementation particularities of a dynamic backpressure routing protocol for the ns-3 simulator. Unlike currently implemented routing modules, the implemented BackpressureRouting module takes routing decisions on a per-packet basis. Precisely, these decisions are taken based on a queue-based structure implemented at the routing layer. Additionally, this module also implements distributed scheduling functionality, in the sense that a packet traversing a node may not be immediately forwarded, but stored until the necessary conditions for its forwarding are satisfied.
In the second part, we describe the tracing methodology used to debug and evaluate the routing protocol. Amongst other tracing tools for routing performance evaluation, we highlight the implementation of a BackpressureHelper tracing module associated to the routing protocol based on TracedCallback ns-3 feature, which is used to gather data for its evaluation and debugging. This helper module is able to gather information at the per-node level, as well as at the per-packet level. Additionally, we report some evaluation results in a Wireless Mesh Network (WMN) obtained by means of this tracing framework.
The rest of the paper is organized as follows. In section II, we present a short description of the routing protocol. In section III, we provide a description of each of its design building blocks. Section IV provides its ns-3 implementation details. Section V provides the evaluation methodology used to trace and gather routing performance metrics. Section VI shows some evaluation results. Section VII summarizes future work in terms of implementation and evaluation, and section VIII concludes the paper.
Dynamic Backpressure Routing Explained
In this section we provide a summary of the main ideas behind the proposed dynamic backpressure routing model. The first subsection reports how the routing decisions are taken hop-by-hop on a per-packet basis by exploiting queue backlog information. The second subsection summarizes how the queue backlogs are obtained. Finally, the third subsection illustrates the impact of the above routing strategy in terms of data packet distribution by means of heat maps.
The Routing Decision
The protocol is based on the unconstrained routing framework introduced in [9] . It is unconstrained in the sense that data packets from the same flow can traverse different paths. Thus, routing decisions are dynamically done on a per-packet basis. In the proposed dynamic backpressure routing protocol, a given node i adapts its routing decisions to the congestion conditions of its neighbors (denoted as j N i , where N i is the complete set of neighbors of i). At instant t each of these neighbors has queue length Q j (t), Thus, at any instant t, the next hop NH i (t) of node i is selected among all j as follows. Let then, the next hop NH i (t, N i ) is chosen as where DQ ij (t) is the queue backlog difference between node i and node j at instant t. This means that the node chosen as next hop is the one with the minimum queue length among all j . In case all neighbors have a longer or equal queue length than node i, the data packet is not forwarded. Therefore, it neither causes contention nor interference in the network and congestion at neighboring queues does not accrue.
This mechanism is stateless and distributed. It is distributed, because it does not require a centralized entity for its implementation. It is also stateless in the sense that it neither requires route discovery nor route maintenance, which are costly procedures in terms of overhead introduced in the network. As a result of this, its design and ns-3 implementation, detailed in Section 3, and Section 4 respectively, is based on exchanging hello packets announcing the queue backlogs.
Calculation of Queue Backlogs
The queue length of the nodes is exchanged between neighbors by means of hello packets. VQ i is calculated as a function of the number of hops from node i to the GW. Therefore, as the distance from the node to the GW increases, VQ i is also increased. Then, a decreasing gradient of virtual queue backlogs towards the GateWay (GW) is constructed. This default gradient maintains the trend to direct data packets to the destination GW.
Illustration
The additional benefit of the proposed dynamic backpressure routing protocol versus other routing strategies is the distribution of node resource consumption (e.g., queues) to avoid starvation when needed. Specifically, the distribution of consumed node resources increases with the injected traffic load. To illustrate this concept we use a heat map (see Figure 1) . In fact, we use it to illustrate the behavior of a given performance indicator throughput the network in a visual way. The set of circles in the heat map represent a grid mesh network. Every circle of the heat map represents a network node. The color of each node represents the value of the parameter under evaluation (e.g., number of data packets transmitted). The heat map in Figure  1 illustrates the main concept of dynamic backpressure routing by showing how a flow sent by a source node in the bottom left border of the network is transmitted over the network towards the destination (i.e., the node in the top right border of the network). As shown in Figure 1 , there is a distribution of node resource consumption throughout the grid, as all nodes contribute to send data packets to the destination.
DESIGN
This section explains the required basic functionalities of the routing protocol for its appropriate ns-3 implementation (described in section 4). We provide a description of the design building blocks of the routing protocol described in previous section. Precisely, the routing protocol is composed by three main building blocks namely, the Data Queue Management (described in subsection 3.1), the Neighbor Management (described in subsection 3.2), and the Next-hop Determination (described in subsection 3.3) building blocks. Specifically, for each building block, a description of the main components in which they can be subdivided, as well as their interaction is given. 
Data Queue Management
The Data Queue Management building block determines the scheduling carried out for incoming data packets (marked as 1 in Figure 1 ). It is subdivided into two components namely, a packet scheduler policy and a queue-based structure.
The queue-based structure is the location in which data packets waiting for a routing decision are stored. Once a packet reaches the queue-based structure, it is sent either to lower layers or dropped when the queue-based structure is full. On the other hand, a packet scheduler policy is used to assign priorities to packets stored in the queue-based structure. Thus, this priority determines the order of data packets in the queue-based structure.
Whenever the Next Hop Determination building block decides to forward a data packet, it calls the Data Queue Management building block indicating its next hop (marked as 2 in Figure 2 ). Then, a data packet is extracted from the queue-based structure (see 3 in Figure 2 ). The selected packet out of stored in the queue will depend on the packet scheduler policy chosen (e.g., FIFO (First First out), LIFO (Last In First Out), or WFQ (Weighted Fair Queuing)).
Neighbor Management
The Neighbor Management building block groups the functionality related to the process of determining which nodes can be reached by means of direct communication (i.e., without having to cross any intermediate node). It is composed of two components, namely a neighbor list, and a hello management entity.
The hello management entity launches the transmission of a hello packet (marked as 4 in Figure 2 ). The hello packet is used to announce node state information such as congestion level (e.g., by means of the queue length).
Upon the reception of hello packets (marked as 5 in Figure 2 ), the neighbor list component can be filled up with the current state of the neighbor nodes. Every neighbor entry is a tuple which, among others fields, contains, its IP address and queue length. The reception rate of a node hello determines the validity of the corresponding neighbor state information stored for that node. A low reception rate can turn into a neighbor entry that is no longer valid. As a result of this, that particular neighbor is not considered in the Next-hop Determination building block.
Next-hop Determination
The Next-hop Determination building block is in charge of computing the most appropriate next-hop on a per-packet basis.
Thus, the expected outcome of the next-hop determination building block is the decision that specifies the next-hop for a data packet. It is subdivided into the virtual queue function and the next-hop algorithm.
The next-hop algorithm requires information from other building blocks. More specifically, in order to compute the next-hop on a per-packet basis, it requires the information provided by the Data Queue (6 in Figure 2 ), and the Neighbor Management (marked as 7 in Figure 2 ) building blocks as input of the algorithm. The second entity is the Virtual Queue Length function. The purpose of this function is to obtain the Virtual Queue Length of a node to the GW. Virtual Queue Lengths are assigned in a way they increase with the distance to the GW. For instance, the Virtual Queue Length of a node can be calculated based on the number of hops of the node to the GW.
The algorithm is based on analyzing the current state of both the local node and all its neighbors, and selecting the most appropriate neighbor to reach the intended destination. The neighbor state is obtained from the Neighbor Management building block. The information about the local node is obtained from the Data Queue Management (e.g., Physical Queue Length), and the Virtual Queue length function. The selected neighbor is the node which has the lower queue length. If there is no neighboring node with lower queue lengths than the local node, the local IP address is returned, and so the Data Queue Management building block is not called.
IMPLEMENTATION
The implementation of the conceptual design described in the previous section is divided into four classes. The first subsection, describes the RoutingProtocol class, which is in charge of handling inbound and outbound data packets. Additionally, its task is to initialize the routing protocol, and to inter-connect the other classes. The second subsection describes the implementation of the DataQueue class which implements the Data Queue Management building block. The third subsection describes the State class which implements the NextHop Determination building block and the neighbor list component of the Neighbor Management building block. The fourth subsection describes the HelloSender class, which implements the hello management component of the Neighbor Management building block.
RoutingProtocol Class
With regards to the RoutingProtocol class, we highlight three main functions, SetIpv4 is in charge of defining and initializing queue lengths, and RouteOutput and the RouteInput are in charge of handling data packets.
SetIpv4
This function is in charge of initializing the Physical Queue Length, and Virtual Queue Length of a node in the network. On the one hand, the data queue length is initialized to zero packets. On the other hand, the virtual queue length is statically assigned. Virtual queue lengths are assigned in the range from 0 (in the GW) to the maximum physical queue size (at the nodes that are most distant to the GW).
Additionally, this function defines a callback which triggers the execution of the function SendQueuedData whenever the WiFi MAC queue dequeues a data packet. This event represents a transmission opportunity for the routing layer. 
RouteOutput
The RouteOutput function is called every time upper layers have an outbound packet. Specifically, this function is merely used to send each data packet to the RouteInput function.
To do this, the route returned is the local loopback route (i.e., 127.0.0.1) which triggers the reception of the packet in the RouteInput function.
RouteInput
The RouteInput function is called in two cases. The first case occurs when a packet is received from the lower layers. The second case corresponds to those packets coming from the RouteOutput function. A node executing the RouteInput function (see Figure 4 ) checks whether it is the intended receiver of the packet. In this case, the packet is delivered to upper layers.
Otherwise, a different treatment is required for the data packet. In this case, the RouteInput function is not examining routing tables and taking forwarding decisions, but queuing data packets in a data queue located at the routing layer. If the queue is full, the data packet is dropped. Therefore, the RouteInput does not forward packets as in current RouteOutput ns-3 implementation. In this case, data packets wait for transmission until the SendQueuedData function is called. 
SendQueuedData
This function dequeues data packets queued by the RouteInput function. In addition, this function is in charge of taking forwarding decisions. This function is triggered whenever the MAC layer detects a new transmission opportunity. This occurs when the MAC layer has transmitted a new data packet. The routing protocol captures this event in order to maximize the number of packet forwarding opportunities. As the protocol is also able to decide whether to transmit or not (i.e., scheduling), the forwarding cannot merely be done in the RouteInput function. The FindNextHop function (defined in State class) is in charge of deciding whether a data packet is transmitted or not. 
DataQueue Class
The DataQueue class currently implements packet scheduling policy of the data queue at the IP layer. More specifically, the packet scheduling policy currently implemented is FIFO policy. The class is mainly composed of two main operations, namely the Enqueue and the Dequeue functions. Finally, the Cleanup function, common to both Enqueue and Dequeue functions, is also required.
Enqueue
The Enqueue function is called within the RouteInput function (defined in the RoutingProtocol class). It is in charge of queueing and assigning a given priority to incoming data packets.
The Enqueue function first checks whether the FIFO queue is full or not. Precisely, it checks if its queue size m_size is lower than maxPkts. As can be shown in Figure 4 , if the queue is full the packet is dropped. In particular, given its relevance, this event is captured by the tracing subsystem which is described in next section.
Otherwise, the packet is queued at the last position in the data queue, hence following the FIFO policy. Additionally, and jointly with the data packet, the FIFO queue also stores the timestamp corresponding to the queuing event in order to be used in the Cleanup function.
Dequeue
The Dequeue function is called within the SendQueuedData function (see Figure 5 ). It is in charge of dequeuing data packets queued by the Enqueue function. This function is called whenever there is a dequeuing opportunity. The dequeued packet is the first one stored in the queue, hence following the FIFO policy.
Cleanup
Whenever the Enqueue and the Dequeue functions are called, the Cleanup function is also called in order to drop data packets that have been waiting for the FIFO data queue more than maxDelay time. Precisely, to obtain this queuing delay, the instant the packet was queued is subtracted from Simulator::Now (i.e., the instant at which Cleanup is called).
Consequently, data packets can potentially be dropped, even when the data queue is not full. This queue drops would be indicators of low transmission opportunities but not necessarily of excessive data queue lengths.
State Class
The State class is in charge of taking local routing decisions for every data packet traversing this node, and storing the necessary routing state to take these decisions. The information required to take routing decisions is locally generated. Figure 6 describes the FindNextHop function which decides the next hop to forward a data packet. To do this, FindNextHop requires as input m_NeighborSet and currQlen.
FindNextHop
The first parameter, m_NeighborSet, is the list of current neighbors of the node. Every neighbor entry is a tuple that, among other fields, contains the IP address and queue length (i.e., the sum of its Physical and Virtual Queue Length) of a certain neighbor. Current neighbors are those for which recent information about queue lengths has been received. More precisely, they are those neighbors from which a hello packet has been received during the last interval of duration m_time. The second parameter, currQlen, is the current queue length. The current queue length is the sum of the Physical Queue Length and Virtual Queue Length of the local node taking the routing decision.
The current implemented policy for taking local routing decisions consists of going through all the entries in m_NeighborSet, and selecting the more appropriate neighbors as candidates (i.e., m_CandidateSet in flowchart in Figure 6 ). The candidate neighbor list is filled in with those nodes that have the lowest queue length, hence generating the steepest gradient. If there is a neighbor with lower or equal queue length it is added to m_CandidateSet. Moreover, if the neighbor has a queue length strictly lower than minQlen, all the neighbors entries (if any) in m_CandidateSet are deleted. Then, CandidateSet is updated with the current neighbor N, and currQlen is updated with N.Qlen.
Note that once all neighbors in NeighborList are evaluated, more than one neighbor could have the same queue length. This is the reason why a list to generate the potential candidates is required. 
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Therefore, to distribute traffic among all the different candidates, we use a random selection policy in case there is more than on neighbor having the lowest queue length. On the other hand, if there is no neighbor having a lower queue length, there is no data packet transmission, and so, the local loopback IP address (i.e., 127.0.0.1) is returned. Otherwise, the IP address in the selected neighbor entry is returned. In any case, the routing protocol is also doing some kind of distributed scheduling of the transmission of packets throughout the network by taking local decisions.
HelloSender Class
The HelloSender class is in charge of deciding when to send a hello packet. A periodic timer is used to trigger the HelloTimerExpires function.
HelloTimerExpires
The HelloTimerExpires function triggers the transmission of hello packets. When the HelloTimerExpires function is called, the SendHello function within the RoutingProtocol class associated to the HelloSender class is invoked. In addition, when a hello packet is received by the RoutingProtocol the hello packet is also passed to the HelloSender class.
The final goal of handling the sending and reception of hello packets by means of the HelloSender class from the RoutingProtocol class is to allow the maintenance of wireless link quality metrics. Wireless link quality metrics can be used as penalty functions for the computation of the backpressure weights [2] . For instance, ETX [8] is a wireless link quality metric based on calculating packet delivery ratio during a window interval. Then, when the hello timer expires, apart from calling the SendHello of the RoutingProtocol class, the packet delivery ratio calculated is sent as a parameter to the RoutingProtocol. Then, the link quality metric information (in this case, the packet delivery ratio) is added to the payload of the hello packet in the RoutingProtocol class.
Implications for the WiFi MAC Layer
The queue for storing packets (i.e., data and control) is initially part of the WiFi MAC layer in the ns-3 official release. However, dynamic backpressure routing is based on appropriately managing and accessing data queues. Consequently, the data queue needs to be handled by the IP routing layer. As a result of this, the dynamic backpressure routing implementation requires some changes in the default behavior of the WiFi MAC queue.
Specifically, in our approach the WiFi MAC queue still exists. However, its functionality handling data and control packets is modified. With regards to data packets, the WiFi MAC queue can just store one data packet. Once the WiFi MAC dequeues a data packet, a callback is announced to the routing layer.
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This callback tells the routing layer that another data packet can be dequeued from its routing data queue, and can be transmitted to the WiFi MAC layer. Therefore, this dequeuing event is used to inform the routing algorithm that there is a new transmission opportunity. The routing layer is able to capture this dequeuing event from the WiFi MAC layer by means of function TraceConnectWithoutContext. Then, when the WiFi MAC queue dequeues a data packet the callback is called, which in turn, triggers a call to function SendQueuedData at the routing layer.
With regards to hello packets, the WiFi MAC queue can store several control packets. Moreover, the WiFi MAC queue is modified so that hello control packets have more priority than data packets. Specifically, hello broadcast packets have a higher dequeueing priority because of the importance of maintaining accurate information about queue lengths in the neighbors.
Tracing Methodology
This section provides a description of the tracing framework to do the debugging and evaluation of the routing protocol. The first subsection describes BackpressureHelper, a module able to write tracing information for each node running the protocol and for each data packet injected. The second subsection summarizes the use of existing AthStatsHelper module provided by the official ns-3 code release. Finally, the third subsection describes how some global routing metrics are reported by the main simulation program.
BackpressureHelper
The BackpressureHelper module enables the activation of specific metrics (e.g., queue lengths, queue drops) at the node level. These metrics are useful to understand the behavior of the dynamic backpressure routing protocol (see Figure 1) . Therefore, they are helpful to debug the routing protocol in order to detect the causes of performance degradation of typical routing metrics (e.g., throughput, delay). Precisely, for each node in the network we collect the following metrics: the queue length, the number of queue overflows, the number of data packets transmitted, and the number of times the TTL of packets sent through the network has expired.
On the other hand, the module also provides per-packet level tracing. It can be useful to capture information about the metadata associated to a packet (e.g., the packet sequence number) traversing a node. Furthermore, the source and destination addresses can be used as parameters to filter the IP packets that can be traced. For instance, this can be used to obtain the list of nodes traversed by every packet belonging to a specific flow. Specifically, the packet sequence number, the timestamp, the source address, and destination address is some of the information which can be reported. Additionally, the per-node as well as perpacket level metrics are collected by means of TracedCallbacks. This function writes into a data file the parameters obtained for node, and in another data file (if the option is enabled) those obtained for per packet. Therefore, at the end of the simulation there are two data files created for each node. Specifically, a data file that stores information associated to the packets which traverse this node. And, a data file that stores node metrics.
AthStatsHelper
As we develop the routing assuming an underlying WiFi device, we have used the existing AthStatsHelper for the understanding of the network behavior in terms of packet losses due to the wireless medium. Metrics gathered by AthStatsHelper are relevant metrics to debug and evaluate a wireless routing protocol. More specifically, the number of wireless collisions, and the number of wireless losses (i.e., the number of layer 2 retries exceeding the maximum allowed) are of main importance.
Global Helper
The main simulation program is also used to collect data to calculate global routing metrics in wireless networks such as throughput and delay. Specifically, all the packets generated by the upper layers activate a TracedCallback in the RouteOutput function. The main simulation program captures this TracedCallback. It then generates a packet sequence number, and timestamp. Both values are stored in a list indexed by the packet sequence number. Moreover, a ByteTag with the sequence number of the packet is added to the packet.
At the receiver (i.e., the GW) data packets are collected by means of a TracedCallback activated at the main simulation program whenever the GW receives a packet. When the destination receives the packet, the event is captured by the main simulation program which launches a callback. The activated callback checks whether the packet is tagged with a packet sequence number or not. If the packet tag is found, the current time is written in the corresponding list indexed by the obtained packet sequence number. Otherwise, the packet is lost and no timestamp is written.
Once the simulation has finished, the list is flushed into a data file with all the captured information associated to data packets (sequence number, IP source, IP destination, and timestamps). By parsing these files, routing metrics, such as throughput, delay, and packet delivery ratio at the GWs, can be computed.
An Illustrative Example
This section shows an illustrative example of the results obtained by means of the tracing subsystem explained in the previous section. The first subsection summarizes the ns-3 simulation setup of a WMN, and the second subsection shows examples of how some of the results obtained are calculated.
Simulation Setup
In the network under evaluation (see Figure 7 ) nodes are placed in a 6x6 grid topology that represents a fully-connected WMN. Each node is equipped with an 802.11a wireless card configured to a fixed rate of 54Mbps. All 802.11a wireless cards are assigned to the same channel. The GW is located at node 35.
Each node runs the implementation of the previously described dynamic backpressure routing protocol, and tracing functionality. We heuristically fixed some parameters of the experiments. The Virtual Queue Length of the GW is 0 packets. To provide a tradeoff between distribution and direction, we heuristically fix the Virtual Queue Length difference between two neighbors to 40 packets. The Virtual Queue Length of the node more distant to the GW is fixed to 400 packets. The maximum Physical Queue Length set up at every node is 400 packets. Hello packets are periodically exchanged every 0.05 seconds. The number of layer 2 retries is set to 3.
With regards to the physical propagation model, we have used the Friis propagation model. In the Friis propagation model, the reception of signal depends on the distance to the transmitter. In particular, we fixed the grid step size, EdThreshold and CcaThreshold so that collisions due to hidden nodes are minimized. On the one hand, EdThreshold (i.e., energy detection threshold) was set so that packet transmitted by node neighbors at one hop can be decoded. For instance, in the grid in Figure 7 , node 2 can only have direct communication with nodes 1, 3, and 8. As a result, when node 2 calls StartReceivePacket it will be unable to decode packets received from those nodes different from 1, 3 and 8. On the other hand, we use a CCaThreshold (i.e., carrier sense threshold) so that transmissions from nodes that are 2-hops away are sensed. As a result, these nodes perform contention and collisions due to hidden nodes are minimized. Then, the carrier sense range of node 2 includes nodes (apart from those in transmission range) 0, 7, 9, 14, and 4.
The sets of experiments carried out to evaluate the protocol when there is a single UDP flow towards the GW. The UDP payload is set to 1440bytes. We carried out 35 different experiments. In each experiment, we select a different node as originator of the data flow. We choose as source node all the nodes in the WMN except the destination. In addition, for every experiment repetition a different seed is used by means of the SeedManager::SetRun operation in the main simulation program. Moreover, each experiment is repeated 30 times, but in each repetition the traffic rate sent is increased by 1Mbps up to 30Mbps. As a result, a total of 750 different simulation scenarios have been tested for each of the routing protocols. The duration of a simulation run is 60 seconds, in which the first 10 seconds are considered as the transient period.
Results
Figure 9a depicts the aggregate GW throughput attained by the WMN. This metric is obtained by means of the tracing tools enabled at the main simulation program. Boxplots in Figure 9a represent the throughput variability measured in the network, which is a consequence of varying the source node that generates the flow to the GW. Figure 9b represents the average queue lengths (the sum of the Physical and Virtual Queue Length) of every node. This metric is calculated by means of parsing the data files that are periodically fill in with statistics reported by the BackpressureHelper module. In this case, the required per-node metric is its queue length. Thus, the average queue length of a single node during a single simulation can be calculated. This is done for all the nodes in the WMN under evaluation. Then, the average queue length per node is calculated by averaging the total average queue lengths obtained for all the nodes. Boxplots in the graph represent the average queue length variability, which is consequence of varying the source node generating the flow. Figure 9c represents a heat map of the average queue length of every node in the WMN (the sum of the Physical and Virtual Queue Length) within a single simulation. This heat map represents a decreasing queue backlog gradient towards the GW (similar to the one already generated by the Virtual Queue Length). Specifically this simulation corresponds to one in which the data flow is sent by node 4 (see Figure 7 ). This graph correspond to a network state of low data queuing (i.e., the region between 1Mbps and 10Mbps in Figure 9b ).
FUTURE WORK
The work presented in this paper is still ongoing. This section summarizes future changes planed in the implementation as well as in the evaluation of dynamic backpressure routing.
We plan to extend the current implementation so that communication between any pair of nodes in the network is also attained. Additionally, we plan to model a distributed virtual queue length assignment, given that the current implementation relies on centralized virtual queue length assignment. We plan to release the code once the above issues are addressed.
Furthermore, an additional extension is the addition of wireless link quality metrics which can act as penalty function [2] within the backpressure framework. The current implementation is already designed so that the calculation of several link quality metrics is decoupled from the main RoutingProtocol class. Furthermore, and due to this decoupling, so that this framework could also be potentially used for other routing protocols developed for ns-3, such as AODV and OLSR.
Finally, we plan to use the ns-3 emulation framework to evaluate the routing protocol in a real WMN testbed.
CONCLUSIONS
This paper can be seen as an example of development and evaluation of wireless routing protocols different from those already implemented in ns-3. In our case, we proposed and developed an initial model for dynamic backpressure routing for WMNs. During the development process, we found that the implementation of dynamic backpressure routing requires some changes in the default behavior of certain ns-3 entities within the IP, and MAC layers. On the other hand, we showed how to develop a tracing framework which allows fine-grained debugging. These fine-grained debugging properties, jointly with its emulation capabilities, may turn ns-3 into a prime candidate to develop wireless routing protocols, as it would ease their fast-prototyping over proof-of-concept testbeds.
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