We consider products of independent square random non-Hermitian matrices. More precisely, let n ≥ 2 and let X1, . . . , Xn be independent N ×N random matrices with independent centered entries with variance N −1 . In [7] and [11] it was shown that the limit of the empirical spectral distribution of the product X1 · · · Xn is supported in the unit disk. We prove that if the entries of the matrices X1, . . . , Xn satisfy uniform subexponential decay condition, then the spectral radius of X1 · · · Xn converges to 1 almost surely as N → ∞.
Introduction and main result
In this paper we consider the asymptotic behaviour of the spectral radius of a product of independent non-Hermitian random matrices. We start with a short overview of some recent results concerning products of non-Hermitian matrices.
One of the most studied models of non-Hermitian matrices is the Ginibre ensemble, in which the entries of the N × N matrix are centered i.i.d. Gaussian random variables with variance N −1 . Although first results concerning Ginibre matrices ( [6] ) date back to 1965, many important results about the products of Ginibre matrices were obtained only quite recently. In [5] Burda, Janik and Waclaw showed that the empirical spectral distribution (ESD) of a product of n independent Ginibre matrices converges to the nth power of the uniform distribution on unit disk (circular law). In [1] Akemann and Burda studied the asymptotic behaviour of the k-point correlation functions for a product of independent Ginibre matrices. The law of the eigenvalues of Ginibre matrix has a determinantal structure and due to this fact it is possible to compute the asymptotics of the correlation functions and to obtain many limiting properties of the distribution of the eigenvalues. One interesting and important problem is to extend the above asymptotic properties of Ginibre matrices to a wider class of random matrices for which we do not have the determinantal structure, i.e. to show that these properties are universal. The universality of the limiting ESD for products of independent non-hermitian matrices was shown by Götze and Tikhomirov in [7] , and by O'Rourke and Soshnikov in [11] . They considered N × N matrices with independent centered entries of variance N −1 (with an additional (2 + ǫ)th moment condition in [11] ). In our paper we show that for a large class of non-Hermitian random matrices with independent entries, for which the limiting empirical spectral measure is supported on the unit disk, the spectrum of the product of these matrices has no outliers, i.e. the spectral radius converges to 1.
We now define the model under consideration. Fix an integer n ≥ 2. For each a ∈ 1, n and N ∈ N, let X N a = ( a x N ij ) 1≤i,j≤N be a matrix with independent centered entries (real or complex) of variance N −1 . The superscript N will be mostly omitted. We assume that the entries of the matrices satisfy the uniform subexponential decay condition, i.e. there exists θ > 0 independent of N such that sup a∈ 1,n sup 1≤i,j≤N
The main result of this work is the following statement.
Theorem 1. Let X 1 , . . . , X n be independent N × N matrices with independent centered entries of variance N −1 that satisfy the uniform subexponential decay condition (1) . Then the spectral radius of the product X 1 · · · X n converges almost surely to 1 as N → ∞.
We comment briefly on the methods we used to prove Theorem 1 and the structure of the article. Firstly, we linearise our problem using the same trick as in [1] , [5] and [11] . This allows us to study one nN × nN matrix X with matrices X a , 1 ≤ a ≤ n, as blocks, instead of the product X 1 · · · X n . To this matrix we apply standard hermitization techniques and we use the approach of Bai and Silverstein to reduce the initial problem to the study of the Stieltjes transform of the matrices (X − z) * (X − z) around the origin for |z| ≥ 1 + δ > 1. All this is done in Section 2. Due to the simple structure of the matrix X, it is possible to apply the machinery developed by Bourgade, Yau and Yin in [4] in order to obtain the concentration of the Stieltjes transform of the matrices (X − z) * (X − z) around the origin. In Sections 3 and 4 we introduce the notation and state some necessary preliminary results. In the last section we adjust the argument of Bourgade, Yau and Yin, so that we can use it for our model. In [4] a N × N matrix with independent centered entries of variance N −1 was studied. However, there are many zero entries in the matrix X that we consider, therefore some modifications are needed in order to get the concentration of the Stieltjes transform.
Remark 1. In a forthcoming paper we use the simple structure of the matrix X to prove the concentration of the Stieltjes transform on the support of the limiting ESD of (X − z) * (X − z) and thus to get the local law for the products of non-Hermitian random matrices using basically the same techniques.
Structure of the proof of Theorem 1
We show that for any δ > 0 almost surely, for N sufficiently large, all the eigenvalues of the product X 1 · · · X n are contained in the disk of radius 1 + δ. Theorem 1 then follows easily.
Define the matrix
The n-th power of matrix X is an n × n block-diagonal matrix with matrices X a+1 X a+2 · · · X a+n , a ∈ Z/nZ on the diagonal. Therefore, Sp(X 1 · · · X n ) = Sp(X n ), and we can restrict ourselves to the study of eigenvalues of the matrix X.
Let s 1 (·) and s N (·) denote the smallest and the largest singular values of a matrix with N -dependent size. Then it is sufficient to show the following.
Theorem 2. Let X 1 , . . . , X n be independent N × N matrices with independent centered entries of variance N −1 that satisfy the uniform subexponential decay condition (1) . Define the matrix X as in (2) . Let δ > 0. Then there exists c > 0 such that almost surely for N sufficiently large
The next two lemmas allow us to consider the lower bound of s 1 (X) only pointwise on a compact set, instead of taking the infimum over {|z| ≥ 1 + δ}.
Proof. See [10, Lemma 3.3] or [2] .
It follows from the above lemma that it is sufficient to show that s 1 (X − z) ≥ c holds on the set 1 + δ ≤ |z| ≤ 6. Indeed, if |z| > 6 then
for N large enough.
The next lemma shows that s 1 (X − z) is Lipschitz continuous with respect to z.
Proof. Follows from [8, formula 7.3 .13].
Therefore, using the ε-net argument from [10, proof of Theorem 5.7], we see that our initial Theorem 1 can be deduced from the following theorem.
Theorem 3. Let X 1 , . . . , X n be independent N × N matrices with independent centered entries of variance N −1 that satisfy the uniform subexponential decay condition (1) . Define the matrix X as in (2) . Let δ > 0. Then there exists c > 0 such that the following holds. For any z ∈ C such that 1 + δ ≤ |z| ≤ 6, almost surely for N sufficiently large, the interval [0, c] does not contain any eigenvalue of the matrix (X − z) * (X − z).
Denote by λ 1 ≤ · · · ≤ λ nN the eigenvalues of the matrix (X − z) * (X − z) and let ν z,N be its empirical spectral measure, i.e. for A ⊂ R
To study the eigenvalues of (X − z) * (X − z), we introduce its Stieltjes transform
In [11] O'Rourke and Soshnikov proved the following results about the limit of m(z, w) and the weak convergence of ν z,N .
Theorem 4.
There exist a deterministic function m c : C × C → C and a family of deterministic measures {ν z , z ∈ C} on R + such that (1) Almost surely, m(z, w) converges to m c (z, w) as N → ∞, (2) Almost surely, ν z,N converges weakly to ν z uniformly in every bounded region of z.
Theorem 5 below allows us to reduce our study of the singular values of the matrix X − z to the study of m(z, w) and ν z . This method was introduced by Bai and Silverstein and the proof can be found in [2, Section 6.2.5] or in [10, Section 6.5] . For the reader's convenience we give a proof in our particular case. (ii) for any z ∈ C, 1 + δ ≤ |z| ≤ 6, almost surely
Then, for any z ∈ C, 1 + δ ≤ |z| ≤ 6, almost surely, the interval [0, c/2] does not contain any eigenvalue of (X − z)
Proof. From condition (ii) we have that
Consider separately the above integral over [0, c] and
where we used that ν z [0, c] = 0. From the weak convergence of ν z,N we have that the second integral in (5) converges uniformly to zero as
Using the definition of ν z,N we can rewrite the first term in (5) as
If there exists
which contradicts (4).
The first condition in Theorem 5 can be obtained from the known properties of ν z (see Lemma 9, statement (1)).
As a consequence of this discussion, the task is to show that condition (ii) in Theorem 5 holds true, to which the rest of the article will be devoted.
Notations and definitions
We start by fixing the notation and giving necessary definitions. The main argument will follow the general framework proposed by Bourgade, Yau and Yin, therefore we try to keep our notation as close as possible to the notation used in [4] .
Throughout the rest of the article a and b will be elements of Z/nZ. Let X a , a ∈ Z/nZ, be independent N × N matrices, entries of which have zero mean, variance N −1 and satisfy condition (1) . Let X be defined by (2) . For z ∈ C and w = E + √ −1η ∈ C + introduce the matrices
We shall consider nN ×nN matrices as consisting of N ×N blocks indexed by (a, b). We shall use left superscript to specify the submatrix. For example, for i, j ∈ {1, . . . , N }
where a ∈ a ∩ {1, . . . , n} and b ∈ b ∩ {1, . . . , n}.
We shall use the index a instead of aa for for elements of the diagonal blocks, for example,
. The i(a)th rows of matrices X and Y z will be denoted by x i(a) and y i(a) respectively. The corresponding columns of these matrices will be denoted by x i(a) and y i(a) .
will denote a (nN − |U|) × (nN − |T|) matrix, obtained from Y z by deleting the rows with indices in U and columns with indices in T. Resolvent matrices, corresponding to these minors, will be denoted by G (T,U) and G (T,U) , i.e., will be indexed by ({1, . . . , nN } \ U) × ({1, . . . , nN } \ T), and the entries of G (T,U) and G (T,U) by ({1, . . . , nN } \ T) 2 and ({1, . . . , nN } \ U) 2 respectively. For i ∈ T, j ∈ U and k ∈ {1, . . . , nN } we shall define
Note that all these matrices depend on z ∈ C and w ∈ C + . For a ∈ Z/nZ and T, U ⊂ {1, . . . , nN }, define next
If T = U = ∅, we shall drop the (∅, ∅) superscript and write
Now we can introduce
where m c was defined in Theorem 4.
We shall use C and c to denote different constants, that do not depend on N , w or z.
For ζ > 0 we say that an event Ξ N holds with ζ-high probability, if
and C > 0. For A, B > 0 we shall write A ∼ c B or simply A ∼ B if there is c > 0 such that
Tools and Methods
This section collects some basic and classical tools which will be relevant towards the main result. Note that in Lemmas 5, 6, 7 and 8 we deal with objects introduced in Section 3, while in Lemma 9 we study properties of the function m c , which was introduced in Theorem 4.
Linear Algebra
Lemma 3. (Schur complement formula, [8, Section 0.7.3]) Let A be an invertible matrix and let B be its inverse. Divide the matrices A and B into blocks
so that the blocks with the same index have the same size, and the blocks on the diagonal are square submatrices. If A 22 is invertible, then
Lemma 4. Let A be a square matrix and let w be a complex number. If
Proof. Follows from Woodbury matrix identity (see [8, Section 0.7.4] ).
The same is true for G.
The lemma now follows from the relation
Proof. With the notation used in the proof of Lemma 6, for any i ∈ 1, nN
where u ij are the entries or the unitary matrix U . Therefore, the bound for G ii follows from the fact that ∂ ∂η
The proof for G ii is similar. 
Properties of
There exists an absolutely continuous probability measure ν z with density ρ z such that m c (z, w) is the Stieltjes transform of measure ν z , i.e.
Let |z| ≥ 1 + δ for some δ > 0. Then the following holds.
(1) Let
Then the support of ρ z (x) is the interval (λ − , λ + ).
(2) There exists
4.3 Large deviation estimates
be independent complex random variables with mean zero, variance σ 2 and having a uniform subexponential decay
Then there exists a constant 0 < φ < 1, depending only on θ, such that for any ξ > 1 we have
for any sufficiently large N > N 0 , where N 0 = N 0 (θ) depends on θ.
McDiarmid's Concentration Inequality
. . , u N ) be a family of independent random variables taking values in the set A.
Suppose that the real-valued function f :
if the vectors u and u ′ differs only in kth coordinate. Then for any t ≥ 0
Abstract Decoupling Lemma
Theorem 7. (Abstract decoupling lemma, [12, Lemma 7.3] ) Let I be a finite set which may depend on N and let I i ⊂ I, 1 ≤ i ≤ N . Let {x α , α ∈ I} be a collection of independent random variables and S 1 , . . . , S N be random variables which are functions of {x α , α ∈ I}. Let E i denote the expectation value operator with respect to {x α , α ∈ I i }. Define the commuting projection operators
and for A ⊂ {1, 2, . . . , N },
We use the notation
Let Ξ be an event and p an even integer, which may depend on N . Suppose the following assumptions hold with some constants C 0 , c 0 > 0.
(i) There exist deterministic positive numbers X < 1 and Y such that for any set A ⊂ {1, 2, . . . , N } with i ∈ A and |A| ≤ p, Q A S i in Ξ can be written as the sum of two new random variables:
and
Then, under the assumptions (i), (ii), (iii) above, we have
for some C > 0 and any sufficiently large N .
Concentration of m N
In this section we fix z ∈ C, 1 + δ ≤ |z| ≤ 6 and prove the following theorem
with probability at least
Using the above theorem together with the Borel-Cantelli lemma we can deduce that the condition (ii) of Theorem 5 holds almost surely for N large enough.
System of "self-consistent equations"
The aim of this section is to prove Theorem 9. We begin with three independent lemmas.
Lemma 11. For any T, U ⊂ {1, . . . , nN } and i, j ∈ {1, . . . , nN } \ T, i = j, we have
Proof. See [4, Lemma 6.5].
Define a subset of C
Lemma 12. There exist α > 0 small enough and C > 0, such that for any h i :
holds, then
(ii) Im 1
Proof. Let ǫ ∈ {0, 1}. By (14) and the definition (7) there exists c > 0 such that for any w ∈ S 0
Then from the triangular inequality
In the rest of the proof the (z, w) argument will be suppressed. To prove (23) rewrite the left-hand side as
.
From (14) we know that Re m c ≥ 0 on S 0 , so that
Rewriting the left-hand side of (24) as
and using (13) we obtain the last inequality.
Lemma 13. Let ζ > 0. Then there exists Q ζ > 0 such that for all sufficiently large N , for any T, U ⊂ {1, . . . , nN }, for any a ∈ Z/nZ and {i, j} ⊂ {1, . . . , N } such that {i(a), j(a)} ⊂ T (i = j is allowed), for (z, w) ∈ S 0 with ζ-high probability
and if i(a) / ∈ U, then
The above result is valid if we take the matrix G (U,T) and rows y i(a) instead of G (T,U) and y i(a) .
Proof. Consider the case i = j. Then
If in (16) and (17) we take ξ = (ζ log log N )/φ and Q ζ = ζ/φ , then we have that with ζ-high probability
. By (10) we have
and by (9)
and we conclude by recalling that on S 0 Im m c ∼ η.
With a similar argument we can show (25) when i = j.
To get the estimate (26), we use (15) together with (10) to obtain that, for example, with ζ-high probability
From now on we fix α as in Lemma 12 and Q ζ as in Lemma 13. To state and prove our next result we shall need some additional notation. For a ∈ Z/nZ, i ∈ 1, N and T ⊂ 1, nN we define
and we shall suppress the right superscript if T = ∅. For any t > 0 define an N -dependent set
We are now in position to prove the following theorem.
Theorem 9. For any ζ > 0 there existsQ ζ > 0 such that the following implication is true
holds with ζ-high probability, then
hold with ζ-high probability.
Proof. We begin with equation (29). Using (21) and taking the expectation with respect to
) .
The i(a)th row and column of G (i(a),i(a)) are equal to zero by definition. Therefore
and from (25) we have that
Suppose thatQ ζ > 6Q ζ . Then
Recall that by (9)
If N is big enough, then
and from (22) we get (29). We now apply (21) to [ a G ii ] −1 , take expectation with respect to the column y i(a) and use (29)
We estimate a Z i using Lemma 13 and (29) as
Then by (23)
We conclude that
Now by (24)
and the equation (30) is proved. If we sum the left-and right-hand sides of (30) over i ∈ {1, . . . , N } and divide by N , we get
Using again (24) we have
Equations (28), (31) and (33) can be proved in the same way. Theorem 9 is established.
For the rest of the article let α, Q ζ andQ ζ be defined as in Theorem thm:sce.
Weak concentration
Our goal in this section is to show Theorem 10 and its corollary. The proof relies on Theorem 9 as well as Propositions 2 and 3 below. Suppose that condition (27) holds i.e., for all a ∈ Z/nZ
Then, we can expand the summands on the left-hand sides of (32) and (33) around m c . For example,
As a result, we obtain a system of approximate linear equations with respect to ∆ a := ( a m G − m c ) and
Recall, that m c satisfies the self-consistent equation (13). We end up with the following linear system
We introduce the following notation:
wI n , where
Thus we can rewrite the system (35)-(36) as Proof. First of all note that from (14) we have that
Thus
and we need to estimate | det Γ| from below. From the formula for block matrices
The matrix w 2 I n − Γ In our case
From (13)
so that 
Using again (13) we have
Since by (14) |m c | ∼ |1 + m c | ∼ |γ 2 |, it is enough to show that Re Thus, if we take |w| small enough, we have
The proof is now complete.
Thanks to Proposition 1 we can rewrite (37) for w ∈SQ
Suppose that Λ = O ϕ Q ζ √ Ψ . Then from the above equation for all a ∈ Z/nZ
Thus, we have the following result. 
holds with ζ-high probability ∀w ∈SQ ζ .
We now consider the case of w ∈SQ ζ with η = O (1), where w = E + √ −1η.
Proposition 3. For any ζ > 0 with ζ-high probability
Proof. First of all recall that by (9)
Therefore, a m G and a m G as functions of the rows x k , 1 ≤ k ≤ nN satisfy the condition (18) for any w ∈SQ ζ ∩{η = τ /2} and we can apply the McDiarmid's concentration inequality, so that
and similarly for a m G . If we take t = c −1/2 ϕ ζ/2 N −1/2 in the above inequality we get that for any w ∈SQ
√ N with ζ-high probability. From [11, Lemma 14] we know that
and hence
where we used that m G = m G and that by definition of Q ζ (see the proof of Lemma 13) Q ζ > ζ. With the same argument as in Theorem 9 we can thus show that with ζ-high probability
Indeed,
But from the relations (9) and (39) we have
and similarly a+1 m
. Consider now the real part of m G . For E ≤ λ − (z)/2 we decompose Re m G in the following way
From the Theorem 4 (statement (2)) we see that as N goes to infinity the first term goes to zero
while the second is positive and bounded from below
Therefore, for N large enough, Re m G > 0, so that |1 + m G | ≥ 1 and thus
As in the proof of Theorem 9 in order to get the approximate equation for G ii we show that
is bounded from below. Indeed,
Thus we easily deduce that
Now we can conclude as in [4, Lemma 6.12] that
with ζ-high probability. The result follows using (39).
holds with ζ-high probability.
Proof. Following the approach used by Bourgade, Yau and Yin in [4] , we prove the theorem in two steps. Firstly we show that with ζ-high probability the bound
holds for N −K -net inSQ ζ for K > 0 big enough. Next, we use the continuity properties of Λ to extend the result to the whole setSQ ζ .
First of all we note that if
By definition
Therefore,
After some elementary calculations we get (42). Suppose now that
∂η .
According to Lemma 8 if we take K > 0 big enough then ∃N 0 ∈ N such that for all N ≥ N 0
and moreover
Note that for the last inequality we used thatQ ζ > 6Q ζ . By (43) we see that Proposition 2 can be applied to
, and by (44) we see that
We showed that ∃K > 0 such that if (41) holds for E + √ −1η ∈SQ ζ with ζ-high probability, then with ζ-high probability (41) holds for E + √ −1(η − N −K ) with the same constant in O ( ), as long as
From Proposition 3 we know that (41) holds for any w ∈SQ ζ ∩ {η = τ /2}.
Starting from w ∈SQ ζ ∩ Θ(K) which are close to {η = τ /2}, we can step by step decrease the imaginary part of w and show that the bound (41) holds for all w ∈SQ ζ with ζ-high probability. We can finish the proof by using Lemma 8 and continuity properties of m c to extend (41) to the whole set SQ ζ . Corollary 1. Let T, U ⊂ {1, . . . , nN } such that |T| + |U| ≤ p for some p > 0. For any ζ > 0 for any w ∈SQ ζ with ζ-high probability the following holds
By (9) and Theorem 10
from (25) and the condition |T| + |U| ≤ p we get that with ζ-high probability
From (14) we obtain (45).
We now prove (46). From (20) we have
Using again (9) and Theorem 10 we have that
we apply Lemma 13 together with (45) and (23) so that
Hence we have
and from (14) we get (46). To show the last two estimates we note that from (20)
Consider the case {k, l} ⊂ U. Then from (46)
Note that in this case
and therefore, using (25), we conclude that with ζ-high probability
With the same argument we can show (47) for the other cases. Similarly, if {k, l} ∩ U = ∅, then
From Lemma 13 with ζ-high probability
and thus from (47) we can deduce (48).
Strong concentration
In this section we improve the bound (40) on a subset ofSQ ζ and prove Theorem 8. Firstly, similarly to the argument used by Bourgade, Yau and Yin to obtain the second order self-consistent equation (see [4, Lemma 7 .2]), we use Theorem 9 and Corollary 1 to linearise equations (34) by expanding ( respectively. We end up with the following system of approximate linear equations with respect to ∆ holding oñ SQ ζ with ζ-high probability
where by [·] we mean averaging over i ∈ {1, . . . , N }. We now give a heuristic argument of how the bound (40) can be improved. Suppose that on a subset Σ ⊂SQ ζ all the terms on the right-hand sides in the above system (49)-(50) are of order o (Ψ) with high enough probability. Then using the notation introduced in Section 5.2 we can rewrite the system (49)- (50) as
From Proposition 1 we can deduce that
If the estimate (51) holds with high enough probability, then we can use the union bound to show that it holds with high probability simultaneously on a N −K -net in Σ for K > 0 big enough. Then we can use continuity properties of Λ to extend the estimate to the whole set Σ. Therefore, to get a stronger estimate of Λ it is enough to get a stronger estimate of the terms on the right-hand sides of (49)-(50). Next proposition shows which of these terms can be bounded by o (Ψ).
We show that for all a ∈ Z/nZ, i ∈ {1, . . . , N } with ζ-high probability
From (12) a+1
Since with ζ-high probability
, the absolute value of the denominator is bounded from below. Consider the numerator of the above equation
From (15) with ζ-high probability
Using Corollary 1 we can show that
with ζ-high probability. Therefore
From (11) and Corollary 1
and so the first estimate is proved. The other estimates can be shown using a similar argument.
We now want to improve the estimates of the terms |w[
]|. As in [4] we use Theorem 7 (Abstract decoupling lemma from [12] ) to bound these terms. However, in the Abstract decoupling lemma we need to work with deterministic estimates, therefore the o (Ψ) bound cannot be achieved using this method. Due to this restriction, we introduce the following deterministic parameters
By Theorem 10 we know that onSQ 1 with 1-high probability
Thus, Theorem 8 can be deduced from the following proposition.
Proposition 5. For any D > 0, for any w ∈SQ 1 ∩ {η ≥ N −1/2 } with probability at least
Proof of Theorem 8. Consider the system of approximate equations (49) 
holds with probability at least 1 − N −D for N big enough. Note that we used the fact that e −ϕ N D → 0, N → ∞. From (54) and the definition ofΨ for w ∈SQ
Thus, due to Proposition 1 for any w ∈SQ
If we take D ≥ 8, then using the union bound we can show that (56) holds for a N −3 -net inSQ Proof of Proposition 5. We shall prove the bound for
, and for the other terms the proof is similar. Note that
Fix a ∈ Z/nZ. Following the notation used in the Theorem 7, we can take
Suppose that the variables 1
satisfy the conditions (i) − (iii) of the Abstract decoupling lemma with
Then by Chebyshev inequality
We now estimate the RHS of the inequality. For {w ∈ C + : η ≥ N −1/2 }, we have
Similarly we can obtain the estimate for the other term
Then the proposition is proved if we take p = ⌊10D⌋ + 1. Therefore it is enough to show that the conditions (i) − (iii) of the Theorem 7 are satisfied by the variables
Firstly, we note that the uniform subexponential decay condition allows us to truncate the entries and thus we can easily show that with ζ-high probability the condition (ii) is satisfied.
Let Ξ ⊂ Ω be the set on which Lemma 13 and Corollary 1 hold for all sets T, U ⊂ {1, . . . , N } with |T| + |U| ≤ 2p and the entries of the matrices X a are bounded by N C . This set is of ζ-high probability. We now verify that condition (i) is satisfied on Ξ. Let A ⊂ {1, . . . , N }, i ∈ A and suppose that on Ξ 1
with S
(1)
i,A = O N C|A| and Q A S
i,A = 0. We now show that with this decomposition we can obtain decomposition in (i).
Let Ξ * ⊂ Ω be set a containing Ξ and independent of A (for example, cylindrical set π
The last thing to show is that in Ξ decomposition (57) holds for all A ⊂ {1, . . . , N } with |A| ≤ p. We begin with the cases |A| = 1 and |A| = 2. First of all, note that we can rewrite the above equality as
Using the estimates from the Corollary 1 we get approximated values of the terms on the RHS of (58) The terms R ij and R ji can be decomposed in the following way holds with ζ-high probability.
