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Resumo
Este trabalho foi desenvolvido visando expor alguns dos problemas da arquitetura de
redes atual e contrapor com um novo padrão que vem sendo desenvolvido nos últimos
anos. Após a deĄnição de Redes DeĄnidas por Software são apresentadas três práticas
laboratoriais que visam explicar aos alunos esses conceitos de forma fácil e rápida através
da utilização de Mininet e POX.
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1 Introdução
Neste capítulo é apresentada uma breve introdução deste trabalho, contendo a
visão geral do trabalho na Seção 1.1, os objetivos do mesmo na Seção 1.2, suas justiĄcativas
na Seção 1.3 e a metodologia utilizada na Seção 1.4.
1.1 Visão Geral
Nos últimos anos, com o crescente número de pessoas e dispositivos conectados à
Internet, a arquitetura de rede tradicional se tornou insuĄciente para atender as novas
demandas de utilização das redes de computadores. Isto se deve ao fato de que nesse
padrão a hierarquia de switches está disposta em árvores, nas quais a comunicação é
realizada de forma vertical. Esse tipo de comunicação permitiu a disseminação e domínio
da arquitetura cliente-servidor.
Atualmente, o aumento no número de serviços móveis e computação em nuvem faz
com que o ambiente dominante não seja mais o ideal visto que a maioria das comunicações
passaram a ser realizadas de forma horizontal na árvore estrutural (ONF, 2012).
Outra diferença entre as arquiteturas é que na estrutura atual o plano de dados e o
plano de controle estão unidos dentro dos dispositivos de redes, reduzindo a Ćexibilidade
e restringindo a inovação e evolução da infraestrutura de redes.
Já nas Redes DeĄnidas por Software (SDN - Software Defined Networking), existe
uma separação de plano de controle e plano de dados. Com essa separação, os switches
da rede se tornam apenas dispositivos de repasse enquanto o controle lógico se torna uma
entidade externa centralizada simpliĄcando as políticas de conĄguração e evolução, o que
torna a rede programável, visto que há aplicações sendo executadas no topo do plano de
controle (KREUTZ et al., 2015).
Nesse trabalho, propõe-se o estudo dos conceitos de Redes SDN com auxílio de
Práticas Laboratoriais tendo por base o Mininet e o POX. O Mininet tem a função de criar
o ambiente necessário para a estrutura da rede através da instanciação de switches. Por
sua vez, o POX assume o papel do plano de controle da rede, tomando as decisões sobre
o Ćuxo dos dados. O maior desaĄo do projeto é identiĄcar os principais tópicos de redes
deĄnidas por software a serem tratados na disciplina e como lecioná-los aos alunos devido
ao pouco tempo hábil para abordagem do assunto (ANTONENKO; SMELYANSKIY,
2013), (NOXREPO, 2012).
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1.2 Objetivos
Esse trabalho tem como objetivo principal a introdução de tópicos avançados de
redes de computadores em cursos de graduação em Ciência da Computação através de
Práticas Laboratoriais, explorando para tanto os conceitos de Redes SDN. Dentre os
objetivos, destacam-se: estudo dos princípios fundamentais de Redes SDN; implementação
de Redes SDN tendo por base o Mininet e POX; e migração de um cenário já existente
na topologia tradicional para um ambiente SDN.
1.3 JustiĄcativas
A utilização de novas arquiteturas de redes vem crescendo consideravelmente nos
últimos anos. No entanto, as disciplinas de Redes de Computadores em cursos de gradu-
ação normalmente não possuem tópicos referentes à essas arquiteturas em seu plano de
ensino. Isto de deve ao fato de que muitas vezes essas disciplinas se encontram sobrecar-
regadas de conteúdos, diĄcultando a inserção de novos tópicos em seu programa.
Nesse contexto, o ensino de Redes SDN está entre os conceitos dessas novas ar-
quiteturas. Por outro lado, por se tratar de tópicos bem mais complexos que tópicos
tradicionais em redes de computadores, práticas laboratoriais podem facilitar a compre-
ensão desses conceitos através de exemplos.
Se considerarmos a apresentação e discussão desse tópico em aulas teóricas, a
percepção e análise do mesmo por parte dos alunos pode ser comprometida, já que a
visão da separação dos planos de controle e dados não é um conceito simples, ao passo
em que cenários em práticas laboratoriais podem passar essa percepção.
1.4 Metodologia
Este tópico tem como foco principal a apresentação da metodologia a ser aplicada
para alcançar os objetivos citados anteriormente. Esses objetivos são divididos em duas
categorias: estudo da estrutura de Redes SDN e implementação das práticas laboratoriais.
Conceitos e Princípios de Redes SDN - Estudo dos conceitos e princípios funda-
mentais de Redes SDN, aĄm de selecionar os pontos relevantes dessa arquitetura a
serem explorados em práticas laboratoriais.
Configuração e Utilização do Mininet e POX - Instalação e conĄguração do Mini-
net como estrutura base para a instanciação de switches, visto que o software em
questão tem como função a representação do plano de dados em Redes SDN. Por
outro lado, a instalação e conĄguração do POX permite a conĄguração do software
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responsável pelo controle do plano de dados, ou seja, exerce o papel do plano de
controle.
Implementação do Cenário SDN - Implementar a prática laboratorial já vista pelos
alunos, mas utilizando agora redes deĄnidas por software.
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2.2 Modelo Tradicional
No modelo tradicional, os Plano de Dados e de Controle são uniĄcados, visto que
essa união foi considerada extremamente importante no design da rede porque era possível
garantir a integridade da mesma.
O ponto fraco dessa uniĄcação é a diĄculdade de gerenciamento da rede, pois se
faz necessária a conĄguração manual e individual dos dispositivos físicos da rede, além de
não existir uma reconĄguração automática em caso de falhas ou mecanismos de resposta,
tornando assim o ambiente pouco dinâmico (BENSON; AKELLA; MALTZ, 2009).
Outro aspecto negativo da implementação atual é a baixa Ćexibilidade da rede
bem como o impedimento da inovação e evolução da infraestrutura de sua estrutura. Um
exemplo é a demora na transição do protocolo IPV4 para o IPV6 já que se trata apenas
de uma atualização de protocolo e está em curso a mais de 10 anos (KREUTZ et al.,
2015).
2.3 Redes SDN
Um dos pontos centrais de Redes DeĄnidas por Software é a separação dos planos
de Dados e Controles em unidades distintas. Os detalhes dessa partição ainda serão expli-
cados, mas em suma, o Plano de Dados - switches - se torna um conjunto de dispositivos
de repasse enquanto o Plano de Controle é logicamente centralizado - com a possibili-
dade de ser Ąsicamente distribuído - e pode ser programado e reprogramado a qualquer
momento. A comunicação entre esses planos é realizada por meio de APIs (Application
Programming Interface - Interface de Programação de Aplicações), sendo o OpenFlow o
software mais popular.
Redes SDN são construídas sobre quatro pilares:
• Separação dos Planos de Controle e Dados;
• Decisões sobre o envio de dados na rede são tomadas baseadas em Ćuxo e não em
destino. Fluxo é amplamente deĄnido como um conjunto de pacotes atuando sob um
critério de correspondência e um conjunto de ações. EspeciĄcamente no OpenFlow,
Ćuxo é uma sequência de pacotes entre uma origem e um destino, que possuem políti-
cas de serviço para envio idênticas. Isto permite unir o comportamento de diferentes
tipos de dispositivos resultando em uma Ćexibilidade extremamente alta, limitada
apenas pela capacidade de implementação das tabelas de Ćuxo (MCKEOWN et al.,
2008);
• Controle lógico movido para uma unidade externa denominada Controlador ou NOS
(Network Operating System - Sistema Operacional da Rede). O NOS é uma plata-
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forma de software que provê recursos essenciais e abstrações para facilitar a progra-
mação de dispositivos de repasse baseados na centralização lógica. Esse Controlador
funciona similarmente a um Sistema Operacional tradicional;
• A rede é programável, pois possui aplicações rodando no topo do NOS e interagindo
com os dispositivos físicos. É considerada por muitos como o pilar principal de Redes
DeĄnidas por Software.
Para a implementação desses pilares, a topologia da rede foi dividida em oito
camadas conforme exempliĄcado na Figura 2.
Figura 2 Ű Topologia de Redes SDN / Fonte: (KREUTZ et al., 2015)
2.3.1 Camada 1 - Infraestrutura
A diferença principal nessa camada é o fato dos elementos físicos serem apenas
dispositivos de repasse sem nenhum tipo de controle embutido. Tendo isto em vista, as
redes são construídas sobre interfaces padrões e abertas - como é o caso do OpenFlow
- permitindo a compatibilidade de conĄguração e comunicação entre diversos tipos de
dispositivos de dados e controle. Esses dispositivos são baseados em um pipeline de tabelas
de Ćuxo, cada uma delas divididas em três partes: regras de correspondência, ações que
devem ser executadas em caso de correspondência e contadores que medem estatísticas de
correspondência. Essa equivalência pode ser obtida entre diferentes campos como a porta
do switch, o endereço MAC (Media Access Control) de destino ou origem, dentre outros.
As regras de Ćuxo no OpenFlow possuem um caminho pré-determinado a ser
percorrido. Quando um pacote chega, o mesmo inicia um processo de varredura das tabelas
de Ćuxo existentes a Ąm de encontrar uma combinação. Esse processo termina quando
existe uma correspondência ou quando todas as tabelas forem analisadas. Caso não exista
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uma regra especíĄca para esse pacote, ele pode ser descartado ou ser encaminhado para
o controlador, dependendo da opção padrão que foi conĄgurada. Várias ações podem ser
tomadas de acordo com o estado do pacote como, por exemplo, enviar para uma porta
de saída, descartar, pular para a próxima tabela de Ćuxo ou para tabelas especiais são as
mais comuns (KREUTZ et al., 2015).
2.3.2 Camada 2 - Southbound Interfaces
Também conhecidas por Southbound APIs, são as pontes que conectam os elemen-
tos de controle e de repasse, instrumentos cruciais na separação dos planos de Dados e
Controle. Entretanto, essas APIs ainda estão fortemente amarradas aos dispositivos de
repasse da camada física.
Southbound APIs ainda representam a maior barreira na introdução e aceitação
de muitas tecnologias de redes, pois o tempo para a comercialização de um novo switch
desenvolvido é muito grande assim como seu tempo de implementação, tornando-se um
grande investimento e de alto risco. Se essas APIs não forem projetadas de forma eĄciente,
todo o investimento é perdido. Pensando nisso, foi criado o OpenFlow que promove uma
interoperabilidade de diferentes dispositivos (KATO et al., 2013).
O protocolo OpenFlow possui três fontes de informações. A primeira é um evento
baseado na ativação de alguma porta, ou seja, quando uma porta é ativada, uma mensa-
gem é repassada. A próxima é obtida através de estatísticas de Ćuxo que são geradas pelos
dispositivos de repasse e capturadas pelo controlador. E a última são mensagens enviadas
para o controlador quando não há correspondência na tabela de repasse ou quando está
explícito na mensagem recebida (KREUTZ et al., 2015).
2.3.3 Camada 3 - Network Hypervisors
Hypervisors são utilizados em redes que possuem grande parte de seus dispositivos
alocados em máquinas virtuais. Eles permitem que máquinas distintas compartilhem os
mesmos recursos. Um exemplo disso a infraestrutura da nuvem, onde cada usuário tem
seus próprios recursos virtuais, mas esses são oferecidos de um único espaço de armaze-
namento (KREUTZ et al., 2015).
O propósito principal é a execução de aplicações desenvolvidas em diferentes lin-
guagens de programação ou conceitos de diversas plataformas de controle, oferecendo
interoperabilidade e portabilidade (JIN; REXFORD; WALKER, 2014).
2.3.4 Camada 4 - Sistema Operacional da Rede
Nos ambientes de redes tradicionais, o gerenciamento e a conĄguração do sistema
são feitos utilizando lower level - conjunto de instruções especíĄcas e sistemas operacio-
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nais de redes proprietárias fechadas. A ideia de sistemas abstratos é inexistente, por isso
os designers precisam lidar com protocolos de roteamento com algorítmos distribuídos
complexos (KREUTZ et al., 2015).
O uso de SDN facilita essa administração centralizando o gerenciamento lógico da
rede com a utilização do NOS. Por sua vez, o NOS oferece serviços como funcionalidades
genéricas, estado e topologia da rede, descobrimento de novos dispositivos e conĄguração
de redes distribuídas, sendo assim um ponto crucial de SDN (GUDE et al., 2008).
2.3.5 Camada 5 - Northbound Interfaces
Ainda não existem muitas Northbound Interfaces e as existentes possuem suas
próprias deĄnições, ou seja, cada controlador possui sua própria interface. Pode-se dizer
que é o gargalo desta tecnologia.
Para a evolução de Redes SDN é necessária uma padronização que, por sua vez,
deve conter uma abstração que permita as aplicações de redes não dependerem de im-
plementações especíĄcas promovendo portabilidade e interoperabilidade entre diferentes
controladores (KREUTZ et al., 2015).
2.3.6 Camada 6 - Virtualização Baseada em Linguagem
A Virtualização possui duas características essenciais: capacidade de modulariza-
ção e possibilidade de utilização de diferentes tipos de abstrações ao mesmo tempo em
que assegura que as propriedades desejadas, tais como proteção, não sejam desprezadas.
Quando bem aplicadas, técnicas de virtualização podem proporcionar diferentes
visões de uma única infraestrutura, simpliĄcando a tarefa dos desenvolvedores de aplica-
ções já que não é mais necessário preocupar-se com pequenos detalhes.
EspeciĄcamente no OpenFlow, é utilizado um controlador para gerenciar a infra-
estrutura inferior aplicando regras de Ćuxo de tabelas de rotas para criar uma rede virtual
isolada oferecendo suporte para diferentes tecnologias, tornando-se uma ponte para redes
heterogêneas (KREUTZ et al., 2015).
2.3.7 Camada 7 - Linguagens de Programação
Bem como no desenvolvimento de aplicações em geral, as linguagens de programa-
ção de redes evoluíram de linguagem de máquina / lower-levels para linguagens high-level,
pois empregava-se mais tempo em pequenos detalhes de implementação do que solucio-
nando o problema. Outra vantagem é a possibilidade de modularização e reutilização de
códigos existentes em novos projetos (KREUTZ et al., 2015).
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Linguagens de programação podem ser utilizadas para diferentes propósitos, den-
tre os quais se destacam tanto o gerenciamento de instalação de regras, atualização de
contadores e obtenção de respostas quanto o desenvolvimento de linguagens abstratas
para a criação e escrita de programas para topologias virtuais (semelhante a orientação à
objeto) (REICH et al., 2013).
2.3.8 Camada 8 - Aplicações de Rede
As aplicações de rede podem ser vistas como o cérebro da rede, pois implementam
o controle lógico que será traduzido em comandos que devem ser instalados no Plano de
Dados, ditando o comportamento dos dispositivos de repasse.
A arquitetura SDN pode ser aplicada em qualquer ambiente, variando desde redes
domésticas/empresariais até data-centers e pontos de troca da Internet, visto que oferece
uma grande diversidade de benefícios. Esses benefícios podem ser aproveitados em aplica-
ções que funcionem como roteador ou balanceador de carga, para segurança, recuperação
de falhas e controle de qualidade de serviço Ąm-a-Ąm e até como gerenciador móvel de
redes wireless (REINECKE, 2014).
As aplicações de rede podem ser divididas em cinco categorias:
• Engenharia de Tráfego visando minimizar o consumo de energia, maximizar a uti-
lização da rede global e providenciar um balanceamento de carga otimizado;
• Mobilidade/Wireless, pois os planos de controle atuais estão abaixo do ideal nos
quesitos de gerenciamento de espectro limitado, alocação de rádio-recursos e imple-
mentação de mecanismos de entrega;
• Medida/Monitoramento tanto para funções que fornecem novas funcionalidades para
outros dispositivos quanto para propostas que visam melhorar as características
SDN baseadas no OpenFlow como, por exemplo, a sobrecarga do computador na
coleta de dados (KREUTZ et al., 2015);
• Segurança/ConĄança;
• Gerenciamento de rede de data-centers tanto na prevenção de falha eminente quanto
em uma possível migração de rede (AREFIN et al., 2013), (KELLER et al., 2012).
Com esses conceitos deĄnidos, serão mostrados agora alguns trabalhos realizados
na área de redes deĄnidas por software.
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2.4 Trabalhos Correlatos
Os simuladores utilizados nesse trabalho possuem várias áreas de aplicação dentro
do ambiente SDN independente de atuarem juntos ou separadamente, conforme demons-
trado a seguir.
Neto (2014) faz uso tanto do Mininet quanto do Floodlight para simulação da
rede e do controlador para realizar testes sobre os principais depuradores de redes SDN
existentes no mercado aĄm de qualiĄcá-los em diferentes aspectos como, por exemplo,
eĄciência e usabilidade.
Um bom caso de uso dos simuladores trabalhando separamente é o trabalho de
Araújo (2013), já que o mesmo utiliza apenas o Floodlight, pois é usado o NetFPGA para
o Plano de Dados. O trabalho em questão tem por Ąnalidade oferecer qualidade de serviço
em redes baseadas em OpenFlow.
O trabalho anterior também demonstra o potencial do simulador do controlador,
visto que NetFPGA é um hardware, ou seja, o Floodlight não depende apenas de ambientes
virtuais para funcionar.
No que diz respeito a cenários de implementação, Costa (2013) trata algumas
implementações simples com o intuito de apresentar os componentes da rede de forma
mais detalhada. Um desses cenários assemelha-se muito com a prática laboratorial que
será desenvolvida nesse trabalho. Trata-se do cenário criado para o teste do componente
Roteador e possui três switches OpenFlow ligados entre si e com dois hosts em cada
subrede. Um exemplo desse cenário pode ser visto na Figura 3.
Tendo em vista essas ideias, no próximo capítulo será apresentado o desenvolvi-
mento desse trabalho através da implementação da prática laboratorial.
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Figura 3 Ű Cenário de Implementação: 3 switches - 6 hosts / Fonte: (COSTA, 2013)
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3 Desenvolvimento
Nesse capítulo são apresentadas informações a respeito do desenvolvimento das
práticas laboratoriais tais como o ambiente, tecnologia e detalhes sobre as topologias
utilizadas nesse projeto.
3.1 Ambiente
É possível executar as práticas em um dispositivo físico, mas devido ao tempo
necessário de conĄguração entre os cenários propostos e também pelo fato de uma rede
emulada ser de mais fácil acesso ao aluno, pode-se efetuar testes de qualquer lugar, faci-
litando o aprendizado.
Para virtualizar a rede foi utilizado o Mininet, um emulador de rede com suporte
a OpenFlow, capaz de criar hosts, switches, controladores e links.
Com o Mininet é possível criar uma rede e adicionar uma grande quantidade de
nós em um só computador, como também é possível conectar com outras redes de outros
computadores. Outro fator importante na escolha do Mininet é disponibilidade de uma
VM já conĄgurada com o OpenFlow, POX e Wireshark (MININET TEAM, 2016).
3.2 Controlador
POX é uma plataforma para criação de controladores de rede escrito em Python,
que possui ampla interação com o OpenFlow para ajudar no desenvolvimento de Redes
SDN.
O POX possui alguns controladores nativos, dentre os quais será utilizado nesse
trabalho o forwarding.l2_learning que foi desenvolvido para Ąns didáticos.
Outra funcionalidade é a opção de acrescentar componentes, tal como, o open-
flow.spanning_tree que cria uma Spanning Tree da rede que será executada uma vez que
o controlador escolhido não possui suporte a rede com loops (NOXREPO, 2012).
3.3 Análises
A análise sobre o envio de pacotes pela rede foi realizada através do Wireshark, um
dos mais famosos nessa área por analisar microscopicamente a rede, sendo amplamente
utilizado tanto em empresas como em instituições de ensino.
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de pacotes enviados nessa comunicação (of_features_request e of_features_reply). Em
seguida são atualizados os status das portas e as tabelas de rotas.
Após essa conĄguração a rede entra em estado de espera, apenas enviando pa-
cotes para manter a conexão ativa e aguardando o recebimento de alguma operação. O
controlador ao receber um pacote inicia uma uma série de procedimentos listados a seguir:
1. Atualiza a tabela de rotas com o endereço e a porta do switch.
2. Ethertype é LLDP ou a rede possui Ąltros?
a) Sim? Descarta o pacote.
3. É multicast?
a) Sim? Inunda a rede.
4. O destino está na tabela?
a) Não? Inunda a rede.
5. Origem está na mesma porta que o destino?
a) Sim? Descarta o pacote.
6. Atualiza a tabela com o destino
a) Envia o pacote.
No trecho de código do controlador escrito abaixo é perceptível cada um desses
procedimentos do controlador.
s e l f . macToPort [ packet . s r c ] = event . port # 1
i f not s e l f . t ransparent : # 2
i f packet . type == packet .LLDP_TYPE or
packet . dst . i sB r i d g eF i l t e r e d ( ) :
drop ( ) # 2a
return
i f packet . dst . i s_mul t i ca s t :
f l o od ( ) # 3a
else :
i f packet . dst not in s e l f . macToPort : # 4
f l o od ( " Port␣ f o r ␣%s ␣unknown␣−−␣ f l o od i n g " % ( packet . dst , ) ) # 4a
else :
port = s e l f . macToPort [ packet . dst ]
i f port == event . port : # 5
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# 5a
l og . warning ( "Same␣ port ␣ from␣%s␣−>␣%s␣on␣%s .%s . ␣␣Drop . "
% ( packet . src , packet . dst , dpid_to_str ( event . dpid ) , port ) )
drop (10)
return
# 6
l og . debug ( " i n s t a l l i n g ␣ f low ␣ f o r ␣%s .% i ␣−>␣%s .% i " %
( packet . src , event . port , packet . dst , port ) )
msg = of . ofp_flow_mod ( )
msg . match = o f . ofp_match . from_packet ( packet , event . port )
msg . id le_t imeout = 10
msg . hard_timeout = 30
msg . a c t i on s . append ( o f . ofp_action_output ( port = port ) )
msg . data = event . ofp # 6a
s e l f . connect ion . send (msg)
Caso fosse necessário realizar alguma modiĄcação na rede esse controlador poderia
ser atualizado, se a alteração fosse muito ampla seria possível utilizar um novo controlador,
tudo sem modiĄcar a infraestrutura da rede de acordo com o disposto em 2.3.4. Este é
um dos motivos das redes SDN estarem em evidência nos últimos anos.
Mais detalhes sobre a implementação e execução dessas práticas laboratoriais se
encontram nos Anexos.
29
5 Conclusão
Como já explicado anteriormente, a Rede DeĄnida por Software é uma tecnologia
atual que ganhou muitos adeptos nos últimos anos devido, principalmente, a simplicidade
na conĄguração / reconĄguração da rede e por ser altamente Ćexível.
Nesse contexto as aulas práticas criadas visam introduzir os alunos nesse ambiente
recente, explicando de forma simples seus principais componentes. Outro fator que pode
despertar interesse dos alunos nessa área é a existência do ambiente virtualizado por ser
de fácil acesso e também pelo fato de ser possível testar qualquer conĄguração de rede em
um comando ou dois ao invés de Ącar trabalhando com uma grande quantidade de Ąos.
Novos trabalhos nessa área podem ser desenvolvidos de diversas formas tais como:
• Cenários mais complexos através da criação de topologias com uma grande quanti-
dade de nós e links;
• Diferentes tipos de controladores podendo utilizar algum já existente ou criar um
novo seguindo determinadas características;
• Separando os switches VMs distintas, ou seja, cada grupo cria uma máquina virtual
contendo apenas um switch em seu próprio computador e conectam-se os computa-
dores de forma a se respeitar um dos cenários propostos acima;
• Utilizando um switch SDN físico presente no Laboratório de Redes da UFU;
• e mais.
Portanto, percebe-se que essa é uma área que tem muito a crescer e possui múltiplas
áreas de atuação facilitando a criação de novos trabalhos.
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ANEXO A Ű Laboratório 01
Objetivo: Este laboratório experimenta os conceitos do Plano de Dados de Redes
DeĄnidas por Software (SDN) utilizando Mininet para simular sua estrutura e POX como
controlador, todos sendo executados em uma máquina virtual.
A.1 Fundamentos Teóricos
Esta atividade tem como objetivo discutir os conceitos relacionados ao Plano de
Dados das Redes DeĄnidas por Software utilizando Mininet para experimentação. Para
isso é importante relembrar os conceitos de SDN.
A característica principal de SDN é que o plano de dados e o plano de controle são
separados, ou seja, os switches da rede se tornam apenas dispositivos de repasse enquanto
o controle lógico se torna uma entidade externa centralizada simpliĄcando as políticas de
conĄguração e evolução, tornando a rede programável.
A.1.1 Plano de Dados
A diferença principal nesta camada é o fato dos elementos físicos serem apenas
dispositivos de repasse sem nenhum tipo de controle embutido. Tendo isto em vista, as
redes são construídas sobre interfaces padrões e abertas - como é o caso do OpenFlow
utilizado neste experimento - permitindo a compatibilidade de conĄguração e comunicação
entre diversos tipos de dispositivos de dados e controle.
As regras de Ćuxo no OpenFlow possuem um caminho pré-determinado a ser
percorrido. Quando um pacote chega, o mesmo inicia um processo de varredura das tabelas
de Ćuxo existentes a Ąm de encontrar uma combinação. Esse processo termina quando
existe uma correspondência ou quando todas as tabelas forem analisadas. Caso não exista
uma regra especíĄca para esse pacote, ele pode ser descartado ou ser encaminhado para
o controlador, dependendo da opção padrão que foi conĄgurada.
A.2 Materiais e Métodos
Para o desenvolvimento dessa prática, os computadores disponíveis no Laboratório
de Redes precisarão ter instalados um Software de emulação (Vmware ou VirtualBox) com
a VM Mininet instanciada. A VM Mininet é um ambiente disponibilizado para download
que já possui tanto o Mininet quanto o controlador POX conĄgurados.
Descrição dos componentes:
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A.6 Exercício
A VM Mininet por padrão possui mais alguns cenários para teste. Cite 2 desses
cenários e descreva seu funcionamento.
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from mininet . topo import Topo
class RingTopo ( Topo ) :
def __init__( s e l f ) :
# I n i t i a l i z e t opo l o gy
Topo . __init__( s e l f )
#Topology f o r a r ing network wi th n sw i t ch e s .
def bu i ld ( s e l f , sw i t che s=5, hos t s=2 ) :
# Numbering : h1 . .N, s1 . .M
s e l f . hostNum = 1
s e l f . switchNum = 1
# Bui ld t opo l o gy
s e l f . addRing ( switches , hos t s )
def addRing ( s e l f , switches , hos t s ) :
for _ in range ( sw i t che s ) :
switch = s e l f . addSwitch ( Š s%s Š % s e l f . switchNum )
s e l f . switchNum += 1
for _ in range ( hos t s ) :
host = s e l f . addHost ( Šh%s Š % s e l f . hostNum )
s e l f . hostNum += 1
s e l f . addLink ( switch , host )
i f s e l f . switchNum−1 != swi t che s :
switch2 = s e l f . addSwitch ( Š s%s Š % s e l f . switchNum )
s e l f . addLink ( switch , switch2 )
else :
s e l f . addLink ( switch , Š s1 Š )
return
topos = { Š topoRing Š : ( lambda : RingTopo ( ) ) }
B.4 Controlador - forwarding.l2_learning
O funcionamento deste controlador é bem simples, observa o tráfego e preenche a
tabela de rotas. Mas como isso é feito?
Quando um pacote chega na rede, sabe-se a qual porta ele pertence. Quando deseja-
se enviar esse pacote é necessário consultar a tabela. Se a porta destino não é conhecida
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é enviada uma mensagem para todas as portas exceto a porta de origem e, com base na
resposta, a tabela de rotas é atualizada. Isto se torna um problema na presença de loops.
1. Atualiza a tabela de rotas com o endereço e a porta do switch.
2. Ethertype é LLDP ou a rede possui Ąltros?
a) Sim? Descarta o pacote.
3. É multicast?
a) Sim? Inunda a rede.
4. O destino está na tabela?
a) Não? Inunda a rede.
5. Origem está na mesma porta que o destino?
a) Sim? Descarta o pacote.
6. Atualiza a tabela com o destino
a) Envia o pacote.
O problema desse controlador se deve ao fato do mesmo não aceitar loops na
deĄnição da rede. Esse problema pode ser contornado através da criação de uma Spanning
Tree dos componentes presentes na rede para eliminação do loop.
B.5 Testes
Para execução dos testes dessa topologia serão necessários três terminais com co-
nexões SSH para a VM Mininet, uma para criação da rede, uma para inicialização do
controlador e outra para o Wireshark.
Primeiramente deve-se criar um arquivo com a topologia, visto que ela não é nativa
da VM. Por convenção, códigos próprios devem ser criados na pasta custom. Esse arquivo
pode ser criado da seguinte forma:
Em qualquer terminal digite pico mininet/custom/ring.py. Após copiar o código
fornecido pressione CTRL+X, em seguida a tecla Y e depois ENTER.
O próximo passo é iniciar o controlador através do seguinte comando: sudo
˜/pox/pox.py forwarding.l2_learning openĆow.spanning_tree log.level --DEBUG
samples.pretty_log openĆow.discovery info.packet_dump.
Antes de prosseguir vamos entender o comando anterior.
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• forwarding.l2_learning
– É o tipo do controlador
• openflow.spanning_tree
– É utilizado para criação da spanning tree visto que o exemplo contém loops
• log.level --DEBUG
– É utilizado para uma visualização mais detalhada das informações produzidas
pelo controlador
• samples.pretty_log
– É utilizado para formatação das mensagens, tornando-as mais legível
• openflow.discovery
– É utilizado para enviar e receber mensagens LLDP dos switches OpenFlow
para descobrir a topologia da rede e detectar quando um link cai. Trabalha em
conjunto com o openflow.spanning_tree
• info.packet_dump
– É utilizado para exibir mensagens sobre os pacotes recebidos pelo controla-
dor dos switches. Ajudará na visualização da interação do controlador com os
switches
Com o controlador executando devemos iniciar a topologia através do comando:
sudo mn --custom ˜/mininet/custom/topo-ring.py --topo topoRing --switch ovsk
--controller=remote.
A partir deste momento pode-se executar os comandos vistos na aula anterior para
visualizar o estado da rede.
Após inicialização do controlador e criação da rede, pode-se observar a criação da
spanning tree na janela do controlador. A cada execução, uma árvore diferente é criada.
A seguir é mostrado um caso obtido.
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B.6 Exercício
Exercício 1) Utilizando os comandos informados nesse laboratório crie uma rede
Ű sem usar a opção --mac Ű e preencha a tabela a seguir com os endereços IP e MAC da
rede.
SWITCHES IP MAC
Switch 1
Switch 2
Switch 3
Switch 4
Switch 5
Tabela 1 Ű IdentiĄcando os nós da rede
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Topo . __init__( s e l f )
#Topology f o r a network wi th mu l t i p l e paths between 2 hos t s .
def bu i ld ( s e l f , paths = 3 ) :
# Numbering : s1 . .N
s e l f . switchNum = 3
# Bui ld t opo l o gy
s e l f . addMult iple ( paths )
def addMult iple ( s e l f , paths ) :
host1 = s e l f . addHost ( Š h1 Š )
host2 = s e l f . addHost ( Š h2 Š )
switch1 = s e l f . addSwitch ( Š s1 Š )
switch2 = s e l f . addSwitch ( Š s2 Š )
s e l f . addLink ( switch1 , host1 )
s e l f . addLink ( switch2 , host2 )
for i in range ( paths ) :
switch = s e l f . addSwitch ( Š s%s Š % s e l f . switchNum )
s e l f . addLink ( switch1 , switch )
s e l f . switchNum += 1
for _ in range ( i ) :
switchAux = s e l f . addSwitch ( Š s%s Š % s e l f . switchNum )
s e l f . switchNum += 1
s e l f . addLink ( switch , switchAux )
switch = switchAux
s e l f . addLink ( switch , switch2 )
return
topos = { Š topoMult ip le Š : ( lambda : MultipleTopo ( ) ) }
C.3 Testes
Para execução dos testes dessa topologia serão necessários cinco terminais com
conexões SSH para a VM Mininet, uma para criação da rede, uma para inicialização do
controlador e os outros três para o Wireshark.
Neste ponto os testes diferem dos anteriores pois existem múltiplos caminhos e
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SWITCHES ANTES DEPOIS
Switch 3
Switch 5
Switch 7
Tabela 3 Ű IdentiĄcando as rotas de transferência
