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SINGLE-VALUED INTEGRATION AND DOUBLE COPY
FRANCIS BROWN AND CLE´MENT DUPONT
Abstract. We study a single-valued integration pairing between differential forms
and dual differential forms which subsumes some classical constructions in mathe-
matics and physics. It can be interpreted as a p-adic period pairing at the infinite
prime.
The single-valued integration pairing is defined by transporting the action of
complex conjugation from singular to de Rham cohomology via the comparison
isomorphism. We show how quite general families of period integrals admit canon-
ical single-valued versions and prove some general formulas for them. This implies
an elementary ‘double copy’ formula expressing certain singular volume integrals
over the complex points of a smooth projective variety as a quadratic expression
in ordinary period integrals of half the dimension. We provide several examples,
including non-holomorphic modular forms, archimedean Ne´ron–Tate heights on
curves, single-valued multiple zeta values and polylogarithms.
In a sequel to this paper [BD19b] we apply this formalism to the moduli space
of curves of genus zero with marked points, to deduce a recent conjecture due to
Stieberger in string perturbation theory, which states that closed string amplitudes
are the single-valued projections of open string amplitudes.
1. Introduction
Classical theories of integration concern integrals of closed differential forms ω over
a domain of integration γ:
(1) I =
∫
γ
ω .
In a geometric setting, integration can be interpreted as a canonical pairing between de
Rham cohomology and singular homology for algebraic varieties. When the varieties
depend algebraically on parameters one typically obtains multi-valued functions of the
parameters.
In this paper, we study a pairing between de Rham cohomology and its dual, de
Rham homology. It assigns a number to a differential form and a ‘dual differential
form’. When they depend on parameters, the pairing is a single-valued function of
the parameters, hence the name ‘single-valued integration’. The only extra ingredient
of the construction, in addition to the usual integration of forms over cycles (1), is
complex conjugation (the ‘real Frobenius’). Single-valued integration can in this way
be interpreted as a p-adic period pairing at the infinite prime.
This idea clarifies many classical single-valued functions in mathematics and physics,
but can also generate new objects when applied to familiar examples. In the sequel to
this paper we apply our results to the case of the moduli space of curves of genus zero
to settle a recent question in string perturbation theory.
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1.1. Framework. Let k be a field which admits an embedding σ : k →֒ C. Typically,
we shall take k = Q, k a general number field, or k = C. We work in the following
setting:
(⋆)k : Let X be a smooth projective variety of dimension n over k, and let
A,B ⊂ X be divisors with no common irreducible component such that A ∪ B is a
normal crossing divisor in X .
By resolution of singularities, any period integral can be expressed as a period of
the relative cohomology of (⋆)k. More precisely, let
HdR = H
r
dR(X\A,B\(A ∩B)) (or, for short H
r
dR(X\A mod B))
denote relative algebraic de Rham cohomology. It is a finite dimensional vector space
over k. Let us denote the relative Betti or singular cohomology by
HB,σ = H
r
sing(Xσ\Aσ(C), Bσ\(Aσ ∩Bσ)(C) ; Q) (or, H
r
B,σ(X\A mod B)) ,
where we use the notation Xσ = X ×k,σ C, and so on. It is a finite dimensional
vector space over Q, dual to the singular homology of Xσ\Aσ(C) relative to Bσ(C).
According to de Rham [DR31] and Grothendieck [Gro66], integration of algebraic dif-
ferential forms over cycles (1) can be interpreted as a canonical and natural comparison
isomorphism
compσ,dR : HdR ⊗k,σ C
∼
−→ HB,σ ⊗Q C .
Let σ : k →֒ C denote the complex conjugate embedding. Since complex conjuga-
tion is continuous, it defines a natural Q-linear isomorphism called the real Frobenius
isomorphism:
F∞ : HB,σ
∼
−→ HB,σ .
The single-valued map is defined to be the C-linear isomorphism
sσ : HdR ⊗k,σ C −→ HB,σ ⊗Q C
F∞⊗id−→ HB,σ ⊗Q C −→ HdR ⊗k,σ C
where the first and third isomorphisms are compσ,dR and comp
−1
σ,dR. The map sσ defines
a (σ, σ)-bilinear pairing between de Rham cohomology classes and de Rham homology
classes, defined to be elements of the dual H∨dR. It is typically transcendental, and
is quite different from the natural duality pairing between de Rham homology and
cohomology (which takes values in k). It satisfies analogues of all the usual rules for
integration including change of variables formulae, a version of Stokes’ theorem, and
so on. This requires the language of ‘motivic’ periods (see §2.5 for a discussion of the
single-valued map in that framework.)
Example 1.1. Let a ∈ C×\{1} and let γ be a path from 1 to a. The logarithm
log a =
∫
γ
dz
z
is a multi-valued function of a whose monodromy lies in 2πiZ. This is due to the
ambiguity in the choice of path γ. It is a period of (the family over Gm\{1})
H1B/dR(P
1\{0,∞} mod {1, a})
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which admits a de Rham basis [ dza−1 ], [
dz
z ] and a Betti basis [γ], [γ0], where γ0 is a
small positive loop around the origin. With respect to these bases, the comparison
isomorphism can be written as the period matrix
P =
(∫
γ
dz
a−1
∫
γ
dz
z∫
γ0
dz
a−1
∫
γ0
dz
z
)
=
(
1 log a
0 2πi
)
·
In the same de Rham basis, the single-valued map is represented by the matrix
P
−1
P =
(
1 log |a|2
0 −1
)
·
Thus the single-valued period associated to the logarithm is log |a|2, and the single-
valued version of 2πi is −1. See §6 for a more detailed discussion.
Single-valued (families of) periods form a interesting class of numbers and func-
tions with many applications. Examples include: the single-valued polylogarithms
[ZG00], multiple zeta values [Bro14], regulators [BD94], and non-holomorphic modular
forms [Bro18]. They often arise in physics since physical problems tend to have well-
defined (as opposed to multi-valued) solutions. Examples include string amplitudes
[Sti14, ST14], Regge limits [DDP12], and the theory of graphical functions [Sch14].
Furthermore, single-valued periods are invariants of the de Rham periods which occur
in the de Rham coaction (§2.3) on motivic periods.
For the remainder of this introduction we now restrict to the case where σ = σ is a
real embedding and drop the reference to σ in the notations. In this case the single-
valued map s is defined over R, i.e., defines an R-linear automorphism of HdR ⊗k R,
and admits a simple Tannakian description (§2.5).
1.2. Duality and formulae. The above definition of the single-valued period can
be difficult to compute since one needs to know the entire period matrix. A related
problem is how to represent de Rham homology classes, which are unfamiliar.
Both issues can be resolved using duality. Recall that classical Poincare´ duality
gives a perfect pairing on the cohomology of a compact oriented manifold and allows
one to interpret homology classes as cohomology classes of complementary degree. In
order to extend this to the periods of mixed, as opposed to only pure, motives, we
require a version with singularities (Theorem 3.1). It states that there is a natural
perfect pairing
(2) 〈 , 〉 : Hr(X\B mod A)⊗H2n−r(X\A mod B) −→ Q(−n) .
In this manner, we can interpret de Rham homology classes as classes of differential
forms with different singularities. This leads to a different perspective on single-valued
periods as a pairing between classes of differential forms:
HrdR(X\B mod A)⊗H
2n−r
dR (X\A mod B) −→ R(3)
[ν]⊗ [ω] 7→ (2πi)−n〈[ν], s[ω]〉.
Our first theorem gives a formula for this pairing when ω and ν have logarithmic
singularities. Let us fix r = n for simplicity and work with global algebraic differential
n-forms ω and ν with logarithmic singularities alongA and B respectively (see Theorem
3.16 and Theorem 3.17 for more general and precise statements). Note that ω is
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a differential form on X\A which is automatically closed and vanishes along B for
degree reasons, and likewise ν with A, B interchanged.
Theorem 1.2. The single-valued period (3) is computed by the following absolutely
convergent integral:
(4) (2πi)−n
∫
X(C)
ν ∧ ω .
The subtle point here is that the form ν ∧ ω is not a smooth form on X(C). For
example, one cannot simply differentiate under the integral with respect to a parameter,
nor can one apply Stokes’ theorem in a naive manner (these operations are possible,
however, see §5).
This theorem allows for an interpretation of certain dz∧dz integrals as single-valued
periods. Since the single-valued period homomorphism on de Rham periods has a large
kernel this imposes severe restrictions on the types of numbers and functions which can
occur as such integrals.
Although (3) is defined in full generality, the integral (4) does not converge in the
general case when ω, ν have higher-order poles. Indeed Felder and Kazhdan have re-
cently studied similar kinds of integrals using a version of Riemann’s mapping theorem
in families [FK16] or by a zeta regularisation [FK18]. We do not know how the latter
definition compares to ours. In any case, we can avoid these subtle issues since every
cohomology class may be represented by a form with logarithmic singularities.
From the previous theorem we deduce the following relation between elementary
integrals.
Corollary 1.3. (Double copy formula). In the setting of the previous theorem:
(5)
∫
X(C)
ν ∧ ω =
∑
[γ],[δ]
〈[γ]∨, [δ]∨〉
∫
γ
ν
∫
δ
ω
where [γ] ranges over a basis for HBn (X\B mod A) and [γ]
∨ denotes the dual basis,
and likewise [δ] with A, B interchanged.
It follows from the compatibility between the duality (2) and the comparison iso-
morphism that the right-hand side of (5) always computes the single-valued period for
any ω, ν. The previous formula expresses certain dz ∧ dz integrals as finite quadratic
expressions in ordinary period integrals. They are reminiscent of the so-called ‘KLT
relations’ in the physics literature which will be discussed in the sequel to this paper
[BD19b]. On the left-hand side, one multiplies the two forms ν and ω together before
integrating; on the right, one integrates the forms individually first, and then multiplies
the integrals together. The rational coefficients 〈[γ]∨, [δ]∨〉 appearing in the formula are
the entries of the inverse transpose matrix of the intersection matrix of representatives
for the classes [γ] and [δ].
Example 1.4. In the case of the logarithm, we have ν = d log((z − a)/(z − 1)) and
formula (5) reads : ∫
P1(C)
ν ∧
dz
z
=
∫
δ0,∞
ν
∫
γ0
dz
z
−
∫
γ1
ν
∫
δ1,a
dz
z
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where γj denotes a small positive loop around j, and δ0,∞ and δ1,a denote disjoint
paths from 0 to ∞ and from 1 to a respectively. Indeed, both sides of the equality
equal 2πi log |a|2 (see §6.3).
1.3. Separated objects and projection. It remains to explain in which sense1
single-valued periods can be assigned to ordinary period integrals.
We say that Hn(X\A mod B) is separated if its Hodge numbers satisfy a certain
condition (§4.1). A mixed Hodge structure of Tate type is a very special case. For the
statement of the next theorem, let us fix an algebraic closure k of the field k and an
embedding k →֒ C compatible with σ.
Theorem 1.5. If Hn(X\A mod B) is separated, there exists a natural map
c∨0 : H
B
n (X\A mod B) −→ H
n
dR(X\B mod A)⊗k k .
The image c∨0 (γ) of a class γ can be represented by a canonical global algebraic differ-
ential form νγ on X ×k k with logarithmic singularities along B ×k k.
The map c∨0 is defined over a number field which depends only on the pair (X,B).
It can be used to define a certain map from separated effective motivic periods to de
Rham periods by replacing cycles with forms. For example, if ω is a global algebraic
differential n-form onX with logarithmic singularities along A, this map can informally
be denoted by ∫
γ
ω  (2πi)−n
∫
X(C)
νγ ∧ ω .
To interpret this meaningfully, one needs the language of motivic periods.
Example 1.6. The logarithmic differential form
νγ = d log
(
z − a
z − 1
)
=
dz
z − a
−
dz
z − 1
=
(a− 1) dz
(z − 1)(z − a)
is the image under c∨0 of the class of the path γ from 1 to a. This justifies the claim
made in Example 1.4:
log(a) =
∫
γ
dz
z
 log |a|2 =
1
2πi
∫
P1(C)
νγ ∧
dz
z
.
It is interesting, and presumably straightforward, to extend the above results to the
case of cohomology with coefficients, or over a non-trivial base (i.e., in families).
In a sequel to this paper [BD19b] we apply these ideas to integrals in superstring
perturbation theory to prove a conjecture of Stieberger, which states that closed string
amplitudes in genus zero are the single-valued projections of open string amplitudes.
The underlying geometry is the moduli spaces of genus zero curves. We also study, in
this special case, the extension of our results to the case of cohomology with coefficients.
1In the literature, single-valued analogues of polylogarithms are widely referred to as single-valued
‘cousins’. What we propose here, then, is a mathematical definition of the word ‘cousin’.
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1.4. Contents. In Section §2 we review the framework of motivic periods, define the
single-valued pairing in a general context, and prove some of its abstract properties.
In Section §3 we review the formalism of Verdier duality, and prove the main integral
formula for the single-valued periods of polar-smooth forms (Theorems 3.16, 3.17). In
Section §4 we discuss separated mixed Hodge structures, whose motivic periods admit
a projection map to de Rham periods. We compute a formula for this map, and prove
Theorem 1.5 amongst other things. Section §5 briefly considers some of the subtle
functoriality properties of the single-valued integrals.
There are many potentially interesting applications of this theory. In this paper, we
study some of the very simplest examples, most of which are treated in §6. They in-
clude: regulators (for number fields) §2.6, periods of the universal elliptic curve leading
to non-holomorphic Eisenstein series §6.2, Green’s functions and Ne´ron–Tate heights
on curves §6.4, and multiple zeta values §6.5. We recast the theory of archimedean
height pairings on curves in the language of de Rham periods, and provide an inte-
gral formula for single-valued multiple zeta values, for which no closed expression was
previously known. We deduce that Deligne’s associator, previously defined only via a
fixed point equation involving the non-explicit action of a motivic Galois group [Bro14],
actually admits an elementary integral formula.
1.5. Acknowledgements. Both authors were partially supported by ERC grant 724638
during this project and thank the IHES for hospitality. The second author was par-
tially supported by ANR grant ANR-18-CE40-0017. This paper was initiated during
the trimester “Periods in number theory, algebraic geometry and physics” which took
place at the HIM Bonn in 2018, to which both authors offer their thanks. Many thanks
to Andrey Levin, whose talk during this programme on the dilogarithm inspired this
project, and also to Federico Zerbini for discussions.
2. ‘Motivic’ periods and the single-valued period homomorphism
2.1. A category of realisations.
2.1.1. Over the rationals. We mostly work in the Q-linear Tannakian category H con-
sidered in [Del89]. Its objects consist of triples V = (VB, VdR, c) where VB, VdR are
finite-dimensional Q-vector spaces and c is an isomorphism c : VdR ⊗Q C
∼
−→ VB ⊗Q C
with the following extra structures:
• VB, and VdR are equipped with an increasing filtration W called the weight.
The isomorphism c respects the weight filtrations on VB ⊗Q C, VdR ⊗Q C.
• VdR is equipped with a decreasing filtration F (the Hodge filtration). The data
of VB,W, cF defines a graded-polarizable Q-mixed Hodge structure.
• There is an involution F∞ : VB −→ VB called the real Frobenius, such that the
following diagram commutes
VdR ⊗Q C
c
//
id⊗cdR

VB ⊗Q C
F∞⊗cB

VdR ⊗Q C c
// VB ⊗Q C
where cB, cdR denote the action of complex conjugation on coefficients.
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The morphisms in this category are linear maps φ between components of objects
φB, φdR which respect all the above data. As shown in [Del89], this category is neutral
Tannakian over Q and has, in particular, two fiber functors
ωB/dR : H −→ VecQ
which send (VB, VdR, c) to VB/dR respectively.
2.1.2. Variant for number fields. Let k be a number field. LetH(k) denote the Q-linear
category whose objects consist of: VdR, a finite dimensional vector space over k; for
every embedding σ : k →֒ C a finite dimensional vector space VB,σ over Q; a set of
C-linear isomorphisms
cσ : VdR ⊗k,σ C
∼
−→ VB,σ ⊗Q C .
They are equipped with a real Frobenius isomorphism F∞ : VB,σ
∼
→ VB,σ compatible
with complex conjugation, i.e., such that the following diagram commutes:
VdR ⊗k,σ C
cσ
//
id⊗cdR

VB,σ ⊗Q C
F∞⊗cB

VdR ⊗k,σ C cσ
// VB ⊗Q C
This category is Tannakian with fiber functors ωdR : H(k)→ Veck and ωB,σ : H(k)→
VecQ for every σ. It is neutralised by the latter. Note that H = H(Q).
Example 2.1. Let X,A,B satisfy (⋆)k. For any r, let
HdR = H
r
dR(X\A mod B) and HB,σ = H
r
B,σ(X\A mod B)
be the algebraic de Rham and relative singular cohomology relative to an embedding
σ : k →֒ C, as defined in §1.1. The comparison isomorphism
compσ : HdR ⊗k,σ C
∼
−→ HB,σ ⊗Q C
was defined by Grothendieck [Gro66] building upon work of de Rham [DR31]. Deligne
[Del71, Del74] showed that the above data has a natural mixed Hodge structure, and
hence the object
Hr(X\A mod B) = ((HB,σ)σ, HdR, (compσ)σ)
is an object of H(k). The real Frobenius involution F∞ : HB,σ
∼
→ HB,σ is induced by
complex conjugation Xσ(C)
∼
→ Xσ(C).
Remark 2.2. To define single-valued periods, one only requires the existence and prop-
erties of the real Frobenius, and can drop the filtrations W and F . However, these
filtrations play an essential role in defining the de Rham projection §4.1.
2.2. H-periods. An H-period is a regular function on the torsor of tensor isomor-
phisms between the fiber functors ωdR and ωB. Concretely, the space of H-periods
PmH = O(Isom
⊗
H(ωdR, ωB)) is the Q-vector space spanned by symbols (matrix coeffi-
cients) [H, γ, ω]m where H is an object of H, γ ∈ H∨B and ω ∈ HdR. They satisfy the
following relations: bilinearity in γ, ω and naturality with respect to morphisms in H.
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See the notes [Bro17, §2] for further details. The space of H-periods PmH is naturally a
ring, equipped with a period homomorphism
per : PmH −→ C
which on generators is defined by
per [H, γ, ω]m = γ(c(ω))
where H = (HB, HdR, c). It can be thought of as the integral of ω along γ. The ring
PmH admits an involution, denoted by F∞, which acts on matrix coefficients via the
formula F∞[H, γ, ω]
m = [H,F∨∞γ, ω]
m. It corresponds to complex conjugation:
per(F∞ξ) = per(ξ) for all ξ ∈ P
m
H .
The period map is far from injective – only its restriction to the subring of H generated
by objects of the form given in Example 2.1 is hoped to be injective.
Example 2.3. (Cauchy’s theorem) Let X = P1, A = {0,∞}, and B = ∅. Then
H1(X\A mod B) = (Q,Q, 1 7→ 2πi) =: Q(−1)
is the Lefschetz mixed Hodge structure. Let γ denote a positively oriented circle around
0 in X\A(C) = C× and define the Lefschetz H-period
Lm =
[
Q(−1), [γ],
[
dz
z
]]m
.
It is the ‘motivic’ version of 2πi since its period is per(Lm) = 2πi. Since γ = −γ, we
verify that F∞L
m = −Lm.
2.3. de Rham periods. A de Rham period is defined in an analogous way to motivic
periods. The ring of de Rham periods PdrH is the affine ring of the group scheme
GdRH = Aut
⊗
H(ωdR). Concretely, it is the Q-vector space spanned by matrix coefficients
[H, f, ω]dr where f ∈ H∨dR and ω ∈ HdR modulo the relations of bilinearity in f , ω and
naturality. Let α ∈ {m, dr}. There is a natural right coaction
∆ : PαH −→ P
α
H ⊗Q P
dr
H
which is given on matrix coefficients by
∆[H, a, ω]α =
∑
i
[H, a, e∨i ]
α ⊗ [H, ei, ω]
dr
where the sum is over a basis ei (and e
∨
i denotes the dual basis) of HdR and a ∈ H
∨
B
(resp. H∨dR) if α = m (resp. dr). This formula does not depend on the choice of basis.
In the case α = dr, this defines a coproduct on PdrH , which is indeed a commutative
Hopf algebra since it is the affine ring of the group scheme GdRH .
2.4. Single-valued periods. Similarly, there is a notion of Betti periods (which shall
not be used in this paper), and associated Tannaka group GBH = Aut
⊗
H(ωB). The
isomorphism c which forms part of the data of an object of H (or, equivalently, the
period homomorphism per) gives an isomorphism of affine group schemes
(6) GBH ×Q C
∼
−→ GdRH ×Q C .
The real Frobenius F∞ defines an automorphism of the fiber functor ωB and hence a
point in GBH(Q) which we denote by F∞, without risk of confusion.
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Definition 2.4. The element s ∈ GdRH (C) is the image of F∞ ∈ G
B
H(Q) under the
canonical isomorphism (6).
The action of the element s is given by the composition
s : HdR ⊗Q C
c
−→ HB ⊗Q C
F∞⊗id−→ HB ⊗Q C
c−1
−→ HdR ⊗Q C .
Since cdR s|HdR = s|HdR cdR = s|HdR , s is real-valued: s ∈ G
dR
H (R). Furthemore, since
F∞ is an involution, it satisfies s
2 = 1. Since s respects the weight filtration, we can
write more precisely s ∈W0G
dR
H (R).
Definition 2.5. The single-valued period homomorphism
s : PdrH −→ R
is defined by s ∈ Hom(O(GdRH ),R). On matrix coefficients it is given by
s[H, f, ω]dr = f(s(ω)).
Example 2.6. The Lefschetz de Rham period is Ldr = [Q(−1), [dzz ]
∨, [dzz ]]
dr. Since F∞
acts via −1 on Q(−1)B, it follows from the definition that s(L
dR) = −1.
If P denotes the matrix of c with respect to suitable bases of HdR, HB, then the
map s in the same basis of HdR is represented by the single-valued period matrix
Ps = P
−1F∞P = P
−1
P .
It clearly satisfies P 2
s
= I and tr (Ps) = tr (F∞).
Proposition 2.7. For any matrix coefficient [H, f, ω]dr ∈ PdrH , the single-valued period
can be expressed as the following quadratic expression
s [H, f, ω]dr =
∑
i
per[H∨, F∞γ
∨
i , f ]
m per[H, γi, ω]
m
where the sum is over a basis γi of H
∨
B (and γ
∨
i denotes the dual basis).
Proof. This is a restatement of the definition using the usual rule for matrix mul-
tiplication, and using the fact that the object in H dual to H = (HB, HdR, c) is
H∨ = (H∨B , H
∨
dR, c
∗), where c∗ is the inverse transpose of c. 
Remark 2.8. A motivic version sm : PdrH → P
m
H of the single-valued period was defined
in [Bro17, (4.3)]. It is given by the same formula as the previous proposition except
that we drop both occurrences of the word ‘per’ (see loc. cit. Remark 8.1). Similarly,
one can replace F∞ ∈ G
B
H(Q) with an arbitrary element g ∈ G
B
H(R). It defines an
element gm ∈ GdR(PmH ⊗Q R) via the universal comparison isomorphism.
2.5. Variant for number fields. The above constructions admit a variant over num-
ber fields k. Given an embedding σ : k →֒ C, we can define a ring Pm,σH(k) consisting
of equivalence classes of matrix coefficients [H, γ, ω]m where H is an object of H(k),
ω ∈ HdR and γ ∈ H
∨
B,σ [Bro17, §2]. Let Cσ denote a copy of the complex numbers
C with k-linear structure given by σ : k →֒ C. The associated single-valued period
homomorphism is obtained as the composite
sσ : HdR ⊗k Cσ
cσ−→ HB,σ ⊗Q C
F∞⊗id−→ HB,σ ⊗Q C
c−1
σ−→ HdR ⊗k Cσ .
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Since the k-linear structures on Cσ and Cσ are different when σ is not real, this does
not in general induce an isomorphism of fiber functors. It only does so after extending
scalars to the ring Cσ ⊗k Cσ. In this case, since every map in the above is functorial
with respect to morphisms and respects the tensor product, we deduce a single-valued
period homomorphism:
sσ : P
dr
H(k) −→ Cσ ⊗k Cσ
where PdrH(k) is the Hopf algebra of equivalence classes of matrix coefficients [H, f, ω]
dr
with f ∈ H∨dR, ω ∈ HdR. Equivalently, it defines a point sσ ∈ G
dR
H(k)(Cσ ⊗k Cσ) where
GdRH(k) = Aut
⊗
H(k)(ωdR) is an affine group scheme over k. Compatibility with complex
conjugation (which acts on Cσ ⊗k Cσ by x⊗ y = y ⊗ x) implies that
(7) sσ = sσ .
If Pσ (resp. Pσ) are matrix representatives for cσ (resp. cσ) with respect to suitable
bases, then the map sσ is represented by the matrix
(8) Psσ = P
−1
σ F∞Pσ = Pσ
−1
Pσ
with values in Cσ ⊗k Cσ. It satisfies the following ‘single-valued period relations’
(9) PsσPsσ = I
where I is the identity matrix. This follows from (7) and the identity sσsσ = id, which
holds since F∞ is an involution (and follows directly from (8)).
In the case when σ : k →֒ R is a real embedding, the map sσ defined above does in
fact define an isomorphism of fiber functors, and therefore defines a point
(10) sσ ∈ G
dR(Rσ) satisfying s
2
σ = 1 .
In this case the period matrix Psσ has real entries and satisfies
(11) P 2
sσ
= I and tr (Psσ ) = tr (F∞)
since Psσ = P
−1
σ F∞Pσ is conjugate to F∞.
Remark 2.9. Let k be a number field. Objects of the category H(k) can be viewed as
families of objects over Spec k [Bro17, §10.1] . In particular, the comparison isomor-
phisms for all embeddings can be expressed as a canonical isomorphism:
HdR ⊗Q C ≃
( ⊕
σ:k→֒C
HB,σ
)
⊗Q C .
The real Frobenius involution F∞ acts on the right-hand side and induces a single-
valued involution s on the left-hand side. For the reasons given above, it does not
induce a tensor isomorphism of ωdR ⊗Q C in general.
However, in the case when k is totally real, it does. Let Rk/QG
dR denote the
restriction of scalars from k to Q of the affine group scheme GdR = Aut⊗H(k)ωdR, which
is defined over k. It satisfies Rk/QG
dR(R) = GdR(R ⊗Q k). We deduce that in this
case the real Frobenius therefore defines a point
s ∈ Rk/QG
dR(R) for k totally real .
It is given by the collection (sσ)σ:k→֒R.
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2.6. Mixed Tate case. LetMT (k) denote the category of mixed Tate motives over k
[DG05]. Since the Hodge realisation functor is fully faithful [DG05, Proposition 2.14],
it embeds as a full subcategory of H(k). It has two particularities:
(i) It admits a canonical fiber functor ωcan :MT (k)→ VecQ with the property that
MdR =Mcan ⊗Q k.
(ii) This functor (and hence the de Rham realisation) is graded in even degrees.
Property (i) implies that for every embedding σ : k →֒ C there is a comparison
isomorphism cσ :Mcan ⊗Q C ∼= MB,σ ⊗Q C. The single-valued involution
sσ :Mcan ⊗Q C
cσ−→MB,σ ⊗Q C
F∞⊗id−→ HB,σ ⊗Q C
c−1
σ−→Mcan ⊗Q C
is therefore an isomorphism of fiber functors and hence defines a point
sσ ∈ G
can(C)
where Gcan = Aut⊗MT (k)(ωcan) is the Tannaka group associated to the canonical fiber
functor. Its affine ring PcanMT (k) is defined by matrix coefficients [M, f, v]
can where
f ∈ M∨can and v ∈ Mcan subject to the usual relations. The key point is that these
relations are bilinear in v, f over Q (as opposed to k), and hence the single-valued
involution defines a homomorphism sσ : P
can
MT (k) → C. As before, we have sσsσ = 1
and sσ = sσ.
Property (ii) implies that one can define a different element, which is denoted by
svσ (without the subscript σ in the case when k = Q) which satisfies svσ(L
dr) = 1
[Bro14]. It is the element of GcanMT (k)(C) defined as the product svσ = τ(−1)sσ, where
τ(−1) ∈ Gcan(Q) is multiplication by (−1)w in weight 2w. Stated differently, let Gm
denote the group of automorphisms of Q(−1)can. The action of G
can on Q(−1)can
defines a morphism of affine group schemes GcanMT (k) → Gm. The image of sσ under
this map is −1; the image of svσ is the identity. This implies that svσ in fact lies in
the complex points of the unipotent radical U canMT (k) ≤ G
can
MT (k).
Example 2.10. Let n ≥ 1 and E be an extension of Q(−n) by Q(0) in the category
MT (k). Its period matrices, with respect to the graded ωcan basis e0, en, and a suitable
basis of EB,σ compatible with the weight filtration, are of the form
Pσ =
(
1 aσ
0 (2πi)n
)
where aσ ∈ C is well-defined up to addition of an element in (2πi)
nQ. The operator
svσ is represented by the matrix
τ(−1)P
−1
σ Pσ =
(
1 rσ
0 1
)
where rσ = svσ[E, e
∨
0 , en]
can is given by
rσ = 2
{
Re aσ if n odd;
i Im aσ if n even.
On the other hand consider the regulator regσ [BD94, §1.6]:
regσ : Ext
1
MT (k)(Q(−n),Q(0))
σ
−→ Ext1R−MHS(R(−n),R(0))
∼
−→ C/(2πi)nR
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where the first map assigns to an extension E the extension of R-mixed Hodge struc-
tures EB,σ⊗QR. The last map is the class of aσ modulo (2πi)
nR, which is well-defined.
Finally, if one identifies C/(2πi)nR with in−1R via the inclusion of the latter in C then
one concludes that
rσ = 2 regσ .
In other words, 2 regσ is the image of log(svσ) in the abelianisation of the Lie algebra
of unipotent radical U canMT (k). In fact, much of [BD94] can be profitably recast using
the language of unipotent de Rham polylogarithms. One can also show more generally
that regulators are expressible in terms of single-valued periods.
2.7. Periods over a general base. It is possible to define motivic periods in families
and their associated single-valued periods (see the notes [Bro17, §8.3]). Since the
essential idea is the same, but requires a certain amount of technical background, we
shall not describe this in any further detail here, only to note that examples such as the
logarithm log(z), and its single-valued version log |z|2, make perfect sense as a function
of the parameter z.
2.8. Further remarks. Let M be an object of H. Its Betti Tannaka group GBH(M)
is the image of GBH in GL(MB) [Bro17, §3.6]. Let ξ ∈ P
dr
H denote a de Rham period.
There exists a minimal object M(ξ) of H [Bro17, §2.4] associated to ξ. It has the
property that M(ξ)dR is the right O(G
dR
H )-comodule generated by ξ (under the right
coaction of PdrH on itself).
Proposition 2.11. The single valued motivic period matrix of M (Remark 2.8) has
rational entries if and only if F∞ is central in G
B
H(M).
The single-valued motivic period of ξ is rational if and only if F∞ is central in
GBH(M(ξ)).
Proof. Let cm :MdR⊗QP
m
H
∼
→MB⊗QP
m
H denote the universal comparison isomorphism
[Bro17, §4.1]. It follows from its definition that the right-action of GBH induced by
its action on the coefficient ring PmH (which we shall denoted by |g) is given by left
matrix multiplication: i.e., g cm = cm|g. The motivic single-valued involution is s
m =
(cm)−1F∞c
m. It follows that GBH acts via
s
m|g = (c
m)−1(g−1F∞g)c
m .
The element sm is therefore GBH-invariant if and only if g
−1F∞g = F∞ for all g, i.e.,
F∞ is central in G
B
H(M). Since, by the Tannaka theorem, the space of G
B
H-invariants
of PmH are exactly Q, this proves the first part.
For the second part, note that the left action of GdRH on de Rham periods satisfies
s
m(g ξdR) = g−1sm(ξ)g. Therefore if sm(ξ) is rational, it follows that all single-valued
motivic periods of M(ξ) are too, since the latter is generated by ξ under the action
of GdRH . Furthermore, ξ is itself a de Rham period of M(ξ), so the second statement
follows by applying the first statement to M(ξ). 
The argument shows more generally that the centraliser of F∞ in G
B acts trivially
on the motivic version of the single-valued period matrix.
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Remark 2.12. The ring of single-valued periods can be thought of group-theoretically
as follows. Let P = Isom⊗H(ωdR, ωB) = SpecP
m
H. There is a morphism
p 7→ p−1F∞p : P −→ G
dR
H
of schemes over Q. Let S ⊂ GdRH denote the Zariski closure of the image. It is
contained in the subscheme of elements squaring to the identity. The morphism P → S
is equivariant with respect to the action of GdRH by multiplication on the right on P
and by conjugation on S. Its fibers are torsors over the centraliser of F∞ in G
B
H,
which acts on P via p 7→ cp for any c ∈ GBH satisfying cF∞ = F∞c. The kernel
of the natural map PdrH = O(G
dR
H ) → O(S) describes the relations amongst single-
valued periods. For example, if we replace the above objects P,GdRH , S with the groups
and torsors obtained by restricting to the Tannakian subcategory of H generated by
geometric objects (Example 2.1), then the period conjecture sates that the comparison
isomorphism should be Zariski dense in P (C), and hence the single-valued period s
should also be Zariski-dense in S.
2.9. Examples in small rank. Let H = (HB, HdR, c) be an object of H. Let
HB = H
+
B ⊕H
−
B
denote the decomposition of HB into F∞-eigenspaces. Since the single-valued period
matrix Ps is conjugate to F∞, its trace is trPs = dimH
+
B−dimH
−
B and its determinant
is detPs = (−1)
dimH−B .
2.9.1. Rank 1. LetM be of rank one. Then Ps = detPs = detF∞ = F∞. In particular,
for any motive of rank one, the single valued period is ±1.
2.9.2. Rank 2. Suppose that dimH+B = dimH
−
B = 1 (for example, H has Hodge
numbers (p, q) and (q, p) with p 6= q). Denote the period matrix with respect to a basis
of HdR and a basis of eigenvectors of H
+
B ⊕H
−
B by
P =
(
a+ b+
ia− ib−
)
where a, b ∈ R. The single-valued period matrix is
Ps = P
−1
P =
1
a+b− − b+a−
(
a+b− + a−b+ 2b+b−
−2a+a− −(a+b− + a−b+)
)
·
It is clearly real-valued, satisfies P 2
s
= I, and has vanishing trace.
For an example, see §6.2. Other examples of such objects arise from modular forms
[Bro18], although the quasi-periods of modular forms are not well-known. If one chooses
a basis of MdR adapted to the Hodge filtration, the terms a
+a− can be interpreted as
the Petersson norm of a modular form. The term b+b− can be thought of as a ‘Petersson
norm’ of a weakly holomorphic modular form. The diagonal terms a+b−+a−b+ appear
as coefficients in the associated weak harmonic lift.
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3. Verdier duality and differential forms
3.1. Relative cohomology and Verdier duality. Classical Poincare´ duality allows
one to interpret a homology class as a cohomology class of complementary degree. We
need the following classical variant (e.g., [HMS17, Theorem 2.4.5]).
Theorem 3.1. Let (X,A,B) be as in (⋆)C. For every integer r there is a perfect
pairing of Q-mixed Hodge structures:
(12) Hr(X\B mod A)⊗H2n−r(X\A mod B) −→ Q(−n) .
We focus on the algebraic case but nevertheless note that this theorem is more
generally true for X a compact complex manifold (without the reference to mixed
Hodge structures, and without the Tate twist).
The proof of Theorem 3.1 is sheaf-theoretic. We first introduce some notation. It
is convenient to compute the relative cohomology of the pair (X\A,B\A ∩ B) as the
cohomology of X with values in the complex of sheaves
F(A,B) := R(jXX\A)∗(j
X\A
X\A∪B)!QX\A∪B[n] ,
where jYU always denotes an open immersion of U into Y . We view F(A,B) as an object
of the full subcategory D(X) of the bounded derived category of sheaves of Q-vector
spaces on X consisting of complexes of sheaves with constructible cohomology.
The shift by n ensures that F(A,B) lies in the abelian subcategory Perv(X) ⊂ D(X)
of perverse sheaves on X (this is because all the open immersions that we consider are
affine). In order to say something about mixed Hodge structures we note that F(A,B)
lifts to an object, denoted by the same symbol, in the category MHM(X) of mixed
Hodge modules over X [Sai90]. This is because mixed Hodge modules have a six-
functor formalism that lifts that of perverse sheaves.
Proposition 3.2. Under the assumptions of Theorem 3.1, the natural morphism
(jXX\B)!R(j
X\B
X\A∪B)∗QX\A∪B[n] −→ R(j
X
X\A)∗(j
X\A
X\A∪B)!QX\A∪B[n]
is an isomorphism of mixed Hodge modules.
Proof. This morphism follows from the adjunction between (jXX\A)
∗ and R(jXX\A)∗
applied to the base change isomorphism (jXX\A)
∗(jXX\B)! ≃ (j
X\A
X\A∪B)!(j
X\B
X\A∪B)
∗. Since
the functor from mixed Hodge modules to perverse sheaves is exact and faithful, it
is enough to check that this morphism is an isomorphism in D(X). This is a local
statement and we may assume that we have X = Y ×Z, A = A′ ×Z and B = Y ×B′
with A′ and B′ normal crossing divisors in Y and Z, respectively. We thus have an
isomorphism QX\A∪B ≃ QY \A′ ⊠QZ\B′ which induces isomorphisms
(jXX\B)!R(j
X\B
X\A∪B)∗QX\A∪B ≃ R(j
Y
Y \A′)∗QY \A′ ⊠ (j
Z
Z\B′)!QZ\B′
and
R(jXX\A)∗(j
X\A
X\A∪B)!QX\A∪B ≃ R(j
Y
Y \A′)∗QY \A′ ⊠ (j
Z
Z\B′)!QZ\B′ .
The morphism in the statement of the proposition is easily seen to be compatible with
these isomorphisms, and the proof is complete. 
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For X a complex algebraic variety, the Verdier duality functor DX on D(X) restricts
to an involution of Perv(X) that lifts to MHM(X). If f : X → Y is a morphism of
complex algebraic varieties then we have isomorphisms Rf∗ ◦ DX ≃ DY ◦ Rf! and
Rf! ◦DX ≃ DY ◦Rf∗ in D(X). If Y is a point then DY is simply linear duality and so
applying Hr(Y,−) to the first isomorphism gives
(13) Hr(X,DXF) ≃ H
−r
c (X,F)
∨ .
In this setting, and in the case when X is smooth, classical Poincare´ duality follows
from the isomorphism DXQX [n] ≃ QX [n](n).
Proof of Theorem 3.1. Since R(jXX\A)! ≃ (j
X
X\A)! is exact, the compatibility between
Verdier duality and pushforward functors gives an isomorphism in MHM(X):
DXF(A,B) ≃ (j
X
X\A)!R(j
X\A
X\A∪B)∗QX\A∪B[n](n)
3.2
≃ F(B,A)(n) ,
The statement of the theorem follows from (13) since X is compact. 
Remark 3.3. The above argument shows that for A, B not necessarily normal crossing,
there is always a natural map
Hr(X\B mod A) −→ H2n−r(X\A mod B)∨(−n) .
It is not an isomorphism in general, as the following counter-example shows. Let
X = P2(C), A ∼= P1(C) be a line and B ∼= P1(C) ∪ P1(C) be the union of two other
lines, such that all three lines meet at a point. On the one hand, H•(X\A mod B)
is the cohomology of C2 relative to two parallel lines, which is the cohomology of C
relative to two points. This is concentrated in degree 1 with H1 ≃ Q(0). On the other
hand, H•(X\B mod A) is the cohomology of C×C∗ relative to a line C×{pt}, which
is the cohomology of C∗ relative to a point. This is concentrated in degree 1 with
H1 ≃ Q(−1).
Remark 3.4. The proof of Proposition 3.2 shows that the same result holds if (X,A,B)
is ‘locally a product’. We focus on the normal crossing situation in order to obtain
explicit formulae for the pairing in terms of differential forms.
3.2. Verdier duality and differential forms. We want to interpret the pairing
(12), after extending coefficients to C, in terms of differential forms. We first discuss
a simpler situation. Let X be a complex manifold of dimension n (not necessarily
compact), and let j : U →֒ X be an open. We have an isomorphism in D(X):
DX(j!CU ) ≃ Rj∗CU [2n] ,
which induces a perfect pairing of complex vector spaces:
(14) Hr(X, j!CU )⊗H
2n−r
c (X,Rj∗CU )→ C
by using (13).
Remark 3.5. The group H•(X, j!CU ) is by definition the relative cohomology of the
pair (X,X\U). For an interpretation in classical terms of the group H•c(X,Rj∗CU )
one requires a compactification of X , see the next subsection.
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We now interpret the pairing (14) in terms of differential forms. Recall that the
classical Poincare´ lemma gives a quasi-isomorphism CU ≃ A
•
U , where A
•
U denotes the
complex of smooth complex-valued differential forms on U . The existence of partitions
of unity for smooth functions implies that every sheaf of C∞X -modules is soft on a
complex manifold X [Ive86, III.2.9, III.3.9]. This is the case for all sheaves of smooth
forms that arise in the rest of this section. In particular these sheaves are acyclic with
respect to the global section functors Γ, Γc with and without compact support [Ive86,
III.2.7, IV.2.2].
Remark 3.6. Note that the perfect pairingHrc(X, j!CU )⊗H
2n−r(X,Rj∗CU )→ C, where
we have switched H and Hc, is easy to describe: we have H
r
c(X, j!CU ) ≃ H
r
c (U) and
H2n−r(X,Rj∗CU ) ≃ H
2n−r(U), and the pairing is nothing but the Poincare´ duality
pairing for U .
We obtain quasi-isomorphisms
j!CU ≃ j!A
•
U and Rj∗CU ≃ j∗A
•
U ,
where the second quasi-isomorphism uses the fact that each ArU is a soft sheaf. The
pairing (14) can then be viewed as a pairing
Hr(Γ(X, j!A
•
U ))⊗H
2n−r(Γc(X, j∗A
•
U ))→ C .
Recall that classical Poincare´ duality is induced by the integration of the cup-product
of smooth differential forms. From this and the general formalism of Verdier duality it
follows that this last pairing is induced by the pairing of complexes
Γ(X, j!A
•
U )⊗ Γc(X, j∗A
•
U )→ C[2n] , ν ⊗ ω 7→
∫
X
ν ∧ ω .
Note that this integral is well-defined: for ν a section of j!A
r
U and ω a section of j∗A
2n−r
U
with compact support, the wedge product ν ∧ ω extends to a smooth differential form
of degree 2n on X with compact support, and can be integrated on X .
Unfortunately, this description of the pairing (14) is impractical. Indeed, the com-
plex Γ(X, j!A
•
U ) consists of forms on X that vanish in the neighbourhood of every
point of X\U . Such forms are typically constructed using partitions of unity and do
not arise naturally. We now give (in a special case) a description of the pairing (14)
that will allow us to work with more general differential forms.
3.3. The case of one normal crossing divisor. In this subsection X is a (not
necessarily compact) complex manifold, D is a normal crossing divisor in X , and
j : U →֒ X denotes its complement. In local charts, X = {(z1, . . . , zn) ∈ C
n , |zi| < 1}
is a polydisk and D = {z1 · · · zs = 0} is a union of coordinate hyperplanes. We can
make use of the complex of sheaves of (smooth) logarithmic forms A•X(logD), whose
sections are locally given as linear combinations of forms
α ∧
dzi1
zi1
∧ · · · ∧
dzim
zim
,
with 1 ≤ i1 < · · · < im ≤ s and α a smooth complex-valued differential form on X .
Also, for F a sheaf of OX -modules on X , we denote by F(−D) the subsheaf of F
whose local sections are of the form (z1 · · · zs)ω for ω a local section of F .
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We let p : X˜ → X denote the iterated real-oriented blow-up along the irreducible
components ofD [Gil11]. It is an isomorphism aboveX\D and replaces each irreducible
component of D by the sphere bundle of its normal bundle. The result is that X˜ is a
smooth manifold with corners [Joy12]. In concrete terms, computing the pullback of
a form by p locally amounts to passing to polar coordinates zk = ρke
iθk around each
irreducible component zk = 0 of D.
Definition 3.7. A polar-smooth form on (X,D) is a smooth form on X\D which
extends to a smooth form on X˜ .
The sheaf of polar-smooth r-forms is simply the pushforward p∗A
r
X˜
→֒ j∗A
r
X\D.
Example 3.8. For (X,D) = (C, {0}), the forms
(15)
dz ∧ dz
z
= −2i eiθdρ dθ and
z
z
dz = eiθ(dρ− iρ dθ) .
are polar-smooth but do not extend to smooth forms on X .
Lemma 3.9. For ν a section of A•X(logD)(−D) and ω a section of A
•
X(logD), the
wedge products ν ∧ ω and ν ∧ ω are polar-smooth forms on (X,D).
Proof. We shall write out the proof for ν ∧ ω. The other case follows by applying
complex conjugation. Since the statement is local, we reduce to the case where X =
{(z1, . . . , zn) ∈ C
n , |zi| < 1} is a polydisk and D = {z1 · · · zs = 0} is a union of
coordinate hyperplanes. We write
ν = (z1 · · · zs)α ∧
∧
i∈I
dzi
zi
=
 ∏
i∈{1,...,s}\I
zi
α ∧∧
i∈I
dzi and ω = β ∧
∧
j∈J
dzj
zj
with I and J subsets of {1, . . . , s} and α,β smooth forms on X . We can thus write
ν ∧ ω as a wedge product
(16) ϕ ∧
( ∧
i∈I∩J
dzi ∧ dzi
zi
)
∧
 ∧
i∈J\I
zi
zi
dzi
 .
with ϕ a smooth form on X . By (15) they are polar-smooth forms on (X,D). 
Proposition 3.10. 1. We have quasi-isomorphisms
j!A
•
U
∼
→֒ A•X(logD)(−D) and A
•
X(logD)
∼
→֒ j∗A
•
U .
2. With these identifications, the pairing (14) is induced by the pairing of complexes
Γ(X,A•X(logD)(−D)) ⊗ Γc(X,A
•
X(logD)) −→ C[2n]
ν ⊗ ω 7→
∫
X
ν ∧ ω .
Proof. 1. The second quasi-isomorphism, without the complex conjugation, is standard
and is proved in the same way as the more classical holomorphic variant, see e.g.
[Voi07, Proposition 8.18]. Complex conjugation is an automorphism of j∗A
•
U and
our claim follows. Regarding the first quasi-isomorphism, we note that the inclusion
j!A
•
U →֒ A
•
X(logD)(−D) is an isomorphism on restricting to U . Thus, we simply
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need to prove that the cohomology sheaf of the complex A•X(logD)(−D) vanishes
at a point of D. This is a local statement and we reduce to the case where X =
{(z1, . . . , zn) ∈ C
n , |zi| < 1} is a polydisk and D = {z1 · · · zs = 0} is a union of
coordinate hyperplanes, with s ≥ 1. Following the classical proof of the Poincare´
lemma (see e.g. [BT82, §4]), we produce a contracting homotopy h for the complex
Γ(X,A•X(logD)(−D)). An element ν of this complex can be uniquely written as a
linear combination of forms
ν = f dzI ∧ dzJ
with I and J subsets of {1, . . . , n} (we use the shorthand notations dzI =
∧
i∈I dzi
and dzJ =
∧
j∈J dzj) and f a smooth function such that f/zi is smooth on X for
every i ∈ {1, . . . , s}\I. We set
h(ν) =
(∫ z1
0
f(u1, z2, . . . , zn) du1
)
dzI\{1}dzJ
if I contains 1, and h(ν) = 0 otherwise. By using the change of variables u1 = uz1
one rewrites the above integral as z1F with F a smooth function on X , hence h(ν) is
indeed an element of Γ(X,A•−1X (logD)(−D)). One readily verifies, as in [loc. cit.],
that the commutator d ◦ h+ h ◦ d is the identity, and this finishes the proof of the
second quasi-isomorphism.
2. Consider the following commutative square:
Γ(X, j!A
•
U )
//

Γc(X, j∗A
•
U )
∨[2n]

Γ(X,A•X(logD)(−D))
// Γc(X,A•X(logD))
∨[2n]
where • = r is a fixed degree and the horizontal maps are induced by
ν 7→
∫
X
ν ∧ (−) .
We claim that the maps in this commutative square are morphisms of complexes.
The vertical arrows are quasi-isomorphisms because of 1. and because all the sheaves
in question are soft. It remains to verify that the horizontal arrow along the bottom
is a morphism of complexes. Equivalently, let ν be a section on A•X(logD)(−D)
and let ω be a section of A•X(logD) with compact support such that the sum of
their degrees is 2n− 1. We need to prove that∫
X
d(ν ∧ ω) = 0 .
Since ν∧ω is not in general smooth on X , we cannot use the classical form of Stokes’
theorem. But it is polar-smooth by Lemma 3.9 so we may work in the real-oriented
blow-up X˜. By Stokes’ theorem for manifolds with corners we get∫
X
d(ν ∧ ω) =
∑
i
∫
∂iX˜
(ν ∧ ω)|∂iX˜ ,
where the sum is over irreducible components Di of D, and ∂iX˜ denotes the sphere
bundle of the normal bundle of Di. By a partition of unity argument we are reduced
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to the local case where X = {(z1, . . . , zn) ∈ C
n , |zi| < 1} is a polydisk and
D = {z1 · · · zs = 0} is a union of coordinate hyperplanes. Then
X˜ ≃ ([0, 1)× S1)s × {(zs+1, . . . , zn) ∈ C
n−s , |zi| < 1}
and the component ∂iX˜ , for i ∈ {1, . . . , s}, corresponds to the vanishing locus of
the radial coordinate ρi ∈ [0, 1). By the local shape (16) of a product ν ∧ω we only
need to consider the two types of forms (15). Their restrictions to ρ = 0 vanish in
both cases.

Remark 3.11. The more natural version of Proposition 3.10, where we drop complex
conjugation, also holds. The proof is even simpler because in this case the wedge
product ν ∧ ω is a smooth form on X , so
∫
X
d(ν ∧ ω) vanishes by Stokes.
3.4. The case of two normal crossing divisors. We now fix a compact complex
manifold X with two divisors A,B ⊂ X with no common irreducible component, such
that A ∪B is a simple normal crossing divisor. We use the complex of sheaves
(17) A•X(logA ∪B)(−B) .
Its sections have logarithmic poles along A and vanish along B. We now show that it
computes the relative cohomology of the pair (X\A,B\A ∩B).
Proposition 3.12. We have a commutative diagram where every arrow is a quasi-
isomorphism of complexes:
(jXX\B)!(j
X\B
X\A∪B)∗A
•
X\A∪B
// (jXX\A)∗(j
X\A
X\A∪B)!A
•
X\A∪B

(jXX\B)!A
•
X\B(logA\B)
OO
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
(jXX\A)∗A
•
X\A(logB\A)(−B\A)
A•X(logA ∪B)(−B)
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
where A\B denotes A\(A∩B) and B\A denotes B\(A∩B). Thus, we have a canonical
isomorphism
HrdR,an(X\A mod B) ≃ H
r(Γ(X,A•X(logA ∪B)(−B)) .
Proof. Every arrow is an inclusion morphism and so the diagram commutes. The
horizontal arrow along the top is a quasi-isomorphism by Proposition 3.2 and the
Poincare´ lemma CX\A∪B ≃ A
•
X\A∪B. The first part of Proposition 3.10 applied to
(X\B,A\B) and (X\A,B\A) implies that the vertical arrows on both sides are quasi-
isomorphisms. Now we claim that the inclusion
(jXX\B)!A
•
X\B(logA\A ∩B) →֒ A
•
X(logA ∪B)(−B)
is a quasi-isomorphism. This inclusion is an isomorphism on restriction to X\B, so
it is enough to prove that the cohomology sheaf of the complex A•X(logA ∪ B)(−B)
vanishes at a point of B. We leave it the reader to mimick the proof of the first part of
Proposition 3.10 in order to produce a contracting homotopy for the local sections of
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this complex of sheaves around a point of B (integrate with respect to a local equation
for an irreducible component of B). Since the diagram commutes, the remaining arrow
is also a quasi-isomorphism. The last statement follows from the fact that all complexes
appearing in the diagram consist of soft sheaves. 
The next lemma and proposition generalize Lemma 3.9 and Proposition 3.10.
Lemma 3.13. For ν a section of A•X(logA ∪B)(−A) and ω a section of A
•
X(logA ∪
B)(−B), the wedge products ν ∧ ω and ν ∧ ω are polar-smooth forms on (X,A ∪B).
Proof. The proof is similar to that of Lemma 3.9 and is left to the reader. 
Proposition 3.14. Under the identifications
HrdR,an(X\B mod A) ≃ H
r(Γ(X,A•X(logA ∪B)(−A)))
and
H2n−rdR,an(X\A mod B) ≃ H
2n−r(Γ(X,A•X(logA ∪B)(−B)))
induced by Proposition 3.12, the pairing (12) is induced in analytic de Rham cohomol-
ogy by the pairing of complexes:
Γ(X,A•X(logA ∪B)(−A)) ⊗ Γ(X,A
•
X(logA ∪B)(−B)) −→ C[2n]
ν ⊗ ω 7→
∫
X
ν ∧ ω .
Proof. We form the following commutative diagram:
Γ(X, (jXX\B)∗(j
X\B
X\A∪B)!A
•
X\A∪B)
// Γ(X, (jXX\B)!(j
X\B
X\A∪B)∗A
•
X\A∪B)
∨[2n]
Γ(X\B, (j
X\B
X\A∪B)!A
•
X\A∪B)
≃
OO
// Γc(X\B, (j
X\B
X\A∪B)∗A
•
X\A∪B)
∨[2n]
≃
OO
Γ(X\B,A•X\B(logA\B)(−A\B))
//
OO

Γc(X\B,A•X\B(logA\B))
∨[2n]
OO

Γ(X,A•X(logA ∪B)(−A))
// Γ(X,A•X(logA ∪B)(−B))
∨[2n]
The vertical arrows of the top square are isomorphisms. The vertical arrows on the
right (top and bottom) use the fact that Γ(X,−) = Γc(X,−) since X is compact. The
bottom two horizontal arrows are induced by ν 7→
∫
X\B
ν∧ (−) and ν 7→
∫
X
ν∧ (−) re-
spectively. This makes sense for the bottom arrow by Lemma 3.13. The commutativity
of the middle square is the content of Proposition 3.10 for (X\B,A\B). The vertical
arrows in the bottom square are quasi-isomorphisms induced by inclusion maps as in
Proposition 3.12. It remains to prove that the bottom horizontal arrow is a morphism
of complexes. This is done in the same way as in the proof of Proposition 3.10 by work-
ing in the real-oriented blow-up X˜ . The proposition follows since the isomorphisms in
the statement are induced by composing the vertical quasi-isomorphisms. 
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Remark 3.15. As in Remark 3.11, the more natural version of Proposition 3.14, where
we drop complex conjugation, also holds, but we will not use it.
3.5. Computing the single-valued period map with differential forms. We
recast the previous discussion in terms of the single-valued period map. Let us fix
k = Q for simplicity (see Remark 3.18 below for the case of a general number field)
and let (X,A,B) satisfy (⋆)Q. For any integer r, consider the object of H :
H = H2n−r(X\A mod B)
defined in Example 2.1. By Theorem 3.1 we have an isomorphism in H:
H∨ ≃ Hr(X\B mod A)(n) .
The fact that this isomorphism preserves the rational structures in de Rham cohomol-
ogy is not in fact proved in Theorem 3.1. It is true, but will not in fact be needed in
this paper.
Let ω be a closed differential form in Γ(X,A2n−rX (logA ∪ B)(−B)) and denote by
[ω] the corresponding class in HdR ⊗Q C ≃ H
2n−r
dR,an(X\A mod B). Let ν be a closed
differential form in Γ(X,ArX(logA∪B)(−A)) and denote by [ν(n)] the class inH
∨
dR⊗QC
which corresponds to the class of (2πi)−nν in HrdR,an(X\B mod A). We then have a
matrix coefficient
[H, [ν(n)], [ω]]dr ∈ PdrH ⊗Q C .
Theorem 3.16. The single-valued map is computed by the following formula:
s [H, [ν(n)], [ω]]dr = (2πi)−n
∫
X(C)
ν ∧ conj∗(ω) = (−2πi)−n
∫
X(C)
conj∗(ν) ∧ ω ,
where conj : X(C)→ X(C) denotes complex conjugation.
Proof. By definition we have
s [H, [ν(n)], [ω]]dr = 〈[ν(n)], s[ω]〉
where in the right-hand side s denotes the composite
s : HdR,an ≃ HdR ⊗ C
c
−→ HB ⊗ C
F∞⊗id−→ HB ⊗ C
c−1
−→ HdR ⊗ C ≃ HdR,an .
Recall that F∞ is induced in singular cohomology by conj. By the functoriality of
the comparison isomorphism between analytic de Rham and singular cohomology (the
de Rham theorem), the above composite is induced in analytic de Rham cohomol-
ogy by conj, i.e. s[ω] = [conj∗(ω)]. We note that conj∗(ω) is a global section of
A2n−rX (logA ∪B)(−B) because conj is anti-holomorphic. The first equality is then a
restatement of Proposition 3.14. The second equality follows on applying the change of
variables conj and noting that since it is anti-holomorphic, it multiplies the orientation
by the sign (−1)n. 
We are mostly interested, of course, in the case where the classes of ω and ν(n) live in
the rational vector spacesHdR andH
∨
dR, respectively. We state the following important
special case as a separate theorem for future reference. For X a smooth projective
variety of dimension n over Q and D a normal crossing divisor in X , let ΩnX/Q(logD)
denote the (Zariski) sheaf of algebraic n-forms with logarithmic singularities along D.
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Every such form is necessarily closed for degree reasons and we thus get a Q-linear
map Γ(X,ΩnX/Q(logD)) → H
n
dR(X\D) (see Proposition 4.12 for a Hodge-theoretic
interpretation). If (X,A,B) satisfies (⋆)Q then every global section of Ω
n
X/Q(logA)
vanishes along B for degree reasons and we get a Q-linear map Γ(X,ΩnX/Q(logA)) →
HndR(X\A mod B).
Theorem 3.17. Let (X,A,B) satisfy (⋆)Q and set H = H
n(X\A mod B) ∈ H. For
ω ∈ Γ(X,ΩnX/Q(logA)) and ν ∈ Γ(X,Ω
n
X/Q(logB)) we have a matrix coefficient
[H, [ν(n)], [ω]]dr ∈ PdrH
whose single-valued period is computed by the formula:
s [H, [ν(n)], [ω]]dr = (2πi)−n
∫
X(C)
ν ∧ ω = (−2πi)−n
∫
X(C)
ν ∧ ω .
Proof. Clearly ω and ν are global sections of AnX(logA ∪ B)(−B) and A
n
X(logA ∪
B)(−A) respectively. Since they are algebraic defined over Q we have conj∗(ω) = ω
and conj∗(ν) = ν, and the result follows from Theorem 3.16. 
Remark 3.18. Let k be a number field and σ : k →֒ C be a complex embedding. If
σ = σ is real then we have an algebra of de Rham periods PdrH(k) and Theorems 3.16
and 3.17 generalise easily with the same formulas. In the general case the Tannakian
interpretation of sσ is obscure (§2.1.2) but the formulae still make sense, when correctly
interpreted. Let conjσ : Xσ(C) → Xσ(C) denote complex conjugation. Theorem 3.16
should be replaced by the statement:
〈[ν(n)], sσ[ω]〉 = (2πi)
−n
∫
Xσ(C)
ν ∧ conj∗σ(ω) = (−2πi)
−n
∫
Xσ(C)
conj∗σ(ν) ∧ ω ,
for ω (resp. ν) a global section ofA2n−rXσ(C)(logAσ(C)∪Bσ(C))(−Bσ(C)) (resp. A
r
Xσ(C)
(logAσ(C)∪
Bσ(C))(−Aσ(C))). In the algebraic case, Theorem 3.17 should be replaced by the
statement:
〈[ν(n)], sσ[ω]〉 = (2πi)
−n
∫
Xσ(C)
νσ ∧ ωσ = (−2πi)
−n
∫
Xσ(C)
νσ ∧ ωσ ,
for ω (resp. ν) a global algebraic differential n-form on X/k with logarithmic singular-
ities along A (resp. B). Here we have denoted by ωσ the form on Xσ(C) induced by
ω, and so on. Note that this last formula is consistent with the fact that sσ = sσ.
3.6. Double copy formula. A byproduct of our integral formula for single-valued pe-
riods is a general elementary ‘double copy’ formula expressing singular volume integrals
as quadratic expressions in ordinary period integrals.
Corollary 3.19. (Double copy formula). In the setting of Theorem 3.17 we have the
equality:
(18)
∫
X(C)
ν ∧ ω =
∑
[γ],[δ]
〈[γ]∨, [δ]∨〉
∫
γ
ν
∫
δ
ω
where [γ] ranges over a basis for HBn (X\B mod A) and [γ]
∨ denotes the dual basis,
and similarly for [δ] with A, B interchanged.
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Proof. We have the equality
(2πi)n〈[ν], s[ω]〉 = (2πi)n〈[ν], c−1F∞c[ω]〉 = 〈c[ν], F∞c[ω]〉,
where the first equality is the definition of the single-valued pairing and the second
equality follows from the compatibility between Verdier duality and the comparison
isomorphism. This equals the right-hand side of (18) and is computed by the left-hand
side by applying Theorem 3.17. 
The classes [γ] can be represented by chains on X(C)\B(C) with boundary con-
tained in A(C), and likewise [δ] with A, B interchanged. The rational coefficients
〈[γ]∨, [δ]∨〉 appearing in the formula are the entries of the inverse transpose matrix of
the intersection matrix of representatives for the classes [γ] and [δ].
3.7. Remarks on higher order poles. The proof of Proposition 3.10 easily gener-
alises. One can show in the same manner that
j!A
•
U
∼
→֒ A•X(logD)(−(p+ 1)D) and A
•
X(logD)(qD)
∼
→֒ j∗A
•
U
are quasi-isomorphisms for p, q ≥ 0 and that
Γ(X,A•X(logD)((−p+ 1)D))⊗ Γc(X,A
•
X(logD)(qD))→ C[2n]
ν ⊗ ω 7→
∫
X
ν ∧ ω
is a well-defined perfect pairing whenever p ≥ q. The relevant local forms are obtained
by multiplying (15) with zp/zq. Consequently,
Proposition 3.20. Under the identifications
HrdR,an(X\B mod A) ≃ H
r(Γ(X,A•X(logA ∪B)(bB − (a+ 1)A)))
and
HrdR,an(X\A mod B) ≃ H
r(Γ(X,A•X(logA ∪B)(aA − (b+ 1)B)))
the pairing (12) is induced in analytic de Rham cohomology for any integers a, b ≥ 0
by the integration pairing ν ⊗ ω 7→
∫
X ν ∧ ω on global sections.
Remark 3.21. These formulae rely on the fact that ν ∧ ω is polar-smooth. It would
be interesting to give formulae for the pairing (12) involving more general differential
forms, e.g., ω, ν with high order poles along A, B such that ν ∧ω is not polar-smooth.
The main problem is that in general the integral
∫
X ν ∧ω is not absolutely convergent.
In the setting of Theorem 3.16 one expects the formula
(19) lim
ε→0
(2πi)−n
∫
Xε
ν ∧ ω
to compute the single-valued period map for a good family of open subsets Xε approx-
imating X(C). Typically, Xε should look like the complement in X(C) of a union of
tubular ε-neighborhoods of the irreducible components of A and B. The main issue
is that (19) is sensitive to the shape of those tubular neighborhoods. In the case of
curves, this idea can be made to work using the neighborhoods |w| = ε around each
singular point, where w is a local holomorphic coordinate, using the fact that the angu-
lar integral
∫ 2π
0 e
inθdθ vanishes whenever n 6= 0. More generally, if A ∪B is a disjoint
union of smooth divisors, the notion of a cut-off function introduced by Felder and
Kazhdan in [FK16] should allow one to define well-behaved tubular neighborhoods.
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4. The de Rham projection for separated motives
In this section we shall state our results in the case k = Q in order to keep the
notations simple. There is no extra difficulty in the general case.
4.1. Separated mixed Hodge structures. See also [Bro17, 4.3].
Definition 4.1. An object H of H is effective if W−1H = 0 and H = F
0H .
The Tate object Q(−n) is effective if and only if n ≥ 0. More generally, all objects
Hr(X\A,B\A ∩ B) constructed in Example 2.1 are effective. Effectivity means that
the Hodge numbers hp,q = dim(F pF qgrWp+qH) vanish unless p, q ≥ 0.
Definition 4.2. An object H of H is separated if it is effective and the composite
grW0 H = W0HdR → HdR → HdR/F
1HdR = gr
0
FH ,
which is injective, is in fact an isomorphism.
Seperatedness means that there is a direct sum decomposition
HdR =W0HdR ⊕ F
1HdR .
Equivalently, hp,q = 0 unless (p, q) = (0, 0) or p, q > 0. Note that effective mixed Tate
objects (for which hp,q = 0 for p 6= q) are automatically separated. For a smooth pro-
jective curveX and A,B ⊂ X disjoint finite sets of points, the object H1(X\A mod B)
is separated if and only if X has genus zero.
For a separated object H one can form the composite
c0 : HdR ⊗Q C։ (HdR/F
1HdR)⊗Q C ≃W0HdR ⊗Q C
≃
→W0HB ⊗Q C →֒ HB ⊗Q C .
We will mostly be concerned with its transpose
(20) c∨0 : H
∨
B ⊗Q C→ H
∨
dR ⊗Q C .
Let H+sep ⊂ H denote the full subcategory of separated objects. Using the fact
that the functors grF , gr
W are exact, one sees that this category is an abelian tensor
category closed under subquotients. It is, however, not closed under duals and therefore
not Tannakian. Nonetheless, the map c0 defines a natural transformation between the
restrictions of ωdR ⊗Q C and ωB ⊗Q C to H
+
sep.
Let us denote by Pm,+H,sep (resp. P
dr,+
H,sep) the subalgebra of P
m
H (resp. P
dr
H ) spanned
by matrix coefficients of separated objects.
Definition 4.3. The morphism of algebras
πdr : Pm,+H,sep ⊗Q C −→ P
dr,+
H,sep ⊗Q C →֒ P
dr
H ⊗Q C
defined on matrix coefficients by
(21) πdr [H, γ, ω]m = [H, c∨0 (γ), ω]
dr .
is called the de Rham projection for separated objects in H.
The Lefschetz H-period Lm is in the kernel of the de Rham projection.
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Remark 4.4. If H is a separated object that comes from the cohomology of algebraic
varieties, the comparison between W0HdR⊗QC and W0HB⊗QC is defined over Q and
hence so is c0. In the cases of interest to us, c0 will even be defined over Q. Thus, if
we restrict our attention to relevant subcategories of H, the de Rham projection will
be defined over Q or even Q.
In order to compute the de Rham projection in practice we need to interpret c∨0 (γ)
in equation (21). This is explained below. The following well-known observation allows
us to focus on cohomology groups of the type Hr(X,D) or Hr(X\D).
Proposition 4.5. Let (X,A,B) satisfy (⋆)Q. For every integer r:
grHr(X\A mod B) ≃ grHr(X,B) for gr = grW0 , gr
0
F ;
grHr(X\A mod B) ≃ grHr(X\A) for gr = grW2n , gr
n
F .
Proof. The first statement follows from the last and Theorem 3.1. To prove the last
statement consider the long exact sequence in cohomology:
· · · → Hr−1(B\A ∩B)→ Hr(X\A mod B)→ Hr(X\A)→ Hr(B\A ∩B)→ · · ·
It is compatible with mixed Hodge structures. Since the functors grW2n and gr
n
F are
exact, we need to prove that grW2nH
r(B\A∩B) and grnFH
r(B\A∩B) vanish for every
r. Since B\A ∩ B has dimension n − 1, the weight (resp. Hodge) filtration on its
cohomology only goes up to degree 2(n− 1) (resp. n− 1). 
Proposition 4.6. Let (X,A,B) satisfy (⋆)Q. For every integer r, the object H
r(X\A mod B)
is separated if and only if Hr(X,B) is.
Proof. This is a consequence of the first isomorphism of Proposition 4.5. 
4.2. The weight 0 part of Hn(X,D). Let X be a smooth projective complex variety
of dimension n and let D be a simple normal crossing divisor, i.e. whose irreducible
components are smooth (see Remark 4.18 below for the general case). For later use,
we recall a well-known spectral sequence which computes H•(X,D). We fix a linear
order on the set of (smooth) irreducible components of D = D1 ∪ · · · ∪ Dr. For a
subset I ⊂ {1, . . . , r}, write DI =
⋂
i∈I Di. It is a smooth closed subvariety of X of
codimension |I|.
Proposition 4.7. 1. There is a spectral sequence
(22) Ep,q1 =
⊕
|I|=p
Hq(DI) ⇒ H
p+q(X,D)
in the category of mixed Hodge structures. It degenerates at E2 and the differential
d1 is the alternating sum of the natural morphisms
Hq(DJ)→ H
q(DI) for J ⊂ I, |I\J | = 1 .
2. There is an exact sequence
(23) 0→ grW0 Hn(X,D)→
⊕
|I|=n
H0(DI) −→
⊕
|J|=n−1
H0(DJ) .
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Proof. 1. We let j : X\D →֒ X denote the open immersion, and for every subset
I ⊂ {1, . . . , r}, let iI : DI →֒ X denote the corresponding closed immersion. For F
a sheaf of Q-vector spaces on X , we set
Cr(F) =
⊕
|I|=r
(iI)∗(iI)
∗F .
Let d : Cr(F)→ Cr−1(F) denote the alternating sum of the natural morphisms
(iJ)∗(iJ)
∗F → (iI)∗(iI)
∗F ,
for J ⊂ I. This forms a complex of sheaves C•(F) on X . The natural morphism
j!j
∗F → F = C0(F) induces a map of complexes
j!j
∗F → C•(F)
which is easily seen to be a quasi-isomorphism, i.e., a resolution of j!j
∗F . In partic-
ular, the complex C•(QX) computes the cohomology H
•(X,D). One then filters it
by the stupid filtration and applies the spectral sequence in hyper-cohomology. The
compatibility with mixed Hodge structures uses Saito’s category of mixed Hodge
modules. Care has to be taken regarding t-structures, as is well explained in [Pet17,
§3.2]. Now since each Ep,q1 has a pure Hodge structure of weight q, all differentials
dr, for r ≥ 2, vanish, which proves the first claim.
2. In particular, we have an isomorphism grW0 H
n(X,D) ≃ En,02 . By the description
of the E1 page, this is the cokernel of the map⊕
|J|=n−1
H0(DJ) −→
⊕
|I|=n
H0(DI) .
Taking the dual, via grW0 Hn(X,D) ≃
(
grW0 H
n(X,D)
)∨
, implies the claim.

For Di an irreducible component of D, let D
′
i denote the union of the Dj ’s for j 6= i.
Then D(i) := Di ∩D
′
i is a normal crossing divisor inside Di.
The long exact sequence in relative homology for the triple (D′i, D,X) is
(24) · · · → Hn(X,D
′
i)→ Hn(X,D)→ Hn−1(D,D
′
i)→ Hn−1(X,D
′
i)→ · · ·
Excision gives an isomorphism Hn−1(D,D
′
i) ≃ Hn−1(Di, D(i)). We thus get a map
∂Di : Hn(X,D)→ Hn−1(Di, D(i))
that we call the partial boundary morphism with respect to Di. Concretely, in Betti
homology, it sends a cycle on X with boundary along D to ‘the part of its boundary
that is supported on Di’. These maps can clearly be composed.
Proposition 4.8. The map
Hn(X,D)։ gr
W
0 Hn(X,D) →֒
⊕
|I|=n
H0(DI)
induced by (23) is the composition of the partial boundary morphisms ∂Di for i ∈ I.
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Proof. This results from the fact that the spectral sequence (22) is compatible with
the partial boundary morphisms. More precisely, let C•(X,D) denote the complex
C•(QX) from the proof of Proposition 4.7 and let E
p,q
r (X,D) be the corresponding
spectral sequence. One easily checks that the transpose of ∂Di is induced by the natural
morphism C•−1(Di, D(i))→ C
•(X,D) corresponding to inclusion of the face Di. This
is reflected on the weight-graded quotients by a map Ep−1,q2 (Di, D(i)) → E
p,q
2 (X,D).
By composing these maps for i ∈ I we get a map E0,02 (DI) → E
n,0
2 (X,D) which is
nothing but the map H0(DI) → gr
W
0 H
n(X,D) dual to (23). The claim follows from
taking linear duals. 
If X is a smooth projective complex curve and D ⊂ X a finite set of points then
(23) follows by applying grW0 to the long exact sequence in relative homology:
0→ H1(X)→ H1(X,D)
∂
−→ H0(D)→ H0(X)→ H0(X,D)→ 0 .
4.3. The highest weight part of Hn(X\D). We continue working with a smooth
projective complex variety X of dimension n and a simple normal crossing divisor D
in X . We consider the Verdier dual of the last subsection and analyse it in terms of
differential forms. The following spectral sequence is due to Deligne [Del71].
Proposition 4.9. 1. We have a spectral sequence
(25) E−p,q1 =
⊕
|I|=p
Hq−2p(DI)(−p) ⇒ H
−p+q(X\D)
in the category of mixed Hodge structures. It degenerates at E2 and the differential
d1 is the alternating sum of the Gysin morphisms
Hq−2p(DI)(−p)→ H
q−2p+2(DJ)(−p+ 1) for J ⊂ I , |I\J | = 1 .
2. We have an exact sequence
(26) 0→ grW2nH
n(X\D)→
⊕
|I|=n
H0(DI)(−n) −→
⊕
|J|=n−1
H2(DJ )(−n+ 1) .
Proof. This follows from applying Verdier duality to Proposition 4.7. 
The Verdier dual of the long exact sequence (24) is
· · · → Hn(X,D′i)→ H
n(X\D)→ Hn−1(Di\D(i))(−1)→ H
n+1(X,D′i)→ · · ·
(note that the arrows go in the same direction since (24) is written in terms of homol-
ogy). We need to compute the morphism in the middle
Hn(X\D)→ Hn−1(Di\D(i))(−1)
in analytic de Rham cohomology. As the next proposition shows, it is, up to a sign,
given by the Poincare´–Leray residue ResDi of logarithmic forms along Di. Recall (see
e.g. [Pha11, III.4]) that the latter is defined locally by the formula
ResDi
(
dz
z
∧ α+ β
)
= 2πi α|Di ,
where z is a local coordinate for Di and α, β do not have singularities along Di .
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Proposition 4.10. We have a commutative diagram
HBn (X,D)⊗Q C
∂i
//
≃

HBn−1(Di, D(i))⊗Q C
≃

HndR,an(X,D)
∨ ∂
dR
// Hn−1dR,an(Di, D(i))
∨
HndR,an(X\D)
≃
OO
(−1)n−1ResDi
// Hn−1dR,an(Di\D(i))
≃
OO
where the top vertical arrows are induced by the comparison between analytic de Rham
and Betti cohomology, and the bottom vertical arrows are induced by the Verdier duality
isomorphism as in Theorem 3.1.
Proof. Since the only subtle point is the sign (−1)n−1 we give a proof in the case where
D has a single irreducible component and drop the index i, leaving the general case as
an exercise for the reader. The map ∂dR in the diagram is defined so that the upper
square commutes; its transpose (∂dR)∨ : Hn−1dR,an(D) → H
n
dR,an(X,D) is computed as
follows. For a closed smooth (n − 1)-form ω on D one has (∂dR)∨[ω] = [dω˜] where ω˜
is any smooth (n− 1)-form on X whose restriction to D is ω. This is because Stokes’
theorem then gives ∫
γ
dω˜ =
∫
∂γ
ω
for every relative n-chain γ on (X,D). One then needs to prove that the lower square
commutes. We use Proposition 3.10 and Remark 3.11 and let ν be a closed section
of AnX(logD), and ω be a closed section of A
n−1
D . For ω˜ chosen as above, we need to
prove the equality: ∫
X
ν ∧ dω˜ = (−1)n−1
∫
D
ResD(ν) ∧ ω .
We note as in Lemma 3.9 that since dω˜ vanishes along D, the left-hand side is an
absolutely convergent integral. For small enough ε > 0, we let Tε → D denote an open
tubular ε-neighborhood of D inside X and write Xε = X\Tε. We then have∫
X
ν ∧ dω˜ = lim
ε→0
∫
Xε
ν ∧ dω˜ .
By Stokes’ theorem we have∫
Xε
ν ∧ dω˜ = (−1)n
∫
Xε
d(ν ∧ ω˜) = (−1)n
∫
∂Xε
(ν ∧ ω˜)|∂Xε .
Now ∂Xε is the sphere bundle of the normal bundle of D inside X , oriented negatively,
and Cauchy’s theorem gives
lim
ε→0
∫
∂Xε
(ν ∧ ω˜)|∂Xε = −
∫
D
ResD(ν ∧ ω˜) = −
∫
D
ResD(ν) ∧ ω ,
which completes the proof. 
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If X is a smooth projective Riemann surface and D ⊂ X a finite set of points then
(26) is obtained by applying grW2 to the long exact sequence:
0→ H1(X)→ H1(X\D)
ResD−→ H0(D)(−1)→ H2(X)→ H2(X\D)→ 0 .
Proposition 4.11. We have a commutative diagram
HBn (X,D)⊗Q C
∂
//
≃

⊕
|I|=nH
B
0 (DI)⊗Q C
≃

HndR,an(X\D) R
//
⊕
|I|=nH
0
dR,an(DI)
where
(1) the vertical isomorphisms are induced by the comparison between analytic de
Rham and Betti cohomology and by Verdier duality;
(2) ∂ is the composition of the partial boundary maps ∂Di for i ∈ I;
(3) R is (−1)
n(n−1)
2 times the composition of the maps ResDi for i ∈ I.
Proof. This follows from iteratively applying Proposition 4.10 and noting that 1+ 2+
· · ·+ (n− 1) = n(n−1)2 . 
The next proposition gives a concrete interpretation of FnHn(X\D) in terms of the
complex of holomorphic logarithmic forms Ω•X(logD) ⊂ A
•
X(logD).
Proposition 4.12. The map Γ(X,ΩnX(logD))→ H
n
dR,an(X\D) sending a (necessarily
closed) global logarithmic form to its cohomology class yields an isomorphism:
(27) Γ(X,ΩnX(logD)) ≃ F
nHndR,an(X\D) .
Proof. By [Del71], the Hodge filtration on the cohomology of X\D is induced, via
the isomorphism Hk(X\D) ≃ Hk(X,Ω•X(logD)), by the filtration F
pΩ•X(logD) =
Ω•≥pX (logD). The corresponding spectral sequence E
p,q
1 = H
q(X,ΩpX(logD)) degener-
ates at E1, so E
p,q
1 = gr
p
FH
p+q(X\D). Now set (p, q) = (n, 0). 
Corollary 4.13. Let (X,A,B) satisfy (⋆)C. Then the natural map Γ(X,Ω
n
X(logA))→
HndR,an(X\A mod B) sending a (necessarily closed) global logarithmic form to its co-
homology class yields an isomorphism:
Γ(X,ΩnX(logA)) ≃ F
nHndR,an(X\A mod B) .
Proof. This follows from Proposition 4.12 and the isomorphism of Proposition 4.5 for
grnF = F
n. 
4.4. Computation of the de Rham projection. Let X be a smooth projective
variety over Q of dimension n and let D be a simple normal crossing divisor in X .
We form the following commutative diagram, where the second and third row are
induced by the exact sequences (23) and (26). The vertical maps between these two
rows are induced by the comparison between de Rham and Betti cohomology and
by Verdier duality. We recall from Proposition 4.11 that ∂ denotes the composite of
partial boundary maps, and R denotes the composite of residue maps times the sign
(−1)
n(n−1)
2 .
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HBn (X,D)⊗Q C

grW0 H
B
n (X,D)⊗Q C
  ∂ //
≃

⊕
|I|=n
HB0 (DI)⊗Q C
≃

grW2nH
n
dR(X\D)⊗Q C
  R //
⊕
|I|=n
H0dR(DI)⊗Q C
Γ(X,ΩnX(logD))
≃
// FnHndR(X\D)⊗Q C
?
≃
OO
 _

HndR(X\D)⊗Q C
Theorem 4.14. Let X be a smooth projective variety over Q of dimension n and let
D be a simple normal crossing divisor in X. The arrow marked ? in the above diagram
is an isomorphism if and only if Hn(X,D) is separated. In this case, the vertical
composite
HBn (X,D)⊗Q C −→ H
n
dR(X\D)⊗Q C ≃ H
dR
n (X,D)⊗Q C .
is the map c∨0 , introduced in (20), for the object H
n(X,D) ∈ H.
Proof. The first claim follows from Verdier duality: Hn(X\D) ≃ Hn(X,D)∨(−n).
The second claim follows from dualising the definition of c0. 
For the sake of clarity we now restate Theorem 4.14 in a way that allows to compute
c∨0 in practice.
Corollary 4.15. Let X be a smooth projective variety over Q of dimension n, let D
be a simple normal crossing divisor in X, and assume that Hn(X,D) is separated. For
a class γ ∈ HBn (X,D) in Betti homology, c
∨
0 (γ) ∈ H
n
dR(X\D)⊗Q C is the class of the
unique global logarithmic form
(2πi)−n νγ ∈ Γ(X,Ω
n
X(logD))
such that for every set {i1, . . . , in} of n irreducible components of D we have
ResDin · · ·ResDi1 ((2πi)
−n νγ) = (−1)
n(n−1)
2 ∂Din · · · ∂Di1 (γ) .
Remark 4.16. In the general case of an object H = Hn(X\A mod B), for (X,A,B)
satisfying (⋆)Q, Proposition 4.5 and Proposition 4.6 imply that in order to compute
c∨0 (γ), for γ ∈ H
∨
B , one is reduced to the case of H
n(X,B). Indeed, one simply applies
the recipe given in Corollary 4.15 to the image of γ in HBn (X,B). Note that we have
the inclusion Γ(X,ΩnX(logB)) ⊂ Γ(X,A
n
X(logA∪B)(−A)), so that a differential form
νγ from Corollary 4.15 satisfies the assumption of Theorem 3.17.
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Remark 4.17. Let us choose an algebraic closure Q ⊂ Q ⊂ C. Since the DI , for |I| = n,
are zero-dimensional varieties over Q, the comparison HB0 (DI)⊗QC
≃
→ H0dR(DI)⊗QC,
and thus the map c∨0 , is defined over Q. Concretely, this means that the logarithmic
form νγ from Corollary 4.15 lives in the Q-subspace
Γ(X,Ωn
X/Q
(logD)) ⊂ Γ(X,ΩnX(logD)) ,
where ΩX/Q(logD) denotes the (Zariski) sheaf of algebraic differential n-forms on
X with logarithmic singularities along D. If every DI for |I| = n is a disjoint
union of copies of Spec(Q) then c∨0 is defined over Q and νγ lives in the Q-subspace
Γ(X,ΩnX/Q(logD)).
Remark 4.18. We worked with simple normal crossing divisors D in order to apply
Poincare´ duality to the multiple intersections DI . In order to treat the general case
one has to replace those with their normalisations as in [Del71], and we leave the details
to the reader.
4.5. Examples.
4.5.1. The case of P1. Let A,B ⊂ P1(C) be disjoint finite sets of points and set H =
H1(P1\A,B). Let γb1,b2 denote any path on P
1(C)\A from b1 ∈ B to b2 ∈ B. We have
(28) c∨0 ([γb1,b2 ]) =
1
2πi
d log
(
z − b2
z − b1
)
.
(If bi =∞ then we replace z − bi in this expression by 1.) This follows from Corollary
4.15 and the computations
∂b1 [γb1,b2 ] = −1 , ∂b2 [γb1,b2 ] = +1
and
Resb1
(
1
2πi
d log
(
z − b2
z − b1
))
= −1 , Resb2
(
1
2πi
d log
(
z − b2
z − b1
))
= +1 .
It is important to note (see Remark 4.16) that the differential form (28) only depends
on the class of γb1,b2 in H
B
1 (P
1, B), i.e., on the pair (b1, b2).
4.5.2. The case of (P1)n. We setH = Hn((P1)n, D) whereD is the union of the divisors
zi = 0 and zi = 1 for i = 1, . . . , n. The Betti homology group H
∨
B is one-dimensional
with basis the class of the hypercube [0, 1]n. We can then compute:
(29) c∨0 ([0, 1]
n) = (−1)
n(n+1)
2 (2πi)−n
dz1 ∧ · · · ∧ dzn
z1(1 − z1) · · · zn(1− zn)
·
This follows from Corollary 4.15 and the computations
∂zn=1∂zn−1=1 · · ·∂z1=1 [0, 1]
n = +1
and
Reszn=1Reszn−1=1 · · ·Resz1=1
(
(2πi)−n
dz1 ∧ · · · ∧ dzn
z1(1− z1) · · · zn(1 − zn)
)
= (−1)n .
(Since H has rank one it is enough to do the computation at one point.)
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5. Functoriality of the formula for single-valued integrals
Let u : H → H ′ be a morphism in H and let ω ∈ HdR and f
′ ∈ H ′dR be two classes.
Then we have an equality of de Rham periods
[H ′, f ′, udR(ω)]
dr = [H,u∨dR(f
′), ω]dr .
In particular these two matrix coefficients have the same image under the single-valued
period map s. When u has geometric origin this has an interpretation in terms of our
formula for the single-valued period map (Theorem 3.16 and Theorem 3.17) and gives
rise to single-valued analogues of the usual rules of integration. We discuss three
important special cases.
5.1. Change of variables. Let (X,A,B) and (X ′, A′, B′) satisfy (⋆)Q with X of
dimension n and X ′ of dimension n′, and set H = Hk(X\A mod B) and H ′ =
Hk(X ′\A′ mod B′). Let
ϕ : (X ′, B′)→ (X,B)
be a morphism of pairs such that ϕ−1(A) ⊆ A′. Then it induces a morphism of pairs
(X ′\A′, B′\A′ ∩B′)→ (X\A,B\A ∩B) and we get a pullback morphism
ϕ∗ : H → H ′ ,
whose classical interpretation in terms of periods is integration by substitution (change
of variables). The interpretation of the transpose
ϕ∗ = (ϕ
∗)∨ : H ′∨ → H∨ .
in terms of differential forms under the isomorphisms
H∨ ≃ H2n−k(X\B mod A)(n) and H ′∨ ≃ H2n
′−k(X ′\B′ mod A′)(n′) ,
is not obvious. However, when ϕ is a smooth morphism over X\A ∪ B, ϕ∗ can be
computed in (analytic) de Rham cohomology as ‘integration along the fibers’. In the
setting of Theorem 3.17, the functoriality of s now translates as the formula
(30)
∫
X′(C)
ν′ ∧ ϕ∗(ω) =
∫
X(C)
ϕ∗(ν
′) ∧ ω ,
which is an instance of a projection formula.
5.2. Cauchy and Stokes. Since the cohomological interpretations of Cauchy’s the-
orem and Stokes’s theorem are Poincare´ dual to each other, their interpretations in
terms of our formula for the single-valued map are one and the same. A simple special
case is as follows. If X is a smooth projective variety of dimension n over Q and D a
smooth divisor in X , we have a morphism in H:
u : Hn−1(D)→ Hn(X,D) .
The functoriality of our formula for the single-valued map is contained in the following
formula (see the proof of Proposition 4.10):∫
X(C)
ν ∧ dω˜ = (−1)n−1
∫
D(C)
Res(ν) ∧ ω .
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It holds for ω ∈ Γ(D,An−1D ) and ν ∈ Γ(X,A
n
X(logD)) closed forms (in the setting of
Theorem 3.16, ω should be replaced with conj∗(ω).). It could be called a ‘Cauchy–
Stokes theorem’ and is an important tool in the computation of single-valued periods.
Example 5.1. Let X = P1, D = {0,∞}. For any smooth function ψ on P1(C)
1
2πi
∫
P1(C)
dz
z
∧ dψ(z) = ψ(0)− ψ(∞) .
It is the single-valued analogue of the formula
∫ 0
∞ dψ(z) = ψ(0)− ψ(∞) .
5.3. Fubini. Let (X1, A1, B1) and (X2, A2, B2) satisfy (⋆)Q with Xj of dimension nj
and set X = X1 × X2, A = A1 × X2 ∪ X1 × A2 and B = B1 × X2 ∪ X1 × B2.
For classes γj ∈ H
B
nj (Xj\Aj mod Bj) we denote by γ1 × γ2 the class induced in
HBn1+n2(X\A mod B) by the Ku¨nneth formula. By Corollary 4.15, the differential
forms νγ1 = c
∨
0 (γ1), νγ2 = c
∨
0 (γ2) and νγ1×γ2 = c
∨
0 (γ1 × γ2) are related by
νγ1×γ2 = (−1)
(n1+n2)(n1+n2−1)
2 (−1)
n1(n1−1)
2 (−1)
n2(n2−1)
2 νγ1 ∧ νγ2
= (−1)n1n2νγ1 ∧ νγ2 .
For differential forms ωj ∈ Γ(Xj ,Ω
nj
Xj
(logAj)) we thus get∫
X1(C)×X2(C)
νγ1×γ2 ∧ ω1 ∧ ω2 = (−1)
n1n2
∫
X1(C)×X2(C)
νγ1 ∧ νγ2 ∧ ω1 ∧ ω2
=
∫
X1(C)×X2(C)
(νγ1 ∧ ω1) ∧ (νγ2 ∧ ω2)
=
∫
X1(C)
νγ1 ∧ ω1
∫
X2(C)
νγ2 ∧ ω2 .
This, after inserting powers of 2πi, is the single-valued analogue of Fubini’s theorem∫
γ1×γ2
ω1 ∧ ω2 =
∫
γ1
ω1
∫
γ2
ω2 .
6. Some examples
We illustrate the definitions above with some simple examples.
6.1. Single-valued 2πi. We wish to compute explicitly the single-valued Lefschetz
period s(Ldr) where Ldr = [H1(Gm), [
dz
z ]
∨, [dzz ]]
dr. Since
H1(P1\{0,∞})∨ ≃ H1(P1, {0,∞})(1)
the dual class [dzz ]
∨ can be represented by 12πi [ν] where ν is a closed smooth 1-form on
P1(C) whose relative cohomology class generates H1(P1, {0,∞}) and satisfies∫
P1(C)
ν ∧
dz
z
= 2πi .
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Since H1(P1) = 0, we necessarily have ν = df , for some smooth function f satisfying
f(∞)− f(0) = 1. For example, we may take f = |z|
2
1+|z|2 to be radial, giving
ν = df =
zdz + zdz
(1 + |z|2)2
and we verify by a well-known calculation in polar coordinates, for example, that
(31)
∫
P1(C)
ν ∧
dz
z
= −
∫
P1(C)
dz ∧ dz
(1 + |z|2)2
= 2πi .
We note that ν is a global section of A1
P1(C)(log{0,∞})(−{0,∞}). It follows from
Theorem 3.17 that
s(Ldr) =
1
2πi
∫
P1(C)
ν ∧
dz
z
.
But since ν is radial, ν ∧ d log |z|2 = 0 which implies that
ν ∧
dz
z
= −ν ∧
dz
z
and we find from (31) that s(Ldr) = −1, as expected.
6.2. Universal elliptic curve and non-holomorphic modular forms. Let M1,1
denote the moduli stack of elliptic curves (over Q) and E →M1,1 the universal elliptic
curve. Let E ′ denote E minus the zero section. The complex points of M1,1 can be
identified with the orbifold quotient of the upper half plane H by SL2(Z) acting via
Mo¨bius transformations. To any τ ∈ H one associates the non-singular plane curve
E = Eτ defined by y
2 = 4x3 − ux − v, where u = 20G4(τ) and v =
7
3G6(τ) are
normalised Eisenstein series of weight 4, 6 respectively. Its de Rham cohomology (over
the field k = Q[u, v] ⊂ C) satisfies H1dR(E) = H
1
dR(E
′) and is spanned by the classes
of the forms
dx
y
∈ Γ(E,Ω1E) and x
dx
y
∈ Γ(E′,Ω1E′) .
The complex points E(C) are isomorphic to C/(Z + τZ) and has fundamental cycles
corresponding to the vectors 1, τ in the lattice. The period matrix with respect to
these bases is classically written
P =
(
ω1 η1
ω2 η2
)
where ω2 = τω1. Fricke and Legendre respectively proved that
(32) G2(τ) = −
1
2
ω1η1
(2πi)2
and ω1η2 − η1ω2 = 2πi ,
where, if we denote q = exp(2πiτ) as usual,
G2(τ) = −
1
24
+
∑
n≥1
σ1(n)q
n = −
1
24
+ q + 3q2 + 4q3 + 7q4 + . . .
is the normalised Eisenstein series of weight 2. As is well-known, it does not transform
like a modular form. However, its modified real analytic version
G∗2(τ) = G2(τ) +
1
8π Im τ
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does transform like a modular form of weight 2. We shall see that it can be interpreted
as a single-valued period of the universal elliptic curve.
Corollary 6.1. The single-valued period matrix P
−1
P equals(
λ
−1
0
0 λ
)(
m(τ ) (4πIm(τ))−1 (m(τ)m(τ )− 1)
−4πIm(τ) −m(τ)
)(
λ 0
0 λ−1
)
where we write ω1 = λ 2πi and m(τ) = −8π Im(τ)G
∗
2(τ).
Proof. Follows directly from (32). 
The quantity −4π Im(τ) is proportional to the area of the period lattice, and the
function m(τ) plays an important role in the differential theory of modular forms.
Call a function f on H modular of weights (r, s) if it satisfies
f(γ τ) = (cτ + d)r(cτ + d)sf(τ)
for all γ =
(
a b
c d
)
∈ SL2(Z). The entries of the single-valued period matrix proportional
to λrλ
s
are modular with weights (−r,−s), where (r, s) take the four possible values
(±1,±1). This observation is the starting point for a theory of real analytic modular
forms with two weights obtained by replacing the cohomology of E with its unipotent
fundamental group (see [Bro18] and prequels).
Remark 6.2. The four single-valued periods are given by the integrals:
1
2πi
∫
E(C)
ν ∧ ω where ω, ν ∈
{
dx
y
, x
dx
y
}
,
which are regularised according to Remark 3.21, since xdxy has a double pole. A simple
computation confirms that the convergent single-valued period
1
2πi
∫
E(C)
dx
y
∧
dx
y
= −
|ω1|
2
π
Im(τ) = −4π λλ Im(τ)
is proportional to the area of the period lattice of E.
6.3. Logarithms. Let k be a subfield of C and a ∈ k×\{1}. A path γ from 1 to a in
C× defines a determination of the logarithm of a:
log(a) =
∫
γ
ω , where ω =
dz
z
.
The relevant cohomology group is H = H1(P1\{0,∞}, {1, a}). The H(k)-period cor-
responding to log(a) is then defined to be:
logm(a) = [H, [γ], [ω]]m .
By Corollary 4.15 and Example 4.5.1, its image under the de Rham projection is
logdr(a) = [H, [ν(1)], [ω]]dr where ν = d log
(
z − a
z − 1
)
.
By Theorem 3.17 and Remark 3.18 its single-valued period is
〈[ν(1)], s[ω]〉 =
1
2πi
∫
P1(C)
d log
(
z − a
z − 1
)
∧
dz
z
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The integrand is smooth on P1(C) except around the points 0, ∞, 1, a. For some
sufficiently small ε > 0 we let Pε denote the complement of the union of the open disks
of radius ε around those four points inside P1(C), and set
Iε =
1
2πi
∫
Pε
d log
(
z − a
z − 1
)
∧
dz
z
=
1
2πi
∫
Pε
d log
(
z − a
z − 1
)
∧
(
dz
z
+
dz
z
)
= −
1
2πi
∫
Pε
d
(
log |z|2 d log
(
z − a
z − 1
))
=
1
2πi
(∫
∂D0(ε)
+
∫
∂D∞(ε)
+
∫
∂D1(ε)
+
∫
∂Da(ε)
)
log |z|2 d log
(
z − a
z − 1
)
The last equality follows from Stokes’ theorem, where ∂Di(ε) denotes the positively
oriented circle of radius ε around i. The contributions at 0 and ∞ vanish. The
contributions at a and 1 equal
1
2πi
∫
∂Da(ε)
log |z|2
dz
z − a
= log |a|2 +O(ε)
and log |1|2 = 0, respectively, and so Iε = log |a|
2 + O(ε). Letting ε go to zero we
deduce the formula predicted by Remark 1.4:
1
2πi
∫
P1(C)
d log
(
z − a
z − 1
)
∧
dz
z
= log |a|2 .
6.4. Green’s functions, and Ne´ron–Tate heights for curves. The following dis-
cussion is a variant of classical results [Gro86, Lan88]. Our presentation is close in spirit
to the interpretation of heights due to Bloch, Beilinson, and Scholl [Blo84, Bei87, Sch94]
although our exact formulation does not seem to be in the literature. The height is
usually expressed as an integral of a one-form with complex coefficients. In order to
make the connection with the theory of periods, we must insist upon algebraic forms,
and we find that the height is a quotient of two (determinants of) single-valued periods.
Let X be a smooth projective curve of genus g over a number field k, for simplicity
(this assumption plays no role for defining local archimedean heights). Let Div0(X)
denote the vector space of divisors of degree zero on X which are defined over k
and have coefficients in Q. It consists of degree zero Galois-equivariant formal linear
combinations of points of X defined over a finite extension of k.
Lemma 6.3. For any divisor D ∈ Div0(X) of degree zero with support contained in a
subscheme P ⊂ X of dimension 0 defined over k, there exists a logarithmic differential
form
νD ∈ Γ(X,Ω
1
X/k(logP ))
with the property that Res νD = D. It is unique up to addition of a global regular form
in Γ(X,Ω1X/k)
∼= F 1H1dR(X), which has dimension g.
Proof. The divisor D is given by a rational linear combination of points in X(K) for
some finite extension K of k. We can assume that it is Galois with G = Gal(K/k).
Since D is G-invariant, the support P of D is indeed defined over k.
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We work over the field K, and denote X ×k K, P ×k K and so on by X,P for
simplicity. All vector spaces below are over K. Proposition 4.12 implies that
Γ(X,Ω1X/K(logP ))
∼= F 1H1dR(X\P ) and Γ(X,Ω
1
X/K)
∼= F 1H1dR(X) .
To the Gysin (residue) sequence
0 −→ H1(X) −→ H1(X\P )
Res
−→ H0dR(P )(−1) −→ H
2
dR(X)
one can apply F 1 to deduce that there is a short exact sequence
0 −→ F 1H1dR(X) −→ F
1H1dR(X\P )
Res
−→ ker
(
H0dR(P )(−1) −→ H
2
dR(X)
)
−→ 0 .
Interpreting ker
(
H0dR(P )(−1) −→ H
2
dR(X)
)
as the K-vector space of divisors sup-
ported on P of degree 0, we deduce that there exists ν ∈ Γ(X,Ω1X/K(logP )) such
that Res ν = D. Now define νD = |G|
−1
∑
g∈G g(ν). It is G-invariant, and hence
defined over k. Since D is also G-invariant, it satisfies Res νD = D. 
It follows from the lemma that, given any choice of k-basis for the regular differentials
ω1, . . . , ωg of Γ(X,Ω
1
X/k), the element
νD ∧ ω1 ∧ · · · ∧ ωg ∈
g+1∧
F 1H1dR(X\P )
is well-defined up to scalar multiple in k×. Now consider two divisors of degree zero
D,E ∈ Div0(X)
with disjoint supports A,B ⊂ X respectively. Consider the object in H(k) defined by
(MdR, (MB,σ)σ,
(
compσ,dR
)
σ
) where
M = H1(X\A,B) .
By Proposition 4.5, F 1MdR = F
1H1(X\A) and therefore
Γ(X,Ω1X/k(logA))
∼
−→ F 1MdR .
Now since H(k) is an abelian tensor category, the objectsM⊗m,
∧mM , and so on, are
all objects of H(k). The dual of M is the object M∨ = H1(X\B,A)(1). In particular
there is an isomorphism
Γ(X,Ω1X/k(logB))
∼
−→ F 0M∨dR
which we denote by ω 7→ ω(1). Denote the mth tensor power of this map by x 7→
x(m) : Γ(X,Ω1X/k(log(B)))
⊗m −→ (M∨dR)
⊗m. For any basis ω1, . . . , ωg of Γ(X,Ω
1
X/k)
write
ωvol = ω1 ∧ · · · ∧ ωg ∈
g∧
MdR.
Denote the corresponding element in the dual space
∧g
M∨dR by ωvol(g).
Definition 6.4. Given two such forms ωvol and ηvol define the de Rham height pairing
for any pair of divisors D,E with disjoint supports by
〈D,E〉drω,η =
[
g+1∧
M , (νD ∧ ωvol)(g + 1) , νE ∧ ηvol
]dr
∈ PdrH(k) .
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It is well-defined. It only depends on the choice of ωvol, ηvol, and not the choice of
representatives νD, νE , nor A,B. Define also
〈ωvol, ηvol〉
dr =
[
g∧
H1(X) , ωvol(g) , ηvol
]dr
∈ PdrH(k) .
Note that the de Rham height pairing defined above will correspond to the usual
Ne´ron–Tate height pairing multiplied by the factor 〈ωvol, ηvol〉
dr.
Remark 6.5. By expanding the determinant, we have
(33) 〈D,E〉drω,η = [M, νD(1), νE ]
dr
.〈ωvol, ηvol〉
dr + ξ
where ξ is the signed sum of products of (g + 1) terms:
(34) ± [M, νD(1), ηj1 ]
dr . [M,ωi1(1), νE ]
dr .
g∏
r=2
[M,ωir(1), ηjr ]
dr
where {i1, . . . , ig} = {j1, . . . , jg} = {1, . . . , g}.
Lemma 6.6. The de Rham height pairing has the following properties:
(1) It is bilinear in D,E.
(2) It is symmetric: 〈D,E〉drω,η = 〈E,D〉
dr
η,ω .
(3) Let f : X → P1 be a rational function on X and let D =
∑
j njxj be a degree
zero divisor with support disjoint from f−1({0,∞}). In this case,
〈D, div(f)〉drω,η = 〈ωvol, ηvol〉
dr
∑
j
nj log
dr(f(xj))
 .
Proof. For (1), the class of νD ∈ F
1MdR/F
1H1dR(X) is uniquely defined and linear in
D. Therefore νD ∧ ωvol is well-defined and depends linearly on D.
Statement (2) follows from Poincare´–Verdier duality:
g+1∧
H1(X\A,B)∨ =
g+1∧ (
H1(X\B,A)(1)
)
which induces the required equivalence of de Rham periods.
For (3), let B denote the support of D, which is disjoint from A = f−1({0,∞}).
Thus there is a morphism of pairs
f : (X\A,B) −→ (P1\{0,∞}, f(B))
which gives rise to a morphism f∗ : H1(P1\{0,∞}, f(B))→M in the category H(k).
Since d log f = f∗dR(d log z), where z is the coordinate on P
1, we deduce an equivalence
of H(k)-periods
[M,ω(1), d log f ]dr = [H1(P1\{0,∞}, f(B)), (f∗dR)
∨ω(1), d log z]dr
for any ω ∈ Γ(X,Ω1X(logB)). Now suppose that ω ∈ Γ(X,Ω
1
X) is regular. Then its
class lies in F 1H1dR(X) ≃ F
1H1dR(X,A), and its image under (f
∗
dR)
∨ lies in F 1H1dR(P
1) =
0. We thus have [M,ω(1), d log f ]dr = 0 and every term in ξ in the expansion (33) van-
ishes, by (34), leaving only
〈D, d log f〉drω,η = 〈ωvol, ηvol〉
dr [H1(P1\{0,∞}, f(B)), (f∗dR)
∨νD(1), d log z]
dr .
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It remains to compute the second term on the right. The commutative square
F 1H1dR(X\B)
Res
//
(f∗dR)
∨

H0dR(B)

F 1H1dR(P
1\f(B))
Res
// H0dR(f(B))
implies that (f∗dR)
∨νD and
∑
j nj d log(z − f(xj)) have the same residue along f(B),
hence they are equal since there are no global regular forms on P1. The claim follows
from the additivity of the de Rham logarithm. 
6.4.1. Archimedean height. Let us now fix an embedding σ : k →֒ C and let M be
as above. Without mention to the contrary, X(C) denotes Xσ(C) and for any form
ω ∈ Γ(X,Ω1X/k) we denote its image under σ simply by ω.
The single-valued period induces an isomorphism
sσ :
(
r∧
MdR
)
⊗k,σ C
∼
−→
(
r∧
MdR
)
⊗k,σ C ,
for all r ≥ 0, and similarly with M replaced by H1(X). If r = g, the single-valued
period 〈ωvol(g), sσηvol〉 is non-zero, since it is proportional to 〈ωvol(g), sσωvol〉 < 0. This
follows from the Hodge–Riemann bilinear relations: the pairing
(35) ν ⊗ ω 7→ 〈ν(1), sσω〉 = −
1
2πi
∫
X(C)
ν ∧ ω
restricted to the space of holomorphic differential forms Γ(X,Ω1X(C)) is a negative
definite Hermitian form, and 〈ωvol(g), sσωvol〉 is its determinant.
Definition 6.7. Define a canonical pairing by
〈D,E〉σ =
〈νD ∧ ωvol(g + 1), sσ(νE ∧ ηvol)〉
〈ωvol(g), sσηvol〉
∈ C .
It is evidently well-defined (independent of the choice of ωvol and ηvol and the choices
of representatives for νD, νE). Note the slight difference in notation compared to
definition 6.4, which is motivic but not canonical, since it depends on the choice of
ωvol, ηvol. By contrast 〈D,E〉
σ is canonical, but is not a period, rather a quotient of
two single-valued periods.
It follows from Lemma 6.6 that 〈D,E〉σ is bilinear, symmetric, and satisfies
〈D, div(f)〉σ =
∑
j
nj log |σ(f(xj))|
2
whenever D =
∑
j njxj has disjoint support from f
−1({0,∞}). To compute it, let
ω1, . . . , ωg and η1, . . . , ηg denote two bases for Γ(X,Ω
1
X), and denote by P the g × g
matrix with entries
(P )p,q = 〈ωp, sσηq〉 = −
1
2πi
∫
X(C)
ωp ∧ ηq .
It is a submatrix of a single-valued period matrix ofH1(X), with determinant det(P ) =
〈ωvol, ηvol〉
σ.
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Proposition 6.8. We have the formula
〈D,E〉σ = −
1
2πi
∫
X(C)
νD ∧ νE +
g∑
p,q=1
αp,q
∫
X(C)
νD ∧ ηp
∫
X(C)
ωq ∧ νE
where the constants αp,q do not depend on D,E and are
αp,q =
(−1)p+q+1
(2πi)2
det(P (p, q))
det(P )
where P (p, q) denotes the matrix P with row p and column q removed.
Proof. It follows from Remark 6.5, Theorem 3.17 and Remark 3.18. 
6.4.2. Computation. The above formula for the height pairing simplifies drastically if
we allow differential forms with complex coefficients. Let D be a degree zero divisor
on X with support in P ⊂ X .
Lemma 6.9. There exists a unique logarithmic form over C
(36) νσD ∈ Γ(X,Ω
1
X(logP ))⊗k,σ C
such that Res νσD = D and the following equivalent conditions are satisfied:
(1) The single-valued periods of H1(X\P ) of the form
〈ω(1), sσν
σ
D〉
vanish for all ω ∈ Γ(X,Ω1X/k).
(2) For all ω ∈ Γ(X,Ω1X/k), we have∫
Xσ(C)
ω ∧ νσD = 0 ,
i.e., νσD is orthogonal to all regular forms on X.
(3) For all closed cycles γ ⊂ (X\P )σ(C)
Re
∫
γ
νσD = 0 ,
i.e., νσD has imaginary periods.
Proof. Note that conditions (1) and (2) are equivalent by Theorem 3.16 and Remark
3.18. The existence and uniqueness in (2) follow from the non-degeneracy of the pairing
(35). More precisely, let µD ∈ Γ(X,Ω
1
X/k(logP )) be any logarithmic form such that
ResD(µD) = D as in Lemma 6.3. There exists a unique regular form ξ
σ ∈ Γ(Xσ,Ω
1
Xσ
)
such that ∫
Xσ(C)
ω ∧ µD =
∫
Xσ(C)
ω ∧ ξσ
for every ω ∈ Γ(Xσ,Ω
1
Xσ
). We can then set νσD = µD − ξ
σ.
Finally, the existence and uniqueness of a form satisfying (3) is classical. The
condition in (3) is satisfied if γ is a small loop enclosing a point of P and it is
enough to check it for classes of closed cycles γ in the image of a chosen splitting
HB,σ1 (X) → H
B,σ
1 (X\P ). The pairing H
B,σ
1 (X ;R) ⊗ Γ(Xσ,Ω
1
Xσ
) → R given by
γ ⊗ ω 7→ Re
∫
γ
ω is a perfect pairing of real vector spaces by Hodge symmetry.
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Thus, for some logarithmic form µD as before, there exists a unique regular form
ξσ ∈ Γ(Xσ,Ω
1
Xσ
) such that
Re
∫
γ
µD = Re
∫
γ
ξσ
for every class γ ∈ HB,σ1 (X ;R). We can then set ν
σ
D = µD − ξ
σ. To conclude it
is enough to prove that condition (3) implies condition (1). For simplicity we may
assume that D is of the form (p) − (q). A basis of H1dR(X \ {p, q}) is obtained by
adding to a basis of H1dR(X) the class of ν
σ
D satisfying condition (3). We choose a basis
of HB1 (X \ P ) whose last vector is the class δ of a small positive loop around σ(p). In
those bases, the period matrix Aσ of H
1(X \ P ) has the following shape:
 Mσ ?
0 2πi

where Mσ is a period matrix for H
1(X) and the last column consists entirely of imag-
inary numbers by assumption. Thus, by performing row operations with real coeffi-
cients, one can always assume that Aσ is block-diagonal, i.e., ? = 0 in the above matrix.
These operations do not change the single-valued period matrix Sσ = Aσ
−1
Aσ which
is thus block-diagonal. This implies condition (1).

Corollary 6.10. Let D,E be as above. The canonical height pairing is given by the
following integral of complex logarithmic differential forms (36):
(37) 〈D,E〉σ = −
1
2πi
∫
Xσ(C)
νσD ∧ ν
σ
E .
Proof. We can replace νD, νE with ν
σ
D, ν
σ
E in Proposition 6.8, since determinants are
invariant under row and column operations. All terms in the sum on the right-hand
side of that formula vanish by lemma 6.9 (2).

The proof shows that we also have the ‘half-algebraic’ formulas:
〈D,E〉σ = −
1
2πi
∫
Xσ(C)
νσD ∧ νE = −
1
2πi
∫
Xσ(C)
νD ∧ ν
σ
E .
Remark 6.11. We deduce from (37) that the quantity 〈D,E〉σ is the classical archimedean
height pairing of the divisors D and E. Indeed, since νσD has purely imaginary periods,
we can write
νσD + ν
σ
D = d(g
σ
D)
where gσD : Xσ(C)\ |D| → R is harmonic (it is classically called the Green’s function of
D). We can thus compute the integral (37) via the Cauchy–Stokes theorem (see 5.2,
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compare with 6.3):
〈D,E〉σ = −
1
2πi
∫
X(C)
νσD ∧ ν
σ
E
= −
1
2πi
∫
X(C)
(νσD + ν
σ
D) ∧ ν
σ
E
= −
1
2πi
∫
X(C)
d(gσDν
σ
E)
=
∑
j
nj g
σ
D(σ(xj)) ,
where E =
∑
j njxj . This shows a posteriori that 〈D,E〉
σ is a real number, which is
obvious from our definition only if σ is a real embedding.
6.5. Explicit single-valued multiple zeta values. Let n1, . . . , nr ∈ Z≥1 with nr ≥
2. The single-valued multiple zeta values [Bro14] are defined to be
ζsv(n1, . . . , nr) = sv ζ
dr(n1, . . . , nr) ,
where ζdr = πdrζm is the de Rham projection of a motivic multiple zeta value. Although
there are several different recipes for computing these numbers (for example as the
values at 1 of single-valued multiple polylogarithms) they are not explicit and require
solving a complicated equation involving the Drinfeld associator. We can write down
an explicit formula using Theorem 3.17. For this, observe that the motivic multiple
zeta values are motivic periods associated to the integrals
ζ(n1, . . . , nr) =
∫
0<t1<···<tn<1
ωn1,...,nr
where n = n1 + · · ·+ nr, and
ωn1,...,nr = (−1)
r dt1
t1 − e1
∧ · · · ∧
dtn
tn − en
where (e1, . . . , en) = (1, 0
n1−1, 1, 0n2−1, . . . , 1, 0nr−1) and 0k denotes a string of 0’s of
length k. Goncharov and Manin gave an interpretation of these integrals as periods
of motives of the moduli space M0,n+3 [GM04]. The following theorem computes the
single-valued periods of the associated motivic periods and enables one to write down
a closed formula for all the coefficients in Deligne’s associator.
Theorem 6.12. The single-valued multiple zeta value is an integral:
ζsv(n1, . . . , nr) =
(−1)
n(n−1)
2
(2πi)n
∫
Cn
dt1 ∧ · · · ∧ dtn
t1(t2 − t1) · · · (tn − tn−1)(1 − tn)
∧ ωn1,...,nr .
Proof. We first note that since Cn ⊃ M0,n+3(C) ⊂ M0,n+3(C) all differ by sets of
Lebesgue measure zero, the integral above can be viewed as an integral onM0,n+3(C).
According to [GM04], the motivic multiple zeta value is a motivic period of the form:
ζm(n1, . . . , nr) = [H
n(M0,n+3 \An1,...,nr , B), [X
δ], [ωn1,...,nr ]]
m ,
where An1,...,nr and B are divisors inM0,n+3 such that (M0,n+3, An1,...,nr , B) satisfies
(⋆)Q. It is proved in [GM04] that the corresponding relative cohomology group is the
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realisation of a mixed Tate motive over Z. Here [Xδ] is the homology class of the
topological closure in M0,n+3(R) of the locus {0 < t1 < · · · < tn < 1}, whose image
under the projection c∨0 is computed in [BD19b, §2]. It is given in coordinates by the
following form with logarithmic singularities along B:
ν = (−1)
n(n+1)
2
n∏
i=0
(ti+1 − ti)
−1dt1 ∧ · · · ∧ dtn ,
where t0 = 0, tn+1 = 1.
It follows from Theorem 3.17 that
ζsv(n1, . . . , nr) =
(−1)n
(2πi)n
∫
M0,n+3(C)
ν ∧ ωn1,...,nr ,
where the sign (−1)n follows from the fact that we are using the mixed Tate single-
valued period map sv, see 2.6. This proves the result. 
The previous theorem computes the single-valued periods of the motivic multiple
zeta values defined via the moduli space of curves M0,n+3. These are no doubt the
same as the motivic multiple zeta values defined via the motivic fundamental groupoid
of the projective line minus 3 points, although this has not been written explicitly in
the literature. Nevertheless, we can also compute the single-valued periods of the latter
using a limiting argument to deal with the tangential base points (see [BD19a, Section
6]). It leads, as expected, to the same integral formula.
Remark 6.13. It would be interesting to prove directly via elementary means that the
following integral vanishes:
ζsv(2) = −
1
(2πi)2
∫
C2
dt1 ∧ dt2
t1(t2 − t1)(1 − t2)
∧
dt1 ∧ dt2
(1− t1)t2
,
and similarly for more general families of (motivic) multiple zeta values which are
known to evaluate to multiples of powers of 2πi.
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