Abstract-This paper proposes a new kernel method for online identification of nonlinear system. The proposed Support Vector Regression-Regularized Network (SVR-RN) method uses the technique SVR in an offline phase to reduce the parameters number of the RKHS. Then the RN method is used to update theses reduced parameters.
INTRODUCTION
kernel methods such as support vector machines, SVM [19] , regularization networks (RN) [4] , kernel principal component analysis K-PCA [10] and Kernel partial least square KPLS [9] suffer from the increasing number of the RKHS model parameters making these methods not suitable for use in an on-line scenario. Recently online RKHS identification techniques were proposed in literature such as Sliding window kernel recursive least squares SWKRLS [18] , [24] online RKPCA [17] , online SVD-KPCA [5] , online SVM [25] and Fast Iterative KPCA [12] …. Theses online methods are more useful when the system to be identified is time-varying.
In this paper, we propose a new online method based on Support Vector Regression (SVR) and RN techniques. First in an offline phase, the proposed technique uses the SVR algorithm to obtain a RKHS model with a reduced number of parameters. Then we proceed the online phase using the RN method to update the parameter number of RKHS model obtained by the SVR technique. The paper is organized as follows. In section 2, we present the Reproducing Kernel Hilbert Space (RKHS). Section 3 is devoted to the modelling in RKHS. The Learning methods SVR and RN are presented in section 4. In section 5, we propose the new online SVR-RN method. The proposed algorithm has been tested to identify the Tennessee Eastman process [1] .
II. RKHS MODEL

Let :
k E E × → be a continuous positive definite kernel
be a Hilbert space associated to the kernel k and defined by:
Let consider a set of observations { } 1, ...,
y ∈ are respectively the system input and output. According to the statistical learning theory (SLT) [22] the identification problem in the RKHS k F can be formulated as a minimization of the regularized empirical risk. Thus it consists in finding the function
Where n is the measurement number and λ is a regularization parameter chosen in order to ensure a generalization ability to the solution * f .
Let's define the application Φ :
.
The Gram matrix K associated to the kernel k is an ndimensional square matrix, so that:
The kernel trick [8] is so that:
According to the representer theorem [11] , the solution To solve the optimization problem (2) 
A. Support vector machines
Support Vector Machines (SVM) have been recently developed in the framework of statistical learning theory [22] and have been successfully applied to a number of applications, ranging from time series prediction, to face recognition [26] , to biological data processing for medical diagnosis [23] . Their theoretical foundations and their experimental success encourage further research on their characteristics, as well as their further use. Based on the theory of Support Vector Machines, Support vector Regression SVR is now a well established method for designing black-box models in engineering. The aim of SVR is to build a model :
of the output of system that depends on a set of factors.
( ) ( )
where C is a regularization constant determining the trade-off between the training error and the generalization performance. ( ) ( ) 
According the representer theorem [8] the solution of the problem is:
In (12) ( )
B. Regularized Network
In this case the cost function is:
,
Therefore the criterion r J is ( ) ( )
Where:
( ) 
In a matrix form, the relation (16) is:
Where: K is the Gram matrix and ( ) The error between the estimated output and the measured on actual one is:
where ε is a given threshold, we can say the model approaches sufficiently the system behavior. 
We can write in a matrix form, 
The criterion (23) can be written as the following :
( ) ( )( ) 
The minimum of , 1 r n J + is reached for:
As
are so scalar and transposed, then:
To every new observation, we update the parameters of the model (19) using the relation (29).
The Online SVR-RN algorithm
Offline phase:
According to (16) we determine the nsv support vector resulting from the processing of a n measurement set.
Then we rite RKHS model obtained by SVR method V. SIMULATIONS
A. Tennessee Eastman Process
The Tennessee Eastman (TE) process [1] is a highly nonlinear, non-minimum phase, and open-loop unstable chemical process. It consists of a reactor/separator/recycle arrangement that provides two products G and H from four reactants A, C, D and E. Also a byproduct F is present in the process. The simultaneous, irreversible and exothermic gasliquid reactions are:
The process has 12 valves available for manipulation and 41 measurements available for monitoring or control. The detailed description of these variables, process disturbances and operating conditions, is given in [1] . The process flowsheet is presented in Figure 1 . The modelling and the identification of the Tennessee Eastman process represent a challenge for the control community. They have been the subject of several studies [15] , [16] , [19] and [20] . Sriniwas and Arkun in 1997 [16] have used input/ output process data to identify an autoregressive (AR) model parameters.
The input/output data used to build the model were generated from the model of Tennessee implemented for the program Matlab © in the toolbox Simulink [1] . The process has 12 inputs and 41 outputs.
We are interested to model the Temperature of separator. To generate the data from Simulink, the simulation step size was 0.0005 s and the data were collected every 0.01s.We present in the Figures 2 the separator temperature of the process.
To build the RKHS model we use the RBF Kernel (Radial Basis Function) given by
Where the parameter 100 σ = and the regularization parameter 10 10 λ − = are determined using the cross validation in the offline phase that we have used a training set of 200 observations. The parameters number of RKHS model given by the SVR technique is equal to 11.
In the online phase, the total number of observations is 3300. In Figures 2 and 3 we represent the online SVR-RN output as well as the system output and the evolution of the Mean Square Error (NMSE). We remark that the model output is in concordance with the system output, indeed the Normalized Mean Square Error is equal to In this paper, we have proposed an online kernel method for nonlinear system parameter identification. Through several experiments, we showed the accuracy and good scaling properties of the proposed SVR-RN method. This algorithm has been tested for identifying a Tennessee Eastman process and the results were satisfactory.
