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Abstract
We propose two basic assumptions, under which the rate of convergence of the aug-
mented Lagrange method for a class of composite optimization problems is estimated.
We analyze the rate of local convergence of the augmented Lagrangian method for a
nonlinear semidefinite nuclear norm composite optimization problem by verifying these
two basic assumptions. Without requiring strict complementarity, we prove that, under
the constraint nondegeneracy condition and the strong second order sufficient condition,
the rate of convergence is linear and the ratio constant is proportional to 1/c, where
c is the penalty parameter that exceeds a threshold c > 0. The analysis is based on
variational analysis about the proximal mapping of the nuclear norm and the projection
operator onto the cone of positively semidefinite symmetric matrices.
Key words: Composite optimization, nonlinear semidefinite nuclear norm compos-
ite optimization, rate of convergence, the augmented Lagrangian method, variational
analysis.
1 Introduction
Nuclear norm optimization problems have seen many applications in engineering and sci-
ence. They arise from the convex relaxation of a rank minimization problem with noisy
data in many machine learning and compressed sensing applications such as dimensionality
reduction, matrix classification, multi-task learning and matrix completion, as well as in
theoretical applications from mathematics ([13],[1], [30],[6],[19]). A proximal point algorith-
mic framework was developed in [20] for solving convex nuclear norm optimization problems
and numerical results show that the proposed proximal point algorithms perform quite well
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in comparison to several recently proposed state-of-the-art algorithms. For non-convex non-
linear programming and non-convex semidefinite programming, related to proximal point
algorithms, the augmented Lagrange method is regarded as an effective numerical method.
It is quite natural to consider the augmented Lagrange method for the non-convex nuclear
norm composite optimization problem and study its theoretical properties. In the general
setting, the augmented Lagrangian method can be used to solve the following composite
optimization problem
(COP) min f(x) + θ(F (x)) s.t. h(x) = 0, g(x) ∈ K ,
where f : ℜn 7→ ℜ,F : ℜn 7→ Z, h : ℜn 7→ ℜm and g : ℜn 7→ Y are twice continuously
differentiable mappings, θ : Z → ℜ ∪ {+∞} is a proper lower semicontinuous convex
function, Z and Y are finite-dimensional real Hilbert spaces equipped with scalar product
〈·, ·〉 and induced norm ‖ · ‖, and K is a closed convex cone in Y.
Let c > 0 be a parameter. The augmented Lagrangian function with the penalty pa-
rameter c for problem (COP) is defined as (with no composite term, see [28, Section 11.K])
Lc(x, Y, µ, λ) := f(x) + θc(F (x) + Y/c)− ‖Y ‖
2
2c
+〈µ, h(x)〉 + c
2
‖h(x)‖2 + 1
2c
[‖ΠK∗(λ− cg(x))‖2 − ‖λ‖2] , (1.1)
where (x, Y, µ, λ) ∈ ℜn × Z × ℜm × Y and ΠK∗(·) denotes the metric projection operator
onto the set K∗(K∗ is the dual cone of K), θc = e1/cθ and [eτθ](·) is the Moreau-Yosida
regularization of θ defined by
[eτθ](Z) = inf
Z′∈Z
{
θ(Z ′) +
1
τ
‖Z ′ − Z‖2
}
. (1.2)
The augmented Lagrangian method for solving (COP) can be stated as follows. Let
c0 > 0 be given. Let (Y
0, µ0, λ0) ∈ Z × ℜm × K∗ be the initial estimated Lagrange
multiplier. At the kth iteration, determine xk by minimizing Lck(x, Y
k, µk, λk) , compute
(Y k+1, µk+1, λk+1) by 
Y k+1 := Dθck(F (x
k) + Y k/c)∗,
µk+1 := µk + ch(xk),
λk+1 := ΠK∗(λ
k − ckg(xk)) ,
and update ck+1 by
ck+1 := ck or ck+1 := κck
according to certain rules, where κ > 1 is a given positive number. In the case when the
sequence of parameters {ck} satisfies ck → +∞, the global convergence of the augmented
Lagrangian method can be discussed similarly as in [2]. In this paper, instead of consid-
ering global convergence properties, we consider the rate of convergence of the augmented
Lagrangian method for (COP) when ck has a finite limit, namely the case in which ck ≡ c
for all sufficient large k. For simplicity in our analysis, for k sufficiently large, we choose xk
as an exact local solution of Lc(·, Y k, µk, λk).
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The augmented Lagrangian method was proposed by Hestenes [15] and Powell [24]
for solving equality constrained nonlinear programming problems and was generalized by
Rockafellar [26] to nonlinear programming problems with both equality and inequality con-
straints. For convex programming, Rockafellar [26] established a saddle point theorem in
terms of the augmented Lagrangian and Rockafellar [27] proved the global convergence of
the augmented Lagrangian method for any positive penalty parameter.
For nonlinear programming, the study about the rate of convergence of the augmented
Lagrangian method is quite complete. For the equality constrained problem, Powell offered a
proof in [24] showing that if the linear independence constraint qualification and the second-
order sufficient condition are satisfied, then the augmented Lagrangian method can converge
locally at a linear rate. Bertsekas [2, Chapter 3] established an important result on the linear
rate of convergence of the augmented Lagrangian method for nonlinear programming when
the strict complementarity condition is assumed, in which the ratio constant is proportional
to 1/c. On the other hand, without assuming the strict complementarity condition, Conn
et al. [9], Contesse-Becker[10], and Ito and Kunisch [17] derived linear convergence rate for
the augmented Lagrangian method.
For nonlinear semidefinte programming, without requiring strict complementarity, Sun
et al. [34] proved that, under the constraint nondegeneracy condition and the strong second
order sufficient condition, the rate of convergence of the augmented Lagrangian method is
linear and the ratio constant is proportional to 1/c, where c is the penalty parameter that
exceeds a threshold c > 0. Moreover, Sun et al. [34] used a direct way to derive the same
linear rate of convergence under the strict complementarity condition.
The main objective of this paper is to study, without assuming the strict complementar-
ity, the rate of convergence of the augmented Lagrangian method for solving the nonlinear
semidefinite nuclear norm composite optimization problem
(SDNOP) min f(x) + θ(F (x)) s.t. h(x) = 0 , g(x) ∈ Sp+ ,
where θ(X) = ‖X‖∗ is the nuclear norm function of X ∈ Sq (for simplicity, here we only
consider the nuclear norm of a symmetric matrix), Sp+ is the cone of all positive semidefinite
matrices in Sp, the linear space of all p by p symmetric matrices in ℜp×p.
The organization of this paper is as follows. In Section 2, we develop a general theory
on the rate of convergence of the augmented Lagrangian method for a class of composite
optimization problems under two basic assumptions. In Section 3, we discuss variational
properties of the projection over the cone of symmetric positively semidefinite matrices
and the proximal mapping of the nuclear norm, and the second-order optimality conditions
for nonlinear semidefinite nuclear norm composite optimization problem. Section 4 is de-
voted to applying the theory developed in Section 2 to nonlinear semidefinite nuclear norm
composite optimization problem. Finally, we give our conclusions in Section 5.
2 General discussions on the rate of convergence
In this section, we always assume that the cone K presented in the optimization problem
(COP) is a closed convex cone and that ΠK∗(·) is semismooth everywhere, where K∗ is the
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dual cone of K, i.e.,
K∗ := {v ∈ Y | 〈v, z〉 ≥ 0, ∀ z ∈ K}.
The cones ℜp+, Sp+, epi‖ · ‖2 and epi‖ · ‖∗ satisfy these assumptions, where ‖ · ‖2 and ‖ · ‖∗
stand for the spectral norm of a matrix and the nuclear norm of a matrix, respectively.
Moreover we always assume that Dθc(·) is semismooth everywhere, where θc(·) = e1/cθ(·)
and [eτθ](·) is the Moreau-Yosida regularization of θ defined by (1.2).
A feasible point x ∈ ℜn to (COP) is called a stationary point if there exists (Y, µ, λ) ∈
Z × ℜm × Y such that the following Karush-Kuhn-Tucker (KKT) condition is satisfied at
(x, Y, µ, λ):
∇xL(x, Y, µ, λ) = 0, Y ∈ ∂θ(F (x)), h(x) = 0, g(x) ∈ K, λ ∈ K∗ and 〈g(x), λ〉 = 0, (2.1)
where the Lagrangian function L : ℜn ×Z × ℜm × Y 7→ ℜ is defined as
L(x, Y, µ, λ) := f(x) + 〈Y, F (x)〉 + 〈µ, h(x)〉 − 〈λ, g(x)〉.
Any point (x, Y, µ, λ) ∈ ℜn × Z × ℜm × Y satisfying (2.1) is named as a KKT point and
the corresponding point (Y, µ, λ) is called a Lagrange multiplier at x. Let M(x) be the set
of all Lagrangian multipliers at x.
Let c > 0 and x be a stationary point of (COP), namelyM(x) 6= ∅. Since f, F, h, and g
are assumed to be twice continuously differentiable, we know from (1.1), [37] and Chapter
2 of [28] that the augmented Lagrangian function Lc(·) is continuously differentiable and
for any (x, Y, µ, λ) ∈ ℜn ×Z ×ℜm × Y,
∇xLc(x, Y, µ, λ) = ∇f(x) + DF (x)∗Dθc(F (x) + Y/c)∗
+J h(x)T (µ + ch(x)) −Dg(x)∗ΠK∗(λ− cg(x)).
(2.2)
Therefore, from (2.1), we have ∇xLc(x, Y, µ, λ) = 0 for any (Y, µ, λ) ∈ M(x).
For any (x, Y, µ, λ) ∈ ℜn ×Z × ℜm × Y, let
Φc(x, Y, µ, λ) := DF (x)
∗Dθc(F (x) + Y/c)
∗,
Ψc(x, Y, µ, λ) := Dg(x)
∗ΠK∗(λ− cg(x)).
Let (x, Y, µ, λ) ∈ ℜn × Z × ℜm × Y. Then from the semismoothness of Dθc(·) and ΠK∗(·)
we obtain that for any (∆x,∆Y,∆µ,∆λ) ∈ ℜn ×Z × ℜm ×Y,
∂BΦc(x, Y, µ, λ)(∆x,∆Y,∆µ,∆λ)
= D2F (x)(∆x)Dθc(F (x) + Y/c)
∗ +DF (x)∗∂B [Dθc]
∗(F (x) + Y/c)(DF (x)∆x +∆Y/c),
∂BΨc(x, Y, µ, λ)(∆x,∆Y,∆µ,∆λ)
= D2g(x)(∆x)ΠK∗(λ− cg(x)) + Dg(x)∗∂BΠK∗(λ− cg(x))(∆λ − cDg(x)∆x).
(2.3)
From (2.2) and the definition of Ψc(·) we know that
∂B(∇xLc)(x, Y, µ, λ) =
(∇2f(x), 0, 0, 0) +
(
m∑
i=1
(µi + chi(x))∇2hi(x) + cJ h(x)TJ h(x), 0,J h(x)T , 0
)
+∂BΦc(x, Y, µ, λ)∂BΨc(x, Y, µ, λ),
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which implies that for any ∆x ∈ ℜn,
(πx∂B(∇xLc)(x, Y, µ, λ)) (∆x)
= ∇2xxL(x,Dθc(F (x) + Y/c)∗, µ + ch(x),ΠK∗(λ− cg(x)))(∆x)
+DF (x)∗∂B [Dθc]
∗(F (x) + Y/c)DF (x)(∆x)
+cJ h(x)TJ h(x)(∆x) + cDg(x)∗∂BΠK∗(λ− cg(x))Dg(x)(∆x) ,
(2.4)
where
∇2xxL(x,Dθc(F (x) + Y/c)∗, µ+ ch(x),ΠK∗(λ− cg(x)))(∆x)
= ∇2f(x)(∆x) + D2F (x)(∆x)Dθc(F (x) + Y/c)∗
+D2h(x)(∆x)(µ + ch(x))−D2g(x)(∆x)ΠK∗(λ− cg(x)).
Let (Y , µ, λ) ∈ M(x) be a Lagrange multiplier at x. For any linear operators W1 : Z 7→ Z,
W2 : Y 7→ Y, let
Ac(Y , µ, λ,W1,W2) := ∇2xxL(x, Y , µ, λ) + DF (x)∗W1DF (x)
+cJ h(x)TJ h(x) + cDg(x)∗W2Dg(x).
(2.5)
Then for any ∆x ∈ ℜn,(
πx ∂B(∇xLc)(x, Y , µ, λ
)
(∆x)
=
{
Ac(Y , µ, λ,W1,W2)(∆x) :
W1 ∈ ∂B [Dθc]∗(F (x) + Y /c)
W2 ∈ ∂BΠK∗(λ− cg(x))
}
.
(2.6)
Next, we make two basic assumptions for the constrained optimization composite opti-
mization problem (COP). The first one is about the positive definiteness of Ac(Y , µ, λ, ·, ·).
Assumption B1. We assume that (Y , µ, λ) is the unique Lagrange multiplier at x, i.e.,
M(x) = {(Y , µ, λ)} and that there exist two positive numbers c0 and η such that for any
c ≥ c0 and any W1 ∈ ∂B[Dθc]∗(F (x) + Y /c), W2 ∈ ∂BΠK∗(λ− cg(x)),〈
d,Ac(Y , µ, λ,W1,W2)d
〉 ≥ η 〈d, d〉 , ∀ d ∈ ℜn.
Assumption B1 is related to the sufficient optimality conditions for the constrained
composite optimization problem (COP). It will be shown in Proposition 4.1 that, under the
constraint nondegeneracy condition and the strong second order sufficient condition (they
will be clarified in Section 3), Assumption B1 is valid for (SDNOP).
Let y := (Y , µ, λ). Then ∇xLc(x, y) = 0. Let c0 and η be two positive numbers defined
in Assumption B1 and c ≥ c0 be a positive number. Since by (2.6) and Assumption B1,
every element in πx∂B(∇xLc)(x, y) is positive definite, we know from the implicit function
theorem for semismooth functions developed in [31], that there exist an open neighborhood
Oy of y and a locally Lipschitz continuous function xc(·) defined on Oy such that for any
y ∈ Oy, ∇xLc(xc(y), y) = 0. Furthermore, since Dθc(·) and ΠK∗(·) are assumed to be
semismooth everywhere, xc(·) is semismooth (strongly semismooth if ∇2f,D2F,D2g, and
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D2h are locally Lipschitz continuous, and both Dθc(·) and ΠK∗(·) are strongly semismooth
everywhere) at any point in Oy. Moreover, there exist two positive numbers ε > 0 and
δ0 > 0 (both depending on c) such that for any x ∈ Bε(x) and y ∈ Bδ0(y) := {y ∈
Z × ℜm × Y | ‖y − y‖ < δ0} ⊂ Oy, every element in πx∂B(∇xLc)(x, y) is positive definite.
Thus, for any y ∈ Bδ0(y), xc(y) is the unique minimizer of Lc(·, y) over Bε(x), i.e.,
{xc(y)} = argmin
{
Lc(x, y) |x ∈ Bε(x)
}
. (2.7)
Summarizing the above discussions, we obtain the following proposition.
Proposition 2.1 Suppose that Assumption B1 is satisfied. Let c ≥ c0. Then there exist
two positive numbers ε > 0 and δ0 > 0 (both depending on c) and a locally Lipschitz
continuous function xc(·), given by (2.7), defined on the open ball Bδ0(y) such that the
following conclusions hold:
(i) The function xc(·) is semismooth at any point in Bδ0(y).
(ii) If ∇2f,D2F,D2g, and D2h are locally Lipschitz continuous, Dθc(·) and ΠK∗(·) are
strongly semismooth everywhere, then xc(·) is strongly semismooth at any point in
Bδ0(y).
(iii) For any x ∈ Bε(x) and y ∈ Bδ0(y), every element in πx∂B(∇xLc)(x, y) is positive
definite.
(iv) For any y ∈ Bδ0(y), xc(y) is the unique optimal solution to
min Lc(x, y) s.t. x ∈ Bε(x) .
Let ϑc : Z ×ℜm × Y 7→ ℜ be defined as
ϑc(Y, µ, λ) := min
x∈Bε(x)
Lc(x, Y, µ, λ), (Y, µ, λ) ∈ Z × ℜm ×Y . (2.8)
Since for each fixed x ∈ X, Lc(x, ·) is a concave function, we have that ϑc(·) is also a concave
function. By using the fact that for any y ∈ Bδ0(y), xc(y) is the unique minimizer of Lc(·, y)
over Bε(x), we have
ϑc(y) = Lc(xc(y), y) , y ∈ Bδ0(y) .
For any y ∈ Bδ0(y) with y = (Y, µ, λ) ∈ Z × ℜm × Y, let Yc(y)µc(y)
λc(y)
 :=
 Dθc(F (xc(y)) + Y/c)∗µ+ ch(xc(y))
ΠK∗(λ− cg(xc(y)))
 . (2.9)
Then we have
∇xL(xc(y), Yc(y), µc(y), λc(y)) = ∇xLc(xc(y), y) = 0 , y ∈ Bδ0(y) . (2.10)
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Proposition 2.2 Suppose that Assumption B1 is satisfied. Let c ≥ c0. Then the concave
function ϑc(·) defined by (2.8) is continuously differentiable on Bδ0(y) with
Dϑc(y)
∗ =
 −c−1Y + c−1Dθc(F (xc(y)) + Y/c))∗h(xc(y))
−c−1λ+ c−1ΠK∗(λ− cg(xc(y)))
 , y = (Y, µ, λ) ∈ Bδ0(y) . (2.11)
Moreover, Dϑc(·) is semismooth at any point in Bδ0(y). It is strongly semismooth at any
point in Bδ0(y) if ∇2f,D2F,D2g, and D2h are locally Lipschitz continuous, and Dθc(·) and
ΠK∗(·) are strongly semismooth everywhere.
Proof. Let y = (Y, µ, λ) ∈ Bδ0(y). Then from (2.10) and [8, Theorem 2.6.6] we have for
any (∆Y,∆µ,∆λ) ∈ Z ×ℜm × Y that
∂ϑc(y)(∆Y,∆µ,∆λ) = JxLc(xc(y), y)(∂xc(y)(∆Y,∆µ,∆λ))
+DY Lc(xc(y), y)(∆Y ) + JµLc(xc(y), y)(∆µ) + DλLc(xc(y), y)(∆λ)
= 〈−c−1Y,∆Y 〉+ c−1Dθc(F (xc(y)) + Y/c)(∆Y )
+〈h(xc(y)),∆µ〉 − c−1〈λ,△λ〉+ 〈c−1ΠK∗(λ− cg(xc(y))),∆λ〉 .
Thus, ∂ϑc(y)(∆Y,∆µ,∆λ) is a singleton for each (∆Y,∆µ,∆λ) ∈ Z×ℜm×Y. This implies
that ∂ϑc(y) is a singleton. Therefore, ϑc(·) is Fre´chet-differentiable at y and Dϑc(y) is given
by (2.11). The continuity of Dϑc(·) follows from the continuity of xc(·).
The properties on the (strong) semismoothness of Dϑc(·) at y follows directly from (2.11)
and Proposition 2.1.
For any c ≥ c0 and ∆y := (∆Y,∆µ,∆λ) ∈ Z × ℜm × Y, define
Vc(∆y) :=
 c−1W1DF (x)J h(x)
−W2Dg(x)
 Ac(y,W1,W2)−1 [−c−1DF (x)∗W1(∆Y )
−J h(x)T∆µ+Dg(x)∗W2(∆λ)
]
+
 −c−1∆Y + c−2W1(∆Y )0
−c−1∆λ+ c−1W2(∆λ)
 ∣∣∣ W1 ∈ ∂B [Dθc]∗(F (x) + Y /c)
W2 ∈ ∂BΠK∗(λ− cg(x))
 .
(2.12)
Since by Assumption B1, Ac(y,W1,W2) is positive definite for any W1 ∈ ∂B[Dθc]∗(F (x) +
Y /c),W2 ∈ ∂BΠK∗(λ− cg(x)), Vc(·) is well defined. The next proposition shows that Vc(·)
is an outer approximation to ∂B [Dϑc]
∗(y)(·).
Proposition 2.3 Suppose that Assumption B1 is satisfied. Let c ≥ c0. Then for any
∆y := (∆Y,∆µ,∆λ) ∈ Z × ℜm × Y,
∂B [Dϑc]
∗(y)(∆y) ⊆ Vc(∆y) . (2.13)
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Proof. Choose ∆y := (∆Y,∆µ,∆λ) ∈ Z × ℜm × Y. From Proposition 2.2, we know that
Dϑc(·) is semismooth at any point y ∈ Bδ0(y). Let DDϑc denote the set of all Fre´chet-
differentiable points of Dϑc(·) in Bδ0(y). Then for any y = (Y, µ, λ) ∈ DDϑc , we have
D2ϑc(y)(∆y)
=

−c−1∆y + c−1[Dθc]∗(F (xc(y)) + Y/c);DF (xc(y))(xc)′(y;∆y) + ∆Y/c)
J h(xc(y))(xc)′(y;∆y)
−c−1∆λ+ c−1Π′K∗
(
λ− cg(xc(y));∆λ− cDg(xc(y))(xc)′(y;∆y)
)
 .
(2.14)
Let y ∈ Bδ0(y). Now, we derive the formula for (xc)′(y;∆y). From (2.10) and (2.9) we
have
0 = ∇2xxL(xc(y), Yc(y), µc(y), λc(y))(xc)′(y;∆y) + cJ h(xc(y))TJ h(xc(y))(xc)′(y;∆y)
+J h(xc(y))T (∆µ)−Dg(xc(y))∗Π′K∗
(
ξ − cg(xc(y));∆ξ − cDg(xc(y))(xc)′(y;∆y)
)
+DF (xc(y))
∗[Dθc]
∗′(F (xc(y)) + Y/c; DF (xc(y))(xc)
′(y;∆y) + ∆Y/c).
(2.15)
Since Dθc(·) and ΠK∗(·) are semismooth everywhere, there exist Ŵ1 ∈ ∂B [Dθc]∗(F (xc(y))+
Y/c) and Ŵ2 ∈ ∂BΠK∗(λ− cg(xc(y))) such that
[Dθc]
∗′(F (xc(y)) + Y/c; DF (xc(y))(xc)
′(y;∆y) + ∆Y/c)
= Ŵ1(DF (xc(y))(xc)
′(y;∆y) + ∆Y/c),
Π′K∗
(
λ− cg(xc(y));∆λ − cJ g(xc(y))(xc)′(y;∆y)
)
= Ŵ2(∆λ− cDg(xc(y))(xc)′(y;∆y)).
(2.16)
For any W1 ∈ ∂B [Dθc]∗(F (xc(y)) + Y/c) and W2 ∈ ∂BΠK∗(λ− cg(xc(y))), let
Ac(y,W1,W2) : = ∇2xxL(xc(y), Yc(y), µc(y), λc(y)) + DF (xc(y))∗W1DF (xc(y))
+cJ h(xc(y))TJ h(xc(y)) + cDg(xc(y))∗W2Dg(xc(y)) .
From (2.4) and the definition of δ0, Ac(y,W1,W2) is positive definite for anyW1 ∈ ∂B [Dθc]∗(F (xc(y))+
Y/c) and W2 ∈ ∂BΠK∗(λ− cg(xc(y))). Then from (2.15) and (2.16) we obtain that
(xc)
′(y;∆y) = Ac(y, Ŵ1, Ŵ2)−1
(
−DF (xc(y))∗Ŵ1(∆Y/c)
−J h(xc(y))T (∆µ) + Dg(xc(y))∗Ŵ2(∆λ)
)
.
(2.17)
Therefore, we have from (2.17) and (2.14) that for any y = (Y, µ, λ) ∈ DDϑc ,
8
D2ϑc(y)(∆y) ∈

 c−1W1DF (xc(y))J h(xc(y))
−W2Dg(xc(y))
 Ac(y,W1,W2)−1 [−c−1DF (xc(y))∗W1(∆Y )
−J h(xc(y))T∆µ+Dg(xc(y))∗W2(∆λ)
]
+
 −c−1∆Y + c−2W1∆Y0
−c−1∆λ+ c−1W2(∆λ)
 ∣∣∣ W1 ∈ ∂B [Dθc]∗(F (xc(y)) + Y/c)
W2 ∈ ∂BΠK(λ− cg(xc(y)))
 .
which, together with the continuity of xc(·) and the upper semicontinuity of ∂BΠK∗(·),
implies that V (∆y) ∈ Vc(∆y) for any V ∈ ∂B [Dϑc]∗(y). Consequently, (2.13) holds.
The second basic assumption required in this section is stated as below.
Assumption B2. There exist positive numbers c ≥ c0, µ0 > 0, ̺0 > 0, and γ > 1 such
that for any c ≥ c and ∆y ∈ Z × ℜm × Y,
‖(xc)′(y;∆y)‖ ≤ ̺0‖∆y‖/c (2.18)
and 〈
V (∆y) + c−1∆y, ∆y
〉 ∈ µ0 [−1, 1] ‖∆y‖2/cγ ∀V (∆y) ∈ Vc(∆y) . (2.19)
It will be shown in Proposition 4.2 that Assumption B2 is valid for (SDNOP) when
the constraint nondegeneracy condition and the strong second order sufficient condition are
satisfied.
Let C be a closed convex set in Y. It follows from [37] that the metric projector ΠC(·)
is Lipschitz continuous with the Lipschitz modulus 1. Then for any y ∈ Y, ∂ΠC(y) is well
defined and it has the following variational properties.
Lemma 2.1 [21, Proposition 1] Let C ⊆ Y be a closed convex set. Then, for any y ∈ Y
and V ∈ ∂ΠC(y), it holds that
(i) V is self-adjoint.
(ii) 〈d, V d〉 ≥ 0, ∀ d ∈ Y.
(iii) 〈V d, d − V d〉 ≥ 0, ∀ d ∈ Y.
Under Assumptions B1 and B2, we are ready to give the main result on the rate of
convergence of the augmented Lagrangian method for the composite optimization problem
(COP).
Theorem 2.1 Suppose that K is an nonempty closed convex cone and that Dθc(·) and
ΠK∗(·) are semismooth everywhere. Let Assumptions B1 and B2 be satisfied. Let c0, η, c,
µ0, ̺0, and τ be the positive numbers defined in these assumptions. Define
̺1 := 2̺0 and ̺2 := 4µ0.
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Then for any c ≥ c, there exist two positive numbers ε and δ (both depending on c) such
that for any (Y, µ, λ) ∈ Bδ(Y , µ, λ), the problem
min Lc(x, Y, µ, λ) s.t. x ∈ Bε(x) (2.20)
has a unique solution denoted xc(Y, µ, λ). The function xc(·, ·, ·) is locally Lipschitz contin-
uous on Bδ(Y , µ, λ) and is semismooth at any point in Bδ(Y , µ, λ), and for any (Y, µ, λ) ∈
Bδ(Y , µ, λ), we have
‖xc(Y, µ, λ) − x‖ ≤ ̺1‖(Y, µ, λ)− (Y , µ, λ)‖/c (2.21)
and
‖(Yc(Y, µ, λ), µc(Y, µ, λ), λc(Y, µ, λ)) − (Y , µ, λ)‖ ≤ ̺2‖(Y, µ, λ) − (Y , µ, λ)‖/cγ−1 , (2.22)
where Yc(Y, µ, λ), µc(Y, µ, λ) and λc(Y, µ, λ) are defined by (2.9), i.e.,
Yc(Y, µ, λ) = Dθc(F (xc(y)) + Y/c)
∗,
µc(Y, µ, λ) = µ+ ch(xc(y)),
λc(Y, µ, λ) = ΠK∗(λ− cg(xc(y))).
Proof. Let c ≥ c. From Proposition 2.1 we have already known that there exist two positive
numbers ε > 0 and δ0 > 0 (both depending on c) and a locally Lipschitz continuous function
xc(·, ·, ·) defined on Bδ0(Y , µ, λ) such that the function xc(·, ·, ·) is semismooth at any point
in Bδ0(Y , µ, λ) and for any (Y, µ, λ) ∈ Bδ0(Y , µ, λ), xc(Y, µ, λ) is the unique solution to
(2.20).
Denote y := (Y, µ, λ) ∈ Z×ℜm×Y. Since xc(·) is locally Lipschitz continuous on Bδ0(y)
and is directionally differentiable at y, by [29] we know that xc(·) is Bouligand-differentiable
at y, i.e., xc(·) is directionally differentiable at y and
lim
y→y
‖xc(y)− xc(y)− (xc)′(y; y − y)‖
‖y − y‖ = 0 .
By Proposition 2.2, Dϑc(·) is semismooth at y, and thus is also Bouligand-differentiable at
y. Then there exists δ ∈ (0, δ0] such that for any y ∈ Bδ(y),
‖xc(y)− xc(y)− (xc)′(y; y − y)‖ ≤ ̺0‖y − y‖/c (2.23)
and
‖Dϑc(y)−Dϑc(y)− (Dϑc)′(y; y − y)‖ ≤ µ0‖y − y‖/cγ . (2.24)
Let y := (Y, µ, λ) ∈ Bδ(y) be an arbitrary point. From (2.18), (2.23), and the fact that
xc(y) = x, we have
‖xc(y)− x‖ ≤ ‖(xc)′(y; y − y)‖ + ̺0‖y − y‖c = ̺1‖y − y‖/c ,
which, shows that (2.21) holds.
Since Dϑc(·) is semismooth at y, there exists an element V ∈ ∂B[Dϑc]∗(y) such that
(Dϑc)
∗′(y; y − y) = V (y − y). By using the fact that V is self-adjoint (see Lemma 2.1), we
know from (2.19) in Assumption B2 and Proposition 2.3 that
‖V (y − y) + c−1(y − y)‖ ≤ 3µ0‖y − y‖/cγ . (2.25)
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Therefore, we have from (2.24) and (2.25)
‖y + c(Dϑc)∗(y)− y‖
= c‖(Dϑc)∗(y)− (Dϑc)∗(y)− (Dϑc)∗′(y; y − y) + (Dϑc)∗′(y; y − y) + c−1(y − y)‖
≤ c‖(Dϑc)∗(y)− (Dϑc)∗(y)− (Dϑc)∗′(y; y − y)‖+ c‖V (y − y) + c−1(y − y)‖
≤ µ0‖y − y‖/cγ−1 + 3µ0‖y − y‖/cγ−1 = ̺2‖y − y‖/cγ−1 ,
which, together with (2.11) and the definitions of Yc(Y, µ, λ), µc(Y, µ, λ) and λc(Y, µ, λ),
proves (2.22). The proof is completed.
Under Assumptions B1 and B2, Theorem 2.1 shows that if for all k sufficiently large with
ck ≡ c larger than a threshold and if (xk, Y k, µk, λk) is sufficiently close to (x, Y , µ, λ), then
the augmented Lagrangian method can locally be regarded as the gradient ascent method
applied to the dual problem
max ϑc(Y, µ, λ) s.t. (Y, µ, λ) ∈ Z ×ℜm × Y
with a constant step-length c, i.e., for all k sufficiently large yk+1µk+1
λk+1
 =
 Y kµk
λk
+ cDϑc(Y k, µk, λk)∗.
In Section 4, we shall check, under what kind of conditions, Assumptions B1 and B2 im-
posed in this section can be satisfied by the nonlinear semidefinite nuclear norm composite
optimization problem.
3 Variational analysis for SDNOP
For studying the rate of convergence of the augmented Lagrange method for the nonlinear
semidefinite nuclear norm composite optimization problem (SDNOP), we have to provide
some variational properties of ΠSp+(·) and ‖ · ‖∗, and the second-order optimality conditions
for (SDNOP).
3.1 Variational properties of ΠSp+(·) and ‖ · ‖∗
Since there exists an nonlinear semidefinite constraint in Problem (SDNOP), we need more
properties about the tangent cone of the cone Sp+ and the B-subdifferential of the metric
projector ΠSp+(·) over S
p
+. Let Op be the set of all p × p orthogonal matrices. For a given
matrix M ∈ Sp, there exists P ∈ Op such that
M = PΛ(M)P T , (3.1)
where Λ(M) = diag(λ1(M), λ2(M), . . . , λp(M)) and λ1(M) ≥ λ2(M) ≥ . . . ≥ λp(M) are
eigenvalues of M . We denote the set of such P in the eigenvalue decomposition by O(M).
LetM ∈ Sp andM+ := ΠSp+(M ). Suppose thatM has the following spectral decomposition
M = PΛP
T
, (3.2)
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where P ∈ O(M) and Λ is the diagonal matrix of eigenvalues of Z. Then
M+ = PΛ+P
T ,
where Λ+ is the diagonal matrix whose diagonal entries are the nonnegative parts of the
respective diagonal entries of Λ [16, 35]. Define three index sets of positive, zero, and
negative eigenvalues of M , respectively, as
α := {i |λi > 0}, β := {i |λi = 0}, γ := {i |λi < 0}.
Write
Λ =
 Λα 0 00 0 0
0 0 Λγ
 and P = [ Pα Pβ Pγ ]
with Pα ∈ ℜp×|α|, Pβ ∈ ℜp×|β|, and Pγ ∈ ℜp×|γ|. Let Θ be any matrix in Sp with entries Θij =
max{λi, 0}+max{λj , 0}
|λi |+ |λj | if (i, j) /∈ β × β ,
Θij ∈ [0, 1] if (i, j) ∈ β × β .
(3.3)
The projection operator ΠSp+(·) is directionally differentiable everywhere in Sp [3] and is a
strongly semismooth matrix-valued function [33]. For any H ∈ Sp, we have
Π′Sp+
(M ;H) = P

P Tα HPα P
T
α HPβ Θαγ ◦ P Tα HPγ
P Tβ HPα ΠS|β|+
(P Tβ HPβ) 0
P Tγ HPα ◦Θγα 0 0
P T , (3.4)
where “◦” denotes the Hadamard product [33]. When β = ∅, ΠSp+(·) is Fre´chet-differentiable
at M and (3.4) reduces to the classical result:
JΠSp+(M )H = P
[
P Tα HPα Θαγ ◦ P Tα HPγ
P Tγ HPα ◦Θγα 0
]
P T ∀H ∈ Sp . (3.5)
The tangent cone of Sp+ at M+, denoted TSp+(M+), can be completely characterized as
follows
TSp+(M+) = {B ∈ S
p |B = Π′Sp+(M+;B)} = {B ∈ S
p | [Pβ Pγ ]TB[Pβ Pγ ]  0} .
The lineality space of TSp+(M+), i.e., the largest linear space in TSp+(M+), denoted by
lin
(
TSp+(M+)
)
, takes the following form:
lin
(
TSp+(M+)
)
= {B ∈ Sp | [Pβ Pγ ]TB[Pβ Pγ ] = 0} .
The critical cone of Sp+ at M ∈ Sp associated with the problem of finding the metric
projection of M onto Sp+ (i.e., M+) is defined as [5, Section 5.3]
CSp+(M) := TSp+(M+) ∩ {B ∈ S
p | 〈B,M+ −M〉 = 0} .
Thus, it holds that
CSp+(M) =
{
B ∈ Sp
∣∣∣P Tβ BPβ  0, P Tβ BPγ = 0, P Tγ BPγ = 0} .
The affine hull of CSp+(M), denoted by aff(CSp+(M )), can then be written as
aff
(
CSp+(M)
)
=
{
B ∈ Sp |P Tβ BPγ = 0, P Tγ BPγ = 0
}
. (3.6)
The following lemma on ∂BΠSp+(M ) is part of [32, Proposition 4], which is based on [23,
Lemma 11].
Lemma 3.1 Let Θ ∈ Sp satisfy (3.3). Then W ∈ ∂BΠSp+(M ) if and only if there exists
W0 ∈ ∂BΠS|β|+ (0) such that
W (H) = P

P Tα HPα P
T
α HPβ Θαγ ◦ P Tα HPγ
P Tβ HPα W0(P
T
β HPβ) 0
P Tγ HPα ◦Θγα 0 0
P T ∀H ∈ Sp .
From the definition of ∂BΠS|β|+
(0) and (3.5) we know that if W0 ∈ ∂BΠS|β|+ (0), then there
exist matrices Q ∈ O|β| and Ω ∈ S |β| with entries Ωij ∈ [0, 1] such that
W0(D) = Q(Ω ◦ (QTDQ))QT ∀D ∈ S |β| .
For an extension to the above result, see [7, Lemma 4.7]. By using Lemma 3.1 we obtain
the following useful lemma, which does not need further explanation.
Lemma 3.2 For any W ∈ ∂BΠSp+(M ), there exist two matrices P ∈ O(M) and Θ ∈ Sp
satisfying (3.3) such that
W (H) = P
(
Θ ◦ (P THP ))P T ∀H ∈ Sp .
For discussions on the nuclear norm function we need more properties about the first and
second-order directional derivatives of θ and the sub-differential of its proximal mapping.
For a given matrix X ∈ Sq, there exists Q ∈ Oq such that
X = QΛ(X)QT , (3.7)
where Λ(X) = diag(λ1(X), λ2(X), . . . , λq(X)) and λ1(X) ≥ λ2(X) ≥ . . . ≥ λq(X) are
eigenvalues of X. We denote the set of such Q in the eigenvalue decomposition by O(X).
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Let ̟1 > ̟2 > . . . > ̟r be the distinct eigenvalues of X. Define
ak := {i |λi(X) = ̟k}, k = 1, . . . , r.
Partition Q as Q = [Qa1 Qa2 . . . Qar ], where Qak = (qi : i ∈ ak) and Qak ∈ ℜq×|ak|,
k = 1, . . . , r.
For a given H ∈ Sq and k ∈ {1, . . . , r}, suppose that QTakHQak ∈ ℜ|ak|×|ak| has the
following spectral decomposition:
(Qk)T (QTakHQak)Q
k = diag (ξk1 , . . . , ξ
k
|ak|
),
where Qk ∈ O|ak|(QTakHQak) and ξki = λi(QTakHQak), i = 1, . . . , |ak|. Let ηk1 , . . . , ηknk be the
distinct eigenvalues of QTakHQak and define
bkj := {i | ξki = ηkj , i = 1, . . . , |ak|}, j = 1, . . . , nk.
For simplicity, we denote κi :=
i∑
j=1
|aj | (κ0 := 0), κ(k)i =
i∑
j=1
|bkj | (κ(k)0 := 0), and define the
following mappings:
ν : {1, . . . , n} → {1, . . . , r}, ν(i) = k, if i ∈ ak,
l : {1, . . . , n} → N, l(i) = i− κν(i)−1,
ω : {1, . . . , n} → N, ω(i) = j, if l(i) ∈ bν(i)j ,
l′ : {1, . . . , n} → N, l′(i) = l(i)− κν(i)µ(i)−1.
Then, for i′ ∈ bkj , its corresponding index i ∈ {1, . . . , q} is expressed as i = κ(k)j−1+ i′+κk−1.
Define
Q̂akak = Q
T
ak
HQak , k = 1, . . . , r,
V̂k(H,W ) = Q
T
ak
[W − 2H(X −̟kI)†H]Qak , k = 1, . . . , r.
Then we have from [38, Theorem 3.1] that
λ′i(X;H) = λl(i)(Ĥaν(i)aν(i)), i = 1, . . . , q,
λ′′i (X;H,W ) = λl′(i)
(
Q
ν(i)
b
ν(i)
ω(i)
T
V̂ν(i)(H,W )Q
ν(i)
b
ν(i)
ω(i)
)
, i = 1, . . . , q.
Assume that there exists an integer s0 satisfying 1 ≤ s0 ≤ Ns and ηss0 = 0. Let bs+ =
bs1∪· · ·∪bss0−1, bs0 = bss0 and bs− = bss0+1∪· · ·∪bsNs. Then we obtain the following proposition
about the directional derivative and the second-order directional derivative of θ(X).
Lemma 3.3 Under the above notations, one has he directional derivative of θ at X along
H is expressed as
θ′(X;H) =
s−1∑
i=1
Tr(Ĥaiai)−
r∑
i=s+1
Tr(Ĥaiai) + ‖Ĥasas‖∗. (3.8)
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and the second-order directional derivative of θ at X along (H,W ) is expressed as
θ′′(X;H,W ) =
s−1∑
i=1
Tr(V̂i(H,W ))−
r∑
i=s+1
Tr(V̂i(H,W )) + Tr(Q
s
bs+
T V̂s(H,W )Q
s
bs+
)
−Tr(Qsbs−
T V̂s(H,W )Q
s
bs−
) + ‖Qsbs0
T V̂s(H,W )Q
s
bs0
‖∗.
(3.9)
Proof. For θ(X) = ‖X‖∗, the nuclear norm of a symmetric matrix in X ∈ Sq, it is the
spectral function corresponding to the symmetric function
ς(z) =
q∑
j=1
|zi|, z = (z1, . . . , zq)T ∈ ℜq,
namely θ(X) = ‖X‖∗ = [ς ◦ λ](X).
Let z ∈ ℜq. We define
I+(z) = {i : zi > 0}, I0(z) = {i : z = 0}, I−(z) = {i : zi < 0}
and
I0+(z,∆z) = {i ∈ I0(z) : ∆zi > 0},
I00(z,∆z) = {i ∈ I0(z) : ∆zi = 0},
I0−(z,∆z) = {i ∈ I0(z) : ∆zi < 0}.
Then the directional derivative of ς at z along ∆z is
ς ′(z;∆z) =
∑
i∈I+(z)
∆zi −
∑
i∈I−(z)
∆zi +
∑
i∈I0(z)
|∆zi|
and the second-order parabolic directional derivative at z along ∆z and ∆w is
ς ′′(z;∆z,∆w) =
∑
i∈I+(z)∪I0+(z,∆z)
∆wi −
∑
i∈I−(z)∪I0−(z,∆z)
∆wi +
∑
i∈I00(z,∆z)
|∆wi|.
Then, from the chain rules of directional derivatives (see Chapter 2 of [5]), we obtain
θ′(X;H) = ς ′(λ(X);λ′(X;H)) =
s−1∑
i=1
Tr(Ĥaiai)−
r∑
i=s+1
Tr(Ĥaiai) + ‖Ĥasas‖∗
and
θ′′(X;H,W ) = ς ′(λ(X);λ′(X;H), λ′′(X;H,W ))
=
s−1∑
i=1
Tr(V̂i(H,W ))−
r∑
i=s+1
Tr(V̂i(H,W )) + Tr(Q
s
bs+
T V̂s(H,W )Q
s
bs+
)
−Tr(Qsbs−
T V̂s(H,W )Q
s
bs−
) + ‖Qsbs0
T V̂s(H,W )Q
s
bs0
‖∗.
The proof is completed. ✷
By direct calculation, we may obtain the following conclusion.
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Proposition 3.1 Let ψ(W ) = θ′′(X;H,W ), then
ψ∗(Y ) =
2
s−1∑
i=1
Tr(QTaiH(X −̟iI)†HQai)
+2
r∑
i=s+1
Tr(QTaiH(X −̟iI)†HQai)
+2Tr(Qsbs+
TQTasHX
†HQasQ
s
bs+
)
+2Tr(Qsbs−
TQTasHX
†HQasQ
s
bs−
)
+2〈Qsbs0
T ŶasasQ
s
bs0
, Qsbs0
TQTasHX
†HQasQ
s
bs0
〉
if

Ŷaiai = I|ai|,
for 1 ≤ i ≤ s− 1,
Ŷaiai = −I|ai|,
for s+ 1 ≤ i ≤ r,
Qsbs+
T ŶasasQ
s
bs+
= I|bs+|,
Qsbs−
T ŶasasQ
s
bs−
= I|bs−|,
‖Qsbs0
T ŶasasQ
s
bs0
‖2 ≤ 1,
0 otherwise.
(3.10)
Now we characterize elements in ∂θ(X) for X ∈ Sq. If follows from Page 121 of Borwin
and Lewis (2006) [4], for the given X ∈ Sq with the spectral decomposition (3.7), that
Y ∈ ∂[ς ◦ λ](X), or Y ∈ ∂θ(X) if and only if there exists w ∈ ∂ς(λ(X))
Y = QDiag (w)QT ,
where X has the spectral decomposition X = QDiag(λ(X))QT . Define the following three
index sets:
a = {i : λi(X) > 0}, b = {i : λi(X) = 0}, c = {i : λi(X) < 0},
or alternatively a = a1 ∪ · · · ∪ as−1, b = as and c = as+1 ∪ · · · ∪ ar. Then, w ∈ ∂ς(λ(X)) has
the following property
wa = 1|a|, wc = −1|c| and − 1|b| ≤ wb ≤ 1|b|,
and
Y = QDiag (w)QT = QaQ
T
a +QbDiag (wb)Q
T
b −QcQTc .
For the index set b, we partition it as follows b = bL ∪ bS ∪ bU :
bL = {i ∈ b : wi = −1}, bS = {i ∈ b : −1 < wi < 1}, bU = {i ∈ b : wi = 1}.
Then Y ∈ ∂θ(X) can be expressed as
Y = QDiag (w)QT = Qa∪bUQ
T
a∪bU
+QbSDiag (wbS )Q
T
bS
−Qc∪bLQ
T
c∪bL
(3.11)
and for Z = X + Y ,
Z = [QaQbU QbS QbL Qc]

Λa + I|a|
I|bU |
Diag (wbS )
−I|bL|
Λc − I|c|


QTa
QTbU
QTbS
QTbL
QTc

.
(3.12)
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The critical cone of θ at Z associated with Y ∈ ∂θ(X) is defined by
Cθ(Z) = {H ∈ Sq : θ′(X;H) = 〈Y,H〉}. (3.13)
The next lemma gives an characterization of the critical cone Cθ.
Lemma 3.4 Let X,Y,Z ∈ Sq, Z = X + Y satisfies Y ∈ ∂θ(X). Then H ∈ Cθ(Z) if and
only if
Cθ(Z) =
{
H ∈ Sq :
QTbSH[Qb] = 0, Q
T
bU
H[QbL ] = 0
QTbUHQbU ∈ S
|bU |
+ , Q
T
bL
HQbL ∈ S |bL|−
}
. (3.14)
Proof. Noting that
∂θ(X) = {QaQTa +QbWbQTb −QcQTc :Wb ∈ S |b|, ‖Wb‖2 ≤ 1},
where ‖Wb‖2 denotes the spectral norm of Wb. And the directional derivative of θ at X
along H is
θ′(X;H) = 〈QaQTa −QcQTc ,H〉+ ‖QTb [H]Qb‖∗.
Noting that B has the expression
B = QaQ
T
a +QbDiag (wb)Q
T
b −QcQTc
where wb ∈ ℜ|b| satisfies ‖wb‖∞ ≤ 1. Then θ′(A;H) = 〈B,H〉 is equivalent to
‖QTb [H]Qb‖∗ = 〈QTb [H]Qb,Diag (wb)〉. (3.15)
From Fan’s inequality one has
〈QTb [H]Qb,Diag (wb)〉 ≤ λ(QTb [H]Qb)Twb,
which implies, from (3.15), for λ(QTb [H]Qb) = (λ1(Q
T
b [H]Qb), . . . , λ|b|(Q
T
b [H]Qb))
T with
λ1(Q
T
b [H]Qb) ≥ · · · ≥ λ|b|(QTb [H]Qb), that
〈QTb [H]Qb,Diag (wb)〉 = λ(QTb [H]Qb)Twb = ‖QTb [H]Qb‖∗.
Then QTb [H]Qb and Diag (wb) admit a simultaneous ordered eigenvalue decomposition, and
thus we can check that H satisfies
QTbSH[Qb] = 0, Q
T
bU
H[QbL ] = 0, Q
T
bU
HQbU ∈ S |bU |+ , QTbLHQbL ∈ S
|bL|
− .
The proof is completed. ✷
Corollary 3.1 Let X,Y,Z ∈ Sq, Z = X + Y satisfies Y ∈ ∂θ(X). Then H ∈ Cθ(Z) if and
only if
‖QTasHQas‖∗ = 〈QTasY Qas , QTasHQas〉.
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Proposition 3.2 Let X,Y,Z,H ∈ Sq, Z = X + Y satisfies Y ∈ ∂θ(X) and H ∈ Cθ(Z).
Then
ψ∗(Y ) = 2
s−1∑
i=1
Tr(QTaiH(X −̟iI)†HQai) + 2
r∑
i=s+1
Tr(QTaiH(X −̟iI)†HQai)
+2Tr[(QTbUHX
†HQbU )] + 2tr[(Q
T
bL
HX†HQbL)] + 2〈QTbSY QbS , QTbSHX†HQbS 〉.
(3.16)
Proof. Since H ∈ Cθ(Z), we have from (3.14) that there exist Q̂sU ∈ O(QTbUHQbU ) and
Q̂sL ∈ O(QTbLHQbL) such that
Qs =
 Q̂
s
U 0 0
0 I|bS | 0
0 0 Q̂sL
 .
Then Qs
bk+
and Qs
bk+
can be expressed as
Qs
bk+
=
 Q̂sU0
0
 and Qs
bk−
=
 00
Q̂sL
 .
Then we obtain (3.16) from (3.10). ✷
Corollary 3.2 Let X,Y,Z,H ∈ Sq, Z = X+Y satisfies Y ∈ ∂θ(X) and H ∈ Cθ(Z). Then
ψ∗(Y ) = 2
r∑
i=1
〈QTaiY Qai , QTaiH(X −̟iI)†HQai〉, (3.17)
or alternatively
ψ∗(Y ) = 2
∑
i 6=s
1
̟i
〈QTbsY Qbs − I|bs|, QTbsHQaiQTaiHQbs〉. (3.18)
We now discuss the differential of [eτθ](X) for θ(X) = ‖X‖∗, where [eτθ](X) is the
Moreau-Yosida regularization defined by (1.2). Let proximal mapping of θ be defined by
[Pτθ](X) = argminX′∈Sq
{
θ(X ′) +
1
τ
‖X ′ −X‖2
}
.
For simplicity, we use Pθ to denote P1θ. Then [eτθ](X) is the spectral function correspond-
ing to the Moreau-Yosida regularization eτ ς, namely
[eτθ](X) = [eτ ς ◦ λ](X).
It follows from [18] or [36] that
[Pτθ](X) = PDiag ([Pτ ς](λ(X)))P T
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or [Pτθ](X) is the Lo¨wner operator associated with pτ (t) = [t− τ ]+ − [−t− τ ]+, namely
[Pτθ](X) = QDiag (pτ (λ1(X)), · · · , pτ (λq(X)))QT .
Let X have r distinct eigenvalues, among them there are r1 positive distinct eigenvalues
and r − r1 negative distinct eigenvalues and zero eigenvalues:
̟1 > ̟2 > · · · > ̟r1 > ̟r1+1 = 0 > ̟r1+2 > · · · > ̟r.
Define
ak = {i : λi(X) = ̟k}, k = 1, . . . , r
and the first divided difference matrix at X along H ∈ Sq as follows for k, l = 1, . . . , r,
(p[1]τ (Λ(X), Q
THQ))akal :=

pτ (̟k)− pτ (̟l)
̟k −̟l Q
T
ak
HQal if k 6= l,
Ψk(Q
T
ak
HQak) if k = l.
(3.19)
where Ψk(·) is the Lo¨wner operator with respect to ψk(·) = p′τ (̟k; ·). Then the directional
derivative of Pτθ at X along H ∈ Sq is expressed as
[Pτθ]′(X;H) = Q[p[1]τ (Λ(X), QTHQ)]QT . (3.20)
Proposition 3.3 Let X,Y,Z,H ∈ Sq, Zτ = X + τY satisfies Y ∈ ∂θ(X). Then Pτθ
is strongly semismooth at Zτ and for W ∈ ∂Pτθ(Zτ ), there exist WbU ∈ ∂ΠS|bU |+ (0) and
WbL ∈ ∂ΠS|bL|− (0) such that
W (H) =
Q

Ĥaa ĤabU ĤabS ◦ (Ωτ )abS ĤabL ◦ (Ωτ )abL Ĥac ◦ (Ωτ )ac
ĤbUa WbU (ĤbU bU ) 0 0 ĤbU c ◦ (Ωτ )bU c
ĤbSa ◦ (Ωτ )bSa 0 0 0 ĤbSc ◦ (Ωτ )bSc
ĤbLa ◦ (Ωτ )bLa 0 0 WbL(ĤbLbL) ĤbLc
Ĥca ◦ (Ωτ )ca ĤcbU ◦ (Ωτ )cbU ĤcbS ◦ (Ωτ )cbS ĤcbL Ĥcc

QT ,
(3.21)
where Ĥ = QTHQ,
(Ωτ )ij = [p
[1]
τ (Λ(Zτ ))]ij , (i, j) ∈ a× [bS ∪ bL ∪ c] or (i, j) ∈ c× [bU ∪ bS ].
In other words, ∇eτθ is strongly semismooth at Zτ and for V ∈ ∂∇eτθ(Zτ ), there exist
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VbU ∈ ∂ΠS|bU |− (0) and VbL ∈ ∂ΠS|bL|+ (0) such that
τV (H) =
Q

0 0 ĤabS ◦ (∆τ )abS ĤabL ◦ (∆τ )abL Ĥac ◦ (∆τ )ac
0 VbU (ĤbU bU ) ĤbU bS ĤbU bL ĤbU c ◦ (∆τ )bU c
ĤbSa ◦ (∆τ )bSa ĤbSbU ĤbSbS ĤbSbL ĤbSc ◦ (∆τ )bSc
ĤbLa ◦ (∆τ )bLa ĤbLbU ĤbLbS VbL(ĤbLbL) 0
Ĥca ◦ (∆τ )ca ĤcbU ◦ (∆τ )cbU ĤcbS ◦ (∆τ )cbS 0 0

QT ,
(3.22)
where Ĥ = QTHQ,
(∆τ )ij = 1− [p[1]τ (Λ(Zτ ))]ij , (i, j) ∈ a× [bS ∪ bL ∪ c] or (i, j) ∈ c× [bU ∪ bS ]. (3.23)
3.2 Optimality conditions for (SDNOP)
This subsection is devoted to studying optimality conditions for the following nonlinear
semidefinite nuclear norm composite optimization problem (SDNOP)
min f(x) + θ(F (x)) s.t. h(x) = 0 , g(x) ∈ Sp+ ,
where θ(X) = ‖X‖∗ is the nuclear norm function of X ∈ Sq, f : ℜn 7→ ℜ, F : ℜn 7→ Sq,
h : ℜn 7→ ℜm and g : ℜn 7→ Sp are twice continuously differentiable functions. Obviously,
Problem (SDNOP) is a special case of (COP) with Z := Sq, θ(X) := ‖X‖∗, Y := Sp and
K := Sp+. The Lagrange function for (SDNOP) is
L(x, Y, µ,Γ) = f(x) + 〈Y, F (x)〉 + 〈µ, h(x)〉 − 〈Γ, g(x)〉 (x, Y, µ,Γ) ∈ ℜn × Sq ×ℜm × Sp.
Then for any (x, Y, µ,Γ) ∈ ℜn × Sq ×ℜm × Sp,
∇xL(x, Y, µ,Γ) = ∇f(x) + DF (x)∗Y + J h(x)Tµ−Dg(x)∗Γ.
If x is a stationary point, the set of Lagrange multipliers at x is defined by
Λ(x) =
{
(Y, µ,Γ) ∈ Sq ×ℜm × Sp : ∇xL(x, Y, µ,Γ) = 0,
Y ∈ ∂θ(F (x)),Γ ∈ −NSp+(g(x))
}
.
When discussing optimality conditions, we need some constraint qualifications. We say that
Robinson constraint qualification holds at x if( J h(x)
Dg(x)
)
ℜn +
( {0}(
TSp+(g(x))
) ) = ( ℜmSp
)
.
The critical cone of Problem (SDNOP) at x is defined by
C(x) = {d ∈ TΦ(x) : ∇f(x)Td+ θ′(F (x);DF (x)d) ≤ 0}.
We can easily derive the following necessary optimality conditions and second-order suffi-
cient optimality conditions.
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Proposition 3.4 If x ∈ Φ is a local minimizer around which f, F, h and g are twice con-
tinuously differentiable and Robinson constraint qualification holds at x. Then
(1) Λ(x) is non-empty, compact and convex.
(2) For any d ∈ C(x),
sup
y∈Λ(x)
{〈
d,∇2xxL(x, y)d
〉− ψ∗(Y ) + 2〈Γ, [Dg(x)d]g(x)†[Dg(x)d]〉} ≥ 0,
where ψ(W ) = θ′′(F (x);DF (x)d,W ).
Proposition 3.5 Let x be a feasible point around which f, F, h and g are twice continuously
differentiable. Suppose the following conditions hold:
(1) Λ(x) is non-empty;
(2) For any d ∈ C(x) \ {0},
sup
y∈Λ(x)
{〈
d,∇2xxL(x, y)d
〉− ψ∗(Y ) + 2〈Γ, [Dg(x)d]g(x)†[Dg(x)d]〉} > 0,
where ψ(W ) = θ′′(F (x);DF (x)d,W ).
Then the second-order growth condition holds at x.
Now we list our two assumptions for Problem (SDNOP), which will be used in the next
section to derive Assumptions B1 and B2.
Assumption (sdnop-A1)[12]. The constraint nondegeneracy condition holds at x: DF (x)J h(x)
Dg(x)
ℜn +
 T
lin(F (x))
{0}
lin
(
TSp+(g(x))
)
 =
 Sqℜm
Sp
 , (3.24)
where
T lin(X) = {H ∈ Sq : θ′(X ;H) = −θ′(X;−H)} = {H ∈ Sq : QTb HQb = 0}. (3.25)
Assumption (sdnop-A1) is the analogue to the linear independence constraint qualifi-
cation for nonlinear programming, which implies that M(x) is a singleton [5, Proposition
4.50].
Assumption (sdnop-A2) The strong second order sufficient condition holds at x :〈
d,∇2xxL(x, Y , µ,Γ)d
〉−ψ∗(Y )+2〈Γ, [Dg(x)d]g(x)†[Dg(x)d]〉 > 0, ∀ d ∈ app(Y , µ,Γ)\{0} ,
where ψ(W ) = θ′′(F (x);DF (x)d,W ) and
app(Y , µ,Γ) :=
{
d ∈ ℜn : J h(x)d = 0, DF (x)d ∈ aff(Cθ(F (x) + Y ))
Dg(x)d ∈ aff(CSp+(g(x)− Γ))
}
. (3.26)
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From the expressions Cθ and CSp+ , we obtain the following expression of app(Y , µ,Γ):
app(Y , µ,Γ) =
{
d ∈ ℜn :
QTbS (DF (x)d)Qb = 0, Q
T
bU
(DF (x)d)QbL = 0
P
T
α(J g(x)d)P α = 0, P Tα(J g(x)d)P β = 0,J h(x)d = 0
}
.
(3.27)
At the end of this subsection, we list two technical results coming from [34], which will
be used in the next section.
Lemma 3.5 [34, Lemma 7] Let φ : X 7→ ℜ be continuous and positive homogeneous of
degree two:
φ(td) = t2φ(d), ∀ t ≥ 0 and d ∈ X .
Suppose that there exists a positive number η0 > 0 such that for any d satisfying Ld = 0,
one has φ(d) ≥ η0‖d‖2, where L : X 7→ Y is a given linear operator. Then there exist
positive numbers η ∈ (0, η0] and c0 > 0 such that
φ(d) + c0〈Ld,Ld〉 ≥ η〈d, d〉, ∀ d ∈ X .
Lemma 3.6 [34, Lemma 8] Let a, b, c, and c0 be four positive scalars with c ≥ c0. Let
ψ(t; c, a, b, c0) := a− 1
c
t+
t2
b+ (c− c0)t , t ∈ [0, 1] . (3.28)
Then, for any c ≥ max {c0, (b− c0)2/c0}, ψ(·; c, a, b, c0) is a convex function on [0, 1],
min
t∈[0,1]
ψ(t; c, a, b, c0) = a− 1
c
b
(
√
c+
√
c0)2
, (3.29)
and
max
t∈[0,1]
ψ(t; c, a, b, c0) = max
{
ψ(0; c, a, b, c0), ψ(1; c, a, b, c0)
}
. (3.30)
4 On the augmented Lagrange method for SDNOP
This section is devoted to studying the rate of convergence of the augmented Lagrange
method for Problem (SDNOP). Let (x, Y , µ,Γ) ∈ ℜn×Sq×ℜm×Sp be a given KKT point.
Then, (x, Y , µ,Γ) satisfies
∇xL(x, Y , µ,Γ) = 0, Y ∈ ∂θ(F (x), h(x) = 0, Γ  0, g(x)  0 and 〈Γ, g(x)〉 = 0. (4.1)
Let X = F (x) and Y ∈ ∂θ(X). Define the following three index sets:
a = {i : λi(X) > 0}, b = {i : λi(X) = 0}, c = {i : λi(X) < 0},
then
X = Q
 Λa 0 00 0 0
0 0 Λc
QT and Q ∈ O(X) with Q = [ Qa Qb Qc ]
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with Qa ∈ ℜq×|a|, Qb ∈ ℜq×|b|, and Qc ∈ ℜq×|c|. Then there exists w ∈ ∂ς(λ(X)) satisfying
Y = QDiag(w)QT and w has the following relations
wa = 1|a|, wc = −1|c| and − 1|b| ≤ wb ≤ 1|b|.
For the index set b, we partition it as follows b = bL ∪ bS ∪ bU :
bL = {i ∈ b : wi = −1}, bS = {i ∈ b : −1 < wi < 1}, bU = {i ∈ b : wi = 1}.
Then Y can be expressed as follows:
Y =
(
Qa∪bU QbS Qc∪bL
) I|a∪bU | 0 00 Diag (wbS ) 0
0 0 I|c∪bL |

 Q
T
a∪bU
QTbS
QTc∪bL
 (4.2)
with Qa∪bU ∈ ℜ
q×|a∪bU |, QbS ∈ ℜq×|bS |, and Qc∪bL ∈ ℜ
q×|c∪bL |.
Let M := Γ − g(x). Suppose that M has the spectral decomposition as in (3.2), i.e,
M = PΛP T . Define three index sets of positive, zero, and negative eigenvalues of M ,
respectively, as
α := {i |λi > 0}, β := {i |λi = 0}, γ := {i |λi < 0}.
Write
Λ =
 Λα 0 00 0 0
0 0 Λγ
 and P = [ Pα Pβ Pγ ]
with Pα ∈ ℜp×|α|, Pβ ∈ ℜp×|β|, and Pγ ∈ ℜp×|γ|. From (4.1), we know that Γg(x) = g(x)Γ =
0. Thus, we have
Γ = P
 Λα 0 00 0 0
0 0 0
P T , g(x) = P
 0 0 00 0 0
0 0 −Λγ
P T
Γ− tg(x) = P
 Λα 0 00 0 0
0 0 tΛγ
P T . (4.3)
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For X = F (x), let
νa,bS := mini∈a,1≤j≤|bS |
1− (wb)j
λi(X)
να,γ := maxi∈a,1≤j≤|bS |
1− (wb)j
λi(X)
;
νa,bL := mini∈a
2
λi(X)
νa,bL := maxi∈a
2
λi(X)
;
νa,c := min
i∈a,j∈c
2
λi(X)− λj(X)
νa,c := maxi∈a,j∈c
2
λi(X)− λj(X)
;
νc,bU := mini∈c
2
−λi(X)
νc,bU := maxi∈c
2
−λi(X)
;
νc,bS := mini∈c,1≤j≤|bS|
1 + (wbS )j
−λi(X)
νc,bU := max
i∈c,1≤j≤|bS|
1 + (wbS )j
−λi(X)
;
να,γ := min
i∈α,j∈γ
λi/|λj | να,γ := max
i∈α,j∈γ
λi/|λj |
(4.4)
and
ν0 = min{νa,bS , νa,bL , νa,c, νc,bU , νc,bS , να,γ};
ν0 = min{νa,bS , νa,bL , νa,c, νc,bU , νc,bS , να,γ}.
(4.5)
For a given symmetric matrix M , we use vec(M) to denote the vector obtained by
stacking up all the columns of a given matrix M and svec(M) to denote the vector obtained
by stacking up all the columns of the upper triangular part of M .
Let Q ∈ O(X) with Q = [Qa QbU QbS QbL Qc]. For index sets χ, χ′ ∈ {a, bU , bS , bL, c},
let
B(χ,χ′)(Q) :=
(
vec(QTχJx1F (x)Qχ′) · · · vec(QTχJxnF (x)Qχ′)
)
and
B̂(χ,χ)(Q) :=
(
svec(QTχJx1F (x)Qχ) · · · svec(QTχJxnF (x)Qχ)
)
.
Let P ∈ O(g(x)) with P = [Pα Pβ Pγ ]. For index sets χ, χ′ ∈ {α, β, γ}, let
C(χ,χ′)(P ) :=
(
vec(P Tχ Jx1g(x)Pχ′) · · · vec(P Tχ Jxng(x)Pχ′)
)
and
Ĉ(χ,χ)(P ) :=
(
svec(P Tχ Jx1g(x)Pχ) · · · svec(P Tχ Jxng(x)Pχ)
)
.
Define
n1 := m+ |b|(|b|+ 1)/2 , n2 := n1 + (|α|+ |β|)(|α| + |β|+ 1)/2 , n3 := n− n2 ,
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and
A(Q,P ) :=

J h(x)
B̂(bU ,bU )(Q)
B(bU ,bS)(Q)
B(bU ,bL)(Q)
B̂(bS ,bS)(Q)
B(bS ,bL)(Q)
B̂(bL,bL)(Q)
−Ĉ(α,α)(P )
−Ĉ(β,β)(P )
−C(α,β)(P )

.
Suppose that Assumption (sdnop-A1) holds. Then by (3.24) in Assumption (sdnop-A1)
we know that A(Q,P ) is of full row rank. Let A(Q,P ) have the following singular value
decomposition:
A(Q,P ) = U [Σ(Q,P ) 0]RT , (4.6)
where U ∈ ℜn2×n2 andR ∈ ℜn×n are orthogonal matrices, Σ(Q,P ) = Diag
(
σ1(A(Q,P )), · · · ,
σn2(A(Q,P ))
)
, and σ1(A(Q,P )) ≥ σ2(A(Q,P )) ≥ · · · ≥ σn2(A(Q,P )) > 0 are the singular
values of A(Q,P ). It should be pointed out here that U and R also depend on (Q,P ). But
for the sake of notational simplification, we drop the argument (Q,P ) from U and R in our
analysis below.
Let
σ := min
{
1, min
Q∈O(X),P∈O(M)
min
1≤i≤n2
σ−2i (A(Q,P ))
}
and
σ := max
{
1, max
Q∈O(X),P∈O(M)
max
1≤i≤n2
σ−2i (A(Q,P ))
}
.
Then, since O(X) and O(M) are compact sets and Σ(Q,P ) changes continuously with
respect to (Q,P ), both σ and σ are finite positive numbers. Define
C =

B(a,bS)
B(a,bL)
B(a,c)
B(c,bU )
B(c,bS)
−C(α,γ)
 .
Thus there exist numbers ν ≥ 0 and ν > 0 such that for any Q ∈ O(X), P ∈ O(M) and
s ∈ ℜ|a||bS|+|a||bL|+|a||c|+|c||bU|+|α||γ|,
ν‖s‖2 ≤ max
{〈
s, C˜(Q,P )(C˜ T (Q,P ))s
〉
,
〈
s, CCT s
〉} ≤ ν‖s‖2 , (4.7)
where
C˜(Q,P ) := CR˜ and R˜ := R
[
Σ(Q,P )−1UT 0
0 In3
]
.
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When no ambiguity arises, we often drop Q and P from A(Q,P ), B(χ,χ′)(Q), B̂(α,γ)(Q).
C(χ,χ′)(Q), and Ĉ(α,γ)(P ). Let c > 0 and W1 ∈ ∂B [Dθc]∗(F (x) + Y /c), there exist matrices
Q ∈ O(F (x)) and ∆1/c ∈ Sq such that
W1(H1) = Q
(
∆1/c ◦ (QTH1Q)
)
QT , ∀H1 ∈ Sq . (4.8)
with the entries of ∆τ being given by{
(∆τ )ij = 1− [p[1]τ (Λ(Zτ ))]ij , (i, j) ∈ a× [bS ∪ bL ∪ c] or (i, j) ∈ c× [bU ∪ bS ]
(∆τ )ij ∈ [0, 1], (i, j) ∈ bU × bU or (i, j) ∈ bL × bL.
(4.9)
It can be easily verified, for X = F (x), that
[∆1/c]ij =

0 (i, j) ∈ (a× a ∪ bU ) ∪ (c× bL ∪ c),
c−1(1− (wbS )j)
λi(X) + c−1(1− (wbS )j)
(i, j) ∈ a× {1, . . . , |bS |},
2c−1
λi(X) + 2c−1
(i, j) ∈ a× bL,
2c−1
λi(X)− λj(X) + 2c−1
(i, j) ∈ a× c,
2c−1
−λj(X) + 2c−1
(i, j) ∈ bU × c,
c−1((wbS )i + 1)
c−1((wbS )i + 1)− λj(X)
(i, j) ∈ {1, . . . , |bS |} × c.
(4.10)
Let c > 0 and W2 ∈ ∂BΠSp+(Γ− cg(x)). Define λc ∈ ℜp as
(λc)i :=
{
λi if i ∈ α ∪ β ,
cλi if i ∈ γ .
Then it follows from Lemma 3.2 that there exist two matrices Q ∈ O(M) and Θc ∈ Sp such
that
W2(H2) = P
(
Θc ◦ (P TH2P )
)
P T , ∀H2 ∈ Sp (4.11)
with the entries of Θc being given by (Θc)ij =
max{(λc)i, 0}+max{(λc)j , 0}
| (λc)i |+ | (λc)j | if (i, j) /∈ β × β ,
(Θc)ij ∈ [0, 1] if (i, j) ∈ β × β .
(4.12)
For index sets χ, χ′ ∈ {a, bU , bS , bL, c}, we introduce the following notation:
(∆τ )(χ,χ′) = Diag
(
vec((∆τ )χχ′)
)
, (∆̂τ )(χ,χ) = Diag (svec((∆τ )χχ ◦ Eχχ)) ,
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where “ ◦ ” is the Hadamard product and E is a matrix in Sq with entries being given by
Eij :=
{
1 if i = j ,
2 if i 6= j .
For index sets χ, χ′ ∈ {α, β, γ}, we introduce the following notation:
(Θc)(χ,χ′) = Diag
(
vec((Θc)χχ′)
)
, (Θ̂c)(χ,χ) = Diag
(
svec((Θc)χχ ◦E′χχ)
)
,
where E′ is a matrix in Sp with entries being given by
E′ij :=
{
1 if i = j ,
2 if i 6= j .
Let
Dc :=

Im 0 0 0 0
0 Σc 0 0 0
0 0 (Θ̂c)(α,α) 0 0
0 0 0 (Θ̂c)(β,β) 0
0 0 0 0 2I|α||β|
 ,
where
Σc =
 (∆̂1/c)bU bU 0 00 2Im0 0
0 0 (∆̂1/c)bLbL

with m0 = |bU |(|bS |+ |bL|) + |bS |((|bS |+ 1)/2 + |bL|).
Let Ac(Y , µ,Γ,W1,W2) be defined as (2.5) for the semidefinite nuclear norm composite
optimization problem (SDNOP), i.e,
Ac(Y , µ,Γ,W1,W2) = ∇2xxL(x, Y , µ,Γ)
+cJ h(x)TJ h(x) + DF (x)∗W1DF (x) + cDg(x)∗W2Dg(x).
A compact formula for Ac(Y , µ,Γ,W1,W2) is given in the next lemma.
Lemma 4.1 The matrix Ac(Y , µ,Γ,W1,W2) can be expressed equivalently as
Ac(Y , µ,Γ,W1,W2) = ∇2xxL(x, Y , µ,Γ) + c
(
J h(x)TJ h(x) + 2B T(bU ,bS)B(bU ,bS)
+2B T(bU ,bL)B(bU ,bL) + B̂
T
(bS ,bS)
B̂(bS ,bS) + 2B
T
(bS ,bL)
B(bS ,bL)
+B̂ T(bU ,bU )(∆̂1/c)(bU ,bU )B̂(bU ,bU ) + B̂
T
(bL,bL)
(∆̂1/c)(bL,bL)B̂(bL,bL)
+2B T(a,bS )(∆1/c)(a,bS)B(a,bS) + 2B
T
(a,bL)
(∆1/c)(a,bL)B(a,bL)
+2B T(a,c)(∆1/c)(a,c)B(a,c) + 2B
T
(c,bU )
(∆1/c)(c,bU )B(c,bU )
+2B T(c,bS)(∆1/c)(c,bS)B(c,bS) + Ĉ
T
(α,α)(Θ̂c)(α,α)Ĉ(α,α)
+2C T(α,β)C(α,β) + 2C
T
(α,γ)(Θc)(α,γ)C(α,γ) + Ĉ
T
(β,β)(Θ̂c)(β,β)Ĉ(β,β)
)
.
(4.13)
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Lemma 4.1 shows that Ac(Y , µ,Γ,W1,W2) can be written as
Ac(Y , µ,Γ,W1,W2) = ∇2xxL(x, Y , µ,Γ) + cATDcA
+2cB T(a,bS)(∆1/c)(a,bS )B(a,bS ) + 2cB
T
(a,bL)
(∆1/c)(a,bL)B(a,bL)
+2cB T(a,c)(∆1/c)(a,c)B(a,c) + 2cB
T
(c,bU )
(∆1/c)(c,bU )B(c,bU )
+2cB T(c,bS)(∆1/c)(c,bS)B(c,bS) + 2cC
T
(α,γ)(Θc)(α,γ)C(α,γ) .
(4.14)
For any c′, c > 0, let
Bc′,c(Y , µ,Γ,W1,W2) = ∇2xxL(x, Y , µ,Γ) + c′ATDcA
+2cB T(a,bS)(∆1/c)(a,bS )B(a,bS ) + 2cB
T
(a,bL)
(∆1/c)(a,bL)B(a,bL)
+2cB T(a,c)(∆1/c)(a,c)B(a,c) + 2cB
T
(c,bU )
(∆1/c)(c,bU )B(c,bU )
+2cB T(c,bS)(∆1/c)(c,bS)B(c,bS) + 2cC
T
(α,γ)(Θc)(α,γ)C(α,γ) .
(4.15)
The following proposition shows that, under Assumptions (sdnop-A1) and (sdnop-A2),
the basic Assumption B1 made in Section 2 is satisfied by nonlinear semidefinite nuclear
norm composite optimization problem.
Proposition 4.1 Suppose that Assumptions (sdnop-A1) and (sdnop-A2) are satisfied. Then
there exist two positive numbers c0 and η such that for any c ≥ c0 and W1 ∈ ∂B[Dθc]∗(F (x)+
Y /c), W2 ∈ ∂BΠSp+(Γ− cg(x)),〈
d,Ac(Y , µ,Γ,W1,W2)d
〉 ≥ 〈d,Bc0,c(Y , µ,Γ,W1,W2)d〉 ≥ η〈d, d〉, ∀ d ∈ ℜn .
Proof. It follows from Assumption (sdnop-A2) that there exists η0 > 0 such that〈
d,∇2xxL(x, Y , µ,Γ)d
〉− ψ∗(Y ) + 2〈Γ, [Dg(x)d]g(x)†[Dg(x)d]〉 ≥ η0‖d‖2 (4.16)
for all d ∈ app(Y , µ,Γ) \ {0}. By (3.26), we obtain
app (Y , µ,Γ) =
d ∈ ℜn :
J h(x)d = 0, B(bU ,bS)(Q)d = 0, B(bU ,bL)(Q)d = 0
B̂(bS ,bS)(Q)d = 0, B(bS ,bL)(Q)d = 0
Ĉ(α,α)(P )d = 0 , C(α,β)(P )d = 0
 .
(4.17)
Since (4.16) and (4.17) hold, by using Lemma 3.5 with φ and L being defined by
φ(d) := 〈d,∇2xxL(x, Y , µ,Γ)d〉 − ψ∗(Y ) + 2
〈
Γ, [Dg(x)d]g(x)†[Dg(x)d]
〉
and
L(d) := (J h(x)d;B(bU ,bS)(Q)d;B(bU ,bL)(Q)d; B̂(bS ,bS)(Q)d;B(bS ,bL)(Q)d; Ĉ(α,α)(P )d;C(α,β)(P )d),
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for any d ∈ ℜn, respectively, we know that there exist two positive numbers c1 and η ∈
(0, η0/2] such that for any c ≥ c1,〈
d,∇2xxL(x, Y , µ,Γ)d
〉− ψ∗(Y ) + 2 〈Γ, [Dg(x)d]g(x)†[Dg(x)d]〉
+c‖B(bU ,bS)(Q)d‖2 + c‖B(bU ,bL)(Q)d‖2 + c‖B̂(bS ,bS)(Q)d‖2 + c‖B(bS ,bL)(Q)d‖2
+c‖J h(x)d‖2 + c‖Ĉ(α,α)(P )d‖2 + c‖C(α,β)(P )d‖2 ≥ 2η‖d‖2, ∀ d ∈ ℜn .
(4.18)
Let c0 ≥ c1 be such that for any c ≥ c0,
max
1≤l≤n
‖JxlF (x)‖2
∑
i∈a,1≤j≤|bS |
c−1(1− (wbS )j)2
λi(F (x))(λi(F (x)) + c−1(1− (wbS )j))
≤ η/4,
max
1≤l≤n
‖Jxlg(x)‖2
∑
i∈γ,j∈α
λ2j
|λi|(λj + c|λi|) ≤ η/4.
(4.19)
Let c ≥ c0 and W1 ∈ ∂B [Dθc]∗(F (x) + Y /c), W2 ∈ ∂BΠSp+(Γ − cg(x)). Then there exist
two matrices Q ∈ O(F (x)) and P ∈ O(g(x)) and ∆1/c ∈ Sq satisfying (4.9) and Θc ∈ Sp
satisfying (4.12) such that
W1(H1) = Q
(
∆1/c ◦ (QTH1Q)
)
QT , ∀H1 ∈ Sq .
and
W2(H2) = P
(
Θc ◦ (P TH2P )
)
P T , ∀H2 ∈ Sp .
It is easy to see from (4.19) that for any c ≥ c0 and d ∈ ℜn we have for H1 = DF (x)d and
Ĥ1 = Q
TH1Q that
−ψ∗(Y )− 2c〈d, [B T(a,bS )(∆1/c)(a,bS )B(a,bS)]d〉
= 2
∑
i 6=s
1
̟i
〈I|bs| −QTbsY Qbs , QTbsH1QaiQTaiHQbs〉 − 2c〈d, [B T(a,bS )(∆1/c)(a,bS )B(a,bS)]d〉
= 2
∑
i 6=s
|bS |∑
j=1
1− (wbS )j
̟i
‖QTaiH1(QbS )j‖2 − 2c
s−1∑
i=1
〈QTaiH1QbS ◦∆aibS , QTaiH1QbS〉
≤ 2
s−1∑
i=1
|bS |∑
j=1
1− (wbS )j
̟i
‖QTaiH1(QbS )j‖2 − 2c
s−1∑
i=1
〈QTaiH1QbS ◦∆aibS , QTaiH1QbS〉
= 2
s−1∑
i=1
|bS |∑
j=1
1− (wbS )j
̟i
‖QTaiH1(QbS )j‖2 − 2
s−1∑
i=1
|bS |∑
j=1
1− (wbS )j
̟i + c−1(1− (wbS )j)
‖QTaiH1(QbS )j‖2
= 2
∑
i∈a
|bS |∑
j=1
c−1(1− (wbS )j)2
λi(F (x))(λi(F (x) + c−1(1− (wbS )j))
‖QTi [DF (x)d](QbS )j‖2
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= 2
∑
i∈a
|bS |∑
j=1
c−1(1− (wbS )j)2
λi(F (x))(λi(F (x) + c−1(1− (wbS )j))
n∑
l=1
[QTi [JxlF (x)](QbS )jdl]2
≤ 2
∑
i∈a
|bS |∑
j=1
c−1(1− (wbS )j)2
λi(F (x))(λi(F (x) + c−1(1− (wbS )j))
n∑
l=1
‖Qi‖2‖[JxlF (x)]‖2‖(QbS )j‖2d2l
≤ max
1≤l≤n
‖JxlF (x)‖2
∑
i∈a,1≤j≤|bS |
c−1(1− (wbS )j)2
λi(F (x))(λi(F (x)) + c−1(1 − (wbS )j))
‖d‖2
≤ η‖d‖2/2.
Similarly, we have from (4.19) that for any c ≥ c0 and d ∈ ℜn that
2
〈
Γ, [Dg(x)d]g(x)†[Dg(x)d]
〉− 2c〈d,C T(α,γ)(Θc)(α,γ)C(α,γ)d〉
= 2
〈
Γ, [Dg(x)d]g(x)†[Dg(x)d]
〉
− 2c
〈
d,C T(α,γ)(Θc)(α,γ)C(α,γ)d
〉
= 2
∑
i∈γ,j∈α
λj
|λi|
(
n∑
l=1
P Ti Jxlg(x)Pjdl
)2
− 2c
∑
i∈γ,j∈α
λj
λj + c|λi|
n∑
l=1
(
P Ti Jxlg(x)Pjdl
)2
≤ 2
∑
i∈γ,j∈α
[
λ2j
|λi|(λj + c|λi|)
n∑
l=1
‖Jxlg(x)‖2‖Pi‖2‖Pj‖2d2l
]
≤ 2 max
1≤l≤n
‖Jxlg(x)‖2
∑
i∈γ,j∈α
λ2j
|λi|(λj + c|λi|)‖d‖
2
≤ η‖d‖2/2 ,
Therefore, we have from (4.18), for any c ≥ c0, that
〈d,∇2xxL(x, Y , µ,Γ)d〉 + 2c〈d, [B T(a,bS )(∆1/c)(a,bS)B(a,bS)]d〉
+c0‖B(bU ,bS)(Q)d‖2 + c0‖B(bU ,bL)(Q)d‖2 + c0‖B̂(bS ,bS)(Q)d‖2
+c0‖B(bS ,bL)(Q)d‖2 + 2c
〈
d,C T(α,γ)(Θc)(α,γ)C(α,γ)d
〉
+c0‖J h(x)d‖2 + c0‖Ĉ(α,α)(P )d‖2 + c0‖C(α,β)(P )d‖2 ≥ η‖d‖2, ∀ d ∈ ℜn .
(4.20)
In view of the expression (∆1/c)ij from (4.10) for (i, j) ∈ (a× bL)∪ (a×{1, . . . , |bS |})∪ (a×
c) ∪ (bU × c) ∪ ({1, . . . , |bS |} × c), we obtain
B T(a,bL)(∆1/c)(a,bL)B(a,bL)  0, B T(a,c)(∆1/c)(a,c)B(a,c)  0,
B T(c,bU )(∆1/c)(c,bU )B(c,bU )  0, B T(c,bS)(∆1/c)(c,bS)B(c,bS)  0,
B̂ T(bU ,bU )(∆̂1/c)(bU ,bU )B̂(bU ,bU )  0, B̂ T(bL,bL)(∆̂1/c)(bL,bL)B̂(bL,bL)  0.
From this and the fact that Ĉ T(β,β)(Θ̂c)(β,β)Ĉ(β,β)  0, we can see that for any c ≥ c0,〈
d,Bc0,c(Y , µ,Γ,W1,W2)d
〉 ≥ η‖d‖2, ∀ d ∈ ℜn .
By noting the fact that
Ac(Y , µ,Γ,W1,W2) = Bc0,c(Y , µ,Γ,W1,W2) + (c− c0)ATDcA ,
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we complete the proof.
Let Assumptions (sdnop-A1) and (sdnop-A2) be satisfied. Let the two positive numbers
c0 and η be defined as in Proposition 4.1. Let c ≥ c0. Then, by Propositions 2.1 and 4.1 and
the fact that Dθc(·) and ΠSp+(·) are strongly semismooth everywhere, there exist two positive
numbers ε > 0 and δ0 > 0 (both depending on c) and a locally Lipschitz continuous function
xc(·, ·, ·) defined on Bδ0(Y , µ,Γ) such that for any (Y, µ,Γ) ∈ Bδ0(Y , µ,Γ), xc(Y, µ,Γ) is the
unique minimizer of Lc(·, Y, µ,Γ) over Bε(x) and xc(·, ·, ·) is semismooth at (Y, µ,Γ). Let
ϑc : Sq ×ℜm × Sp 7→ ℜ be defined as (2.8), i.e.,
ϑc(Y, µ,Γ) := min
x∈Bε(x)
Lc(x, Y, µ,Γ), (Y, µ,Γ) ∈ Sq ×ℜm × Sp .
Then it holds that
ϑc(Y, µ,Γ) = Lc(xc(Y, µ,Γ), Y, µ,Γ) , (Y, µ,Γ) ∈ Bδ0(Y , µ,Γ) .
Furthermore, it follows from Propositions 2.2 and 4.1 that the concave function ϑc(·, ·, ·) is
continuously differentiable on Bδ0(Y , µ,Γ) with
Dϑc(Y, µ,Γ)
∗ =

−c−1Y + c−1Dθc(F (xc(Y, µ,Γ)) + Y/c))∗
h(xc(Y, µ,Γ))
−c−1Γ + c−1ΠSp+(Γ− cg(xc(Y, µ,Γ)))
 , y = (Y, µ,Γ) ∈ Bδ0(Y , µ,Γ) .
For any (∆Y,∆µ,∆Γ) ∈ Sq × ℜm × Sp, let Vc(∆Y,∆µ,∆Γ) be defined as in (2.12). By
Propositions 2.3 and 4.1, we have for any (∆Y,∆µ,∆Γ) ∈ Sq ×ℜm × Sp that
∂B(∇ϑc)(Y , µ,Γ)(∆Y,∆µ,∆Γ) ⊆ Vc(∆Y,∆µ,∆Γ) .
Since when c→∞,
c[∆1/c]ij =

0 (i, j) ∈ (a× a ∪ bU ),
0 (i, j) ∈ (c× bL ∪ c),
1− (wbS )j
λi(X) + c−1(1− (wbS )j)
→ 1− (wbS )j
λi(X)
(i, j) ∈ a× {1, . . . , |bS |},
2
λi(X) + 2c−1
→ 2
λi(X)
(i, j) ∈ a× bL,
2
λi(X)− λj(X) + 2c−1
→ 2
λi(X)− λj(X)
(i, j) ∈ a× c,
2
−λj(X) + 2c−1
→ 2−λj(X)
(i, j) ∈ bU × c,
(wbS )i + 1
c−1((wbS )i + 1)− λj(X)
→ (wbS )i + 1−λj(X)
(i, j) ∈ {1, . . . , |bS |} × c.
where X = F (x), and
lim
c→∞
c(Θc)ij = lim
c→∞
c
λi
λi + c|λj | =
λi
|λj | ,∀ (i, j) ∈ α× γ ,
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we know that there exists a positive number η such that
〈
d,Bc0,c(Y , µ,Γ,W1,W2)d
〉 ≤ η〈d, d〉 ∀ d ∈ ℜn, c ≥ c0 andW1 ∈ ∂B [Dθc]∗(F (x) + Y /c),
W2 ∈ ∂BΠSp+(Γ− cg(x)).
(4.21)
Let c ≥ c0, W1 ∈ ∂B [Dθc]∗(F (x) + Y /c) and W2 ∈ ∂BΠSp+(Γ − cg(x)). Then there
exist two matrices Q ∈ O(F (x) with P ∈ O(g(x)) and ∆1/c satisfying (4.9) such that (4.8)
holds, Θc ∈ Sp satisfying (4.12) such that (4.11) holds. Let A(Q,P ) have the singular value
decomposition as in (4.6), i.e.,
A(Q,P ) = U [Σ(Q,P ) 0]RT . (4.22)
Let y := (Y , µ,Γ). Then we have the following result for Ac(y,W1,W2).
Lemma 4.2 Let c > c0 and W1 ∈ ∂B [Dθc]∗(F (x) + Y /c) and W2 ∈ ∂BΠSp+(Γ − cg(x)).
Suppose that Assumptions (sdnop-A1) and (sdnop-A2) are satisfied. Then we have
Ac(y,W1,W2)−1  R
[
Σ−1UT
(
σηIn2 + (c− c0)Dc
)−1
UΣ−1 0
0 σ−1η−1In3
]
RT , (4.23)
Ac(y,W1,W2)−1  R
[
Σ−1UT
(
σηIn2 + (c− c0)Dc
)−1
UΣ−1 0
0 σ−1η−1In3
]
RT , (4.24)
and
‖Ac(y,W1,W2)−1ATDcu‖ ≤
√
2
(
σ + (ση)−2(ση)2
) ‖u‖/(c − c0), ∀u ∈ ℜn2 , (4.25)
where Σ := Σ(Q,P ).
Proof. Let cˆ := c − c0. By (4.14), (4.15), and the singular value decomposition (4.22) of
A := A(P ), we have
Ac(y,W1,W2)−1 =
(
Bc0,c(y,W1,W2) + cˆATDcA
)−1
=
(Bc0,c(y,W1,W2) + cˆR[Σ 0]TUTDcU [Σ 0]RT )−1
= R
(
RTBc0,c(y,W1,W2)R+ cˆ
[
Σ 0
0 In3
] [
UTDcU 0
0 0
] [
Σ 0
0 In3
])−1
RT
= R
[
Σ−1 0
0 In3
](
Gc0,c(y,W1,W2) + cˆ
[
UTDcU 0
0 0
])−1 [
Σ−1 0
0 In3
]
RT , (4.26)
where
Gc0,c(y,W1,W2) :=
[
Σ−1 0
0 In3
]
RTBc0,c(y,W1,W2)R
[
Σ−1 0
0 In3
]
.
It follows from Proposition 4.1, the definitions of σ and σ, and (4.21) that
Gc0,c(y,W1,W2)  η
[
Σ−1 0
0 In3
]2
 σηIn (4.27)
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and
Gc0,c(y,W1,W2)  η
[
Σ−1 0
0 In3
]2
 σηIn . (4.28)
Therefore, (4.23) and (4.24) follow from (4.26).
Now we turn to the proof of (4.25). Let
Gc0,c(y,W1,W2) :=
[
U 0
0 In3
]
Gc0,c(y,W1,W2)
[
UT 0
0 In3
]
and
Hc0(y,W1,W2) := Gc0(y,W1,W2)−1 .
Partition Hc0,c(y,W1,W2) as
Hc0,c(y,W1,W2) =
[
H1(W1,W2) H2(W1,W2)
T
H2(W1,W2) H3(W1,W2)
]
with H1(W1,W2) ∈ Sn2 , H2(W1,W2) ∈ ℜn3×n2 , and H3(W1,W2) ∈ Sn3 . Then, it follows
from (4.27) and (4.28) that
‖H1(W1,W2)‖2 ≤ (ση)−1 , ‖H1(W1,W2)−1‖2 ≤ ση
and ‖H2(W1,W2)H1(W1,W2)−1‖2 ≤ (ση)−1ση .
(4.29)
For any ε > 0, let
Dc,ε := Dc + εIn2 , Ac,ε(y,W1,W2) := Bc0,c(y,W1,W2) + cˆATDc,εA.
Let ε > 0. By referring to (4.26), we obtain
Ac,ε(y,W1,W2)−1
= R
[
Σ−1UT 0
0 In3
](
Gc0,c(y,W1,W2) + cˆ
[
Dc,ε 0
0 0
])−1 [
UΣ−1 0
0 In3
]
RT ,
which, together with (4.22) and the Sherman-Morrison-Woodbury formula (cf. [14, Section
2.1]), implies
Ac,ε(y,W1,W2)−1ATDc,ε
= R
[
Σ−1UT 0
0 In3
][ (
H1(W1,W2)
−1 + cˆDc,ε
)−1
Dc,ε
H2(W1,W2)H1(W1,W2)
−1
(
H1(W1,W2)
−1 + cˆDc,ε
)−1
Dc,ε
]
.
Since, it follows from the Sherman-Morrison-Woodbury formula that(
H1(W1,W2)
−1 + cˆDc,ε
)−1
Dc,ε
=
(
cˆIn2 +D
−1
c,εH1(W1,W2)
−1
)−1
= cˆ−1In2 − cˆ−2D−1c,ε
(
In2 + cˆ
−1H1(W1,W2)
−1D−1c,ε
)−1
H1(W1,W2)
−1
= cˆ−1In2 − cˆ−1
(
cˆDc,ε +H1(W1,W2)
−1
)−1
H1(W1,W2)
−1,
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we have
Ac(y,W1,W2)−1ATDc = lim
ε↓0
Ac,ǫ(y,W1,W2)−1ATDc,ǫ
= R
[
Σ−1UT
H2(W1,W2)H1(W1,W2)
−1
](
cˆ−1In2 − cˆ−1
(
cˆDc +H1(W1,W2)
−1
)−1
H1(W1,W2)
−1
)
.
Therefore, from the definition of σ and (4.29) we have for any u ∈ ℜn2 that
‖Ac(y,W1,W2)−1ATDcu‖2
≤ (σ + (ση)−2(ση)2) ∥∥∥(cˆ−1In2 − cˆ−1 (cˆDc +H1(W1,W2)−1)−1H1(W1,W2)−1)u∥∥∥2
≤ (σ + (ση)−2(ση)2) (cˆ−1‖u‖+ cˆ−1 ∥∥∥(cˆDc +H1(W1,W2)−1)−1∥∥∥
2
‖H1(W1,W2)−1‖2‖u‖
)2
≤ (σ + (ση)−2(ση)2) cˆ−2 (1 + ‖H1(W1,W2)‖2‖H1(W1,W2)−1‖2)2 ‖u‖2
≤ (σ + (ση)−2(ση)2) cˆ−2 (1 + (ση)−1(ση))2 ‖u‖2 ,
which, together with the fact that σ ≥ 1, proves (4.25).
Let
c := max
{
(2 +
√
2)c0, (ση − c0)2/c0, (ση/2− c0)2/c0
}
(4.30)
and
̺0 :=
(
νσσ−2η−2max
{
8ν21, 16ν
2
2, 32ν
2
3, 64ν
2
4, 128ν
2
5, 128ν
2
0, 4κ
2
0
})1/2
. (4.31)
where (X = F (x))
ν1 =
(
max
i∈a,j∈{1,...,|bS |}
1− (wbS )j
λi(X)
)
ν2 =
(
max
i∈a,j∈bL
2
λi(X)
)
ν3 =
(
max
i∈a,j∈c
2
λi(X)− λj(X)
)
ν4 =
(
max
i∈bU ,j∈c
2
−λj(X)
)
ν5 =
(
max
i∈{1,...,|bS |},j∈c
(wbS )i + 1
−λj(X)
)
and
κ0 :=
√
2
(
σ + (ση)−2(ση)2
)
.
Proposition 4.2 Suppose that Assumptions (sdnop-A1) and (sdnop-A2) are satisfied. Then
there exists a positive number µ0 such that for any c ≥ c and ∆y ∈ Sq ×ℜm × Sp,
‖(xc)′(y;∆y)‖ ≤ µ0‖∆y‖/c (4.32)
and 〈
V (∆y) + c−1∆y,∆y
〉 ∈ µ0[−1, 1]‖∆y‖2/c2, ∀V (∆y) ∈ Vc(∆y) . (4.33)
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Proof. Let c ≥ c. Let ∆y := (∆Y,∆µ,∆Γ) ∈ Sq×ℜm×Sp. From the proof of Proposition
2.3 we know that there exist W1 ∈ ∂B [Dθc]∗(F (x)+Y /c) and W2 ∈ ∂BΠSp+(Γ− cg(x)) such
that
(xc)
′(y;∆y) = Ac(y,W1,W2)−1
(−DF (x)∗W1(∆Y/c) − J h(x)T (∆µ) + Dg(x)∗W2(∆Γ)) .
(4.34)
For this W1 ∈ ∂B [Dθc]∗(F (x) + Y /c), there exist matrices Q ∈ O(F (x)) and ∆1/c ∈ Sq
satisfying (4.10) such that
W1(H1) = Q
(
∆1/c ◦ (QTH1Q)
)
QT , ∀H1 ∈ Sq .
For thisW2 ∈ ∂BΠSp+(Γ−cg(x)), there exist two matrices P ∈ O(X) and Θc ∈ Sp satisfying
(4.12) such that
W2(H2) = P
(
Θc ◦ (P TH2P )
)
P T , ∀H2 ∈ Sp .
Let A := A(Q,P ) have the singular value decomposition as in (4.6), i.e.,
A = U [Σ 0]RT , (4.35)
where Σ := Σ(Q,P ).
For any two index sets χ, χ′ ∈ {bU , bS , bL}, let
ξ(χ,χ′) := vec(Q
T
χ ∆Y Qχ′) , ξ̂(χ,χ) := svec(Q
T
χ ∆Y Qχ) .
For any two index sets χ, χ′ ∈ {α, β, γ}, let
ω(χ,χ′) := vec(P
T
χ ∆ΓPχ′) , ω̂(χ,χ) := svec(P
T
χ ∆ΓPχ) .
Define
∆d0 :=

∆µ
ξ̂(bU ,bU )
ξ(bU ,bS)
ξ(bU ,bL)
ξ̂(bS ,bS)
ξ(bS ,bL)
ξ̂(bL,bL)
ω̂(α,α)
ω̂(β,β)
ω(α,β)

, ∆d :=

∆d0
ξ(a,bS)
ξ(a,bL)
ξ(a,c)
ξ(c,bU )
ξ(c,bS)
ω(α,γ)

.
Then, from (4.34), we have
(xc)
′(y;∆y) = −Ac(y,W1,W2)−1[ATDc∆d0 + 2B T(a,bS )(∆1/c)(a,bS)ξ(a,bS)
+2B T(a,bL)(∆1/c)(a,bL)ξ(a,bL) + 2B
T
(a,c)(∆1/c)(a,c)ξ(a,c)
+2B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) + 2B
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS)
−2C T(α,γ)(Θc)(α,γ)ω(α,γ)]
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and
〈(xc)′(y;∆y), (xc)′(y;∆y)〉
≤ 2 〈ATDc∆d0,Ac(y,W1,W2)−2ATDc∆d0〉
+16
〈
B T(a,bS)(∆1/c)(a,bS )ξ(a,bS),Ac(y,W1,W2)−2B T(a,bS)(∆1/c)(a,bS )ξ(a,bS)
〉
+32
〈
B T(a,bL)(∆1/c)(a,bL)ξ(a,bL),Ac(y,W1,W2)−2B T(a,bL)(∆1/c)(a,bL)ξ(a,bL)
〉
+64
〈
B T(a,c)(∆1/c)(a,c)ξ(a,c),Ac(y,W1,W2)−2B T(a,c)(∆1/c)(a,c)ξ(a,c)
〉
+128
〈
B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ),Ac(y,W1,W2)−2B T(c,bU )(∆1/c)(c,bU )ξ(c,bU )
〉
+256
〈
B T(c,bS)(∆1/c)(c,bS)ξ(c,bS),Ac(y,W1,W2)−2B T(c,bS)(∆1/c)(c,bS)ξ(c,bS)
〉
+256
〈
C T(α,γ)(Θc)(α,γ)ω(α,γ),Ac(y,W1,W2)−2C T(α,γ)(Θc)(α,γ)ω(α,γ)
〉
. (4.36)
From (4.25), we have for c ≥ c (≥ (2 +√2)c0) that〈
ATDc∆d0,Ac(y,W1,W2)−2ATDc∆d0
〉
= ‖Ac(y,W1,W2)−1ATDc∆d0‖2
≤ κ20cˆ−2 (‖∆d0‖)2
≤ κ20cˆ−2(‖(∆µ, ξ(bU ,bU ), ξ(bS ,bS), ξ(bL,bL), ω(α,α), ω(β,β))‖2
+2‖(ξ(bU ,bS), ξ(bS ,bL), ξ(bU ,bL), ω(α,β))‖2)
≤ 1
2
̺20c
−2(‖(∆µ, ξ(bU ,bU ), ξ(bS ,bS), ξ(bL,bL), ω(α,α), ω(β,β))‖2
+2‖(ξ(bU ,bS), ξ(bS ,bL), ξ(bU ,bL), ω(α,β))‖2) .
(4.37)
Let
Ec := (σηIn2 + (c− c0)Dc)−1 , Ec :=
(
σηIn2 + (c− c0)Dc
)−1
and
Hc :=
[ Ec 0
0 σ−1η−1In3
]
, Hc :=
[ Ec 0
0 σ−1η−1In3
]
. (4.38)
We know from Lemma 4.2, (4.38), (4.7), and (4.4) that〈
C T(α,γ)(Θc)(α,γ)ω(α,γ),Ac(y,W1,W2)−2C T(α,γ)(Θc)(α,γ)ω(α,γ)
〉
=
〈
Ac(y,W1,W2)−1/2C T(α,γ)(Θc)(α,γ)ω(α,γ),Ac(y,W1,W2)−1Ac(y,W1,W2)−1/2C T(α,γ)(Θc)(α,γ)ω(α,γ)
〉
≤
〈
Ac(y,W1,W2)−1/2C T(α,γ)(Θc)(α,γ)ω(α,γ), R˜HcR˜TAc(y,W1,W2)−1/2C T(α,γ)(Θc)(α,γ)ω(α,γ)
〉
≤ σσ−1η−1
〈
C T(α,γ)(Θc)(α,γ)ω(α,γ),Ac(y,W1,W2)−1C T(α,γ)(Θc)(α,γ)ω(α,γ)
〉
≤ σσ−2η−2
〈
C˜ T(α,γ)(Θc)(α,γ)ω(α,γ), C˜
T
(α,γ)(Θc)(α,γ)ω(α,γ)
〉
≤ νσσ−2η−2‖(Θc)(α,γ)ω(α,γ)‖2
≤ νσσ−2η−2
(
max
i∈α,j∈γ
λi/(λi + c|λj |)
)2
‖ω(α,γ)‖2
36
≤ νσσ−2η−2ν20(ν0 + c)−2‖ω(α,γ)‖2
≤ νσσ−2η−2ν20c−2‖ω(α,γ)‖2
≤ 1
256
̺20c
−2(2‖ω(α,γ)‖2).
(4.39)
Similarly, we obtain〈
B T(a,bS)(∆1/c)(a,bS )ξ(a,bS),Ac(y,W1,W2)−2B T(a,bS)(∆1/c)(a,bS )ξ(a,bS)
〉
≤ νσσ−2η−2‖(∆1/c)(a,bS )ξ(a,bS)‖2
≤ νσσ−2η−2ν1 =
(
max
i∈a,j∈{1,...,|bS |}
1− (wbS )j
cλi(X)
)2
‖ξ(a,bS )‖2
≤ 1
16
̺20c
−2(2‖ξ(a,bS )‖2);
(4.40)
〈
B T(a,bL)(∆1/c)(a,bL)ξ(a,bL),Ac(y,W1,W2)−2B T(a,bL)(∆1/c)(a,bL)ξ(a,bL)
〉
≤ νσσ−2η−2‖(∆1/c)(a,bL)ξ(a,bL)‖2
≤ νσσ−2η−2ν2 =
(
max
i∈a,j∈bL}
2
cλi(X)
)2
‖ξ(a,bL)‖2
≤ 1
32
̺20c
−2(2‖ξ(a,bL)‖2);
(4.41)
〈
B T(a,c)(∆1/c)(a,c)ξ(a,c),Ac(y,W1,W2)−2B T(a,c)(∆1/c)(a,c)ξ(a,c)
〉
≤ νσσ−2η−2‖(∆1/c)(a,c)ξ(a,c)‖2
≤ νσσ−2η−2ν3 =
(
max
i∈a,j∈c}
2
c(λi(X)− λj(X))
)2
‖ξ(a,c)‖2
≤ 1
64
̺20c
−2(2‖ξ(a,c)‖2);
(4.42)
〈
B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ),Ac(y,W1,W2)−2B T(c,bU )(∆1/c)(c,bU )ξ(c,bU )
〉
≤ νσσ−2η−2‖(∆1/c)(c,bU )ξ(c,bU )‖2
≤ νσσ−2η−2ν4 =
(
max
i∈bU ,j∈c}
2
−cλj(X)
)2
‖ξ(bU ,c)‖2
≤ 1
128
̺20c
−2(2‖ξ(bU ,c)‖2)
(4.43)
and 〈
B T(c,bS)(∆1/c)(c,bS)ξ(c,bS),Ac(y,W1,W2)−2B T(c,bS)(∆1/c)(c,bS)ξ(c,bS)
〉
≤ νσσ−2η−2‖(∆1/c)(c,bS)ξ(c,bS)‖2
≤ νσσ−2η−2ν5 =
(
max
i∈{1,...,|bS|},j∈c
(wbS )i + 1
−cλj(X)
)2
‖ξ(bS ,c)‖2
≤ 1
256
̺20c
−2(2‖ξ(bS ,c)‖2).
(4.44)
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Combining (4.40)-(4.44) with (4.36) and (4.37), we obtain〈
(xc)
′(y;∆y), (xc)
′(y;∆y)
〉 ≤ ̺20‖∆y‖2/c2.
Thus (4.32) holds for µ0 ≥ ̺0.
Now we prove (4.33) for some µ0 ≥ ̺0. Let V (∆y) ∈ Vc(∆y). Then from the definition
of Vc(∆y), there exist W1 ∈ ∂B [Dθc]∗(F (x) + Y /c) and W2 ∈ ∂BΠSp+(Γ− cg(x)) such that
V (∆y)
=
 c−1W1DF (x)J h(x)
−W2Dg(x)
Ac(y,W1,W2)−1 [−c−1DF (x)∗W1(∆Y )−J h(x)T∆µ+Dg(x)∗W2(∆Γ)]
+
 −c−1∆Y + c−2W1∆Y0
−c−1∆Γ+ c−1W2(∆Γ)
 .
For notational convenience, we assume that (W1,W2) ∈ ∂B [Dθc]∗(F (x)+Y /c)×∂BΠSp+(Γ−
cg(x)) is the same as in (4.34). After direct calculations, we obtain
−〈V (∆y),∆y〉 =
[ATDc∆d0 + 2B
T
(a,bS)
(∆1/c)(a,bS )ξ(a,bS)
+2B T(a,bL)(∆1/c)(a,bL)ξ(a,bL) + 2B
T
(a,c)(∆1/c)(a,c)ξ(a,c)
+2B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) + 2B
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS)
−2C T(α,γ)(Θc)(α,γ)ω(α,γ)]TAc(y,W1,W2)−1[ATDc∆d0 + 2B T(a,bS)(∆1/c)(a,bS )ξ(a,bS)
+2B T(a,bL)(∆1/c)(a,bL)ξ(a,bL) + 2B
T
(a,c)(∆1/c)(a,c)ξ(a,c)
+2B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) + 2B
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − 2C T(α,γ)(Θc)(α,γ)ω(α,γ)]
+c−1‖∆Y ‖2 − c−2 〈W1∆Y,∆Y 〉+ c−1‖∆Γ‖2 − c−1 〈∆Γ,W2(∆Γ)〉
(4.45)
Next, we estimate the lower and upper bounds of the right hand side of (4.45). By using
(4.35) and Lemma 4.2 we obtain
Ec  AAc(y,W1,W2)−1AT  Ec .
Thus, for lU = |bU |(|bU |+ 1)/2, lL = |bL|(|bL|+ 1)/2 and lβ = |β|(|β| + 1)/2, we have〈
ATDc∆d0,Ac(y,W1,W2)−1ATDc∆d0
〉 ≥ 〈Dc∆d0, EcDc∆d0〉
≥ (ση + (c− c0))−1 ‖(∆µ, ξ(bS ,bS), ω(α,α))‖2
+4 (ση + 2(c− c0))−1 ‖(ξ(bU ,bS), ξ(bU ,bL), ξ(bS ,bL), ω(α,β))‖2
+
〈
(∆̂1/c)(bU ,bU )ξ̂(bU ,bU ),
(
σηIlU + (c− c0)(∆̂1/c)(bU ,bU )
)−1
(∆̂1/c)(bU ,bU )ξ̂(bU ,bU )
〉
+
〈
(∆̂1/c)(bL,bL)ξ̂(bL,bL),
(
σηIlL + (c− c0)(∆̂1/c)(bL,bL)
)−1
(∆̂1/c)(bL,bL)ξ̂(bL,bL)
〉
+
〈
(Θ̂c)(β,β)ω̂(β,β),
(
σηIlβ + (c− c0)(Θ̂c)(β,β)
)−1
(Θ̂c)(β,β)ω̂(β,β)
〉
38
≥ (ση + (c− c0))−1 ‖(∆µ, ξ(bS ,bS), ω(α,α))‖2
+4 (ση + 2(c − c0))−1 ‖(ξ(bU ,bS), ξ(bU ,bL), ξ(bS ,bL), ω(α,β))‖2
+
〈
(∆1/c)(bU ,bU )ξ(bU ,bU ),
(
σηI|bU | + (c− c0)(∆1/c)(bU ,bU )
)−1
(∆1/c)(bU ,bU )ξ(bU ,bU )
〉
+
〈
(∆1/c)(bL,bL)ξ(bL,bL),
(
σηI|bL| + (c− c0)(∆1/c)(bL,bL)
)−1
(∆1/c)(bL,bL)ξ(bL,bL)
〉
+
〈
(Θc)(β,β)ω(β,β),
(
σηI|β| + (c− c0)(Θc)(β,β)
)−1
(Θc)(β,β)ω(β,β)
〉
(4.46)
and 〈
ATDc∆d0,Ac(y,W1,W2)−1ATDc∆d0
〉 ≤ 〈Dc∆d0, EcDc∆d0〉
≤ (ση/2 + (c− c0))−1 ‖(∆µ, ξ(bS ,bS), ω(α,α))‖2
+4
(
ση + 2(c− c0)
)−1 ‖(ξ(bU ,bS), ξ(bU ,bL), ξ(bS ,bL), ω(α,β))‖2
+
〈
(∆̂1/c)(bU ,bU )ξ̂(bU ,bU ),
(
σηIlU + (c− c0)(∆̂1/c)(bU ,bU )
)−1
(∆̂1/c)(bU ,bU )ξ̂(bU ,bU )
〉
+
〈
(∆̂1/c)(bL,bL)ξ̂(bL,bL),
(
σηIlL + (c− c0)(∆̂1/c)(bL,bL)
)−1
(∆̂1/c)(bL,bL)ξ̂(bL,bL)
〉
+
〈
(Θ̂c)(β,β)ω̂(β,β),
(
σηIlβ + (c− c0)(Θ̂c)(β,β)
)−1
(Θ̂c)(β,β)ω̂(β,β)
〉
≤ (ση/2 + (c− c0))−1 ‖(∆µ, ξ(bS ,bS), ω(α,α))‖2
+4
(
ση + 2(c− c0)
)−1 ‖(ξ(bU ,bS), ξ(bU ,bL), ξ(bS ,bL), ω(α,β))‖2
+
〈
(∆1/c)(bU ,bU )ξ(bU ,bU ),
(
σηI|bU | + (c− c0)(∆1/c)(bU ,bU )
)−1
(∆1/c)(bU ,bU )ξ(bU ,bU )
〉
+
〈
(∆1/c)(bL,bL)ξ(bL,bL),
(
σηI|bL| + (c− c0)(∆1/c)(bL,bL)
)−1
(∆1/c)(bL,bL)ξ(bL,bL)
〉
+
〈
(Θc)(β,β)ω(β,β),
(
σηI|β| + (c− c0)(Θc)(β,β)
)−1
(Θc)(β,β)ω(β,β)
〉
. (4.47)
By recalling that
C˜ = CR˜ and R˜ = R
[
Σ−1UT 0
0 In3
]
and
ν‖s‖2 ≤ max
{〈
s, C˜C˜ T s
〉
,
〈
s, CCT s
〉} ≤ ν‖s‖2, ∀s,
from Lemma 4.2, (4.38), (4.7), and (4.4) we know that
〈[B T(a,bS )(∆1/c)(a,bS )ξ(a,bS) +B T(a,bL)(∆1/c)(a,bL)ξ(a,bL) +B T(a,c)(∆1/c)(a,c)ξ(a,c)
+B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) +B
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − C T(α,γ)(Θc)(α,γ)ω(α,γ)],
Ac(y,W1,W2)−1[B T(a,bS)(∆1/c)(a,bS )ξ(a,bS) +B T(a,bL)(∆1/c)(a,bL)ξ(a,bL)
+B T(a,c)(∆1/c)(a,c)ξ(a,c) +B
T
(c,bU )
(∆1/c)(c,bU )ξ(c,bU )
+B T(c,bS)(∆1/c)(c,bS)ξ(c,bS) − C T(α,γ)(Θc)(α,γ)ω(α,γ)]〉
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≥ 〈[B˜ T(a,bS )(∆1/c)(a,bS )ξ(a,bS) + B˜ T(a,bL)(∆1/c)(a,bL)ξ(a,bL) + B˜ T(a,c)(∆1/c)(a,c)ξ(a,c)
+B˜ T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) + B˜
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − C˜ T(α,γ)(Θc)(α,γ)ω(α,γ)],
Hc[B˜ T(a,bS)(∆1/c)(a,bS )ξ(a,bS) + B˜ T(a,bL)(∆1/c)(a,bL)ξ(a,bL) + B˜ T(a,c)(∆1/c)(a,c)ξ(a,c)
+B˜ T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) + B˜
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − C˜ T(α,γ)(Θc)(α,γ)ω(α,γ)]〉
≥ (ση + 2(c − c0))−1 〈[B˜ T(a,bS)(∆1/c)(a,bS )ξ(a,bS) + B˜ T(a,bL)(∆1/c)(a,bL)ξ(a,bL)
+B˜ T(a,c)(∆1/c)(a,c)ξ(a,c) + B˜
T
(c,bU )
(∆1/c)(c,bU )ξ(c,bU ) + B˜
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS)
−C˜ T(α,γ)(Θc)(α,γ)ω(α,γ)], [B˜ T(a,bS )(∆1/c)(a,bS)ξ(a,bS) + B˜ T(a,bL)(∆1/c)(a,bL)ξ(a,bL)
+B˜ T(a,c)(∆1/c)(a,c)ξ(a,c) + B˜
T
(c,bU )
(∆1/c)(c,bU )ξ(c,bU ) + B˜
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS)
−C˜ T(α,γ)(Θc)(α,γ)ω(α,γ)]〉
≥ ν (ση + 2(c − c0))−1 ‖[(∆1/c)(a,bS)ξ(a,bS), (∆1/c)(a,bL)ξ(a,bL), (∆1/c)(a,c)ξ(a,c),
(∆1/c)(c,bU )ξ(c,bU ), (∆1/c)(c,bS)ξ(c,bS), (Θc)(α,γ)ω(α,γ)]‖2
≥ ν (ση + 2(c − c0))−1
[(
min
i∈a,1≤j≤|bS |
1− (wbS )j
cλi(X) + (1− (wbS )j)
)2
‖ξ(a,bS)‖2
+
(
min
i∈a
2
cλi(X) + 2
)2
‖ξ(a,bL)‖2 +
(
min
i∈a,j∈c
2
c[λi(X)− λi(X)] + 2
)2
‖ξ(a,c)‖2
+
(
min
i∈c,1≤j≤|bS|
(wbS )j + 1
((wbS )j + 1)− cλi(X)
)2
‖ξ(c,bS)‖2
+
(
min
i∈c
2
−cλi(X) + 2
)2
‖ξ(c,bU )‖2 +
(
min
i∈α,j∈γ
λi/(λi + c|λj |)
)2
‖ω(α,γ)‖2
]
≥ ν (ση + 2(c − c0))−1
[
ν2a,bS (νa,bS + c)
−2‖ξ(a,bS )‖2 + ν2a,bL(νa,bL + c)−2‖ξ(a,bL)‖2
+ν2a,c(νa,c + c)
−2‖ξ(a,c)‖2 + ν2c,bU (νc,bU + c)−2‖ξ(c,bU )‖2
+ν2c,bS(νc,bS + c)
−2‖ξ(c,bS)‖2 + ν2α,γ(να,γ + c)−2‖ω(α,γ)‖2
]
≥ ν (ση + 2(c − c0))−1 ν20(ν0 + c)−2‖(ξ(a,bS ), ξ(a,bL), ξ(a,c), ξ(c,bS), ω(α,γ))‖2.
(4.48)
Similarly, we get
〈[B T(a,bS )(∆1/c)(a,bS)ξ(a,bS) +B T(a,bL)(∆1/c)(a,bL)ξ(a,bL) +B T(a,c)(∆1/c)(a,c)ξ(a,c)
+B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) +B
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − C T(α,γ)(Θc)(α,γ)ω(α,γ)],
Ac(y,W1,W2)−1[B T(a,bS )(∆1/c)(a,bS)ξ(a,bS) +B T(a,bL)(∆1/c)(a,bL)ξ(a,bL)
+B T(a,c)(∆1/c)(a,c)ξ(a,c) +B
T
(c,bU )
(∆1/c)(c,bU )ξ(c,bU )
+B T(c,bS)(∆1/c)(c,bS)ξ(c,bS) − C T(α,γ)(Θc)(α,γ)ω(α,γ)]〉
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≤ 〈[B˜ T(a,bS)(∆1/c)(a,bS )ξ(a,bS) + B˜ T(a,bL)(∆1/c)(a,bL)ξ(a,bL) + B˜ T(a,c)(∆1/c)(a,c)ξ(a,c)
+B˜ T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) + B˜
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − C˜ T(α,γ)(Θc)(α,γ)ω(α,γ)],
Hc[B˜ T(a,bS)(∆1/c)(a,bS )ξ(a,bS) + B˜ T(a,bL)(∆1/c)(a,bL)ξ(a,bL) + B˜ T(a,c)(∆1/c)(a,c)ξ(a,c)
+B˜ T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) + B˜
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − C˜ T(α,γ)(Θc)(α,γ)ω(α,γ)]〉
≤ σ−1η−1〈[B˜ T(a,bS )(∆1/c)(a,bS)ξ(a,bS) + B˜ T(a,bL)(∆1/c)(a,bL)ξ(a,bL)
+B˜ T(a,c)(∆1/c)(a,c)ξ(a,c) + B˜
T
(c,bU )
(∆1/c)(c,bU )ξ(c,bU ) + B˜
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS)
−C˜ T(α,γ)(Θc)(α,γ)ω(α,γ)], [B˜ T(a,bS )(∆1/c)(a,bS)ξ(a,bS) + B˜ T(a,bL)(∆1/c)(a,bL)ξ(a,bL)
+B˜ T(a,c)(∆1/c)(a,c)ξ(a,c) + B˜
T
(c,bU )
(∆1/c)(c,bU )ξ(c,bU ) + B˜
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS)
−C˜ T(α,γ)(Θc)(α,γ)ω(α,γ)]〉
≤ νσ−1η−1‖[(∆1/c)(a,bS)ξ(a,bS), (∆1/c)(a,bL)ξ(a,bL), (∆1/c)(a,c)ξ(a,c),
(∆1/c)(c,bU )ξ(c,bU ), (∆1/c)(c,bS)ξ(c,bS), (Θc)(α,γ)ω(α,γ)]‖2
≤ νσ−1η−1
(
max
i∈a,1≤j≤|bS|
1− (wbS )j
cλi(F (x)) + (1− (wbS )j)
)2
‖ξ(a,bS )‖2
+νσ−1η−1
(
max
i∈a
2
cλi(F (x)) + 2
)2
‖ξ(a,bL)‖2
+νσ−1η−1
(
max
i∈a,j∈c
2
c[λi(F (x))− λi(F (x))] + 2
)2
‖ξ(a,c)‖2
+νσ−1η−1
(
max
i∈c
2
−cλi(F (x)) + 2
)2
‖ξ(c,bU )‖2
+νσ−1η−1
(
max
i∈c,1≤j≤|bS|
(wbS )j + 1
((wbS )j + 1)− cλi(F (x))
)2
‖ξ(c,bS)‖2
+νσ−1η−1
(
max
i∈α,j∈γ
λi/(λi + c|λj |)
)2
‖ω(α,γ)‖2
≤ νσ−1η−1ν2a,bS (νa,bS + c)−2‖ξ(a,bS )‖2 + νσ−1η−1ν2a,bL(νa,bL + c)−2‖ξ(a,bL)‖2
+νσ−1η−1ν2a,c(νa,c + c)
−2‖ξ(a,c)‖2 + νσ−1η−1ν2c,bU (νc,bU + c)−2‖ξ(c,bU )‖2
+νσ−1η−1ν2c,bS(νc,bS + c)
−2‖ξ(c,bS)‖2 + νσ−1η−1ν2α,γ(να,γ + c)−2‖ω(α,γ)‖2
≤ νσ−1η−1ν20(ν0 + c)−2‖(ξ(a,bS ), ξ(a,bL), ξ(a,c), ξ(c,bS), ω(α,γ))‖2.
(4.49)
and
‖B T(a,bS)(∆1/c)(a,bS )ξ(a,bS) +B T(a,bL)(∆1/c)(a,bL)ξ(a,bL) +B T(a,c)(∆1/c)(a,c)ξ(a,c)
+B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) +B
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − C T(α,γ)(Θc)(α,γ)ω(α,γ)‖2
≤ ν‖[(∆1/c)(a,bS )ξ(a,bS), (∆1/c)(a,bL)ξ(a,bL), (∆1/c)(a,c)ξ(a,c),
(∆1/c)(c,bU )ξ(c,bU ), (∆1/c)(c,bS)ξ(c,bS), (Θc)(α,γ)ω(α,γ)]‖2
≤ ν
(
max
i∈a,1≤j≤|bS |
1− (wbS )j
cλi(F (x)) + (1− (wbS )j)
)2
‖ξ(a,bS)‖2
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+ν
(
max
i∈a
2
cλi(F (x)) + 2
)2
‖ξ(a,bL)‖2
+ν
(
max
i∈a,j∈c
2
c[λi(F (x))− λi(F (x))] + 2
)2
‖ξ(a,c)‖2
+ν
(
max
i∈c
2
−cλi(F (x)) + 2
)2
‖ξ(c,bU )‖2
+ν
(
max
i∈c,1≤j≤|bS|
(wbS )j + 1
((wbS )j + 1)− cλi(F (x))
)2
‖ξ(c,bS)‖2
+ν
(
max
i∈α,j∈γ
λi/(λi + c|λj |)
)2
‖ω(α,γ)‖2
≤ νν2a,bS (νa,bS + c)−2‖ξ(a,bS)‖2 + νν2a,bL(νa,bL + c)−2‖ξ(a,bL)‖2
+νν2a,c(νa,c + c)
−2‖ξ(a,c)‖2 + νν2c,bU (νc,bU + c)−2‖ξ(c,bU )‖2
+νν2c,bS(νc,bS + c)
−2‖ξ(c,bS)‖2 + νν2α,γ(να,γ + c)−2‖ω(α,γ)‖2
≤ νν20c−2‖(ξ(a,bS ), ξ(a,bL), ξ(a,c), ξ(c,bU ), ξ(c,bS), ω(α,γ))‖2.
(4.50)
By using (4.37) and (4.50) we have∣∣∣〈ATDc∆d0,Ac(y,W1,W2)−1[B T(a,bS)(∆1/c)(a,bS )ξ(a,bS)
+B T(a,bL)(∆1/c)(a,bL)ξ(a,bL) +B
T
(a,c)(∆1/c)(a,c)ξ(a,c) +B
T
(c,bU )
(∆1/c)(c,bU )ξ(c,bU )
+B T(c,bS)(∆1/c)(c,bS)ξ(c,bS) − C T(α,γ)(Θc)(α,γ)ω(α,γ)]
〉∣∣∣
≤ ‖Ac(y,W1,W2)−1ATDc∆d0‖ ‖[B T(a,bS )(∆1/c)(a,bS)ξ(a,bS)
+B T(a,bL)(∆1/c)(a,bL)ξ(a,bL) +B
T
(a,c)(∆1/c)(a,c)ξ(a,c)
+B T(c,bU )(∆1/c)(c,bU )ξ(c,bU ) +B
T
(c,bS)
(∆1/c)(c,bS)ξ(c,bS) − C T(α,γ)(Θc)(α,γ)ω(α,γ)]‖
≤ ̺0√
2
c−1(‖(∆µ, ξ(bU ,bU ), ξ(bS ,bS), ξ(bL,bL), ω(α,α), ω(β,β))‖2
+2‖(ξ(bU ,bS), ξ(bS ,bL), ξ(bU ,bL), ω(α,β))‖2)1/2
× (ν0√νc−1‖(ξ(a,bS ), ξ(a,bL), ξ(a,c), ξ(c,bL), ξ(c,bS), ω(α,γ))‖)
≤ ̺0ν0
√
ν
4
c−2(‖(∆µ, ξ(bU ,bU ), ξ(bS ,bS), ξ(bL,bL), ω(α,α), ω(β,β))‖2
+2‖(ξ(bU ,bS), ξ(bS ,bL), ξ(bU ,bL), ω(α,β))‖2
+2‖(ξ(a,bS ), ξ(a,bL), ξ(a,c), ξ(c,bU ), ξ(c,bS), ω(α,γ))‖2) .
(4.51)
By direct calculations we have
‖∆Y ‖2 − c−1 〈W1∆Y,∆Y 〉
= (‖ξ(a,a)‖2 + 2‖ξ(a,bU )‖2 + 2‖ξ(c,bL)‖2 + ‖ξ(c,c)‖2)
+2(‖ξ(a,bS )‖2 − 〈ξ(a,bS), (∆1/c)(a,bS )ξ(a,bS)〉)
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+2(‖ξ(a,bL)‖2 − 〈ξ(a,bL), (∆1/c)(a,bL)ξ(a,bL)〉)
+2(‖ξ(a,c)‖2 − 〈ξ(a,c), (∆1/c)(a,c)ξ(a,c)〉)
+2(‖ξ(c,bU )‖2 − 〈ξ(c,bU ), (∆1/c)(c,bU )ξ(c,bU )〉)
+2(‖ξ(c,bS)‖2 − 〈ξ(c,bS), (∆1/c)(c,bS)ξ(c,bS)〉)
+(‖ξ(bU ,bU )‖2 − 〈ξ(bU ,bU ), (∆1/c)(bU ,bU )ξ(bU ,bU )〉)
+(‖ξ(bL,bL)‖2 − 〈ξ(bL,bL), (∆1/c)(bL,bL)ξ(bL,bL)〉)
(4.52)
and
‖∆Γ‖2 − 〈∆Γ,W2(∆Γ)〉
=
(‖ω(γ,γ)‖2 + 2‖ω(β,γ)‖2)+ 2 (‖ω(α,γ)‖2 − 〈ω(α,γ), (Θc)(α,γ)ω(α,γ)〉)
+
(‖ω(β,β)‖2 − 〈ω(β,β), (Θc)(β,β)ω(β,β)〉) .
(4.53)
Now we are ready to estimate the lower and upper bounds of −〈V (∆y),∆y〉. In light of
(4.45), (4.46), (4.48), (4.51), (4.52) and (4.53), we have
−〈V (∆y),∆y〉 ≥ c−1(‖ξ(a,a)‖2 + 2‖ξ(a,bU )‖2 + 2‖ξ(c,bL)‖2 + ‖ξ(c,c)‖2)
+c−1
(‖ω(γ,γ)‖2 + 2‖ω(β,γ)‖2)
+κ1(c)‖(∆µ, ξ(bS ,bS), ω(α,α))‖2 + κ2(c)‖ξ(a,bS )‖2
+κ3(c)‖ξ(a,bL)‖2 + κ4(c)‖ξ(a,c)‖2 + κ5(c)‖ξ(bU ,bU )‖2
+κ6(c)‖ξ(bU ,bS)‖2 + κ7(c)‖ξ(bU ,bL)‖2 + κ8(c)‖ξ(bU ,c)‖2
+κ9(c)‖ξ(bS ,bL)‖2 + κ10(c)‖ξ(bS ,c)‖2 + κ11(c)‖ξ(bL,bL)‖2
+κ12(c)‖ω(α,β)‖2 + κ13(c)‖ω(α,γ)‖2 + κ14(c)‖ω(β,β)‖2,
(4.54)
where
κ1(c) := (ση + (c− c0))−1 − ̺0ν0
√
νc−2
κ2(c) := ν (ση + 2(c − c0))−1 ν20(ν0 + c)−2 − ̺0ν0
√
νc−2 +
mini∈a λi(F (x))
[cmini∈a λi(F (x)) + 2]
κ3(c) := ν (ση + 2(c − c0))−1 ν20(ν0 + c)−2 − ̺0ν0
√
νc−2 +
mini∈a λi(F (x))
[cmini∈a λi(F (x)) + 2]
κ4(c) := ν (ση + 2(c − c0))−1 ν20(ν0 + c)−2 − ̺0ν0
√
νc−2
+
(mini∈a λi(F (x))−maxj∈c λj(F (x)))
[c(mini∈a λi(F (x))−maxj∈c λj(F (x))) + 2]
κ6(c) := 2 (ση/2 + (c− c0))−1 − ̺0ν0
√
νc−2
κ7(c) := κ6(c)
κ8(c) := −̺0ν0
√
νc−2 +
−maxj∈c λj(F (x))
[−cmaxj∈c λj(F (x)) + 2]
κ9(c) := κ6(c)
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κ10(c) := ν (ση + 2(c− c0))−1 ν20(ν0 + c)−2 − ̺0ν0
√
νc−2 +
−maxj∈c λj(F (x))
[−cmaxj∈c λj(F (x)) + 2]
κ12(c) := κ6(c)
κ13(c) := 2c
−1[1− ν0(ν0 + c)−1] + 2ν (ση + 2(c − c0))−1 ν20(ν0 + c)−2 − ̺0ν0
√
νc−2 ,
and
κ5(c) = κ11(c) = κ14(c) := min
t∈[0,1]
ψ(t; c, ac, bc, c0)
with ψ(·; ·) being defined as (3.28) in Lemma 3.6 and
ac := c
−1 − ̺0ν0
√
νc−2 , bc := ση .
It follows from (3.29) in Lemma 3.6 that for c ≥ c,
κ14(c) = c
−1 − ρ0ν0
√
νc−2 − ση
c(
√
c+
√
c0)2
.
Thus, there exists a positive number ǫ1 such that for c ≥ c we have
min
{
1
2
min
i/∈{1,5,11,14}
{κi(c)}, min
i∈{1,5,11,14}
{κi(c)}
}
≥ c−1 − ǫ1c−2 .
Therefore, from (4.54) we have
−〈V (∆y),∆y〉 ≥ (c−1 − ǫ1c−2)‖∆y‖2 . (4.55)
On the other hand, in light of (4.45), (4.47), (4.49), (4.51), (4.52) and (4.53), we have
−〈V (∆y),∆y〉 ≤ c−1(‖ξ(a,a)‖2 + 2‖ξ(a,bU )‖2 + 2‖ξ(c,bL)‖2 + ‖ξ(c,c)‖2)
+c−1
(‖ω(γ,γ)‖2 + 2‖ω(β,γ)‖2)
+κ1(c)‖(∆µ, ξ(bS ,bS), ω(α,α))‖2 + κ2(c)‖ξ(a,bS )‖2
+κ3(c)‖ξ(a,bL)‖2 + κ4(c)‖ξ(a,c)‖2 + κ5(c)‖ξ(bU ,bU )‖2
+κ6(c)‖ξ(bU ,bS)‖2 + κ7(c)‖ξ(bU ,bL)‖2 + κ8(c)‖ξ(bU ,c)‖2
+κ9(c)‖ξ(bS ,bL)‖2 + κ10(c)‖ξ(bS ,c)‖2 + κ11(c)‖ξ(bL,bL)‖2
+κ12(c)‖ω(α,β)‖2 + κ13(c)‖ω(α,γ)‖2 + κ14(c)‖ω(β,β)‖2,
(4.56)
where
κ1(c) :=
(
ση/2 + (c− c0)
)−1
+ ̺0ν0
√
νc−2
κ2(c) := 2c
−1 + νσ−1η−1ν20(ν0 + c)
−2 + ̺0ν0
√
νc−2
κ3(c) = κ4(c) := κ2(c)
κ6(c) := 2
(
ση/2 + (c− c0)
)−1
+ ̺0ν0
√
νc−2
κ7(c) := κ6(c)
κ8(c) := 2c
−1 + ̺0ν0
√
νc−2
κ9(c) := κ6(c)
κ10(c) := νσ
−1η−1ν20(ν0 + c)
−2 + ̺0ν0
√
νc−2
κ12(c) := κ6(c)
κ13(c) := κ2(c)
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and
κ5(c) = κ11(c) = κ14(c) := max
t∈[0,1]
ψ(t; c, a′c, b
′
c, c0)
with
a′c := c
−1 + ̺0ν0
√
νc−2 , b′c := ση/2 .
It follows from (3.30) in Lemma 3.6 that for c ≥ c,
κ14(c) = max{ψ(0; c, a′c, b′c, c0), ψ(1; c, a′c, b′c, c0)}
= ̺0ν0
√
νc−2 +max{c−1, (ση/2 + (c− c0))−1} . (4.57)
Thus, there exists a positive number µ0 ≥ max{̺0, ǫ1} such that for c ≥ c we have
max
{
1
2
max
i/∈{1,5,11,14}
{κi(c)}, min
i∈{1,5,11,14}
{κi(c)}
}
≤ c−1 + µ0c−2 .
Therefore, from (4.56) we have
−〈V (∆y),∆y〉 ≤ (c−1 + µ0c−2)‖∆y‖2 . (4.58)
By (4.55) and (4.58), noting that µ0 ≥ ǫ1, we obtain that
µ0c
−2‖∆y‖2 ≥ 〈V (∆y) + c−1∆y,∆y〉 ≥ −µ0c−2‖∆y‖2 .
This shows that (4.33) holds. The proof is completed.
Now we are ready to state our main result on the rate of convergence of the augmented
Lagrangian method for nonlinear semidefinite nuclear norm composite optimization.
Theorem 4.1 Suppose that Assumptions (sdnop-A1) and (sdnop-A2) are satisfied. Let c0
and η be two positive numbers obtained by Proposition 4.1. Let η, c, and ̺0 be defined as
in (4.21), (4.30), and (4.31), respectively. Let µ0 be obtained by Proposition 4.2. Define
̺1 := 2̺0 and ̺2 := 4µ0.
Then for any c ≥ c, there exist two positive numbers ε and δ (both depending on c) such
that for any (Y, µ,Γ) ∈ Bδ(Y , µ,Γ), the problem
min Lc(x, Y, µ,Γ) s.t. x ∈ Bε(x)
has a unique solution denoted xc(Y, µ,Γ). The function xc(·, ·, ·) is locally Lipschitz contin-
uous on Bδ(Y , µ,Γ) and is semismooth at any point in Bδ(Y , µ,Γ), and for any (ζ,Ξ) ∈
Bδ(Y , µ,Γ), we have
‖xc(Y, µ,Γ)− x‖ ≤ ̺1‖(Y, µ,Γ)− (Y , µ,Γ)‖/c
and
‖(Yc(Y, µ,Γ), µc(Y, µ,Γ),Γc(Y, µ,Γ)) − (Y , µ,Γ)‖ ≤ ̺2‖(Y, µ,Γ)− (Y , µ,Γ)‖/c,
where Yc(Y, µ,Γ), µc(Y, µ,Γ) and Γc(Y, µ,Γ) are defined as
Yc(Y, µ,Γ) := Dθc(F (xc(Y, µ,Γ)) + Y/c)
∗,
µc(Y, µ,Γ) := µ+ ch(xc(Y, µ,Γ)) and
Γc(Y, µ,Γ) := ΠSp+(Γ− cg(xc(Y, µ,Γ))) .
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Proof. If Assumptions (sdnop-A1) and (sdnop-A2) are satisfied, then from Propositions
4.1 and 4.2 we know that both Assumption B1 and Assumption B2 (with γ = 2) made in
Section 2 are satisfied. Then the conclusions in this theorem follow from Theorem 2.1.
5 Conclusions
This paper provides an analysis on the rate of convergence of the augmented Lagrangian
method for solving the nonlinear semidefinite nuclear norm optimization problem. By
assuming that K is a closed convex cone, and that Dθc(·) and ΠK∗(·) are semismooth
everywhere, we first establish a general result on the rate of convergence of the augmented
Lagrangian method for a class of general composite optimization problems. Then we apply
this general result to the nonlinear semidefinite nuclear norm optimization problem under
the constraint nondegeneracy condition and the strong second order sufficient condition.
The methodology suggests us that we may verify Assumptions B1 and B2 to obtain the
rate of convergence of the augmented Lagrange method for other optimization problems.
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