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FUNCTIONAL CONNECTIVITY FOR CONFIGURAL AND FEATURAL 
 FACE PROCESSING IN THE BROAD AUTISM PHENOTYPE 
 
During normal development, face processing involves a gradual shift from a 
featurally oriented style to a mature configural style by adolescence.  This shift may 
coincide with increased right hemispheric dominance for faces supporting configural 
processing. Previous studies suggest that individuals diagnosed with ASD continue to 
process faces using individual parts and features into adulthood. This continued bias 
may be due to deficits in configural processing abilities.  The current study investigated 
measures of functional connectivity during featural and configural processing of faces in 
broad autism phenotype sibling (ASD-sibs) children compared to age, sex, and 
handedness matched normal developing (ND) controls and in children diagnosed with 
an Autism Spectrum Disorder compared to ASD-matched ND controls.  Results indicate 
that children with ASD and ASD-sibs were capable of performing configural processing 
tasks at similar performance levels to those of ND children.  Additionally, patterns of 
functional network connectivity for configural processing in ASD-sibs were similar to 
those observed in ND controls. Few network-wide hemispheric differences emerged 
between groups. While behavioral performance and overall network-wide patterns of 
connectivity suggest a face processing network that is capable of supporting configural 
processing in ASD and ASD-sibs, abnormalities were observed in specific regions. The 
amygdala and fusiform face area showed fewer interactions with the rest of the face 
processing network in ASD children compared to ND during configural, but not featural 
processing. Additionally, hemispheric comparisons show greater differences between 
ASD and ND controls in the right fusiform face area.  The ability of these regions to 
communicate with other regions in the face network could be important for social 
motivation and attention during configural processing. Interestingly, network connectivity 
in ASD children during passive viewing of faces, objects, and textures without featural or 
configural manipulations showed a more functionally integrated, and less segregated 
network with a lower “wiring cost” during non-face conditions compared to ND children. 
ASD-sibs may demonstrate a similar milder pattern.  
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1.1 Face Processing: A General Overview 
The ability to process and interpret faces is a critical cognitive ability important for 
the development of social behavior and communication (Ellis & Young, 1998). The 
human face provides a wealth of biologically meaningful information with regards to the 
emotional state of others (Ekman, 1982), their intentions (Baron-Cohen, Leslie, & Frith, 
1985), gender, age, and identifying characteristics (Bruce & Young, 1986). While faces 
are the most socially relevant visual stimuli we contact on a daily basis, they are also 
among the most complex. Typically, humans can recognize a myriad of expressions 
including sadness, happiness, surprise, anger, and fear. Diminished ability to recognize, 
process, and attend to faces can have a devastating impact on the ability to socialize 
with others as observed in patients diagnosed with an Autism Spectrum Disorder.   
Converging evidence from lesion, behavioral, and neuroimaging studies suggest 
that faces are a special class of visual stimuli (Farah & al., 1998; Kanwisher, 2000; 
Robbins & McKone, 2007). While unique for social aspects, face recognition may also 
be using processes that are fundamentally different than that of object processing. From 
birth, differences between faces and non-face stimuli are readily observed. Newborn 
infants direct their gaze toward faces more than to other non-face patterns and objects 
(Goren, Sarty, & Wu, 1975 ; Mondloch, Lewis, & Budreau, 1999; Valenza, Simion, 
Cassia, & Umilta, 1996) and will track a moving face longer than other patterns of similar 
complexity (Johnson, Dziurawiec, Ellis, & Morton, 1991). Additionally, newborns show a 
preference for engaging in eye contact (Farroni, Csibra, Simion, & Johnson, 2002). At 
only several days old, infants are able to differentiate between a familiar face and one 
that is unfamiliar (Pascalis, De-Schonen, Morton, Deruelle, & Fabre-Grenet, 1995).  
While some support for a face processing system appears to be present from 
birth, it is clear that the system continues to develop throughout childhood and into late 
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adolescence before fully maturing. Compared to adults, young children are not as adept 
at recognizing facial identity (Carey, Diamond, & Woods, 1980). Their immaturity in face 
processing may stem from a relative difficulty in utilizing configural relationship 
information (the spacing between internal features e.g. distance between nose and 
mouth) (Mondloch, Geldart, Maurer, & Le Grand, 2003). While infants show signs of 
configural processing as early as six weeks of age (Hayden, Bhatt, Reed, Corbly, & 
Joseph, 2007), their abilities do not fully resemble that of an adult. Studies of the face 
inversion effect conclude that young children rely on configural information less than 
adults (Carey & Diamond, 1977). In adults, inverting a face disrupts the ability to 
recognize (Leder & Bruce, 2000) and discriminate between differences in configural 
changes to a greater extent than differences in the shape of individual features (Freire, 
Lee, & Symons, 2000). In young children, however, this discrepancy in face inversion is 
not as apparent (Carey & Diamond, 1977). This suggests an immature level of configural 
processing in younger children and possibly a greater reliance on individual featural 
processing at an early age.  The adult-like inversion effect can be observed by 10 years 
of age signifying greater dependence on configural face processing strategies (Carey & 
Diamond, 1977; Mondloch, Le Grand, & Maurer, 2002). Face processing style likely 
transitions from featural to more configural processing in gradual increments throughout 
early development and into adolescence (Schwarzer, Zauner, & Jovanovic, 2007; 
Younger & Cohen, 1986).   
How nature and nurture contribute to shape the mechanisms of face processing 
leaves many questions yet to be answered. One theory suggests that humans are born 
with an innate underlying neural system for detecting faces and this system is replaced 
by one supporting more complex face processing strategies (Morton & Johnson, 1991). 
Functional Magnetic Resonance Imaging (FMRI) studies find that an area of the mid-
fusiform gyrus, the fusiform face area (FFA), is more highly activated when viewing 
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faces compared to objects (Allison, et al., 1994; Kanwisher, McDermott, & Chun, 1997). 
Recent FMRI studies have found that FFA activity undergoes age-related changes 
(Golarai, et al., 2007; Joseph, Gathers, & Bhatt, 2010). In addition to the FFA, efficient 
face processing requires a network of brain regions (e.g. amygdala, inferior frontal gyrus, 
occipital face area) corresponding to a variety of simultaneously occurring tasks (e.g. 
recognition, empathy, gaze detection; Haxby, Hoffman, & Gobbini, 2000). One of the 
current goals of face processing research is to gain a better understanding of the 
interactions between regions of the face network, their functions, and the developmental 
trajectory that establishes the mature face network.   
 
1.2 Characterization of Face Processing  
1.2.1 Normal Development 
Among typically developing children, the central focus of face processing 
research has been on the formation and changes that occur in processing styles. The 
terms featural and configural can be defined in a variety of ways within the literature. 
Commonly, featural processing is associated with recognition based on individual 
features, without respect spatial relations among features. For the purpose of the 
research presented in this dissertation, configural processing refers to processing 
information based on spacing between individual features (Schwarzer, 2000).Carey and 
Diamond (1977) suggested that young children primarily use a locally oriented featural 
processing style, but by 7-10 years shift to a more mature configural strategy that 
involves perceiving the relations among multiple features. Current research also 
supports the idea that children are initially biased toward featural face processing and 
gradually develop a reliance on configural processing for faces with greater experience 
(Mondloch, Dobson, Parsons, & Maurer, 2004; Schwarzer, Huber, & Dummler, 2005).  
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  The mature adult-like configural processing style is thought to be better suited 
for extracting salient information concerning emotion and intention from faces. For 
example, emotions like surprise or anger involve changes to configural spacing between 
the eyes and eyebrows. While featural processing can be used to identify faces, it 
reflects an immature processing strategy.  Research suggests these two processing 
styles operate independently of each other (Ingvalson & Wenger, 2005).  For example, 
adults demonstrate a configural processing bias and perform better when faces are 
presented in an upright orientation, but have greater recognition difficulties and shift to a 
featural bias when the face is inverted (Searcy & Bartlett, 1996).  When a face is 
inverted, the normal spatial relations between features are disrupted and in turn 
configural processing is also disrupted. Interpreting information in an inverted face 
therefore defaults to the alternative featural processing strategy (Bartlett & Searcy, 
1993).  In young infants, this observation of an adult-like inversion effect is not as 
apparent and suggests that the configural bias for faces has not yet developed (Cashon 
& Cohen, 2003). Some research does show that an upright face advantage is observed 
by 6 months of age, indicating early experience and development of configural face 
processing (Bhatt, Bertin, Hayden, & Reed, 2005; Tanaka & Sengco, 1997).  
While basic emotions such as happy and sad can correctly be identified by 
toddlers, development of complex emotion recognition continues to develop throughout 
childhood (Boyatzis, Chazan, & Ting, 1993; Markham & Adams, 1992). By the age of 10 
however, studies suggest that emotion recognition accuracy no longer continues to 
improve and reaches a more stable and mature state (Harrigan, 1984).  One possibility 
is that the development and accuracy of emotion recognition coincides with the gradual 
development and increased reliance on configural processing to identify faces (de 
Sonneville, et al., 2002).  
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Efficient face processing is achieved through interactions among several cortical 
regions including the fusiform face area (FFA), inferior frontal gyrus (IFG), superior 
temporal sulcus (STS), and occipital face area (OFA) (Gauthier, et al., 2000; Haxby, et 
al., 2000; Kanwisher, et al., 1997). Efficient face processing has a protracted time course 
and is not fully mature until late in adolescence (Carey & Diamond, 1977). fMRI 
(Passarotti, Smith, DeLano, & Huang, 2007), ERP (Taylor, McCarthy, Saliba, & 
Degiovanni, 1999) and visual field studies (Workman, Chilvers, & Yeomans, 2006) have 
suggested a shift toward right hemisphere superiority for faces may occur during this 
time. Hemispheric biases observed during face processing may help to characterize the 
neural basis for local featural and configural face processing. This lateralization process 
reflects the more configural, second-order relational (e.g. the spacing between the eyes, 
spacing between nose and mouth) processing in adults and is important for efficient 
recognition of emotional faces (McLaren & Bryson, 1987; Workman, et al., 2006). An 
abundance of research supports opposing hemispheric lateralization for local (left 
hemisphere) and global/holistic (right hemisphere) visual processing in children and 
adults (Delis, Robertson, & Efron, 1986; Deruelle & de Schonen, 1995; Lamb, 
Robertson, & Knight, 1990; Martinez, et al., 1997; Moses, et al., 2002; Roe, Moses, & 
Stiles, 1999). Left hemisphere superiority is reported during tasks involving the analysis 
of individual features in a face (Parkin & Williamson, 1987; Reynolds & Jeeves, 1978), 
while right hemisphere (RH) dominance for faces widely reported for adults (Gilbert & 
Bakan, 1973 ; Young, 1998) reflects a reliance on configural processing (Batty & Taylor, 
2005; Halit, De Haan, & Johnson, 2000; Letourneau & Mitchell, 2008; Rhodes, Brake, & 
Atkinson, 1993; Taylor, et al., 1999). By inverting a face to disrupt its configuration, the 
right hemispheric preference observed in adults is eliminated (Hillger & Koenig, 1991; 
Leehey, Carey, Diamond, & Cahn, 1978). Reports of RH face dominance in children and 
infants are inconsistent. De Haan (2001) (de Haan, Johnson, Maurer, & Perrett, 2001) 
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found a less specialized RH bias in infants as young as 3 months. Others however, 
suggest that the RH bias is not evident until adolescence without any hemispheric 
advantage observed in younger children (Barth & Boles, 1999; Workman, et al., 2006). 
Reynolds and Jeeves (Reynolds & Jeeves, 1978) report a left hemisphere bias in 
younger children with RH dominance not observed until after the age of 8. 
The mechanisms driving hemispheric asymmetries that shape many cognitive 
processes have been explored using connectivity analyses (Stephan, Fink, & Marshall, 
2007). Functional connectivity analysis represents a relatively new approach to examine 
the interactions within a neural network. To our knowledge, no studies have used 
functional connectivity analyses to examine normal developmental changes in the face 
processing network. Preliminary data from our lab examined typical face processing in 
young children (5-9.7 years), older children (9.8-12 years), and adults. Using functional 
connectivity analysis, we found a LH biased network in young children (see Chapter 2). 
With development, the face network becomes progressively tuned to the mature RH 
network commonly observed in adults. These data further suggest a shift from featural to 
configural processing of faces may coincide with developmental changes in hemispheric 
lateralization. 
The development of a mature face processing network that supports a greater 
ability to identify emotions using a configural processing strategy may coincide with right 
hemispheric dominance for faces. As expected, individuals with deficits in configural 
processing, as seen in autism, also demonstrate difficulties in identifying facial emotions 
(Hobson, Ouston, & Lee, 1988; Weeks & Hobson, 1987).  
 
1.2.2 Autism Spectrum Disorders 
 Current literature indicates that individuals diagnosed with ASD demonstrate 
deficits in memory, recognition, and emotional processing of faces (J. Boucher, Lewis, & 
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Collis, 1998; de Gelder, Vroomen, & Van der Heide, 1991; Klin, et al., 1999).  Unlike 
disorders specific to face processing (e.g. prosopagnosia) the deficits observed in 
autism are not as severe, with ASD individuals performing above chance on most tasks. 
The precise cause of face processing abnormalities in ASD is unclear and there are 
even ongoing disputes as to which aspects are impaired. 
A possible explanation that has been suggested is that autistic individuals are 
biased toward local-level featural processing and may not efficiently process configural 
information within a face. Autism spectrum disorders are commonly characterized by 
locally oriented biases to extract information from visual stimuli. Compared to typically 
developing individuals, those with autism show enhanced detection of locally embedded 
targets (Shah & Frith, 1983) and superior performance on tasks that require local-level 
processing (Siegel, Minshew, & Goldstein, 1996) (e.g. the block design subtest of the 
WISC). Data from several studies (Davies, Bishop, Manstead, & Tantam, 1994; Hobson, 
et al., 1988) suggest that children with autism recognize schematic face stimuli or 
photographs of faces by relying on facial features only. The “weak central coherence” 
(WCC) theory states that the reliance on piecemeal, local processing observed in ASD is 
due to deficits in being able to integrate individual parts of a stimulus into a global, 
coherent whole (C. Frith, 2003; U. Frith, 1989; U. Frith & Happe, 1994). Support for the 
WCC has been demonstrated in ASD adults and children by impaired performance on a 
variety of visual tasks that require global processing (Brosnan, Scott, Fox, & Pye, 2004; 
Happe, 1996; Jolliffe & Baron-Cohen, 2001; Ropar & Mitchell, 1999). Several studies 
indicate a reliance on local features and impaired configural (i.e., perceiving the spacing 
among the features) processing of faces in autism (Davies, et al., 1994; Langdell, 1978; 
Tantam, Monagham, & Nicholson, 1989). Children with a diagnosis of Pervasive 
Developmental Disorder – Not Otherwise Specified (PDD-NOS), which is often 
considered a milder form of Autism, also do not engage a holistic face-processing 
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strategy as strongly as ND children (Serra, et al., 2003). In addition, people with ASD 
demonstrate atypical orientation to specific features in a face (e.g. mouth) (Klin, Jones, 
Schultz, Volkmar, & Cohen, 2002; Pelphrey, et al., 2002) and avert their gaze from the 
eyes (Dalton, Nacewicz, et al., 2005). Individuals with ASD are less affected by the 
inversion of a face than controls (Jill Boucher & Lewis, 1992; Sasson, 2006), potentially 
indicating predominant use of featural processing strategies. However, this conclusion is 
not universal (Jemel, Mottron, & Dawson, 2006). Lahaie et al. (Lahaie, et al., 2006) 
showed that adults with ASD are as affected by face inversion as typically developing 
controls, indicating intact configural processing. A normal “Thatcher illusion” found by 
Rouse et al. (Rouse, Donnelly, Hadwin, & Brown, 2004) also indicates preserved levels 
of configural processing in ASD children. Other investigators report similar abilities 
between individuals with autism and typical individuals for global processing tasks 
(Caron, Mottron, Berthiaume, & Dawson, 2006; Mottron & Belleville, 1993; Plaisted, 
Saksida, Alcantara, & Weisblatt, 2003), thereby questioning the WCC approach. Mottron 
& Burack (Mottron & Burack, 2001) suggest that enhanced local-level processing 
observed in ASD is not due to inadequacies in global processing. Taken together, these 
findings suggest that individuals with ASD may depend upon local, featural processing 
for faces. Further research is needed to determine if this preference is due to impaired 
global processing, enhanced local processing, or a combination of both.  
Investigations into the neural basis of face processing in Autism reveal a variety 
of abnormalities compared to normally developing individuals. The “fusiform face area” 
(FFA) is consistently reported as an essential component for typical face processing 
(Haxby, et al., 2000; Kanwisher, et al., 1997). However, individuals with ASD show 
hypoactivation of the right FFA during face viewing tasks in some studies (C. Frith, 2003; 
Hubl, et al., 2003; Pierce, Muller, Ambrose, Allen, & Courchesne, 2001; Schultz, 2005). 
Hypoactivation of the FFA, together with poorer performance in face processing tasks, 
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suggests that individuals with autism process faces differently, and perhaps not as 
efficiently as typically developing individuals. Dalton et al. (2005) (Dalton, Nacewicz, et 
al., 2005) report a positive correlation between activation in the right FFA and the 
amount of time looking at the eyes in ASD. The superior temporal sulcus (STS), a region 
implicated in processing eye gaze (Mosconia, Macka, McCarthya, & Pelphreya, 2005), 
also commonly shows reduced activation for faces in ASD (Pelphrey, Morris, & 
Mccarthy, 2005). Several studies indicate that in autism, the typical FFA activation site 
may be shifted toward inferior temporal or lateral occipital regions implicated in object 
processing (Koshino, et al., 2008; Schultz & al., 2000). Pierce et al., (2001) propose that 
a critical period during infancy exists for the proper development of the FFA. Infants at 
risk for ASD may experience atypical neurodevelopment thereby missing this window of 
critical development for the FFA and effecting development of configural processing 
essential for efficient adult-like face processing. Reduced FFA activation however has 
not been found for every exploration of face processing abilities in ASD (Bird, Catmur, 
Silani, Frith, & Frith, 2006; Grelotti, et al., 2005; Hadjikhani, et al., 2004). Given the 
social deficits core to ASD, brain regions involved in recognition of facial emotions are 
likely culprits for impaired face processing. The inferior frontal gyrus (IFG) and 
amygdala, for example, have been reported to show decreased activation during 
emotional face processing in ASD (Baron-Cohen, et al., 1999; Critchley, et al., 2000; 
Pierce, et al., 2001). These regions may underlie the ability to imitate and empathize 
with the perceived facial expression (Chakrabarti, Bullmore, & Baron-Cohen, 2006; Lee, 
Josephs, Dolan, & Critchley, 2006; Morita, et al., 2008; Uddin, Kaplan, Molnar-Szakacs, 
Zaidel, & Iacoboni, 2005). 
 The “Mindblindness” theory of autism is a popular early theory based on 
observations that ASD individuals demonstrate deficits in the development of Theory of 
Mind: the ability to imagine and interpret another person’s mental state. Individuals with 
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Autism report difficulties in this ability and often respond inappropriately to the actions 
and behaviors of others as a result (Loveland, Pearson, Tunali-Kotoski, Ortegon, & 
Gibbs, 2001). In an attempt to find a more inclusive theory that also explains the various 
strengths observed in ASD in addition to the Theory of Mind deficits, Baron-Cohen 
proposed the Empathizing-Systemizing (E-S) theory based on data that indicates the 
female brain is better suited for empathizing with others on average, while the male brain 
may be better wired for constructing and understanding systems(Baron-Cohen, et al., 
1985). Baron-Cohen (2002) has extended the E-S theory to apply to autism as an 
extreme version of the main brain. The “Extreme Male Theory” has gained popular 
support and may help to explain a 4 to 1 male to female ratio observed among the ASD 
population (Baron-Cohen, 2002). A possible explanation of the overall behavioral 
differences observed in men versus women comes from research in brain lateralization 
and hemispheric dominance. Men typically show a greater right hemispheric bias during 
tasks that test visual-spatial abilities (Proverbio, Riva, Martin, & Zani). On similar tasks, 
females demonstrate less lateralization overall than males. Men similarly demonstrate 
increased hemispheric asymmetry on verbal tasks compared to women, indicating 
greater hemispheric differences in men on average (Kansaku, Yamaura, & Kitazawa, 
2000). Baron-Cohen points out however that studies looking at language lateralization in 
autism reveal hemispheric lateralization in the contra-lateral hemisphere to that 
predicted in the Extereme Male Therory (Knaus, et al.). Given that anomalous 
hemispheric dominance is observed in the autism language literature, a similar finding 
using tasks that test visual/spatial abilities may also be plausible. 
Further support for the Extreme Male Theory of autism can be found within the 
neuroanatomical literature. On average, the male brain is 9% larger than the female 
brain (Giedd, et al., 1996). ASD individuals also exhibit an abnormal brain enlargement 
by 2 to 6 years of age. This overgrowth in Autism appears to follow an anterior to 
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posterior gradient with the greatest overgrowth observed in frontal areas (Carper & 
Courchesne, 2005; Courchesne & Pierce, 2005).  This early brain overgrowth slows 
however and does not persist throughout development (Courchesne, 2004). Studies 
have shown that by late adolescence the overall brain volume in Autistic individuals is 
actually smaller than typically developing individuals. Consistent with observations that 
increased total brain volume correlates with a smaller size of the corpus callosum in 
typically developing males (Jancke, Staiger, Schlaug, Huang, & Steinmetz, 1997), 
studies consistently report a decrease in the corpus callosum volume in ASD subjects 
(specifically in the genu) (Hardan, et al., 2009; Piven, Bailey, Ranson, & Arndt, 1997). 
This decreased corpus callosum volume may result in diminished interhemispheric 
communication and can serve as a marker for functional lateralization (M. A. Just, 
Cherkassky, Keller, Kana, & Minshew, 2007). 
 Given the multi-regional neural involvement for face processing, an understanding 
of the interactions within the face processing network is important. A relatively new 
theory that has gained support is the “Underconnectivity Theory” which postulates that 
communication among various regions in the autistic brain is hampered and leads to 
impairments on tasks that require coordination within a neural network (M. A Just, 
Cherkassky, Keller, & Minshew, 2004). Underconnectivity, primarily between frontal and 
posterior cortical regions, is the most common finding and may explain a wide range of 
social and cognitive impairments in autism (Hughes, 2007; M. A Just, et al., 2004).  ASD 
functional connectivity has been explored for a variety of processes, including 
visuomotor (Villalobos, Mizuno, Dahl, Kemmotsu, & Muller, 2005), language (Kana, 
Keller, Cherkassky, Minshew, & Just, 2006), and resting state (Cherkassky, Kana, 
Keller, & Just, 2006). To date, only two studies have explored face processing in adults 
with ASD using functional connectivity analysis (Kleinhans, et al., 2008; Koshino, et al., 
2008). Consistent with the underconnectivity theory proposed by Just et al. (M. A Just, et 
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al., 2004), Koshino et al. (Koshino, et al., 2008) reported decreased connectivity 
between frontal areas and the rest of the cortex compared to neurotypical adults. 
Interestingly, connections among posterior areas and the visual cortex were relatively 
normal. From this, Koshino et al. concluded that individuals with autism rely more on a 
visually oriented, a-social network to process faces. However, Kleinhans et al. 
(Kleinhans, et al., 2008) report increased FFA to right inferior frontal connectivity with 
increasing severity of autism due to increasingly taxing demand on these regions during 
face processing. These discrepant findings indicate that a deeper understanding of the 
functional interactions within the face processing brain network is needed. To date, no 
fMRI studies have specifically investigated functional connectivity as it relates to brain 
lateralization during face processing.  Moreover, developmental aspects of functional 
connectivity for face processing have not been reported in either typical developing 
children or in children with autism. This knowledge would be important as changing 
patterns of connectivity in relation to developmental changes associated with processing 
styles that typically occur for face processing are unknown. 
 Difficulty in emotional face recognition is a hallmark of the autism disorder (Capps, 
Yirmiya, & Sigman, 1992; Davies, et al., 1994; Gepner, Deruelle, & Grynfeltt, 2001). 
Certain abilities to identify emotions however may be intact. For example, Baron-Cohen 
et al., (Baron-Cohen, Spitz, & Cross, 1993) found that identification of the basic 
emotions of happy and sad was relatively preserved in autism. He concluded that these 
emotions could be identified by using locally oriented individual featural processing 
looking at differences in the mouth. More complex emotions like surprise on the other 
hand would require more configural strategies incorporating information from the eyes 
and eyebrows.   
 Investigations of functional brain lateralization in ASD have provided important 
clues to the processing style used for facial identification. In neurotypical children and 
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adults, tasks involving global visual processing strongly rely on the right hemisphere 
whereas analytic, piecemeal visual processing recruit the left hemisphere (Delis, et al., 
1986; Deruelle & de Schonen, 1995; Lamb, et al., 1990; Martinez, et al., 1997; Moses, et 
al., 2002; Roe, et al., 1999). Given that anomalous hemispheric dominance is reported in 
many studies of language and communication in autism (Escalante-Mead, Minshew, & 
Sweeney, 2003; Flagg, Cardy, Roberts, & Roberts, 2005; Kleinhans, et al., 2008), 
atypical lateralization for non-verbal visual processing may also exist. Ashwin et al. 
(Ashwin, Wheelwright, & Baron-Cohen, 2005) found that whereas adult controls show 
the typical right hemisphere bias for facial identity and emotion tasks, high functioning 
adults with Asperger’s Syndrome (AS) show reduced right hemisphere dominance. 
These results may reflect lower engagement of holistic processing to identify faces in 
AS.     
1.2.3 Broad Autism Phenotype 
 When first describing autism, Dr. Leo Kanner noted that some of the deficits 
associated with the disorder were shared by the affected individual’s biological parents. 
Researchers have now observed that autism is a highly heritable neurodevelopmental 
disorder with 60 to 90% of the ASD etiology attributed to genetic factors (Bailey, et al., 
1995; Veenstra-Vanderweele, Cook, & Lombroso, 2003). First-order family members of 
people with ASD have an increased risk for the disorder. For example, siblings of ASD 
individuals have up to 10 times the risk of being diagnosed with autism compared to the 
general population (August, Stewart, & Tsai, 1981; Veenstra-Vanderweele, et al., 2003).  
Evidence suggests even non-diagnosed family members share many milder autistic 
characteristics. Among non-diagnosed ASD-sibs, subtle autism-like traits including 
stereotyped behaviors and impairments in social communication are reported (Bolton, et 
al., 1994; Hastings, 2003; Piven, et al., 1990; Yirmiya, et al., 2006). The profile of 
increased risk and milder autistic traits among non-diagnosed family members is 
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referred to as “broad autism phenotype” (Le Couteur, et al., 1996; Piven, 2001; Piven & 
Palmer, 1997). Why these hereditary endophenotypes associated with autism affect 
those diagnosed with an Autism Spectrum Disorder more severely than broad autism 
phenotype family members is still unknown.  
 Currently, the diagnosis of autism cannot reliably be made until around 18 months 
of age. The broad autism phenotype provides researchers with a unique opportunity to 
study the at risk population earlier in development. For example, Goldberg et al., (2005) 
(Goldberg, et al., 2005) showed that non-diagnosed 14-19 month old siblings score 
below average on the Early Social and Communication Scale (ESCS;  (Mundy, Delgado, 
Hogan, & Doehring, 2003)) compared to toddlers without an ASD family member. Similar 
results have been found in non-diagnosed toddler siblings on tests of expressive 
language and non-verbal communication tasks (Toth, Dawson, Meltzoff, Greenson, & 
Fein, 2007). In a study examining mother-infant interactions in 4 month old siblings of 
individuals with autism, Yirmiya and colleges (Yirmiya, et al., 2006) find that the siblings 
were less upset by a still-face paradigm than controls. This indicates that face 
processing differences exist within the broad autism phenotype early in development.  
 A number of behavioral studies indicate that one of the shared traits observed in 
ASD-sibs is atypical face processing (Bolte & Poustka, 2003; Dorris, Espie, Knott, & 
Salt, 2004; Smalley & Asarnow, 1990). Parents of autistic children have also been 
shown to share specific face processing endophenotypes commonly found in ASD. For 
example, Adolphs (Adolphs, Spezio, Parlier, & Piven, 2008) reported a pattern of 
processing in parents that included decreased gaze fixation and increased mouth 
looking time. Dalton et al. (Dalton, Nacewicz, Alexander, & Davidson, 2007) also found a 
pattern of gaze aversion in broad autism phenotype siblings and in conjunction with fMRI 
found hypoactivation of the right fusiform face area, an observation common in ASD face 
processing literature.       
15 
 
 Few studies have examined the neural basis of face processing in the broad 
autism phenotype. In one of the few fMRI studies to explore the ASD-sibs population, 
Dalton et al. (2007) used a face familiarization task and showed decreased activation in 
the right fusiform for ASD-sibs adolescents compared to age-matched controls. 
However, this study reports no significant difference for face processing between 
controls and ASD-sibs in the left fusiform. Baron-Cohen et al. (2006) used the “Eyes 
task”, an emotional recognition task involving the choice between two mental states that 
describe what a person is thinking based on their eyes, to show increased fMRI 
activation of the left inferior frontal gyrus in non-diagnosed parents of Asperger children 
compared to controls on the “Eyes task”. Dawson et al. (2005) (Dawson, Webb, 
Wijsman, et al., 2005) report a reduced right hemisphere N170 amplitude ERP response 
to faces in parents that is similar to that observed in individuals with autism. Additionally, 
a reduction in hemispheric dominance for faces has been observed in at risk siblings as 
early as 10 months of age (McCleery, Akshoomoff, Dobkins, & Carver, 2009). In a series 
of three ERP studies, McCleery et al., demonstrate a lack of right hemisphere face 
dominance for the N290 amplitude (an ERP component sensitive to eye detection) in a 
group of ASD children, their parents, and in infant broad autism phenotype siblings. 
Collectively, these results may indicate a reduced reliance on typical, right-hemisphere 
dominant configural face processing in first-order family members of autistic probands. 
                                                                                
 
1.3 Current Research Focus 
 A developmental shift toward right hemispheric dominance may coincide with a 
shift from featural face processing in young children to configural face processing in 
typical development. Individuals with ASD rely on local, featural strategies to process 
faces and continue to do so into adulthood, indicating this developmental shift does not 
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occur in the typical manner. Due to reports of shared face processing deficits in ASD-
sibs, we hypothesize that an overconnected, dominate left hemisphere and/or an 
underconnected right hemisphere network of brain regions may reflect a bias toward 
featural processing and a possible impairment in configural processing, respectively. 
Developmental changes in functional interactions of the face-processing network have 
not been studied in the ASD-sibs population.  
 The goal of this study was to compare the functional connectivity patterns for face 
and object processing between ASD-sibs children and normally developing (ND) 
children. This study specifically explored patterns of functional connectivity during 
featural and configural processing of faces. This research was conducted in parallel with 
a study funded by Autism Speaks to explore patterns of functional connectivity for faces 
in ASD children. It is unknown if ASD-sibs share patterns of atypical connectivity similar 
to individuals with ASD. By studying the interactions among regions of the face 
processing network in ASD-sibs it is possible to identify endophenotypes that may reflect 
the heritable etiology of ASD. My dissertation work focused on the collection and 
analysis of data from ASD-sibs and matched controls. Data collection occurred in 
parallel with a study funded by Autism Speaks using ASD participants and ASD-matched 
controls of which I contributed significantly to both the data collection and analysis. 
Hypotheses were different from the hypotheses devised by Dr. Jane Joseph (my primary 
mentor) in the Autism Speaks grant. Those hypotheses are presented below and data 
from the ASD and ASD-control group are presented as part of my dissertation in order to 
make comparisons with the broader spectrum of ASD. 
Specific aims:  
1.   Aim 1 was to compare aspects of featural face processing in ASD-sibs to those 
in ND individuals. To our knowledge, no other studies have specifically explored featural 
face processing in ASD-sibs. Given that people with ASD tend to process faces 
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featurally and that the left hemisphere may be involved in featural processing of faces, 
the hypothesis is that ASD-sibs would show overconnectivity compared to ND 
among regions of the left hemisphere during featural processing of faces 
(Figure1). Here, overconnectivity refers to relatively stronger temporal synchronization 
(using functional connectivity analyses) among distinct regions and was measured by 
the correlation strength and number of significant connections. If ASD-sibs rely on 
featural processes to identify faces, then a left hemisphere (LH) bias may be observed 
through a greater number of significant connections among face processing regions (e.g. 
left FFA, left OFA, left IFG). If the number of significant connections and correlation 
strengths in the LH are reduced in ND children compared to ASD-sibs, then greater left 
hemisphere dominance during face processing may be a marker for an ASD 
endophenotype. The ASD group was expected to show an even greater left hemisphere 
bias compared to ND controls during featural processing. 
2.   Aim 2 compared aspects of configural face processing in ASD-sibs to those in 
ND individuals. To our knowledge, no other studies have specifically explored configural 
face processing in ASD-sibs. Right-hemisphere superiority was expected for ND 
individuals during configural processing of faces (Figure1b). ASD-sibs were expected to 
show underconnectivity among right hemisphere regions reflecting impaired configural 
processing (Figure1a). The hypothesis was that ASD-sibs would show 
underconnectivity compared to ND among regions of the right hemisphere during 
configural processing of faces. Here, underconnectivity refers to relatively weaker 
temporal synchronization (using functional connectivity analyses) among distinct regions 
and was measured by the correlation strength and number of significant connections. A 
right hemisphere (RH) superiority was expected for configural face processing in both 
ASD-sibs and ND children. However, if ASD-sibs relied less on configural processing to 
identify faces, then the number of RH connections and connection strength among face 
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processing regions might have been reduced compared to ND children. The ASD group 
was expected to show a more underconnected right hemisphere compared to ND 
controls during configural processing than patterns observed between ASD-sibs and 
matched ND controls. 
3.    Aim 3 was to use a face localizer task (see methods) to identify more natural, 
default face connectivity patterns that are not specifically determined by demands to 
process features or configural changes of a face. The hypothesis was that ASD-sibs 
would show overconnectivity compared to ND among regions of the left 
hemisphere during face processing independent of featural and configural 
changes. Using the face localizer task, we examined functional connectivity of the 
default face processing network to determine if a LH bias was present when no 
particular demands were imposed to process faces based on featural or configural 
changes. A LH bias during face viewing might indicate a default mode to process faces 
featurally. Also using the face localizer task, we examined the default network for face 
processing to determine if any RH bias persisted. RH underconnectivity in the default 
network would point toward reduced reliance on configural face processing. We 
expected RH dominance in connectivity patterns for the default mode of face processing 
in ND individuals and LH dominance in connectivity patterns for the ASD-Sibs group. 
The ASD group was expected to show greater left hemisphere overconnectivity 
compared to ND controls for faces during the face localizer than patterns observed 




























Copyright © Jonathan Darrell Clark 2011 
20 
 
2.0 Previous Study: Normal Development of 
Functional Connectivity for Face Processing  
 
  
A previous study conducted at the University of Kentucky explored functional 
connectivity across three normally developing age groups during face processing. This 
research proved highly meaningful to the present study as it is one of the first studies to 
investigate patterns of network connectivity for face processing across development. 
Results showed left hemisphere overconnectivity within a face processing network that 
was the best fitting model for the youngest age group (5-9.7 years). This left hemisphere 
bias may support a processing style biased toward featural aspects of faces in young 
children. Furthermore, older children (9.8-12 years) and adults demonstrate 
overconnectivity among regions of the right hemisphere in each of their best fitting face 
processing networks, which may support an increased reliance for configural processing 
styles for faces. However, this previous study explored network connectivity during a 
passive viewing task but did not directly examine functional connectivity related to 
featural and configural processing.  Additionally, as a featural processing bias and the 
possibility of configural processing deficits are reported in autism spectrum disorders, 
these data raised questions concerning hemispheric lateralization during face 
processing in autism which  the current study explores further. Contributions as a 
second author primarily included extensive analyses of adult, older children, and 
younger children network connectivity using AMOS 16.0, development of a hemispheric 
lateralization interpretation of the data that may coincide with featural to configural shifts 
in processing of faces, and additions and edits to the introduction, methods, and 
references. Although the following manuscript was submitted to Neuroimage, revisions 
and plans to resubmit for publication are ongoing.  
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2.1 Development of face processing is related to changes in laterality and 
connectivity among brain regions 
Jane E. Joseph
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Greater expertise for faces in adults than in children may reflect functional 
changes in specific brain regions and/or changes in connectivity among several brain 
regions. Prior fMRI studies have primarily examined changes in specific brain regions, 
but the present study examined developmental changes in functional connectivity in 
young children (5-9.7 years), older children (9.8-12 years) and adults during face-
viewing. Compared to older children and adults, younger children showed greater 
connectivity in the left hemisphere (presumably reflecting more featural processing at 
younger ages). Unique to adults was a redundant circuit involving the right occipital face 
area, right fusiform face area and right inferior frontal gyrus. Older children, but not 
younger children, showed a partial connection within this circuit. The present findings 
reveal that the neural development of face processing involves changes in functional 
interactions of brain regions in the right hemisphere, including more redundant 
















Infants show a preference for the face versus other stimuli soon after birth 
(Johnson, 2005) and some aspects of face processing are present in rudimentary form 
as early as 3 1/2 months of age (Hayden et al., 2007) However, face processing 
improves throughout childhood and adolescence (Ellis et al., 1973). One area of 
development is sensitivity to the spacing among facial features referred to as second-
order configural processing. Younger children are less sensitive to second-order 
configural information than adolescents or adults (Carey and Diamond, 1977; Mondloch 
et al., 2006), but this issue has been debated more recently (McKone and Boyer, 2006; 
Pellicano et al., 2006).  
Surprisingly little research has investigated the brain basis of face processing 
development. The “fusiform face area” (FFA) (Kanwisher et al., 1997) is functional in 
both adults and older children but not in children younger than 7-to-8 years of age 
(Gathers et al., 2004; Golarai et al., 2007; Passarotti et al., 2003; Scherf et al., 2007). 
Also, there is an increase in the fine tuning of the FFA for faces with development 
(Aylward et al., 2005; Golarai et al., 2007; Scherf et al., 2007). Although these studies 
report changes in the developing brain for face processing, the mechanism for increased 
specialization has not been addressed.  
The Interactive Specialization (IS) account of brain development (Johnson, 2005) 
suggests that cortical specialization results from activity-dependent interactions among 
regions, rather than developmental changes only in specific circumscribed regions, 
which has been the focus of most developmental fMRI studies to date. Functional or 
effective connectivity analyses are ideal for studying the developing brain, and for testing 
the IS account in particular, because they emphasize the functional interactions among 
brain regions. These analyses capture higher-level information about brain activation by 
exploiting the temporal synchrony among multiple brain regions (Bullmore et al., 2000).  
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This type of information is critical for studying the developing brain in which a high 
degree of functional and anatomical plasticity is occurring.  
Surprisingly, no fMRI functional connectivity analyses of typical development of 
face processing have been conducted. The present study used functional connectivity 
analyses to explore changes in the interactions of brain regions with development. The 
first goal was to determine whether young (5-9.7 years) and older (9.8-12 years) children 
show a different connectivity pattern than do adults among regions in the adult face 
network, using a path analysis approach. Another goal was to explore the best networks 
for face processing in each age group of children if either of the age groups deviated 
from the adult face network. A final objective was to determine the degree to which face 
networks (at any age) are indeed specific for faces. To test this, model-fitting was 
performed to determine whether resting state or object-viewing data might also drive the 
connections established for face processing. If this is the case, then the particular 




Forty-three right-handed, native English speaking adults (20 males, mean age =  
26.4 years), twenty-four 9.8-to-12 year old children (11 males), and twenty-three 5.5-to 
9.7 year old children (12 males) with normal or corrected-to-normal vision and no 
significant medical histories provided written consent in accordance with University of 
Kentucky Institutional Review Board guidelines.  
Design and Procedure  
The face localizer task had nine pseudorandomly ordered task blocks (three each 
of human faces, natural objects, and manufactured objects) and eight fixation blocks  
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(17.8 s each – the rest blocks were not an even 18 s due to small adjustments in timing 
needed to synchronize with the scanner). In each task block, 30 randomly-ordered, gray-
scale photographs were presented (1000 ms duration followed by a 400-ms fixation 
cross) and total duration of the task blocks was 42 seconds. Face photographs were 
scanned from a high school yearbook. Natural and manufactured object photographs 
were acquired from various sources. Participants were instructed to press a button with 
their index finger each time they viewed a stimulus, but not to respond during fixation 
blocks. Subjects viewed the stimuli (visual angle of 6.74 degrees) through a mirror 
attached to the head coil.  
fMRI Data Acquisition  
Data were collected using a Siemens Vision 1.5 Tesla magnet with a quadrature 
head coil and T2*-weighted gradient echo sequence (46 axial slices, ascending 
acquisition, 3.6 mm x 3.6 mm in-plane resolution, TR = 6000 ms, TE = 40 ms, flip angle 
= 90º, 64 x 64 matrix, FOV = 228 x 228 mm, thickness = 3 mm, gap = 0.6 mm). High-
resolution T1-weighted MP-RAGE anatomical scans (150 sagittal slices, 1 mm thick for 
adults; 76 sagittal slices, 2 mm for the children, FOV = 256 x 256 mm
2
) were collected 
for each participant at the end of the experiment.  
fMRI Data Analysis  
Using FMRIB’s FSL package, images in each participant’s time series were motion 
corrected. Functional runs were discarded when uncorrected head motion exceeded half 
a voxel (1.7 mm). As reported in the earlier studies from which the present data were 
pooled, corrected head motion did not differ between adults and children (Gathers et al., 
2004; Joseph et al., 2006). Spatial (3D Gaussian kernel; FWHM = 7.5 mm), and 
temporal (360-second high-pass filter) smoothing were applied. Six movement 
parameters (3 rotation and 3 translation values) were added as covariates of no interest 
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to model the variance in the fMRI signal induced by head motion. Regression model 
parameters were estimated for each explanatory variable (face, natural or manufactured 
object blocks) and statistical contrasts of interest (Face v. Natural, Face v. 
Manufactured, Face v. Fixation) were generated. Contrast maps were normalized into 
common stereotactic space before mixed-effects group analyses were performed. The 
MNI template was used as the common stereotactic space for all age groups given that 
Kang et al. (2003) did not find appreciable differences in localization using an adult 
template versus a child template. In addition, we examined localization of face-
preferential activation in individual participants in both native space and standardized 
MNI space. In native space, 67% of adults, 30% of older children and 50% of younger 
children showed activation in the right FFA according to a definition of face-preferential 
activation. In standard space, 61% of adults, 39% of older children and 41% of younger 
children showed activation in the right FFA. This analysis shows that fitting brains of 
children to an adult template does not systematically bias detection of functional brain 
regions like the FFA.  
We conducted one group analysis for each of the three age groups and the group 
contrast maps were then logically combined (Gathers et al., 2004) to yield face-
preferential regions of interest (Table 1), some of which were then used in the functional 
connectivity analysis. Most studies that isolate the FFA use a contrast of faces versus 
some other non-face category, typically objects or places. For example, the original 
study that isolated the FFA (Kanwisher et al., 1997) used this definition. Very few studies 
have added the requirement that faces produce a statistically greater signal than resting 
baseline and a greater signal than two other object categories, as in the present study. 
When more stringent criteria such as these are used, especially in combination, the FFA 
does not survive (Gathers et al., 2004). Therefore, the FFA was identified using a less 
stringent definition in the present study. “Face-preferential” activation was defined as 
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those voxels in which faces elicited more activation than fixation and greater activation 
than either natural objects or manufactured objects or both. We also tested whether the 
FFA showed more activation for faces than baseline and natural objects and 
manufactured objects, but it did not, whereas other regions like the right inferior frontal 
gyrus and bilateral middle occipital cortex did satisfy this more stringent definition in 
adults. The issue of selective activation for faces, as well as various definitions of 
selectivity are discussed at length in Gathers et al. (2004) and Joseph et al. (Joseph et 
al., 2010).  
Table 1 
 
Face-preferential regions isolated in each age group 
         
Region     Cluster Size x y z  
Adult face-preferential regions 
R Fusiform (FFA)*              262  44 -60 -22 
L Fusiform (FFA)*         18  -40 -52 -24 
R Inferior Occipital (OFA)*      169  38 -82 -14 
L Fusiform (OFA)*         25  -28 -82 -16 
L Middle Occipital       325  -22 -98 -2 
R Middle Occipital       202  22 -96 -2 
R Inf Opercular Frontal*      114  42 2 26 
R Inf Orbital Frontal         15  32 28 -16 
R Middle Temporal         57  52 -64 8 
R Superior Temporal         23  48 -40 14 
L Hippocampus                  24  -20 -8 -18 
 
 
Older children face-preferential regions 
R Fusiform (FFA)*         17  40 -54 -20 
R Inferior occipital (OFA)*      329  34 -86 -12 
L Calcarine*          27  -12 -104 2 
R temporal pole*                  47  36 0 -42 
R Anterior Fusiform*         26  42 -38 -16 
R Inferior parietal                  25  60 -48 44 
R Hippocampus*                  26  24 -20 -6 
L Insula                   34  -24 16 10 
R Precentral*          31  42 -2 34 
 
Younger children face-preferential regions 
R Fusiform (FFA)*         17  38 -50 -24 
R Middle Occipital*       168  24 -98 2 
L Calcarine*        154  -16 -100 -6 
R Temporal Pole*       247  46 -10 -30 
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Table 1 (continued) 
 
L Temporal Pole*                  45  -44 2 -36 
L Middle Temporal*       619  -60 -24 -6 
R Inferior Opercular Frontal*        41  46 16 12 
L Precentral          86  -44 -2 50 
L Angular*                 121  -46 -68 32 
L PostCentral        244  -32 -24 52 
L Postcentral          32  -42 -16 52 
 
* Regions considered in the different networks that were explored in the present study 
Figure 1. Activation maps for face-preferential processing in adults (top row), older 
children (middle row) and younger children (bottom row) in two sagittal slices from each 
hemisphere. Activations reflect the logical combination of three paired contrasts: (Face-
viewing v. visual fixation) and (Face-viewing versus manufactured object-viewing or 
Face-viewing versus natural object-viewing). Clusters were detected at z > 2.58 (p < 
.005). 
 
After logical combination, regions-of-interest (ROIs) were defined as clusters of 
voxels in which parameter estimate values for faces versus fixation differed significantly 
from zero (p < 0.001, 2-tailed; Figure 1). We only considered small regions if that region 
was part of the core or extended face network as defined by Haxby et al. (2000) and 
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Fairhall and Ishai (2007). We note that although the ROIs were defined functionally in 
the present experiment, this need not be the case with functional connectivity analyses – 
regions can be defined anatomically or connectivity can be explored at the voxel level. 
Because the main data for functional connectivity analyses is the time series of fMRI 
signal in different ROIs or in single voxels, we were not concerned about small ROIs.  
Functional Connectivity Analysis  
We used path analysis (AMOS 16.0, SPSS, Chicago, IL) to explore functional 
connectivity among face-preferential ROIs. The present approach is adapted from other 
studies (Bullmore et al., 2000; Just et al., 2004). In this approach, the covariances of 
time series across different regions in the brain are used to explore different functional 
connections related to face processing. We opted to examine non-directional functional 
connections rather than test models in which directional paths were postulated because 
there are no data (to our knowledge) about the direction of functional connections in 
children for face processing that could guide these models (but see Fairhall and Ishai, 
2007, for a functional connectivity study in adults). We first isolated functional regions of 
interest in adults and examined covariances among time series extracted from these 
regions using path analysis. In functional connectivity analyses such as this, the regions 
that are explored need not meet typical requirements of statistical significance for  
“activation” studies; in fact, some approaches to functional connectivity explore temporal  
synchrony among individual voxels without regard to the magnitude of fMRI signal in 
those voxels. The present approach was to isolate regions that are implicated in face 
recognition in adults and overlay those regions as masks for extracting the time series 
data in the data from both adults and children. These regions need not be functionally 
activated in children in order for this approach to be valid. In addition, assumptions about 
the shape of the hemodynamic response, restrictions on the size of regions and 
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requirements for minimum activation magnitude are not relevant for the regions that can 
be explored with functional connectivity analyses.  
In each ROI of the adult face-preferential network (described below), three phase-
shifted group time series were determined for each of the three age groups: (1) one 
series for the face condition, in which only those brain volumes associated with face 
blocks were included (21 timepoints), (2) one series for the manufactured condition, in 
which  only those brain volumes associated with manufactured blocks were included (20 
timepoints – this time series had only 20 time points because the last block in the 
functional run was for manufactured objects and phase shifting caused the last time 
point to be excluded) and (3) one series for the rest condition, in which only those brain 
volumes associated with rest blocks were included (27 timepoints). Note that these time 
series are concatenated time series as used in other studies (Fair et al., 2007). In each 
ROI of the older-and younger-children face-preferential networks (described below), 
three phase-shifted group time series were determined: one series each for faces, 
objects and resting state, but only in the age-appropriate group. The number of time 
points for the face and object conditions dictated that we restrict the networks to five 
brain regions in order to ensure there was adequate power to estimate each variable 
(i.e., each region).  
Functional connectivity analyses are exploratory in nature; however, certain criteria 
were needed to constrain the number of brain regions explored in order to ensure 
adequate statistical power required by path analysis. Although requirements for 
statistical power in path analysis allowed us to test networks of only five regions at a 
given time, we explored several different networks of five regions in each age group 
based on a larger number of candidate regions. For example, with 6 regions, there were 
6 different networks of five regions that could be explored. The choice of five different 
regions to be explored in the different networks was as follows. In adults, we initially 
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considered five regions that were consistent with either the core or extended network of 
face processing (Fairhall and Ishai, 2007; Haxby et al., 2000): bilateral mid-fusiform 
gyrus, (Kanwisher et al., 1997), bilateral posterior fusiform / inferior occipital gyrus 
(consistent with the occipital face area, OFA; Rossion et al., 2003), and right inferior 
frontal gyrus (IFG; orbital portion). Different regions (right opercular inferior frontal, right 
middle temporal, right superior temporal and left hippocampus) replaced the right IFG 
region (one at a time) and changes in goodness of fit indices were examined. None of 
these regions improved the overall fit except the right opercular IFG region. In the final 
analysis, we explored the six possible networks that resulted from the different 
combinations of five of the six regions indicated with an asterisk in Table 1.  
In older children, only two face-preferential regions were somewhat consistent with 
the core / extended face network: right fusiform gyrus and right inferior occipital gyrus 
(somewhat consistent with the OFA). The right precentral gyrus was considered 
because of its proximity to the right IFG. The right hippocampus, left calcarine sulcus, 
right temporal pole, and a right anterior fusiform region were also included (asterisks in 
Table 1). This yielded 21 networks of five regions to explore in older children.  
In younger children, only two face-preferential regions were consistent with the core / 
extended face network: right fusiform gyrus and right IFG. We also considered six 
additional regions: left middle temporal gyrus, left calcarine sulcus, right middle occipital, 
left angular gyrus, and either the right or left temporal pole. This yielded 36 networks to 
explore in younger children.  
The covariance matrix resulting from correlating the time series of the five regions 
of a given network was submitted to path analysis (Byrne, 2001). The general approach 
was to determine change in chi-square from the fully saturated model as paths were 
deleted one at a time ("step down" approach; Bullmore et al., 2000). The path with the 
highest associated p-value was deleted first. If change in chi-square was significant, 
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then the model that included the deleted path and all remaining paths was accepted as 
the best model. If the change in chi-square was not significant then the path with the 
next highest associated p-value for the correlation coefficient was deleted, etc.  
Goodness-of-fit indices were also examined to determine whether the best model was 
indeed a good fit. There are several indicators of goodness-of-fit and it is usually 
recommended to observe more than one of these indicators (Bentler and Wu, 2002; Hair 
et al., 1998). Comparative fit index (CFI) (Bentler, 1990) compares the existing model fit 
with a null model, where all variables are uncorrelated (the “ independence model”) or  
some other very poorly fitting baseline model. This measure has a range between 0 and 
1, with values close to 1 indicating a good fit. By convention, CFI should be equal to or 
greater than .90 to accept the model, indicating that 90% of the covariation in the data 
can be reproduced by the given model. Note that Curran et al. (Curran et al., 2002) and 
Raykov (Raykov, 2000, 2005) have argued that CFI, because it is based on 
noncentrality, is biased as a model fit measure. RMSEA (Steiger and Lind, 1980) 
indicates a good model fit if it is less than or equal to 0.08.  RMSEA does not compare 
with a null model as does CFI. RMSEA is related to the non-central chi-square and has a 
known distribution. RMSEA is reported with its confidence intervals and the RMSEA 
estimate and its upper bound confidence interval value should both fall below .08 to 
ensure satisfactory model fit. For the present study, we conservatively accepted RMSEA 
values below .05 (Browne and Cudeck, 1993) and CFI (Bentler, 1990) values greater 
than .95 as indices of good fit. RMSEA and CFI are reported together, since they are 
less sensitive to sample size than others (Fan et al., 1999). Goodness of model fit 
indicators used to analyze the results also included chi-square divided by the degrees of 
freedom (CMIN/DF) as a measure of minimum sample discrepancy. This value takes 
into account chi-square's sensitivity to large sample sizes. As such, any value less than 
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5 is an indicator of an adequate fitting model  (Arbuckle and Wothke, 1999), but a value 
less than 3 would be preferable (Kline, 1998).  
The approach described above was used to determine the best-fit networks in 
each age group separately. We also conducted another analysis to determine whether 
paths in a given network were the same across age (younger, older, adult), or across 
experimental conditions (face vs. object vs. resting state). In this approach, we 
conducted pair-wise comparisons, such as adult versus older children or face versus 
object conditions in a given age group. A model in which specific paths were set equal 
across the two comparison groups or conditions was tested against the unconstrained 
model, in which paths were allowed to vary freely. If the change in chi-square for the 
unconstrained model versus the model with paths set to be equal across groups / 
conditions was nonsignificant, then the more parsimonious model with more constraints 
was accepted. In other words, the model in which paths were equal across the two 
groups or conditions was considered a better model.  
Results  
Adult Face Network  
The adult face network that yielded the best fit among five regions of the core and 
extended face network (Haxby et al., 2000) consisted of the left and right FFA, left and 
right OFA and right IFG (Figure 2a). The first analysis determined which connections 
among these regions provided the best-fit model for adults viewing faces (Table 2). 
These five regions are highly interconnected, with seven of the ten possible paths 
included in the model. The connection strengths are fairly similar across all paths and 
this model is fully connected in that each region is connected to at least one other 
region. There are also redundant pathways in this model. None of the other five 




Figure 2. Adult face network with (A) adult face-viewing data, (B) older children face-
viewing data, (C) younger children face-viewing data, and (D) equal paths across age 
group. Connection strengths in (A)-(C) are Pearson correlations. FFA=fusiform face 
area. OFA=occipital face area. IFG=inferior frontal gyrus. L=left. R=right.  
 
Table 2 
Results of the path analysis for different networks 
 
Face             Number  
Network Data   2 p df 2/df  RMSEA CFI of  Paths 
 
Adult  Adult face  4.36 0.50 5 0.87  0.00  1.00  7 
  Older face  7.34 0.29 6 1.22  0.11  0.97  6 
  Younger face 8.44 0.59 10 0.84  0.00  1.00  2 
  Adult resting 8.80 0.07 4 2.20  0.22  0.93  8 
  Adult object          5.87 0.21 4 1.47  0.16  0.96  8 
  Adult face 
  Group A  4.40 0.73 7 0.63  0.00  1.00  5 
Adult face 
  Group B  5.15 .398 5 1.03  .038  .996  7 
 
 
Older  Older face  1.43 0.92 5 0.29  0.00  1.00  7 
  Older resting 6.12 0.41 6 1.11  0.03  1.00  5 
  Older object 4.99 0.66 7 0.71  0.00  1.00  5 
 
Younger A Younger face  4.10 0.85 8 0.51  0.00  1.00  4 
 
Younger B Younger face  2.18 0.82 5 0.44  0.00  1.00  7 
  Younger resting 6.85 0.33 6 1.14  0.07  0.98  6 
  Younger object 7.00 0.54 8 0.88  0.00  1.00  4 
 







Age Comparisons  
One of the main theoretical questions was whether children show similar 
connectivity among the regions that compose the adult face network. Best-fit models 
using the face-viewing data for each age group of children were determined for the five 
regions in the adult face network. The best-fit model in older children yielded similar 
connections as in adults, and the overall fit was acceptable (see Table 2). Two main 
paths are missing in older children compared to adults (Figure 2b) --the right OFA-to-
right FFA and right FFA-to-right IFG connections. The best-fit model in younger children 
was a good fit but it included only two paths (Figure 2c). The network in younger children 
is not fully connected in that the right OFA is not connected to any other regions. There 
are also no redundant pathways in the younger children and the two connections 
strengths are weak.  
A striking developmental change is the emergence of a redundant pathway from 
the right OFA • right FFA • right IFG in adults that is not present in children. Older 
children show a direct connection from the right OFA • right IFG but not the redundant 
pathway that includes the right FFA. In addition, the number of connections with the right 
OFA increases with age.  
The next analysis determined whether overlapping paths across age groups were 
the same. The unconstrained model in which all paths were allowed to freely vary (chi-
square = 15.2, df = 5) was compared to a model in which the five paths in common were 
set equal across the two age groups (chi-square = 19.8, df = 10). The change in chi-
square was not significant, indicating that the five paths that are in common between 
adults and older children are equal (Figure 2d).  
The same analysis was conducted for the face-viewing data in younger children by 
setting equal the one path in common between adults and younger children (right FFA  
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– left FFA). This new model (chi-square = 2.4, df = 6) was not different from the 
unconstrained model (chi-square = 2.3, df = 5) in which all paths were varied freely; 
therefore, this path is the same across adults and younger children (Figure 2d).  
Older Children Network  
Although face-viewing data from older children showed a good fit to the adult face 
network, this may not be the best network for older children. Likewise, data from younger 
children showed a good fit to the adult face network, but that model was sparse and not 
fully connected. In each age group of children, we next explored different networks of 
five regions based on face-preferential regions in each age group, as described in the 
Method section. Initially, the networks we explored always included a right fusiform 
region that was consistent with the right FFA, a right frontal region, and bilateral occipital 
cortex. Because neither age group showed activation in the left FFA (Figure 1) the fifth 
region explored in older children was the right hippocampus; for younger children, the 
fifth region was the left middle temporal gyrus (which included the left superior temporal 
sulcus).  
Figure 3a shows the best-fit model for the face network in older children. This 
network is highly interconnected (7 paths) and fully connected, like the adult network. In 
addition, older children recruit a right FFA and a right OFA region and these are 





Figure 3. Older children face network with (A) older children face-viewing data, (B) older 
children resting state data, (C) older children object-viewing data and (D) equal paths 
across conditions. Connection strengths in (A)-(C) are Pearson correlations. 
FFA=fusiform face area. OFA=occipital face area. Calc= calcarine sulcus. L=left. 
R=right.   
Younger Children Network  
The best fit model for the face network in younger children (bilateral calcarine 
sulcus, right FFA, right inferior frontal gyrus and left middle temporal gyrus) was a good 
fit (see Table 2), but the network is somewhat sparse (only 4 paths). In addition, the 
network is not fully connected in that there were no connections with the right inferior 
frontal gyrus.  
Before concluding that younger children show reduced connectivity, we explored 
additional networks in younger children. A network that included the left angular gyrus 
rather than the right inferior frontal gyrus was a better model, included more connections 
than the original network and yielded a fully connected network (Figure 4a; Table 2). 
Interestingly, the right FFA is not strongly connected with other regions, unlike the 





Figure 4. Younger children face network with (A) younger children face-viewing data,  
(B) younger children resting state data, (C) younger children object-viewing data and (D) 
equal paths across conditions. Connection strengths in (A)-(C) are Pearson correlations. 
FFA=fusiform face area. MTG=middle temporal gyrus. Calc= calcarine sulcus. L=left. 
R=right.  
 
Face Specificity of the Networks  
Expertise for face processing may emerge with development. This implies that the 
connectivity pattern for face processing in adults would be strongly driven by face stimuli 
and the regions would not be strongly connected during the resting state or during object 
viewing. The next analysis determined whether the adult face network in Figure 2a 
showed the same connectivity pattern under conditions that did not involve face viewing. 
Using the resting state data rather than the face-viewing data in adults showed that even 
the best-fit model for the resting state data was not a good fit (Table 2). In addition, the 
object-viewing data did not provide a good fit --only the face-viewing data yielded the 
best model, indicating that the adult face network is optimally driven by face input. 
Because the object-viewing and resting state data did not yield good fits, we do not show 
the path diagrams, nor did we test if the paths that are in common with the face-viewing 
model are equal.  
If children have not yet developed adult levels of expertise for face processing, 
then the face networks in children could show intrinsic connectivity (i.e. connectivity 
during the resting state) or the regions might be synchronized even during object 
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viewing. For each of the best face networks determined in children (Figures 3a and 4a), 
we determined whether the connectivity pattern for face-viewing was also significant 
during the resting state. Although a good fit was obtained for the face networks with 
resting state data (Figures 3b and 4b; Table 1), comparing the unconstrained model 
(older children: chi-square = 18.8, df = 5; younger children: chi-square = 6.6, df = 5) to a 
model in which the overlapping paths between the resting state and face conditions were 
set equal (older children: chi-square = 27. 9, df = 8; younger children: chi-square = 14.3, 
df = 7) revealed a significant change in chi-square, implying that the overlapping paths 
are different for face viewing and resting state in both age groups.  
We next asked whether non-face objects might also drive these interactions. Using 
the object-viewing data, good-fitting models emerged for both younger and older children 
face networks (Table 1). In both age groups, the overlapping paths between face-
viewing and object-viewing data were equal (Figures 3d and 4d; older children 
unconstrained model: chi-square = 6.29, df = 5; older children constrained model: chi-
square = 10.96, df = 8; younger children unconstrained model: chi-square = 12.4, df = 5; 
younger children constrained model: chi-square = 12.7, df = 8). This outcome indicates 
that faces do not uniquely drive the connections among the “face networks” in both age 
groups of children (c.f. the finding with adults).  
Notably, two of the paths in the older children’s face network are driven by face 
viewing and not during the resting state or object viewing. These two unique paths 
involve redundant connections among the right FFA, right OFA and right frontal cortex. 
In younger children, the unique paths for faces are primarily among left hemisphere 
structures like the left MTG and left angular gyrus. The right FFA connection is not 






Prior studies on the neuro-development of face processing have concentrated on 
specific brain regions, but the current study documents developmental changes in brain 
networks for face processing. Functional connectivity analyses revealed that 5-to-9.7-
year-olds recruit a very different brain network for face processing than do 9.8-to-12year-
olds and adults. One of the distinguishing features of the adult face network was a 
redundant right-hemisphere circuit involving the OFA, FFA and IFG. Older children 
showed a transitional pattern of partial connections among these regions, whereas 
younger children did not show strong connections among the same regions. 
Consequently, this circuit may be an important component of the mature face processing 
network.  
The regions in this circuit are important components of the core and extended face 
networks (Fairhall and Ishai, 2007; Haxby et al., 2000). Although the FFA has been the 
focus of much prior research, the right OFA is also considered a necessary component 
of the face processing network (Pitcher et al., 2007; Rossion et al., 2003). The right IFG 
is also an important component of the extended face network by encoding semantic 
information in a face (Leveroni et al., 2000) or through its involvement in imitating and 
empathizing with facial emotions (Morita et al., 2008). A recent study has shown that 
degradation of the white matter tract (the right inferior fronto-occipital fasciculus) 
connecting these regions was associated with poorer face recognition performance in 
older adults (Thomas et al., 2008). In addition, Fairhall and Ishai (2007) showed that the 
right inferior occipital gyrus (which houses the OFA) exerts an influence on the fusiform 
gyrus, a finding that underscores the importance of OFA to FFA connections in face 
processing. The fusiform gyrus, in turn, exerts an influence on regions of the extended 
face network, including the right IFG. Although Fairhall and Ishai did not implicate a 
direct connection between the inferior occipital gyrus and IFG, either in terms of feed-
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forward or feedback connectivity, the authors did note that such connections may exist 
but that those particular connections are not as dominant as the feed-forward 
connections they reported. Potentially, the direct connection between the right OFA and 
right IFG may allow for parallel processing of information in faces, which in turn, may 
underlie greater expertise for faces in adults than in children.  
Younger children showed weak FFA connectivity and few of the same connections 
in the adult network as older children or adults. The best network for younger children 
primarily involved left-hemisphere connections. Although the right FFA and frontal cortex 
were activated in younger children, they were not strongly connected to other regions, 
which would not be revealed by standard analyses of fMRI activation, as in previous 
developmental studies. The finding of reduced long-range connections in children 
compared to adults may be a more general aspect of developmental changes in 
connectivity (Supekar et al., 2009).  
The left-hemisphere weighting of the younger face network may reflect a default 
mode to process faces featurally. The left angular gyrus and the left middle temporal 
gyrus, two components that were connected in younger children, have been implicated 
in featural face processing in adults (Lobmaier et al., 2008; Maurer et al., 2007). The 
present finding of a shift from a left-to right-lateralized network around 10 years of age 
may coincide with previous behavioral findings that children shift to a more adult-like 
configural mode of face processing at this age (Carey and Diamond, 1977).  
In conclusion, the present findings provide the first characterization of developmental 
changes in connectivity patterns of typical face processing networks. Although regions 
like the FFA, OFA and frontal cortex are activated at all ages (Joseph et al., 2010), the 
novel finding is that the connectivity of these regions changes with age. Adults show 
stronger and redundant connections among these regions of the right-hemisphere, 
which may support greater perceptual expertise for faces in adults. Understanding 
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developmental changes in functional brain connectivity will inform theoretical accounts of 
brain development, like the Interactive Specialization approach (Johnson, 2005). The 
present findings will also be critical for determining whether face processing networks in 
autism and other developmental disorders are best described by long-range 
underconnectivity (Kleinhans et al., 2008; Koshino et al., 2008), local overconnectivity in 
sensory areas (Belmonte et al., 2004), adaptive variants of typical networks or atypical 
organization of face-processing networks (Berl et al., 2006).  
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ASD group- Originally, 18 children with a previous ASD diagnosis volunteered 
for the study and participated in at least one visit to the University of Kentucky Magnetic 
Resonance Imaging and Spectroscopy Center. It was anticipated that not all of the ASD 
children who volunteered would comply with instructions or tolerate the MRI scanning 
environment. 8 of these subjects were removed from the study or did not complete the 
study for various reasons including excessive head motion (greater than 3.5 mm) or not 
being able to tolerate the scanning environment. Therefore, the final ASD group of 
participants included in this study consisted of 10 children previously diagnosed with an 
autism spectrum disorder (all male; right handed; age range, 7-17.8 years; M =12.86 
years, SD = 3.31)(see table 1 for subject demographics). Although this sample size is 
small it is similar to other fMRI studies of face processing in ASD (e.g.  (Baron-Cohen, et 
al., 1999; Dalton, Kalin, Grist, & Davidson, 2005; Hadjikhani, et al., 2004; Hubl, et al., 
2003; Pierce, et al., 2001). ASD children were tested using the ADOS (Autism 
Diagnostic Interview Revised, (Lord, Rutter, DiLavore, & Risi, 2007)) by certified lab 
technicians to confirm that they meet criteria for autism spectrum diagnosis (table 2).  
Parents completed the SRS (Social Responsiveness Scale, (Constantino, 2002)) and 
the ADIR (Autism Diagnostic Interview Revised, (Rutter, Le Couteur, & Lord, 2005)) 
while their child was being tested (table 3). These additional tests were used to further 
confirm that the child was on the spectrum and to further differentiate Asperger’s from 
high functioning autism. ADOS and ADIR diagnostic tests were videotaped or audio 
recorded and results were confirmed via reliability testing by a different certified lab 
technician. In addition, standard tests (e.g. Peabody Picture Vocabulary Test (Dunn & 
Dunn, 1997), Wechsler Block Design and Vocabulary subtest (Wechsler, 2003)) were 
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administered for comparison with normal developing children. To participate in this 
study, all children were required to achieve a mental age equivalent score of at least 6.2 
years of age on at least one of the three standardized tests. Additional exclusion criteria 
included the presence of metal in or on the body, pregnancy, history of drug abuse or 
smoking, or poor vision that could not be corrected. ASD children were further excluded 
with the diagnosis of any major medical condition other than ASD or related conditions 
like obsessive-compulsive disorder or attention deficit hyperactivity disorder or they do 
not meet the minimum criteria for a diagnosis of autism according to at least 2 of 3 
assessments conducted with in the laboratory for ASD children. Based on preliminary 
testing, children who fell below this minimum cutoff have difficulty performing the tasks 
required in this study. Additionally, color and visual acuity test to insure normal to 
corrected vision and Edinburgh handedness inventory was administered (Oldfield, 
1971). Children with ASD were recruited through regional societies for autism, through 
email announcements and distribution of pamphlets to these organizations.  
 




















1 9.8 Male Right 126 15:10 13:10 126 
2 17.8 Male Right 100 9:02 12:10 100 
3 12.4 Male Right 146 8:02 15:06 146 
4 7.1 Male Right 79 8:02 7:06 79 
5 16.2 Male Right 112 >16:10 >16:10 112 
6 13.4 Male Right 128 >16:10 >16:10 128 
7 16 Male Right 101 10:02 >16:10 101 
8 10.1 Male Right 103 14:02 10:06 103 
9 11.7 Male Right 112 >16:10 12:02 115 
10 14.1 Male Right 105 11:06 12:06 91 
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3 8 0 2 HFA/Aspergers 
2 4 10 0 6 HFA/Aspergers 
3 3 17 1 5 autism 
4 2 8 0 1 HFA/Aspergers 
5 4 8 1 2 HFA/Aspergers 
6 3 7 1 2 HFA/Aspergers 
7 4 7 1 2 HFA/Aspergers 
8 3 7 0 1 HFA/Aspergers 
9 3 7 0 0 HFA/Aspergers 
10 4 11 1 4 autism 
 












































155 Autism 0 1 13 8 3 autism 
5 
111 Autism 1 2 6 7 4 autism 
6 






1 2 8 5 3 autism 
8 
101 Autism 0 1 9 6 3 autism 
9 
117 Autism 0 0 4 4 4 autism 
10 
98 Autism 1 4 6 7 2 autism 
 
ASD matched ND group - Of 12 Normal Developing children originally recruited 
for this study, 2 subjects were removed due to excessive head motion greater than 3.5 
mm during the MRI scan. Thus a final of 10 Normal Developing (ND) children matched 
by age, sex, and handedness to the ASD participants were included for this study (all 
male; right handed; age range, 6.7-18.2 years; M =12.77 years, SD = 3.48). There were 
no significant differences in age [t(18) = .059, p = .953], PPVT full scale IQ [t(18) = -.878, 
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p = .391], or WISC full scale IQ [t(18) = -.981, p = .339] between ASD and ND 
groups(table 4). Only ND controls that had no first-order relatives with a diagnosis of 
ASD were recruited. ND status was confirmed using norms established in ADOS (table 
5), ADIR, and SRS (table 6). ND participants were to be excluded if an overall 
neurotypical diagnosis was not confirmed for these three tests. In addition, standard 
tests (e.g. Peabody Picture Vocabulary Test (Dunn & Dunn, 1997), Wechsler Block 
Design and Vocabulary subtest (Wechsler, 2003)) were administered for comparison 
with ASD children. ND children were excluded if they met criteria for diagnosis with ASD, 
reported any previous learning disability, or were diagnosed with any major medical, 
neurological or psychiatric condition. All ND children had normal to corrected vision and 
were right handed as confirmed by color and visual acuity tests and the Edinburgh 
handedness inventory. Recruitment took place through various outreach presentations, 
posting fliers, advertising via email, word-of-mouth, and connections with local schools. 
All procedures were approved through the University of Kentucky Institutional Review 
Board. All children provided assent with their parent(s) or guardian(s) as an advocate.  
Parental consent was also obtained in addition to assent from the children. 
 
Table 4.  ASD-matched ND control demographics 
Subject 
Number 











11 9.3 Male Right 111 10:10 10:02 112 
12 18.2 Male Right 87 13:06 13:06 88 
13 12.8 Male Right 100 12:02 12:10 112 
14 6.7 Male Right 137 9:10 9:06 132 
15 15.9 Male Right 111 14:02 >16:10 103 
16 13.6 Male Right 142 >16:10 >16:10 132 
17 15.6 Male Right 120 >16:10 >16:10 117 
18 9.6 Male Right 128 10:10 12:10 115 
19 12 Male Right 124 >16:10 >16:10 135 




















11 3 0 0 0 neurotypical 
12 4 0 1 0 neurotypical 
13 3 0 0 0 neurotypical 
14 3 0 0 0 neurotypical 
15 4 0 0 0 neurotypical 
16 4 2 1 0 neurotypical 
17 4 0 0 0 neurotypical 
18 3 0 0 0 neurotypical 
19 4 1 0 0 neurotypical 
20 4 0 0 0 neurotypical  






























11 26 typical 1 0 0 0 0 typical 
12 49 typical 0 0 0 0 0 typical 
13 11 typical 0 0 0 0 0 typical 
14 10 typical 0 0 0 1 0 typical 
15 10 typical 0 0 0 0 0 typical 
16 39 typical 0 0 0 0 0 typical 
17 14 typical 0 1 0 1 0 typical 
18 16 typical 0 0 0 0 0 typical 
19 3 typical 0 0 0 1 0 typical 
20 42 typical 3 1 1 0 0 typical  
ASD non-diagnosed sibling group - Non-ASD diagnosed children (ASD-sibs) 
who have at least one sibling with a DSM-IV diagnosis of ASD were recruited. 9 ASD-
sibs children were enrolled (male: female = 2:7; all right handed; age range, 6.9-17.7 
years; M =12.47 years, SD = 3.61) (table 7) and participated in this study with no 
participants removed for excessive head motion or inability to tolerate the scanning 
environment. Criteria for ASD-sibs inclusion in this study was similar to Normal 
Developing Controls other than a requirement of a sibling with ASD diagnosis based on 
parental report. ASD-sibs children could be excluded from the study if they met criteria 
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for an overall diagnosis of ASD on 2 of the 3 diagnostic tests which included the ADOS 
(table 8), ADIR, and SRS (table 9). In addition, standard tests (e.g. Peabody Picture 
Vocabulary Test, Wechsler Block Design and Vocabulary subtest) were administered for 
comparison with ASD-sibs matched ND controls. All ASD-sibs had normal to corrected 
vision and were right handed as confirmed by color and visual acuity tests and the 
Edinburgh handedness inventory. A mental age equivalent score of at least 6.2 years of 
age on at least one of the three standardized IQ tests was required to participate in the 
study beyond the first visit. Recruitment methods were similar to those used for the ASD 
group.  
 















1 6.9 Female Right 126 9:06 8:02 120 
2 13.3 Female Right 129 >16.10 >16.10 129 
3 15.4 Female Right 120 >16.10 >16.10 120 
4 10.7 Male Right 117 9.02 15.06 106 
5 10.3 Female Right 110 9.10 12.10 106 
6 10.8 Male Right 115 16.06 13.10 123 
7 17.7 Female Right 115 >16.10 >16.10 115 
8 17 Female Right 99 >16.10 >16.10 106 
9 10.1 Female Right 121 >16.10 >16.10 120 
 
















1 2 0 0 0 neurotypical 
2 4 2 0 0 neurotypical 
3 4 1 0 0 neurotypical 
4 3 0 0 2 neurotypical 
5 3 5 0 0 neurotypical 
6 3 0 0 0 neurotypical 
7 4 0 0 0 neurotypical 
8 4 0 0 0 neurotypical 




































1 11 typical 0 0 0 0 0 typical 
2 10 typical 0 0 0 0 0 typical 
3 33 typical 2 0 0 0 0 typical 
4 6 typical 0 0 0 0 0 typical 
5 18 typical 0 2 0 2 1 autism 
6 10 typical 1 0 0 1 2 autism 
7 6 typical 0 0 0 0 0 typical 
8 14 typical 0 0 0 0 0 typical 
9 6 typical 0 0 0 0 0 typical 
 
ASD-sibs matched ND group - Of 10 Normal Developing children recruited for 
an age, sex, and handedness to the ASD-sibs participants 1 subject was removed due 
to an overall diagnosis of ASD based on 2 of the 3 diagnostic tests given. Thus, a total of 
9 Normal Developing (ND) children (male: female = 2:7; all right handed; age range, 6.4-
17.3 years; M =12.47 years, SD = 3.57) were included for the ASD-sibling study (table 
10.). There were no significant differences in age [t(18) = .00, p = 1.0], PPVT full scale 
IQ [t(18) = .489, p = .632], or WISC full scale IQ [t(18) = 1.28, p = .221] between ASD-
sibs and ND groups. PPVT could not be completed on one subject due to a time 
constraint on the day of testing. Only ND controls that have no first-order relatives with a 
diagnosis of ASD were recruited. ND controls were excluded from the study if they met 
criteria for an overall diagnosis of ASD on 2 of the 3 diagnostic tests which included the 
ADOS (table 11), ADIR, and SRS (table 12). ND participants were to be excluded if an 
overall neurotypical diagnosis was not confirmed for these three tests. In addition, 
standard tests (e.g. Peabody Picture Vocabulary Test, Wechsler Block Design and 
Vocabulary subtest) were administered for comparison with ASD children. ND children 
were also excluded if they reported any previous learning disability, or were diagnosed 
with any major medical, neurological or psychiatric condition. Additional exclusion criteria 
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included the presence of metal in or on the body, pregnancy, history of drug abuse or 
smoking, or poor vision that could not be corrected. All ND children had normal to 
corrected vision and were right handed as confirmed by color and visual acuity tests and 
the Edinburgh handedness inventory. Recruitment took place through various outreach 
presentations, posting fliers, advertising via email, word-of-mouth, and connections with 
local schools. All procedures were approved through the University of Kentucky 
Institutional Review Board. All children provided assent with their parent(s) or 
guardian(s) as an advocate.  Parental consent was also obtained in addition to assent 
from the children. 
 















10 6.4 Female Right 109 9:06 8:10 126 
11 13.6 Female Right 104 12:06 >16:10 106 
12 15.5 Female Right 145 15.02 >16.10 117 
13 10.1 Male Right N/A 9:02 9:02 91 
14 10.6 Female Right 116 13.1 12:02 112 
15 10.9 Male Right 110 11:02 13:06 112 
16 17.3 Female Right 86 12:06 14:10 91 
17 16.7 Female Right 106 >16:10 >16:10 117 
18 11.1 Female Right 110 14.1 14.1 117  














10 2 0 0 0 neurotypical 
11 4 0 0 0 neurotypical 
12 4 0 0 0 neurotypical 
13 3 0 0 0 neurotypical 
14 3 0 0 0 neurotypical 
15 3 0 0 0 neurotypical 
16 4 0 0 0 neurotypical 
17 4 0 1 0 neurotypical 



































10 20 typical 1 0 0 0 0 typical 
11 25 typical 0 0 0 1 0 typical 
12 4 typical 0 0 0 2 0 typical 
13 40 typical 0 2 0 4 0 autism 
14 4 typical 0 0 0 0 0 typical 
15 24 typical 1 0 0 0 0 typical 
16 25 typical 0 0 0 0 0 typical 
17 7 typical 0 0 0 0 0 typical 
18 18 typical 0 0 0 0 0 typical   
3.2 General Protocol  
The ASD, ASD-matched ND, ASD-sibs, and ASD-sibs-matched ND control group 
completed the same general protocol. The number of visits to the MRI facility insured 
children were comfortable with the environment, understood the task, and had ample 
time in the practice scanner. This acclimation process is important to reduce anxiety in 
ASD children and children in general. In some cases, visits 1 and 2, or visits 3 and 4 
were combined if the child felt comfortable and was completing study requirements to a 
satisfactory level. 
On Visit 1: Potential subjects and their parents completed the consent process 
and pre-screening forms after which the subject completed several screening tests (e.g. 
Peabody Picture Vocabulary Test, Wechsler Block Design and Vocabulary subtest). 
Eligible participants received a social story book that illustrates details of the research 
experience, which includes traveling to the university, completing further testing, 
practicing the task, and lying in the MRI scanner. The experimenter also determined if 
the child had a favorite movie or cartoon to be used in later visits to keep the child 
engaged during training or anatomical scanning. The parent(s) and child read the social 
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story book in preparation for the next visit to the lab, and children were re-assented for 
each visit.  
On Visit 2: Subjects completed the ADOS with a trained member of the lab while 
the parent completed the ADIR and SRS. ASD group participants who were not 
confirmed with a diagnosis of ASD on at least 2 of these 3 tests were not permitted to 
continue the study.  ND control groups and ASD-sibs were excluded if they met a 
diagnosis on at least 2 of the 3 diagnostic tests given.  
On Visit 3: Subjects practiced the experimental task (see below) for the first time 
on a computer. During the practice period the experimenter described the same/different 
matching task in detail and gave examples of correct responses to the sample stimuli. 
The face localizer task was also described and briefly practiced. After training, the 
subject practiced the same/different task on their own for five minutes. If the subject did 
not appear to understand the task the experimenter repeated the training and subjects 
practiced again on their own. Subjects who performed the task at chance or did not 
appear to understand the instructions were asked to repeat Visit 3. If the subject did not 
understand the task after a repeated visit they could be discontinued from the study. 
Based on preliminary data collected thus far, children with a mental age of 6.2 or higher 
appear to understand the task, but below this cutoff, they do not appear to perform at 
acceptable levels. Once the experimenter was satisfied that the child understand the 
task and was correctly responding the subject visited a practice scanner for the first time. 
The subject was allowed to look inside the MRI scanner room at the end of Visit 3.  
On Visit 4: The subject first trained inside the practice scanner. Head tracking 
data was recorded using SmartNav3 and head movement feedback was provided to the 
child in the form of a game which rewards him/her with points for keeping his/her head 
still. Noises from the MRI scanner were played while the child watched a movie of their 
choice inside the practice scanner. If the subject was comfortable with the scanner 
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environment and head movement was minimal, the subject then completed anatomical 
scans while watching a movie of their choice in the 3T MRI scanner. Standard protocols 
were followed for all MRI scanning to ensure safety of the participants (e.g. ear 
protection, removal of metal, cushioning around the head during scanning). Participants 
received a small toy prize upon completion of visit 4.  
On Visit 5: Participants first visited the mock scanner to practice keeping their 
head still, the same/different matching task, and face localizer task for approximately 15 
minutes. Although subjects have practiced these tasks on previous visits, this is the first 
time they had practiced the task inside a scanner environment. Stimuli used during the 
practice sessions were not the same stimuli used during fMRI scanning. We found that 
practicing the same/different matching task inside the practice scanner helped to prevent 
children from looking down at button presses during the actual fMRI task. After this short 
practice session children completed the fMRI portion of the study. The fMRI scan 
consisted of three functional runs (each 5 min. long; see below) after which the child will 
received a small toy prize for completing the study. Participants also received 
compensation for all visits. 
 
3.3 fMRI Tasks and Stimuli 
Photo-realistic faces were constructed using FACES 4.0 (IQ Biometrix, Redwood 
Shores, CA) and house stimuli were created using Chief Architect 10.06a (Coeur 
dAlene, ID). House stimuli were used as a non-face stimulus class because, like faces, 
the internal features can be changed without changing the outline of the entire form.  
For the featural-face (FF) manipulation (Figure 2), 16 unique faces were constructed so 
that none of the features overlap among the faces. For each of the original 16 faces, a 
distracter face was created. For the distracter, the eyes, nose, mouth and eyebrows 
were replaced with different features of approximately the same size and in the same 
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position (to preserve configural spacing information) such that no feature is repeated 
across the 16 faces. All faces, however, shared the same outline. These 16 face pairs 
serve as the “different” pairs. A similar procedure was followed for the featural house 
(FH) stimuli except that the features replaced were the two upper windows, two lower 
windows, door and steps (Figure 2).  By changing all of these features, the faces are 
maximally dissimilar, which makes the same-different decision easier. This is important 
for testing pediatric populations. 
  
Figure 2. Examples of featural and configural changes to faces and houses. 
 
For the configural face (CF) manipulation, 16 unique faces were constructed so 
that none of the features overlap across the faces and none of the features overlap with 
the features used for the featural-face pairs (a unique “feature” can refer to a unique 
nose or mouth or it can refer to a nose or mouth that has been used, but is noticeably 
different in size). For each of the original configural faces, the following distances were 
changed: (a) horizontal distance between the centroid of both eyes, (b) vertical distance 
between centroid of nose and top of forehead, (c) vertical distance between centroid of 
mouth and top of forehead, and (d) vertical distance between center of two eyes and top 
of forehead. Because all four of these distances are changed between the original and 
distracter face, the two faces are maximally dissimilar.  
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Changing the distances among features was done using FACES 4.0 software 
using an increment in spacing of 8 mm, based on pilot testing that this distance is above 
the just-noticeable-difference threshold. To avoid configural changes that produce 
bizarre faces, we consulted the norms provided by (Farkas, 1994). These 16 face pairs 
served as the different pairs for the configural face condition. Sixteen additional unique 
faces were constructed for the “same” condition for featural and configural conditions. A 
“same” pair consists of one of these faces paired with itself. A similar procedure was 
used for the configural house (CH) stimuli so that the following distances were changed 
to create distracters: (a) distance between the two upper windows, (b) distance between 
the two lower windows, (c) distance of the two upper windows from the roofline, and (d) 
distance of the two lower windows from the roofline.  
For the face localizer task the stimuli were 30 grayscale photographs of unfamiliar faces 
(15 female and 15 male) scanned from a high school yearbook,  30 grayscale 
photographs of manufactured objects (e.g., tools and household objects; see (Joseph & 
Gathers, 2002)), and 30 grayscale textures constructed by blurring and rearranging the 
photos of faces or manufactured objects.  
 Same-different matching task.  In the experimental task, two faces or two 
houses were presented on a computer screen and the child decided if the two images 
were the same or different by pressing designated buttons on a response box. The pair 
of images was enclosed in a box with a randomly colored background to help maintain 
attention toward the stimuli. The entire box subtended a visual angle of 10.2 degrees in 
height. “Different” stimuli consisted of either featural or configural changes. By only using 
stimuli that were low in similarity, the differences between two faces or objects are easier 
to detect. Stimulus pairs appeared for 3500 msec followed by a fixation cross for 250 
msec. The stimulus pair appeared on a colored background that randomly changes over 
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trials in order to provide a more engaging stimulus. Reaction time (RT) and accuracy 
were be analyzed. 
 Participants completed two functional runs (5 min each) of the matching task in 
which the four experimental conditions (FF, CF, FH, CH) are presented across eight 
pseudorandomly ordered blocks (22.5 s / block; 2 blocks / condition) interleaved with 
nine fixation blocks lasting 12.5 seconds each. Within each task block, 4 “different” and 2 
“same” pairs were presented in random order.  
Face Localizer task.  This task was used to isolate regions involved in face 
processing (eg. FFA, OFA) regardless of featural or configural changes and to determine 
if these functional regions emerge in both groups of children. Subjects passively viewed 
blocks of faces, objects, or textures, but pressed a button at the onset of each stimulus 
to ensure active participation. Each stimulus was presented individually in the center of 
the screen and subtended a visual angle of 5.8 degrees in height. In each of 9 task 
blocks (3 face, 3 object, and 3 texture), 10 stimuli were shown for 1 second each, 
followed by a fixation cross for 750 msec. Nine rest blocks consisted of 12.5 seconds of 
a fixation cross. The total scan time was 4.5 minutes. The FFA and occipital face area 
(OFA) were defined as brain regions that respond more strongly to faces than to 
baseline and more strongly to faces than to either objects or textures (face-preferential 
activation (Joseph & Gathers, 2002)).  
 
3.4 Data Analysis 
MRI Data Acquisition.  A 3 Tesla Siemens Trio MRI scanner equipped for echo-
planar imaging (EPI) was used for data acquisition. EPI images during the 
same/different matching task were acquired with the following parameters: TR = 2500 
ms, TE = 30 ms, flip angle = 80º, 118 axial slices (matrix = 64 x 64, FOV = 224 x 224 
mm, thickness = 3.5 mm3 voxels). For the localizer task, the TR = 2500 ms, flip angle = 
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80º, and 109 axial slices will be collected; all other parameters are the same. A high-
resolution T1-weighted MPRAGE anatomical scan with 1 mm3 voxels (FOV = 256 x 192) 
and a 1-minute field-map scan are also collected. 
fMRI Data Analysis.  Using FMRIB’s FSL package, images in each participant’s 
time series were motion corrected with the MCFLIRT module. Functional runs were 
discarded when uncorrected head motion exceeded a full voxel (3.5 mm). Images in the 
time series were then be spatially smoothed with a 3D Gaussian kernel (FWHM = 7.5 
mm), and temporally filtered using a high-pass filter with a cutoff of 100 seconds for the 
matching task and localizer runs. Using FUGUE (FMRIB’s Utility for Geometrically 
Unwarping EPI’s) fieldmap images were used to correct for geometric distortions caused 
by magnetic field inhomogeneities. In addition, 3D shim adjustments were conducted 
before and after each functional run.  
Four customized square waveforms (on/off) were generated for each condition in 
the matching runs (FF, CF, FH, CH) and convolved with a double-gamma hemodynamic 
response function. For each participant, hemodynamic parameters for different 
explanatory variables (EVs) were estimated. Statistical contrast maps for the matching 
task were generated. The critical contrasts of interest were: (a) FF versus CF, (b) CF 
versus FF, (c) FF versus FH, and (d) CF versus CH. For the localizer task, the critical 
contrasts were: (a) Faces versus fixation, (b) Objects versus fixation, and (c) Texture 
versus fixation.  
To identify regions of brain activation, we defined ROIs by clusters of 10 or more 
contiguous voxels in which parameter estimate (PE) values differ significantly from zero 
(p < 0.01, 2-tailed). Regions favored for selection in ROI analysis were implicated in 
aspects of face processing or are part of the core and extended face processing network 
(Fairhall & Ishai, 2007; Haxby, et al., 2000). Group analysis yielded regions involved in 
featural and configural processing of faces and houses within the ND and ASD-sibs 
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groups separately. To isolate regions involved in general face processing, face-
preferential activation was identified using the logical combination approach (Joseph & 
Gathers, 2002). Face-preferential activation was defined as those regions that show 
(Faces > Fixation) and [(Faces > Objects) or (Faces > Textures)]. Functionally defined 
FFA and OFA identified in ND control groups during the Localizer scan were used as 
part of a network of regions identified a priori for functional connectivity analysis (figure 
3). A mask for each ROI identified for the same/different matching task was applied to 
each individual subject’s data and mean activation levels in the form of parameter 
estimates (PE values) were determined for each condition separately. Repeated 
measures ANOVA was used to compare PE values with processing type (featural, 
configural) and category (face, house) as the within-subjects factors and group (ASD, 










3.5 Functional Connectivity Analysis 
 The general connectivity analysis approach for this study is based upon the 
implementation of a variety of connectivity measures supplied from the Brain 
Connectivity Toolbox (Rubinov & Sporns). First, ROIs that make up the typical face 
processing network were decided a priori based those regions highly implicated in face 
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processing and found in the core and extended network of Face Processing (Fairhall & 
Ishai, 2007; Haxby, et al., 2000). 16 bilateral regions including inferior frontal gyrus, 
orbital frontal cortex, inferior occipital gyrus, hippocampus, superior temporal gyrus, 
amygdala, fusiform face area, and occipital face area were selected for a total of 32 
network regions. While the majority of the regions were defined base on Automated 
Anatomical Labeling masks (AAL) (Tzourio-Mazoyer, et al., 2002), the FFA and OFA 
were functionally defined using the Face Localizer task as these regions are not 
structurally defined by AAL masks (see above). The average raw activation signal over 
time in each ROI mask was extracted from a 4D image produced by FSL during fMRI 
analysis steps for the face localizer and same/different matching tasks. The resulting 
vectors were combined for each task separately to create a 32 x <number of timepoints> 
matrix. Using phase shifted explanatory variables for each condition (face, object, and 
texture in the localizer and FF, FH, CF, and CH for same/different task) matrices were 
created for each condition in each subject. Using Matlab 7.0 each ROI x timepoint matrix 
was used to compute a 32 x 32 correlation matrix. The correlation coefficients within 
these matrices were used to compute connectivity measures of the Brain Connectivity 
Toolbox. The measures selected to explore the face processing network were 
characteristic path length, a measure of functional integration, two measures of 
functional segregation, clustering coefficient and modularity, and two measures of 
network efficiency/ regional centrality, degree and strength. A threshold of .5 was 
imposed on the correlation coefficients when computing degree and strength measures. 
These connectivity measures were determined for each condition in each subject. 
Measure outcomes were then submitted to a repeated-measures ANOVA with condition 
(face, object, texture) as the within-subjects factor and group (ASD, ND) as the between 
subjects factor in the face localizer. To assess network connectivity during the 
same/different task, we submitted measure outcomes of each processing type (featural, 
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configural) and category (faces, houses) to a repeated-measures ANOVA with 
processing type and category as within-subjects factors and group (ASD, ND) as a 
between subjects factor. Similar analyses were conducted for ASD-sibs and ASD-sibs 







































4.1  ASD Behavioral Results: 
Overall, responses to faces were faster than responses in house blocks as seen 
in figure 4 and confirmed by a main effect of category [F(1, 18) = 9.323, p = .007]. There 
were no main effects observed for processing type [F(1, 18) = .236, p = .633] or group 
[F(1, 18) = .362, p = .555] and no significant interactions. Using Spearman’s rank 
correlations, we observed a significant negative correlation of reaction time with age in 
the ND control group (r = -.673, n = 10, p = .033) but not in the ASD group (r = -.358, n = 
10, p = .31).  While a decrease in reaction time suggests an improvement in 
performance with development in the ND control group, this improvement was not 
confirmed in the ASD group (figure 5). This is consistent with the idea that people with 
















Reaction times for ASD and ASD-matched ND controls during the same/different 





























Correlation of Reaction time and age for ASD and ASD-matched ND controls during the 
same/different matching task.  
 
Subjects made fewer errors during configural processing than in featural 
processing blocks as shown in figure 6 and confirmed by a main effect of processing 
type [F(1, 18) = 14.243, p = .001]. No significant interactions and no other main effects 
are observed for group [F(1, 18) = .426, p = .522] or category  [F(1, 18) = 3.925, p = 
.063]. We again observed a significant negative correlation with age, in the ND control 
group (r = -.715, n = 10, p = .021) but not in the ASD group (r = -.055, n = 10, p = .881) 
suggesting an overall improvement in performance as percent error decreases with 
















 Figure 6. 
Percentage of errors for ASD and ASD-matched ND controls during the same/different 

















 Figure 7. 
Correlation of percent error and age for ASD and ASD-matched ND controls during the 
same/different matching task.  
 
4.2  ASD Region of Interest Analysis 
The FMRI Expert Analysis Tool (FEAT) provided by the FSL software package 
was used to set up several planned contrasts in the ASD and ND control groups. The 
main contrasts we were interested in were Featural Face > Featural House to isolate 
regions associated with featural processing of faces but not houses, Configural Face > 
Configural House to isolate ROIs associated with configural processing of faces but not 
houses, Configural Face > Featural Face to isolate face processing regions associated 
with configural but not featural processing, and Featural Face > Configural Face to 
isolate face processing regions involved with featural more than configural processing. 
For each contrast we identified regions at a minimum z-score threshold of 2.33 in the 
ASD and ND groups individually and then identified regions where ASD activation was 
greater than ND controls and vice versa. After identifying each region we determined 
average parameter estimates of activation in each condition (FF, FH, CF, CH) for each 
subject. The means for each condition were examined to insure that activation reflected 
the contrast in question. For each ROI this data was submitted to repeated-measures 
ANOVA with processing type (featural, configural) and category (face, house) as the 
within-subjects factors and group (ASD, ND control) as the between-subjects factor.  
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4.2.1 Featural Face vs. Featural House  
Five regions identified for Featural Face > Featural House were selected for 
exploration with a repeated-measures ANOVA (table 13). In the right amygdala region 
identified in the ASD group a main effect of category was observed [F(1, 18) = 5.637, p = 
.029] with greater overall activation of faces (M = 15.99, SD = 42.6) as opposed to 










Table 13.  Featural Face > Featural House Processing 




















ASD 20, -6, -16 10 1.6 
P = .223 
5.64 
p = .029 * 
.63, 






Control 46, -66, 2 158 .132 
P = .721 
.182 
P = .675 
.01 





Control 10, 16, -4 256 .065 
P = .801 
.888 
P = .358 
.180 




Control 18, -10, -14 90 1.409 
P = .251 
4.178 
P = .056 
.802 







10, 22, -4 50 .023 
P = .880 
.315 
P = .582 
.049 






4.2.2  Configural Face vs. Configural House  
Four regions identified for Configural Face > Configural House were selected for 
exploration with a repeated-measure ANOVA (table 14). Regions of the left amygdala 
region identified showed a main effect of category in both the ASD group [F(1, 18) = 
6.224, p = .023] and ND controls [F(1, 18) = 6.223, p = .022],  Both clusters showed 
greater overall activation of faces, (M = 2.92, SD = 27.4 for ASD) and (M = 5.87, SD = 
20.6 for ND), as opposed to houses, (M = -7.74, SD = 28.5 for ASD) and (M = -4.08, SD 
= 20.1 for ND). Given its role as a core region to the face processing network, it is not 
surprising that we observed the amygdala for both processing type contrasts of faces > 
houses (figure 8b).  
Table 14. Configural Face > Configural House Processing 




















ASD 18, -6, -14 47 1.580 
P = .225 
1.889 
P = .186 
1.045 




ASD -24, -12, -16 9 .338 
P = .568 
 
6.224 
P = .023 * 
.980 




Control 22, -8, -20 127 .934 
P = .347 
.487 
P = .494 
 
1.108 




Control -20, -8, -20 36 2.163 
P = .159 
6.233 
P = .022 * 
.060 
P = .810 
N/A 
 
4.2.3  Featural Face vs. Configural Face 
 The left occipital pole identified in the ND group activation map showed a main 
effect of processing type [F(1, 18) = 7.751, p = .012] with greater activation for featural 
processing (M = 31.09, SD = 44.16) than for configural processing (M= 16.75, SD 
43.06). The left putamen, a region identified in an ASD>Control contrast (figure 9a) 
showed no main effects, but a significant Processing x Category x Group interaction 
[F(1, 18) = 4.794, p = .042] (see table 15). While further exploration into this three-way 
interaction using an independent samples t-test revealed no significant results, a paired 
t-test showed this interaction to be driven by processing differences for faces. In the 
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ASD group paired t-tests revealed a significant difference between featural and 
configural face processing [t(9) = 2.56, p = .031]. Interestingly, ND controls also showed 
a significant difference between featural and configural face processing [t(9) =-4.44, p = 
.002], but the difference was in the opposite direction as that of the ASD group (figure 















Figure 10 .  









Table 15. Featural Face > Configural Face Processing 





















Control -8, -90, 14 267 .198 
P = .662 
2.414  
P = .138 
7.751 






-32, 8, -4 256 .531 
P = .475 
 
.159 
P = .695 
.613 





P = .042 * 
 
4.2.4  Configural Face vs. Featural Face 
The left superior temporal gyrus emerged as a region of interest in Controls > 
ASD contrast (figure 9b). No significant main effects emerged for this region (see table 
16). A significant processing x category x group interaction was observed [F(1, 18) = 
9.224, p = .007]. An independent samples t-test revealed no significant group 
differences driving this interaction, however configural face differences approached 














Figure 11.  













Table 16. Configural Face vs. Featural Face Processing 
























-48, -18, -12 64 .968 
P = .338 
.543 
P = .471 
.009 





P = .007 * 
 
4.3 ASD Connectivity Analysis 
 Network connectivity of the face processing network was assessed using five 
different measures from the Brain Connectivity Toolbox (see methods). Characteristic 
path length was used as a measure of functional integration in which shorter paths imply 
greater potential for a highly integrated network. The clustering coefficient is the fraction 
of triangular links around a region with higher clustering coefficients implying greater 
function segregation within a network.  Another measure of functional segregation, 
modularity, measures the number of subdivided groups within a network. Two measures 
of network centrality were used. The mean degree of a network is interpreted as the 
“wiring cost” of the network. Regions with a high degree measure are interacting with 
many other regions in the network and act as a critical hub for communication within the 
network. Network strength is a weighted variant of the degree measure. These five 
measures were determined for each condition in the face localizer and same/different 
matching task for each individual subject. Measure outcomes were submitted to a 
repeated-measures ANOVA with condition (face, object, texture) as the within-subjects 
factor and group (ASD, ND) as the between subjects factor in the face localizer. To 
further assess network connectivity during the task, we submitted outcomes of the five 
measures of each processing type (featural, configural) and category (faces, houses) for 
each subject to a repeated-measures ANOVA with processing type and category as 
within-subjects factors and group (ASD, ND) as a between subjects factor. Hemisphere 
(left, right) was included as a within subjects factor for degree and strength only as 
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subdividing the network into two halves did not seem appropriate for measures which 
rely on subnetworks of regions as is the case with measures of segregation. As degree 
and strength are also capable of providing useful information concerning individual 
regions acting as network hubs, the amygdala and FFA were chosen to evaluate in 
addition to the face network for these measures. In cases were age was significantly 
correlated with a connectivity measure, it was included as a covariate in the ANOVA 
(see modularity below).  Connectivity results are summarized in table 17 for the face 
localizer and table 18 for same/different matching task. 
4.3.1 ASD Characteristic Path Length 
Face Localizer: 
Characteristic path length during the face localizer was greater in typically 
developing controls than in the ASD group, as confirmed by a significant main effect of 
group [F(1, 18) = 5.92 , p = .026].  As seen in figure 12, this main effect was driven by 
differences in non-face objects and textures. There was no main effect of condition 













Figure 12 . 







No main effects of group [F(1,18) = 2.50, p = .131], processing type [F(1,18) = 
.218, p = .646], or category [F(1,18) = .347, p = .563] were found for network 
characteristic path length during the task. Although there were no significant interactions, 
an apparent processing x group interaction as seen in figure 13 approached significance 
[F(1,18) =3.96, p = .062].  An independent samples t-test conducted for each of the four 
conditions separately, revealed a significant group difference for configural house 
processing [t(18) = -2.49, p = .023] and a marginal group difference for configural face 
processing [t(18) = -1.97, p = .064]. The ASD group showed a shorter path length than 


















Characteristic Path Length during same/different task in ASD and ASD-matched 
controls.  
 
4.3.2 ASD Clustering Coefficient 
Face Localizer:  
Clustering Coefficient during the face localizer was greater in typically developing 
controls than in the ASD group, as confirmed by a significant main effect of group [F(1, 
18) = 7.457 , p = .014]. This main effect was further qualified by a significant Condition x 
Group interaction [F(2, 36) = 4.244, p = .033] as seen in figure 14. An independent 
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samples t-test conducted for each category condition separately revealed no group 
differences when viewing faces [t(18) = .111, p = .913], a marginally significant group 
difference for objects [t(18) = -2.064, p = .054], and a significant group difference in 
texture blocks [t(18) = -3.384, p = .003]. Thus, the main effect of group appears to be 
driven by differences in non-face conditions. While the face condition is the most 
functionally segregated for the ASD group, the opposite is true for ND controls.  There 

















Figure 14  
Clustering Coefficient during face localizer in ASD and ASD-matched controls.  
 
Task: 
The main effect of group approached, but did not reach significance [F(1, 18) = 
4.042, p = .060]. Although there were no significant main effects, a significant 
Processing x Group interaction [F(1,18) = 4.628, p = .045] as seen in figure 15 emerged. 
An independent samples t-test conducted separately for each condition revealed that 
this interaction was primarily due to configural processing blocks [t(18) = -3.189, p = 
.005] rather than featural processing [t(18) = -.394, p = .698]. No main effect of 

















Figure 15    
Clustering Coefficient during same/different matching task in ASD and ASD-matched 
controls.  
 
4.3.3 ASD Modularity 
Face Localizer: 
 No main effects of group [F(1, 18) = 1.246, p = .280] or condition [F(2, 34) = .026, 
p = .975] were observed in modularity during the localizer. Age was included as a 
covariate as there was a significant positive correlation between age and average 
modularity across the three conditions, r = 0.540, n = 20, p = .014. No condition x group 
interaction was observed [F(2, 34) = .806, p = .442]. Modularity increased with 
chronological age in both the ASD and ND Control groups.   
Task: 
 Repeated-measures ANOVA yielded no main effect of group [F(1, 17) = 1.121, p = 
.304] or category [F(1, 17) = .728, p = .405]. More modules emerged for featural 
processing than configural processing, as confirmed by a main effect of processing 
[F(1,17) = 6.400, p = .022]. There was a significant negative correlation between age 
and average overall modularity, r = -.534, n = 20, p = .015. A significant processing x 
age interaction [F(1, 17) = 4.943, p = .040] required further exploration of each 
processing type separately. The significant negative correlation between age and 
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modularity was due primarily to a negative correlation between featural processing and 
age, r = -.739, n = 20, p = .000, and not due to a correlation between configural 
processing and age, r = -.098, n = 20, p = .516 (figure 16). This suggests that with 















Figure 16   
Modularity x Age correlation during same/different task for featural and configural 
processing.  
 
4.3.4 ASD Degree 
Face Localizer: 
 Average Degree during the face localizer was greater in typically developing 
controls than in the ASD group, as confirmed by a significant main effect of group [F(1, 
18) = 8.123 , p = .011]. Results did not yield a main effect of hemisphere [F(1, 18) = 
4.342, p = .052] or condition [F(2, 36) = .005, p = .989]. A condition x group significant 
interaction [F(2, 36) = 3.895, p = .039] (figure 17) was further explored with an 
independent samples t-test on the three conditions separately. Group differences were 
not significant during face viewing [t(18) = -.051, p = .960], but were significant for both 
objects [t(18) = -2.282, p = .035] and texture conditions [t(18) = -3.394, p = .003]. Thus, 
the main effect of group appears to be driven by differences in non-face conditions. 
Results suggest that while face processing represents the lowest total wiring cost to the 
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Figure 17    
Degree measures during face localizer in ASD and ASD-matched controls.  
 
Mean Network degree was also evaluated separately in the Amygdala and FFA. In 
the Amygdala, no main effects were observed for condition [F(2, 36) = .084, p = .866] or 
hemisphere [F(1,18) = 2.849, p = .109]. Degree measures in the Amygdala were greater 
in typically developing controls than in the ASD group as indicated by a main effect of 
group [F(1, 18) = 4.916, p = .040]. In the FFA, no main effects were observed for 
condition [F(2, 36) = .218, p = .771] or hemisphere [F(1,18) = .316, p = .581]. Degree 
measures in the FFA were greater in typically developing controls than in the ASD group 
as shown by a main effect of group [F(1, 18) = 5.655, p = .029]. A condition x group 
interaction [F(2, 36) = 6.541, p = .006] was also significant. To explore this interaction, 
independent samples t-test showed group differences in the texture condition [t(18) = -
3.557, p = .002] a marginal group difference in the object condition [t(18) = -1.849, p = 
.081] but no group difference in the face condition [t(18) = 1.016, p = .323] as seen in 































 Figure 19.    
Degree measures in the Fusiform Face Area during the face localizer in ASD and ASD-
matched controls.  
 
Task: 
 Mean network degree was greater in typically developing controls than in the ASD 
group, as confirmed by a significant main effect of group [F(1, 18) = 4.475 , p = .049]. A 
main effect of hemisphere [F(1, 18) = 10.184, p = .005] revealed greater overall degree 
measures in the right hemisphere. No significant main effects were observed for 
category [F(1, 18) = .809, p = .380] or processing type [F(1, 18) = .299, p = .591]. A 
significant Processing x Group interaction [F(1, 18) = 4.761, p = .043] was explored with 
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an independent samples t-test separately for each processing type. Results show 
significant group differences in configural [t(18) = -3.344, p = .004] but not featural 
processing [t(18) = -.479, p = .638] as seen in figure 20. Controls showed greater degree 















 Figure 20.    
Degree measures during the same/different task in ASD and ASD-matched controls.  
 
 
In the amygdala, network degree measures were greater in the left hemisphere 
than in the right as confirmed by a main effect of hemisphere [F(1, 18) = 10.122, p = 
.005]. While there were no other main effects of group [F(1, 18) = 2.760, p = .114], 
processing [F(1, 18) = .003, p = .959], or category [F(1, 18) = .113, p = .740], the 
Processing x Group interaction [F(1, 18) = 4.795, p = .042] was significant (figure 21). An 
independent samples t-test confirmed a significant group difference for configural [t(18) = 
-2.644, p = .016], but not featural processing [t(18) = -.250, p = .805], similar to the 
overall network measure of degree. This indicates that the amygdala is an important 

























Figure 21.   
Degree measures in the amygdala during the same/different task in ASD and ASD-
matched controls.  
 
 
In the fusiform face area, degree was greater in typically developing controls than 
in the ASD group, as confirmed by a significant main effect of group [F(1, 18) = 7.785, p 
= .012]. Results did not reveal main effects of hemisphere [F(1, 18) = .236, p = .633], 
processing [F(1, 18) = 1.614, p = .220], or category [F(1, 18) = 1.034, p = .323]. 
However, significant interactions of Hemisphere x Group [F(1, 18) = 4.642, p = .045] and 
Processing x Group [F(1, 18) = 6.202, p = .023] emerged. An independent samples t-test 
showed significant group differences in both left [t(18) = -2.096, p = .050] and right 
hemispheres [t(18) = -3.137, p = .006] with the ASD showing reduced degree more 
strongly in the right hemisphere (figure 23). A significant group difference was confirmed 
for configural processing [t(18) = -4.224, p = .001], but not in featural [t(18) = -1.078, p = 
.295] (figure 22). Similar to the overall amygdala degree, controls showed greater 
degree measure in the than the ASD group for configural processing in the FFA, 
implying the FFA may serve as an important hub interacting with many regions for 


















Degree measures in the fusiform face area for processing type during the same/different 















 Figure 23  
Degree measures in the fusiform face area during the same/different task in ASD and 
ASD-matched controls.  
 
4.3.5 ASD Strength 
Face Localizer: 
 Similar to results found for the degree measure mean network strength during the 
face localizer was greater in typically developing controls than in the ASD group, as 
confirmed by a significant main effect of group [F(1, 18) = 8.014 , p = .011]. Results did 
not yield a main effect of hemisphere [F(1, 18) = 3.869, p = .065] or condition [F(2, 36) = 
.138, p = .820]. A Condition x Group significant interaction [F(2, 36) = 1.303, p = .032] 
(figure 24) was further explored with an independent samples t-test conducted on the 
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three conditions separately. Group differences were not significant during face viewing 
[t(18) = .075, p = .941], but were significant for both objects [t(18) = -2.153, p = .045] and 
texture conditions [t(18) = -3.405, p = .003]. Thus, the main effect of group appears to be 
driven by differences in non-face conditions. While the total network “wiring cost” was 












Figure 24   
Strength measures during face localizer in ASD and ASD-matched controls.  
 
In the Amygdala, no main effects were observed for condition [F(2, 17) = .006, p = 
.994]. A main effect of group approached, but did not reach significance [F(1, 18) = 
4.119, p = .057]. Strengths were greater in the left hemisphere overall as confirmed by a 
main effect of hemisphere [F(1, 18) = 6.074, p = .024]. An interaction of condition x 
group was significant [F(2, 17) = 4.064, p = .036] shown in figure 26. While an 
independent samples t-test revealed no significant differences in any condition 
separately, the significant interaction appears to be driven by non-face objects [t(18) = -
1.839, p = .082] and textures [t(18) = -1.794, p = .090] rather than faces [t(18) = -.033, p 













Figure  25. 













 Figure 26. 
Strength measures in the Amygdala for category during the face localizer in ASD and 
ASD-matched controls.  
  
In the fusiform face area, strengths were greater in typically developing controls 
than in the ASD group, as confirmed by a significant main effect of group [F(1, 18) = 
9.209, p = .007]. Results did not reveal main effects of hemisphere [F(1, 18) = 1.196, p = 
.289] or condition [F(2, 36) = .124, p = .862]. A condition x group interaction [F(2, 36) = 
7.548, p = .003] as seen in figure 27 was significant. An independent samples t-test 
revealed the main effect of group was driven by objects [t(18) = -2.433, p = .026] and 













Figure 27.   
Strength measures in the fusiform face area during the face localizer in ASD and ASD-
matched controls.  
 
Task: 
 During the fMRI task, no significant main effects of network strength were found for 
processing [F(1, 18) = .114, p = .740] or category [F(1, 18) = .860, p = .366]. The right 
hemisphere showed greater network strength overall confirmed by a main effect of 
hemisphere [F(1, 18) = 13.745, p = .002]. The effect of group approached significance 













Figure 28.  





In the Amygdala, no main effects were observed for group [F(1, 18) = 2.907, p = 
.105], category [F(1, 18) = .399, p = .535], or processing type [F(1, 18) = .608, p = .446]. 
Strengths were greater in the left hemisphere confirmed by a main effect of hemisphere 
[F(1, 18) = 10.637, p = .004]. Furthermore, a significant hemisphere x category x group 
interaction emerged [F(1, 18) = 8.133, p = .011]. A paired t-test was used to look at 
category hemispheric differences in each group separately. In the ASD group, a 
significant hemispheric difference is observed for houses [t(9) = 3.087, p = .013], but not 
faces [t(9) = 1.188, p = .265]. In the ND group however, hemispheric differences are 
observed for faces [t(9) = 2.782, p = .021], but not houses [t(9) = 1.472, p = .175] (figure 
29). A processing x category x group interaction is also noted [F(1, 18) = 6.829, p = 
.018]. Independent samples t-test revealed a significant group difference for configural 
















 Figure 29.   
Strength measures in the amygdala during the same/different task in ASD and ASD-
matched controls.  
 
In the FFA, task strengths were greater in typically developing controls than in the 
ASD group, as confirmed by a significant main effect of group [F(1, 18) = 9.019 , p = 
.008]. No main effects were observed for hemisphere [F(1, 18) = .533, p = .475], 
processing type [F(1, 18) = .706, p = .412], or category [F(1, 18) = 1.147, p = .298]. As a 
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significant processing x group interaction emerged [F(1, 18) = 5.812, p = .027] an 
independent samples t-test was used to explore group differences in processing type. A 
significant difference in configural [t(18) = -4.563, p = .000] and not featural processing 
[t(18) = -1.262, p = .233] indicated the main effect is driven by configural differences as 
















Figure 30.   
Strength measures in the fusiform face area during the same/different task in ASD and 
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Condition x Group  F(2, 36) = 
6.541, p = .006 
Strength Network-
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F(1, 18) = 
6.074, p = 
.024 
Condition x Group F(2, 17) = 
4.064, p = .036 
 FFA F(1, 18) = 






Condition x Group F(2, 36) = 
7.548, p = .003 
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Table 18. Summary of ASD Task Connectivity Results 
 
4.4 ASD-Sibs Behavioral Results: 
 Overall, subjects responses to faces were faster than responses in house blocks 
as seen in figure 31 and confirmed by a main effect of category [F(1, 16) = 4.734, p = 
.045]. There were no main effects observed for processing type [F(1, 16) = .095, p = 
Connectivity 
Measure 
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F(1, 17) = 
4.943, p = .040 
Degree Network-
wide 
F(1, 18) = 
4.475 ,  
p = .049 
Non-
Significant 
F(1, 18) = 
10.184,  




group   
F(1, 18) = 





F(1, 18) = 
10.122,  




Group   
F(1, 18) = 
4.795, p = .042 
 FFA F(1, 18) = 
7.785,  









F(1, 18) = 
4.642, p = .045   
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Group  
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F(1, 18) = 
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F(1, 18) = 
6.829, p = .018 
 FFA F(1, 18) = 
9.019 ,  






group   
F(1, 18) = 
5.812, p = .027 
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.762] or group [F(1, 16) = 2.12, p = .165] and no significant interactions. Using 
Spearman’s rank correlations, we observed a significant negative correlation of reaction 
time with age in the ND control group (r = -.820, n = 9, p = .007) and in the ASD-Sibs 
group (r = -.753, n = 9, p = .019). This decrease in reaction time suggests an 















Figure 31 . 
Reaction times for ASD-sibs and ASD-sibs-matched ND controls during the 

















Figure 32 . 
Reaction time x age correlation for ASD-sibs and ASD-sibs-matched ND controls during 







Subjects made fewer errors during configural processing than in featural 
processing blocks as shown in figure 33 and confirmed by a main effect of processing 
type [F(1, 16) = 9.00, p = .008]. Additionally, fewer errors were made during face blocks 
than houses confirmed via a main effect of category [F(1, 16) = 11.36, p = .004]. A 
significant processing x category interaction [F(1, 16) = 6.72, p = .020] was further 
explored using paired t-tests to look at differences in processing type and category 
separately. A significant category difference between featural face and featural house 
[t(17) = -4.22, p = .001] and a significant processing difference observed between 
featural house and configural house blocks [t(17) = 3.987, p = .001] suggest the 
interaction is driven by percent error in the featural house blocks. No significant main 
effect was observed for group [F(1, 16) = 1.167, p = .297]. Using Spearman’s rank 
correlations, we observed a significant negative correlation of percent error with age in 
the ND control group (r = -.667, n = 9, p = .050) but not in the ASD-Sibs group (r = -.017, 
n = 9, p = .966).  A decrease in percent error suggests an improvement in performance 
with development in the ND control group.  This improvement could not be confirmed in 















Figure 33 . 
Percent Error for ASD-sibs and ASD-sibs-matched ND controls during the same/different 




















 Figure 34. 
Percent Error x age correlation for ASD-sibs and ASD-sibs-matched ND controls during 
the same/different matching task.  
 
4.5 ASD-Sibs Region of Interest Analysis 
 Regions were identified in a manner similar to the ASD ROI analysis using 
the same planned contrasts at a minimum z-score threshold of 2.33. For each ROI this 
data was submitted to repeated-measures ANOVA with processing type (featural, 
configural) and category (face, house) as the within-subjects factors and group (ASD-
Sibs, ND control) as the between-subjects factor.  
4.5.1 Featural Face vs. Featural House  
 Four regions that were identified for Featural Face > Featural House were selected 
for exploration with a repeated-measure ANOVA. While a right hippocampus region 
identified in ASD-Sibs showed no main effects (see table 19), a significant processing x 
category x group interaction [F(1,16) = 5.215, p = .036] was evident (figure 36). An 
independent samples t-test revealed no significant group differences, but the difference 
between groups for featural houses approaches significance [t(16) = -2.024, p = .06]. A 
right fusiform face area identified in ASD-sibs showed a main effect of category with 
greater overall activation for faces (M = 80.084, SD = 54.2) than for houses (M = 52.913, 
SD = 50.2) as expected. In controls, a region of the right mid-temporal showed no main 
effects, but a significant processing x category interaction [F(1, 16) = 7.125, p = .017] 
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was observed as seen in figure 37. A paired t-test revealed this interaction was primarily 
due to differences in featural processing of faces and houses [t(17) = 2.59, p = .019] 
rather than configural differences [t(17) = -.507, p = .619]. The right amygdala identified 
in ND controls (figure 35a) showed a main effect of category [F(1, 16) = 6.912, p = .018] 
with greater overall activation observed for faces (M = 16.35, SD = 23.5) than for houses 
(M = 3.24, SD = 21.8). Additionally, a processing x category x group interaction [F(1, 16) 
= 6.673, p = .02] was observed. This interaction is apparently driven by a group 
difference seen for featural face processing confirmed through an independent samples 
t-test [t(16) = -2.53, p = .022]. No other condition reached significance in this t-test. A 
similar region of the right amygdala was identified for Control > ASD-Sibs contrasts and 
also displayed a main effect of category [F(1, 16) = 7.212, p = .016] and a three way 



























Figure 36 . 
Right Hippocampus activation for ASD-sibs and ASD-sibs-matched ND controls during 
















 Figure 37. 
Right Mid-Temporal activation for featural and configural processing during the 

















Right Amygdala activation for ASD-sibs and ASD-sibs-matched ND controls during the 




Table 19.  Featural Face > Featural House Processing 























34, -16, -14 43 3.158 
P = .095 
3.736 
P = .071 
.059 












42, -50, -20 17 .951 
P = .344 
15.369 
P = .001 * 
.076 




Control 42, -54, 6 84 2.988 
P = .103 
.449 
P = .513 
.072 




P = .017 * 
Right 
Amygdala 
Control 16, 0, -22 131 2.439 
P = .138 
6.912 
P = .018 * 
.963 











12, 0, -18 86 2.820 
P = .112 
7.212 
P = .016 * 
2.081 





P = .010 * 
 
4.5.2 Configural Face vs. Configural House  
 The right inferior frontal gyrus identified in ASD-Sibs revealed a main effect of 
category [F(1, 16) = 8.61, p = .10] with greater overall activation for faces (M = 34.5, SD 
= 27.7) than for houses (M = 21.95, SD = 32.0) as expected from this contrast. 
Additionally, a main effect of processing type was observed [F(1,16) = 5.573, p = .031] 
with featural (M = 32.45, SD = 28.9) showing higher levels of activation than configural 
(M = 23.84, SD = 31.6).  Six regions were identified for further exploration in the Control 
group. A large left frontal region showed a main effect of processing [F(1, 16) = 5.99, p = 
.026] with greater featural activation (M = 7.860, SD = 14.8) than configural (M = 3.231, 
SD = 16.1) observed (figure 39). This region also displayed a processing x category x 
group interaction [F(1, 16) = 13.618, p = .002]. While an independent samples t-test 
used to explore this interaction revealed no significant differences between groups, the 
largest difference was for the configural face condition [t(16) = -1.722, p = .104]. A 
similar left frontal region was also identified for the Control > ASD contrast and also 
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displayed a significant three-way interaction [F(1, 16) = 13.307, p = .002](figure 43). An 
independent samples t-test also showed no significant group difference, but with the 
largest difference for configural faces (t(16) = -1.954, p =  .068]. A large right frontal 
region (figure 35b) showed a main effect of category [F(1, 16) = 6.059, p = .026] with 
faces (M = 27.13, SD = 22.8) displaying greater activation than houses (M = 16.1, SD = 
22.3). A significant processing x category interaction also emerged (figure 40). As 
expected from a configural face > configural house contrast paired t-tests reveal a 
significant difference for configural processing of faces and houses [t(17) = 3.965, p = 
.001].  A region identified as the right occipital face area failed to show any main effects 
or interactions. A right fusiform face area showed a main effect of category [F(1, 16) = 
11.521, p = .004] with activation for faces (M = 55.6, SD = 43.0) greater than houses (M 
= 37.4, SD = 37.5). A processing x category x group interaction also emerged in this 
region [F(1, 16) = 6.956, p = .018] (figure 41). No significant differences in group were 
revealed from an independent samples t-test. The last region identified in controls is a 
cluster overlapping both the left occipital and left fusiform face areas. While no main 
effects were observed for this region, a significant processing x category x group 
interaction [F(1, 16) = 12.69, p = .003] is shown (figure 42). Independent samples t-test 
revealed no significant differences with configural face approaching significance [t(16) = 
































Left Frontal activation for ASD-sibs and ASD-sibs-matched ND controls during the 















Right Frontal activation for featural and configural processing during the same/different 















Right Fusiform Face Area activation for ASD-sibs and ASD-sibs-matched ND controls 


















Figure 42 . 
Left Fusiform Face Area/Occipital Face Area clustered activation for ASD-sibs and ASD-
















 Figure 43. 
Left Frontal activation for ASD-sibs and ASD-sibs-matched ND controls during the 



















Table 20. Configural Face > Configural House Processing 
























46, 30, 6  32 .330 
P = .573 
8.61 
P = .010 * 
5.573 
P = .031 * 
N/A 
Left Frontal Control -34, 28, 4 761 .409 
P = .531 
.741 
P = .402 
5.99 





P = .002 * 
Right 
Frontal 
Control 50, 36, 6 388 .002 
P = .968 
6.059 
P = .026 * 
4.423 











Control 40, -64, -18 32 .215 
P = .649 
.029 
P = .867 
.132 






Control -12, 18, 40 41 .796 
P = .385 
 
11.521 
P = .004 * 
.635 





P = .018 * 
Left OFA/ 
FFA 
Control -42, -58, -16 22 .559 
P = .465 
.553 
P = .468 
1.037 





P = .003 * 
Left Frontal Control 
> ASD-
Sibs 
-34, 28, 4 490 .169 
P = .686 
 
.207 
P = .656 
2.054 





P = .002 * 
 
4.5.3 Featural Face vs. Configural Face 
 The left inferior frontal gyrus identified in ASD-sibs showed a main effect of 
processing [F(1, 16) = 5.794, p = .029] with featural activation (M = 9.66, SD = 20.7) 
greater than configural (M= 2.34, SD = 24.0). In addition, a processing x category x 
group interaction was significant [F(1, 16) = 18.892, p = .000] (figure 45). An 
independent samples t-test did not reveal significant differences for any individual 
condition. The ASD-Sibs > Controls contrast produced a similar left IFG region (figure 
44a) which also showed a main effect of processing [F(1, 16) = 7.630, p = .014] with 
featural activation (M = 14.16, SD = 20.5) also greater than configural (M = 5.98, SD = 
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22.8) and a significant three-way interaction [F(1, 16) = 19.153, p = .000] (figure 46). 
Again, independent samples t-test did not reveal significant differences for any individual 
condition. In the ND control group, a region identified as right superior temporal gyrus 
showed a main effect of processing [F(1, 16) = 10.264, p = .006] with greater overall 
activation for featural processing (M = 3.6, SD = 21.8) than configural (M = -13.6, SD = 
21.7). The right frontal pole was identified in Control > ASD-Sibs contrasts and showed a 
main effect of category [F(1, 16) = 4.553, p = .049] in which faces showed greater 

























Left inferior frontal gyrus activation for ASD-sibs and ASD-sibs-matched ND controls 
















Figure 46 . 
Left inferior frontal activation for ASD-sibs and ASD-sibs-matched ND controls during the 
same/different matching task.  
 
Table 21.  Featural Face > Configural Face Processing 























-28, 16, 30 151 .559 
P = .465 
.060 
P = .809 
5.794 










Control 44, -30, 2 
 
33 1.018 
P = .328 
.226 
P = .641 
10.264 








-28, 16, 24 141 1.324 
P = .267 
.008 
P = .931 
7.630 













16, 54, -10 152 1.583 
P = .226 
4.553 
P = .049 * 
.000 
P = .991 
N/A 
 
4.5.4 Configural Face vs. Featural Face 
 In the ASD-Sibs group, a region identified as the right frontal pole (figure 44b) 
showed a main effect of category [F(1, 16) = 4.513, p = .050] with less activation of faces 
(M = -14.1, SD = 33.2) than for houses (M = -.43, SD = 33.2). Additionally, a significant 
processing x group interaction [F(1, 16) = 10.968, p = .004] explored using an 
independent samples t-test revealed the interaction was driven by group differences in 
featural [t(16) = -2.306, p = .035] more than configural processing [t(16) = .638, p = 
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.532].  Left and right FFA regions identified in ND controls showed no main effects of 

















Right Frontal Pole Activation for ASD-sibs and ASD-sibs-matched ND controls during 
the same/different matching task.  
 
Table 22. Configural Face > Featural Face Processing 























18, 56, -14 111 2.00 
P = .177 
 
4.513 
P = .050 * 
.013 









Control 44, -40, -28 19 .004 
P = .947 
1.773 
P = .202 
1.948 






Control -38, -40, -20 26 .264 
P = .614 
 
.142 
P = .711 
.384 
P = .544 
N/A 
 
4.6 ASD-Sibs Connectivity Analysis 
 The same measures used to assess functional connectivity in the ASD group were 
used for ASD-Sibs (see 4.3).  Measure outcomes were submitted to a repeated-
measures ANOVA with condition (face, object, texture) as the within-subjects factor and 
group (ASD-sibs, ND) as the between subjects factor in the face localizer. For task, we 
submitted outcomes of the five measures of each processing type (featural, configural), 
and category (faces, houses) for each subject to a repeated-measures ANOVA with 
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processing type and category as within-subjects factors and group (ASD-sibs, ND) as a 
between subjects factor. Hemisphere (left, right) was included as a within-subjects factor 
for strength and degree measures. Age did not correlate with any measure for ASD-sibs 
and their controls and was not used as a covariate.  Connectivity results are summarized 
in table 23 for the face localizer and table 24 for same/different matching task. 
4.6.1 ASD-sibs Characteristic Path Length 
Face Localizer: 
 The repeated measures ANOVA yielded no main effects of group [F(1,16) = .435, 
p = .519] or condition [F(2,32) = .231, p = .750] for network characteristic path length 
during the face localizer. No significant interactions are noted.  
Task: 
 No main effects of processing type [F(1,16) = .066, p = .801] or category [F(1,16 = 
.000, p = .988] were found for network characteristic path length during the task. While 
results also revealed no main effect of group [F(1,16) = 4.465, p = .051], this main effect 
















Characteristic path length for ASD-sibs and ASD-sibs-matched ND controls during the 






4.6.2 ASD-sibs Clustering Coefficient 
Face Localizer: 
 No main effects of group [F(1,16) = .045, p = .835] or condition [F(2,32) = .858, p = 
.412] were observed for the clustering coefficient measure. There were no significant 
interactions.  
Task: 
 No main effects of processing type [F(1,16) = .701, p = .415] or category [F(1,16 = 
.028, p = .869] were found for clustering coefficient during the task. Results also 
revealed no main effect of group [F(1,16) = 2.237, p = .154] (figure 49). No significant 

















Figure 49 . 
Clustering Coefficient for ASD-sibs and ASD-sibs-matched ND controls during the 
same/different matching task.  
 
4.6.3 ASD-sibs Modularity 
Face Localizer: 
 No main effects of group [F(1,16) = .026, p = .874] or condition [F(2,32) = .738, p = 







 No main effects of group [F(1,16) = .571, p = .461] or category [F(1,16 = .013, p = 
.909] were found for modularity during the task. While results reveal no main effect of 
processing type [F(1,16) = 4.433, p = .051], this result approaches significance with 
greater modularity for featural processing (M = 2.75, SD = .45) than configural (M = 2.54, 
SD = .36).  
4.6.4 ASD-sibs Degree 
Face Localizer: 
 A repeated-measures ANOVA yielded no main effects of group [F(1,16) = .013, p 
= .912] or condition [F(2,32) = 1.046, p = .354] for the degree measure. A main effect of 
hemisphere on network degree was observed [F(1,16) = 9.863, p = .006] with greater 
degree in the right hemisphere (M = 16.95, SD = 4.4) than observed in the left (M = 

























While no significant main effects for group [F(1,16) = .345, p = .568], condition 
[F(2,32) = .012, p = .988], or hemisphere [F(1,16) = 3.029, p = .101] were observed for 
the Amygdala, results did yield a hemisphere x group interaction [F(1,16) = 4.556, p = 
.049]. Independent samples t-tests revealed greater group differences in the left 
amygdala [t(16) = -1.2, p = .248] than in the right [t(16) = .177, p = .861] as observed in 
figure 51. This implies that the left Amygdala is not as critical of an interacting hub in the 
ASD-Sibs group compared to the ND group. In the FFA, no significant main effects for 
group [F(1,16) = .056, p = .815], condition [F(2,32) = 2.133, p = .141], or hemisphere 
















Degree measures in the amygdala for ASD-sibs and ASD-sibs-matched ND controls 
during the face localizer.  
 
Task: 
 No main effects of group [F(1,16) = 2.131, p = .164], category [F(1,16 = .006, p = 
.938], hemisphere [F(1,16) = .951, p = .344], or processing type [F(1,16) = 1.233, p = 
.283] could be noted. An apparent processing x group interaction driven by featural 























Figure  52. 
Degree measures for ASD-sibs and ASD-sibs-matched ND controls during the 
same/different matching task.  
 
 
A repeated-measures ANOVA similar to that for the full network was conducted for 
the Amygdala and the FFA. In the Amygdala, no significant main effects for group 
[F(1,16 = 2.142, p = .163], category [F(1,16) = .107, p = .748], processing type [F(1,16) = 
1.013, p = .329], or hemisphere [F(1,16) = .021, p = .887] and no significant interactions 
were observed. In the FFA, no main effects were revealed for group [F(1,16) = 1.631, p 
= .220], category [F(1,16) = .119, p = .735], processing type [F(1,16) = 2.776, p = .115], 
or  hemisphere [F(1,16) = 2.714, p = .119]. A significant interaction as seen in figure 53 
was noted for processing x group [F(1,16) = 5.081, p = .039]. The group difference was 
significant according to an independent samples t-test for featural processing [t(16) = -
2.194, p = .043], but not configural [t(16) = -.096, p = .925]. A hemisphere x category 
interaction [F(1,16) = 5.081, p = .039] (figure 54) was also observed for the FFA.  A 
paired t-test used to explore this interaction revealed hemispheric differences in houses 
[t(17) = 2.335, p = .032] but not for faces [t(17) = -.492, p = .629] implying that the right 


























Degree measures in the fusiform face area for ASD-sibs and ASD-sibs-matched ND 














Figure 54 . 
Degree measures for left and right fusiform face area during the same/different matching 
task.  
 
4.6.5 ASD-sibs Strength 
Face Localizer: 
There were no main effects of group [F(1,16) = .074, p = .789] or condition 
[F(2,32) = .916, p = .391]. A main effect of hemisphere [F(1,160 = 9.781, p = .006] is 
further qualified by a significant hemisphere x condition interaction [F(2,32) = 3.933, p = 
.030] as seen in figure 55.  To explore this interaction, a paired t-test revealed significant 
hemispheric differences for objects [t(17) = -2.267, p = .037] and textures [t(17) = -3.321, 



















Strength measures for the left and right hemispheres  during the face localizer.  
 
A repeated-measures ANOVA similar to that for the full network was conducted for 
the Amygdala and the FFA. No main effects of group [F(1,16) = .414, p = .529], condition 
[F(2,32) = .058, p = .943], or hemisphere [F(1,16) = 1.152, p = .299] were observed for 
Amygdala. A significant hemisphere x group interaction [F(1,16) = 5.715, p = .029] is 
shown in figure 56. While not significant, an independent samples t-test showed greater 
group differences in the left amygdala [t(16) = -1.365, p = .191] than in the right 
amygdala [t(16) = .352, p = .729]. For the ASD-Sibs group, the left amygdala does not 
appear to be interacting with as many network regions compared to the ND group. In the 
FFA, no main effects of group [F(1,16) = .095, p = .762], condition [F(2,32) = 1.975, p = 

































Strength measures in the amygdala for ASD-sibs and ASD-sibs-matched ND controls 
during the face localizer.  
 
Task: 
A repeated-measures ANOVA yielded no main effect of group [F(1,16) = 2.210, p 
= .157], category [F(1,16) = .068, p = .798], processing type [F(1,16) = .884, p = .361], or 
hemisphere [F(1,16) = 2.672, p = .122] and no significant interactions. Further 
exploration of amygdala strength measures also revealed no main effect of group 
[F(1,16) = 2.148, p = .162], category [F(1,16) = .026, p = .874], processing [F(1,16) = 
.737, p = .403], or hemisphere [ F(1,16) = .008, p = .928]. For the FFA, no main effects 
emerged for group [F(1,16) = 2.888, p = .109], category [F(1,16) = .005, p = .947], 
processing type [F(1,16) = 2.558, p = .129], or hemisphere [F(1,16) = 1.114, p = .307], 
but the hemisphere x processing interaction was significant [F(1,16) = 6.258, p = .024] 
as shown in figure 57. While a paired t-test revealed no significant hemispheric 
differences, the hemisphere difference for configural processing approached significance 
[t(17) = 2.014, p = .060] as opposed to differences in featural processing [t(17) = -.198, p 
= .845].   An apparent processing x group interaction in the FFA as seen in figure 58 


































Strength measures in the fusiform face area for ASD-sibs and ASD-sibs-matched ND 
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5.0 Discussion and Conclusion 
5.1 ASD Discussion 
The goal of the research presented within this dissertation for ASD children was 
to determine if patterns of hemispheric functional connectivity underlies possible 
configural face processing deficits, a bias toward featural processing, or both. Group 
differences observed from Degree and Strength connectivity measures were not due to 
network-wide differences in hemispheric patterns. Furthermore, behavioral results 
showed no group differences between ASD and ND children for either featural or 
configural processing.  Overall, these results stand in contradiction to the Weak Central 
Coherence theory and suggest that configural processing abilities in ASD may be 
underestimated. This study was the first to use fMRI to specifically explore functional 
connectivity of featural and configural face processing in ASD. Similar to previous ASD 
functional connectivity studies of working memory for faces (Koshino, et al., 2008), 
connectivity results from the face localizer suggest a cortical network of face processing 
that may be well suited for asocial processing styles. For example, during non-face 
conditions, ASD children demonstrated a less segregated, lower “wiring cost”, and more 
efficent network of face regions compared to ND children.  
Based on the literature supporting the Weak Central Coherence theory (C. Frith, 
2003; U. Frith, 1989; U. Frith & Happe, 1994), it was hypothesized that ASD children 
would demonstrate decreased performance during configural processing conditions and 
improved performance during featural processing conditions. Behaviorally, ASD children 
show a similar pattern on the same/different matching task as the ND control group with 
faster responses to faces than houses and fewer errors for configural processing 
compared to featural processing. These results are consistant with behavioral results 
from several groups of researches who also find typical configural processing 
capabilities in children with ASD (Mottron & Burack, 2001; Rouse, Donnelly, Hadwin, & 
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Brown, 2004). Several groups of researchers have concluded that there is no specific 
deficit in an individual with Autism’s ability to process configural/holistic information 
(Behrmann, et al., 2006; Jemel, et al., 2006). Observations that a more natural default 
processing mode in ASD is locally/feature based processing should not necessarily 
imply a deficit in other processing styles. More recently, researchers have shown that 
given specific task requirements, this bias toward featural processing can be overcome 
(Caron, et al., 2006). Given our finding that ASD children are able to perform configural 
processing equally as well as the ND group, the hypothesis of reduced right hemispheric 
connectivity seems less plausible. A decrease in reaction time and percent error with 
age suggested an improvement in task performance with development in ND children. 
This improvement was not observed for ASD children possibly due to an atypical 
developmental trajectory of cortical regions.  
Four different contrasts were used when identifying Regions of Interest activated 
during the fMRI task. During the featural face > featural house contrast it was 
hypothesized that regions specific to face processing would be revealed. A region of the 
core network for face processing, the right amygdala, was found show significantly 
greater activation for faces versus houses. Similarly, during the configural face > 
configural house contrast regions more specific to faces were expected. Here, the left 
amygdala was found to show greater activation for faces versus houses. During the 
featural face > configural face contrast, a greater number of left hemisphere regions of 
interest were expected. The left occipital pole demonstrated greater activation for 
featural processing than configural. Additionally, the left putamen showed greater 
activation for featural faces over configural faces in the ASD group but not the ND group. 
During the configural face > featural face contrast, regions of the right hemisphere were 
expected. No significant differences were found for ROIs explored in this contrast. These 
activation results were promising in relation to the hemispheric hypotheses of aim 1 in 
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this study. For example, featural > configural contrasts reveled significant differences in 
regions of the left hemisphere including greater L putamen activation in the ASD group 
but not the ND group for featural processing  
To assess patterns of functional connectivity 5 separate measures were used. It 
was expected that the ASD group would demonstrate shorter characteristic path length 
indicating a more integrated network during featural processing and higher path length 
indicating less integrated network during configural processing. No significant 
differences were found for characteristic path length during the same/different task. A 
higher clustering coefficient indicating a more segregated network was hypothesized for 
configural processing in ASD; however the opposite effect emerged with the ASD group 
showing less segregation compared to ND children for configural tasks. Higher 
modularity would indicate a more subdivided network and was expected for configural 
processing in ASD. No significant group differences were revealed for modularity. A 
lower network-wide average degree and strength connectivity measure would indicate a 
lower total “wiring cost” for the network. It was hypothesized that a lower average 
network strength and degree would be observed in the ASD group for featural 
processing in the left hemisphere. Higher wiring costs were expected in the right 
hemisphere during configural processing for ASD; however the ASD group showed a 
lower average network wiring cost for configural processing compared to ND controls. 
While the right hemisphere did show a higher network wiring cost there were no group 
differences or processing type differences in relation to hemisphere. The connectivity 
results observed did not support a theory that suggests impaired configural processing. 
Rather, results suggest a more integrated face processing network with reduced wiring 
cost is present in ASD children that may be capable of supporting configural processing. 
If overall network differences and performance characteristics support an argument that 
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there are no deficits in configural processing present in ASD, then the question remains, 
“What could be driving a bias toward featural processing styles in Autism?” 
Connectivity results of the face localizer regardless of configural or featural 
requirements and during a more natural processing mode for each group suggest a 
network in Autism that is suited toward non-social visual stimuli. Non-face conditions 
demonstrated a shorter average path length in ASD compared to ND children and 
communication of information can therefore pass from one region to another in fewer 
steps. Non-face conditions were also the less segregated (lower clustering coefficient), 
and had a lower “wiring cost” (i.e. the more efficient) for ASD children compared to ND. 
A perceptual bias toward processing a-social stimuli even for regions of the face 
processing network could be reasonable considering would be the most efficient use of 
the network. 
One possibility that has been suggested to lead to differences in face processing 
strategies observed in Autism stems from limited social motivation (Dawson, Webb, & 
McPartland, 2005). Decreased social motivation results in reduced attention toward 
faces and therefore a lack of expertise with faces. Results from the current study show 
improved task performance with developmental age in ND controls, but not in the ASD 
group as would be expected of a population with less experience for faces. This early 
experience with faces is critical to the development of cortical regions specialized for 
face processing. Schultz (2005) (Schultz, 2005) proposed that abnormal development of 
the amygdala in children with autism could account for a lack of socially motivated 
attention toward faces. The amygdala is highly responsive to emotional information 
observed in faces and plays an important role in determining salience of this information. 
Additionally, the amygdala is interconnected with other face processing regions, 
including the fusiform face area, a region that is highly activated during face processing 
and for visual stimuli of expertise. During configural processing, the current connectivity 
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results suggest that both the amygdala and the FFA are important hubs interacting with 
a greater number of regions in the face processing network for Normal Developing 
controls. The same could not be said of the ASD group as both the amygdala and FFA 
were not highly centralized interacting regions for configural processing. These group 
differences were not observed for featural processing in the FFA or amygdala. A 
reduced potential of these regions to communicate with the rest of the face network 
during configural processing could result in a reduced capacity to evaluate social stimuli 
for reward value. Reduced reward feedback during configural processing could result in 
decreased motivation and attention for configural processing of faces. The ability to 
process faces configurally is highly important to recognizing and interpreting a large 
range of emotions.  
 
5.2 ASD-Sibling Discussion 
 The goals in this dissertation for ASD-sibs were also to determine if patterns of 
hemispheric functional connectivity underlie possible configural face processing deficits, 
a bias toward featural processing, or both. The hypotheses were similar to those 
presented above for the ASD group. Given that atypical face processing is an 
endophenotype of ASD we expect to observe milder group differences in the ASD-
sibs/ND group than observed for ASD/ND. No hemispheric differences directly related to 
configural or featural processing was observed and fewer group differences were 
observed for ASD-sibs/ND controls than reported in connectivity analysis of ASD/ND. 
Behaviorally, ASD-sibs performed featural and configural tasks similarly to that of ND 
children. This study was the first to use fMRI to specifically explore functional 
connectivity of featural and configural face processing in the broad autism phenotype. 
Observations suggest that configural processing abilities in the broad autism phenotype 
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are preserved and cortical network connectivity patterns may support configural 
processing. 
 Behaviorally, ASD-sibs children show a similar pattern on the same/different 
matching task as the ND control group with faster responses to faces than houses, fewer 
errors for configural processing compared to featural processing, and fewer errors on 
faces than houses. If a piecemeal, featural processing bias reported in the autism 
literature is also a shared trait of the broad autism phenotype, these results suggest this 
bias is not due to a deficit in configural processing skills. Both groups demonstrated 
decreased reaction time with increased age, suggesting an improved performance with 
development; however only the ND group showed a decreased percent error rate with 
age. Absence of improved performance with development could suggest less experience 
and learning required to fully develop adult-like face processing skills. 
 FMRI activation contrasts for featural face > featural house revealed a right FFA 
and right amygdala region with greater activation for faces than houses. As expected, 
these regions are both highly implicated in face processing and are core regions of the 
face processing network. Configural face > configural house contrasts revealed greater 
activation for faces than houses in the right fusiform face area and in a region of the 
extended face processing network, the right inferior frontal gyrus. A large left frontal 
region was also identified, but displayed greater activation for featural processing than 
configural. During a featural face > configural face contrast it was hypothesized that left 
hemisphere ROIs would be identified that underlie featural processing abilities. In ASD-
sibs, a left IFG region was identified and determined to display greater featural than 
configural activation. A region of the right STG was identified in ND children with greater 
activation for featural processing. Configural face > featural face processing revealed 
greater activation in ND compared to the ASD-sibs group for featural processing in the 
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right frontal pole. Increased activation for faces in regions of the core and extended face 
processing network are consistent with previous literature.  
 No significant network-wide differences between ASD-sibs and ND children were 
observed during connectivity analysis. While there were no significant main effects 
reported, when main effects of group approached significance as observed for 
characteristic path length, group differences were greater for featural processing, not 
configural. In this case, ASD-sibs appear to show a network that is more highly 
integrated for featural processing. Additionally, mean clustering coefficient and degree 
measures suggest less functional segregation and a more efficient network for featural 
processing in ASD-sibs. Given the importance of the amygdala in communicating 
salience of emotional information to the rest of the face processing network, atypical 
function and connectivity in this region could have a dramatic impact on social motivation 
for faces. In ASD-sibs, the left amygdala does not appear to be a highly centralized hub 
interacting with a large number of network regions. A lack of social motivation and 
directed attention toward faces reported in autism may also be mildly present in non-
diagnosed ASD siblings. Moreover, task results show that the fusiform face area 
interacts with fewer network regions during featural processing in the ASD-sibs group 
compared to ND controls. Examining the “default processing” mode during the localizer 
scan may prove a useful tool to examine network biases without task requirements for 
featural and configural processing. While no significant differences were observed for 
measures of network integration or segregation, the overall patterns are interesting to 
note (see Appendix figure 1). In ASD-sibs, network integration and segregation 
measures for faces are more similar to non-face stimuli conditions, indicating no clear 
advantage for face processing. Significant hemispheric connectivity differences were 
observed during the localizer. Overall, the left hemisphere was more efficient and 





 One initial goal of this study was to also identify enophenotypes representing 
possible heritable biological markers within ASD. While we did not compared ASD and 
ASD-sibs groups directly, several similarities within the two groups that were not found in 
ND controls emerged. Behaviorally, both ASD and ASD-sibs reaction time and percent 
error were similar to that of the ND groups. While both ND groups of children showed 
evidence of improved performance with age, the ASD group did not show this 
improvement for either RT or % error. ASD-sibs showed mild similarities with the ASD 
group with improved performance with age for reaction times but not for percent error. 
Connectivity results during the localizer showed that a network of face processing 
regions were actually more integrated and more efficient during non-face conditions in 
ASD children compared to ND. While no significant group differences between ASD-sibs 
and ND children were observed during the localizer, qualitative patterns suggest mild 
traits on the spectrum between that of ASD and ND with no clear advantage for either 
faces or non-face conditions in ASD-sibs. While all groups demonstrate increased 
activation of the amygdala for face processing, atypical connectivity was observed for 
ASD and ASD-sibs. Compared to ND children, the amygdala in ASD children is not as 
highly of an important network hub connected to many regions of the face processing 
network during configural processing. In ASD-sibs, the left amygdala was is not as 
important of a network hub compared to the ND group. Additionally, atypical connectivity 
for the fusifrom face area is observed in both groups. The strength of connections of the 
FFA to other network regions in ASD children is reduced during configural processing, 




 Results from ASD and Broad Autism Phenotype siblings suggest few hemispheric 
group differences associated with either a bias in featural processing or deficits in 
configural processing across an entire network of face processing regions. No specific 
deficits in behavioral performance of configural processing of faces were observed. 
Given that no specific deficit in configural processing was observed, it may be less likely 
that results would have shown overall underconnectivity in the right hemisphere for ASD 
or ASD-sibs groups. No hemispheric group differences could be noted for full network-
wide connectivity measures. Atypical patterns of connectivity for configural processing in 
ASD were observed in specific regions. During configural processing, both the amygdala 
and FFA showed reduced connectivity strength with the rest of the face processing 
network. While both groups were quite capable of performing configural processing 
when required to do so, this processing strategy is not typically reported in the literature 
as the default processing method in autism. Impairment of the amygdala and FFA to 
communicate with the rest of the face network could result in decreased motivation and 
attention toward configural changes. A bias toward non-social featural processing 
strategies commonly reported in autism literature is also supported by an observation of 
a more integrated and efficient network for non-face conditions in ASD compared to ND 
children. These findings are the first to explore featural and configural processing in ASD 
and the Broad Autism Phenotype using functional connectivity and add to a growing 
body of literature suggesting that the configural processing abilities in ASD have been 
underestimated.  
 A potential limitation of the current study lies in an assumption that results from a 
small subsample of the population of ASD and ASD-sibs also represents those 
populations as a whole. In order to confirm the current findings, this study would greatly 
benefit from an increased sample size during replication. The requirements of the fMRI 
scanning environment and task also meant that children on the most severe end of the 
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Autism spectrum were excluded from this study. The results presented here therefore 
represent a population of higher functioning ASD children. Additionally, questions were 
raised from the current results that should be further explored. Future studies may 
benefit from an exploration of the motivation, attention, and reward value during 
configural and featural processing of ASD children. Given that configural processing 
abilities improve throughout childhood and adolescence until reaching mature adult-like 
levels, it is also possible that and differences in connectivity for configural processing 
would be more dramatic in adult populations. An unforeseen pitfall in this study lies in 
the male to female ratios of the ASD and ASD-sibs groups. As expected given a 4:1 
male:female ration in the general ASD population, the ASD group here consisted of all 
males. The ASD-sibs group recruited however is primarily composed of females. This 
was unexpected as there have been no known reports of the male:female ratios among 
non-diagnosed siblings. One possible explanation may be that among populations at risk 
for an Autism Spectrum disorder, females are less at risk for a diagnosis. This 



















Appendix Tables 1 – 7 list regions greater than 10 voxels large identified in 
activation maps for the contrasts of interests in ASD, ASD-Sibs, and their respective ND-
matched controls. These regions were not submitted to the further Region of Interest 
Analysis for various reasons including: the region was located in white matter or 
cerebellum, region was not of specific interest to face processing based on the majority 
of fMRI literature (e.g. Motor Cortex), or the region identified was based on deactivation 
of both variables in the contrast and did not represent activation above baseline.  No 
additional regions larger than 10 voxels were found for the Configural Face > Featural 
Face contrast in the ASD or ASD-matched ND control group and there is therefore no 
































Appendix Table 1.  ASD Featural Face > Featural House Processing 
Region Group MNI Coordinate 
(x,y,z) 
Cluster Size (voxels) 
Left Supramarginal 
Gyrus 
ASD -58, -48, 36 197 
Left Cerebral White 
Matter 
ASD -14, -36, 12 29 
Right Cerebral White 
Matter 
ASD 14, -38, 14 26 
Right Precentral Gyrus ASD 10, -18, 62 15 
Left Cerebral White 
Matter 
ASD -32, -14, 26 11 
Left Lateral Occipital 
Cortex 
ASD -46, -64, 44 10 
Left Cerebral White 
Matter 
Control -20, 30, -10 146 
Left Hippocampus Control -18, -14, -16 73 
Left Parahippocampal 
Gyrus 
Control -18, 0, -20 39 
Left Frontal Medial 
Cortex 
Control -8, 50, -14 37 
Right Lateral Ventricle Control 28, -42, 10 30 
Right Frontal Medial 
Cortex 
Control 10, 38, -22 21 
Left Lateral Occipital 
Cortex 
Control -44, -64, 12 17 
Right Middle Temporal 
Gyrus 
Control 64, -40, 6 17 
Right Temporal 
Occipital Fusiform 
Control 42, -60, -20 14 
Right Parietal 
Operculum 
Control 60, -22, 20 13 
Left Lingual Gyrus Control -8, -62, -2 12 
Left Supramarginal 
Gyrus 
ASD > Control -56, -48, 36 57 
Right Parahippocampal 
Gyrus 
ASD > Control 24, -34, -14 25 
Left Lateral Occipital 
Cortex 
ASD > Control -42, -82, 16 13 
Right Lateral Ventricle ASD > Control 18, -32, 14 11 
Cerebellum Control > ASD 28, -70, -24 116 
Right Caudate Control > ASD 10, 22, -4 50 
Right Occipital Pole Control > ASD 8, -92, 16 38 
Left Cerebral White 
Matter 
Control > ASD -14, 32, -14 25 
Right Inferior Temporal 
Gyrus 
Control > ASD 52, -32, -22 15 
Right Cerebral White 
Matter 









Appendix Table 2.  ASD Configural Face > Configural House Processing 
Region Group MNI Coordinate 
(x,y,z) 
Cluster Size (voxels) 
Left Thalamus Control 0, -12, 2 18 
Right Inferior Frontal 
Gyrus 
Control 50, 18, 18 29 
Right Temporal 
Occipital Fusiform  
Control 40, -58, -20 15 
Right Parahippocampal ASD > Control 26, -32, -18 23 
Left Lingual Gyrus ASD > Control -6, -76, 2 12 
Right Occipital Pole Control > ASD 26, -90, -2 30 






































Appendix Table 3.  ASD Featural Face > Configural Face Processing 
Region Group MNI Coordinate 
(x,y,z) 
Cluster Size (voxels) 
Right Cerebral White 
Matter 
ASD 4, 18, 16 64 
Left Postcentral Gyrus ASD -14, -40, 58 34 
Left Precuneous ASD -14, -60, 30 28 
Left Cerebral White 
Matter 
ASD -10, 26, 10 25 
Left Cerebral White 
Matter 
ASD -30, -60, 30 23 
Left Precuneous ASD -2, -54, 34 19 
Right SMA ASD 10, 2, 60 17 
Right Precuneous ASD 2, -44, 54 13 
Right Superial 
Temporal 
Control 66, -28, 6 108 
Right Middle Frontal 
Gyrus 
Control 48, 14, 48 45 
Right Intracalcarine Control 8, -86, 10 24 
Right Frontal Pole Control 32, 56, 6 20 
Left Lingual Control -32, -62, 2 17 
Right Angular Gyrus Control 46, -52, 34 15 




























Appendix Table 4.  ASD-Sibs : Featural Face > Featural House Processing 
Region Group MNI Coordinate 
(x,y,z) 
Cluster Size (voxels) 
Right Cerebral White 
Matter 
ASD-Sibs 38, -56, 10 42 
Left Middle Frontal ASD-Sibs -38, 14, 36 15 
Left Anterior Temporal 
Fusiform 
Control -32, 0, -38 107 
Right Anterior Temporal 
Fusiform 
Control 26, -4, -38 23 
Right Lateral Ventricle Control 20, -28, 24 20 
Left Parahippocampal Control -30, -8, -26 20 
Left Cerebral White 
Matter 
Control -40, -46, 6 19 
Left Inferior Temporal Control -50, -32, -26 17 
Left Lateral Ventrical Control -20, -32, 22 16 
Left Cerebral White 
Matter 
Control -32, 0, 18 16 
Left Cerebral White 
Matter 
Control -30, -12, 22 11 
Anterior Temporal 
Fusiform 
Control -34, 2, -38 11 
Right Cerebral White 
Matter 
ASD-Sibs > Control 24, -84, -4 22 
Left Precuneous Control > ASD-Sibs -8, -40, 48 100 
Left Parahippocampal Control > ASD-Sibs -28, 2, -36 24 
Left Anterior Temporal Control > ASD-Sibs -40, -8, -30 17 
Right Superior Parietal Control > ASD-Sibs 16, -50, 70 12 
Right Postcentral  Control > ASD-Sibs 16, -38, 58 10 






















Appendix Table 5.  ASD-Sibs:  Configural Face > Configural House Processing 
Region Group MNI Coordinate 
(x,y,z) 
Cluster Size (voxels) 
Left Postcentral Gyrus ASD-Sibs -60, -20, 42 19 
Left Supramarginal Control -44, -48, 10 62 
Right Superior Frontal Control 8, 18, 60 42 
Left Cerebral White 
Matter 
Control -20, 44, -8 39 
Cerebellum Control -22, -82, -42 39 
Left Supramarginal Control -66, -36, 28 33 
Right Thalamus Control 4, -12, 8 23 
Left Lateral Occipital 
Cortex 
Control -50, -66, 38 19 
Right Cerebral White 
Matter 
Control 32, 28, -12 17 
Left Postcentral Control -62, -22, 26 14 
Left Paracingulate Control -12, 18, 40 10 
Right Cerebral White 
Matter 
ASD-Sibs > Control 10, 26, -12 25 
Right Postcentral ASD-Sibs > Control 46, -28, 60 24 
Cerebellum Control > ASD-Sibs -4, -46, -8 179 
Left Cerebral White 
Matter 
Control > ASD-Sibs -40, -54, 2 164 
Left Cerebral White 
Matter 
Control > ASD-Sibs -20, 44, -8 114 
Cerebellum Control > ASD-Sibs -34, -50, -44 80 
Left Paracingulate Control > ASD-Sibs -12, 18, 40 55 
Left Precuneous Control > ASD-Sibs 2, -48, 46 54 
Left Lingual  Control > ASD-Sibs -22, -44, -4 52 
Right Cingulate Control > ASD-Sibs 10, -36, 44 32 
Cerebellum Control > ASD-Sibs 28, -38, -38 24 
Left Pallidum Control > ASD-Sibs -20, -12, 2 21 
Left Parietal Operculum Control > ASD-Sibs -60, -26, 16 20 
Cerebellum Control > ASD-Sibs 28, -46, -48 17 
Right Superior Frontal Control > ASD-Sibs 8, 18, 62 14 
Right Cerebral White 
Matter 
Control > ASD-Sibs 26, 44, -6 13 













Appendix Table 6.  ASD-Sibs:  Featural Face > Configural Face Processing 
Region Group MNI Coordinate 
(x,y,z) 
Cluster Size (voxels) 
Left Occipital Pole ASD-Sibs -6, -92, 12 35 
Left Superior Frontal ASD-Sibs -6, 10, 56 22 
Left Cerebral White 
Matter 
ASD-Sibs -32, 42, 2 17 
Right Cerebral White 
Matter 
ASD-Sibs 30, -28, 24 11 
Left Lingual Gyrus ASD-Sibs -10, -76, -4 10 
Right Postcentral  Control 10, -38, 64 191 
Cerebellum Control 48, -70, -34 127 
Left Postcentral Control -8, -40, 66 27 
Left Lateral Ventrical Control -18, -42, 8 19 
Cerebellum Control > ASD-sibs 28, -36, -32 19 
Right Superior Frontal Control > ASD-sibs 20, -4, 64 14 
Right hippocampus Control > ASD-sibs 24, -8, -22 11 
 
Appendix Table 7.  ASD-Sibs:  Configural Face > Featural Face Processing 
Region Group MNI Coordinate 
(x,y,z) 
Cluster Size (voxels) 
Cerebellum ASD-Sibs -16, -46, -32 10 
Cerebellum Control 6, -60, -12 98 
Brain Stem Control 6, -32, -26 62 
Left Middle Temporal Control -52, -54, -4 56 
Cerebellum Control -18, -36, -44 51 
Right Lateral Occipital 
Cortex 
Control 14, -62, 50 25 
Cerebellum Control 28, -36, -32 22 
Right Superior Frontal Control 20, -2, 64 15 
Left Cerebral White 
Matter 
Control -24, -84, 6 11 
Right Hippocampus ASD-Sibs > Control 24, -8, -22 11 
Left Cerebral White 
Matter 
Control > ASD-Sibs -28, 16, 24 69 
Cerebellum Control > ASD-Sibs 28, -36, -32 19 































Appendix Figure 1.   
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