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Analyzing the Changing Gender Wage Gap
based on Multiply Imputed Right Censored
Wages∗
Hermann Gartner and Susanne Ra¨ssler†
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In order to analyze the gender wage gap with the German IAB-employment
register we have to solve the problem of censored wages at the upper limit of
the social security system. We treat this problem as a missing data problem.
We regard the missingness mechanism as not missing at random (NMAR,
according to Little and Rubin, 1987, 2002) as well as missing by design.
The censored wages are multiply imputed by draws of a random variable
from a truncated distribution. The multiple imputation is based on Markov
chain Monte Carlo (MCMC) technique. We complete the dataset with this
technique in order to apply a Juhn-Murphy-Pierce-decomposition. As the
main sources for the narrowing gender wage gap from 1991 to 2001 we identify
an improvement of women’s position within the wage distribution.
JEL-code: C15, J16
Keywords: Juhn-Murphy-Pierce-decomposition, multiple imputation, miss-
ing data
1 Introduction
For studying the sources of the changing gender wage gap we need exact information
about the distribution of the wages of males and females. If we knew the position
for each male and female worker within the wage distribution, we could use a Juhn-
Murphy-Pierce-decomposition to identify the sources of the changing gender wage gap.
The gender wage gap can, for example, decrease because the position of women in the
wage distribution relative to men is improved. Another possible reason for a decreasing
∗We thank the DFG (project Al 393 / 6-3 – Gender-Specific Wages and Organisations) for financial
support and Lutz Bellmann for helpful hints.
†Institute for Employment Research - Nuremberg, Germany.
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gender gap is, that the entire distribution becomes mores compressed and therefore also
the differences between male and female wages get lower.
We want to investigate the gender wage gap with the German IAB employment sam-
ple1. But the dataset lacks information about the entire wage distribution. Since the
data stems from the social security accounts, the wages are only given up to the contri-
bution limit according to the social security system, thus, the wages are right censored.
For employees with wages above the limit, only the limit is reported. In some other
countries similar problems exist with censored wages of administrative datasets.
To allow the analysis as mentioned above based on such censored data, we treat this
problem as a missing data problem. In this special case we regard the missingness
mechanism as not missing at random (NMAR, according to Little and Rubin, 1987,
2002) as well as missing by design. The first because the missingness depends on the
value itself, i.e., if the limit is exceeded the true value will not be reported but the limit,
say a. The latter because the data are missing due to the fact that they were not asked.
A common approach to handle missing data is multiple imputation which means that
every missing value is randomly imputed for m times, Rubin (1978, 1987, 1996). In our
case this basically contains draws of the wages whenever the limit is reported. Thus,
random draws of a random variable from a truncated distribution have to be performed.
The aim of this paper is to present a refined multiple imputation technique based on
a suggestion of Chib (1992) to impute wages above the limit according to the social
security system and to use this completed dataset to decompose the gender wage gap
with the Juhn-Murphy-Pierce-technique. For this purpose we use data from the IAB
employment sample for the years 1991 and 2001.
2 Analyzing the Gender Wage Gap:
Juhn-Murphy-Pierce-Decomposition
We use a decomposition technique proposed by Juhn et al. (1993) to analyze the source
of the change in the gender wage gap. The technique is used in several studies by Blau
and Kahn (1994, 1996, 1997) to compare gender earning differences across time and
across countries. The dependent variable of our estimates is the gross daily wage. We
compare the gender wage gap of full-time employees in 1991 with the gap in 2001.
In the first step, we estimate an augmented Mincerian wage equation (Mincer, 1974)
for males, which contains as proxies for human capital the potential work experience
and education. Further we include dummies for 15 industrial sectors and for 12 firm
size categories. We compute the potential experience according to experience = age-
6-years of schooling. The years of schooling are as follows: For lower or intermediate
secondary school only: 10 years; lower or intermediate secondary school with vocational
training: 12.125 years; academic secondary school: 13 years; academic secondary school
with vocational training: 15.125 years; college: 15 years; university: 18 years.
The wage equation is given by
1A documentation of the dataset can be found in Bender et al. (2000).
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lnwageit = X ′itβt + σtθit (1)
where wageit is the daily wage of person i and Xit is the vector of covariates. t ∈
(91; 01) stands for the years 1991 and 2001. σt is the standard deviation of male’s
residuals. θit is the standardized residual. It is calculated by lnwageit−Xitβtσt .
The mean gender wage gap at year t is given by
Dt = lnwagemt − lnwageft = ∆X ′tβt + σt∆θt. (2)
∆ indicates the difference between the means of the variables for males and females:
∆x ≡ xm − xf . As implied by the OLS-principle, the mean of the standardized error
terms θit for males is zero, because the estimation of βt is only done for males. Therefore
σt∆θt = −σtθft.
We can decompose the change of the gender wage gap after some manipulation of (2):
D01 −D91 = (∆X01 −∆X91)′β01︸ ︷︷ ︸
endowment effect
+∆X ′91(β01 − β91)︸ ︷︷ ︸
observed price effect
+
(θf91 − θf01)σ01︸ ︷︷ ︸
gap effect
+ θf91(σ91 − σ01)︸ ︷︷ ︸
unobserved price effect
(3)
The term θf91σ01 is constructed as follows: Each woman in year 1991 is assigned to
the percentile of the male residuals of the same year2. These women get the residual of
males in 2001 at the same percentile. The mean of these residuals is θf91σ01.
The endowment effect is the change in wage inequality attributed to changes in gender
specific endowment. For example: If women’s relative endowment with human capital
rises, the wage gap will decrease. The endowment effect then is negative.
The second term is the observed price effect. It captures changes in the evaluation of
the endowment. If males are better endowed with human capital, an increasing reward
of one unit human capital will rise the wage gap. This leads to a positive unobserved
price effect.
The gap effect represents the change in the relative position of females within the
wage distribution of males after adjusting for differences in observed endowment. If for
example discrimination decreases, the position of women become better. This lowers the
wage gap; the gap effect would be negative.
The unobserved price effect captures the change of the wage gap attributed to the
change of the variance of wages controlled for observed endowment. If the variance of
wages rises, then the wage gap would rise and the observed price effect would be positive.
3 Multiple Imputation
To start with, let Y = (Yobs, Ymis) denote the random variables concerning the data with
observed and missing parts. In our specific situation this means that for all units with
2We split the male residuals in 100 percentiles.
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wages below the limit a each data record is complete, i.e., Y = (Yobs) = (X,wages). For
every unit with a value of the limit a for its wage information we treat the data record
as partly missing, i.e., Y = (Yobs, Ymis) = (X, ?). Thus, we have to multiply impute the
missing data Ymis = wage.
3.1 The Basic Principle
The theory and principle of multiple imputation (MI) originates from Rubin (1978).
The theoretical motivation for multiple imputation is Bayesian, although the resulting
multiple imputation inference is usually also valid from a frequentist viewpoint. Basi-
cally, MI requires independent random draws from the posterior predictive distribution
fYmis|Yobs of the missing data given the observed data. Since it is often difficult to draw
from fYmis|Yobs directly, a two-step procedure for each of the m draws is useful:
(a) First, we make random draws of the parameters Ξ according to their observed-data
posterior distribution fΞ|Yobs ,
(b) then, we perform random draws of Ymis according to their conditional predictive
distribution fYmis|Yobs,Ξ.
Because
fYmis|Yobs(ymis|yobs) =
∫
fYmis|Yobs,Ξ(ymis|yobs, ξ)fΞ|Yobs(ξ|yobs)dξ (4)
holds, with (a) and (b) we achieve imputations of Ymis from their posterior predictive
distribution fYmis|Yobs . Due to the data generating model used, for many models the
conditional predictive distribution fYmis|Yobs,Ξ is rather straightforward. Often it can be
formulated for each unit with missing data easily.
In contrast, the corresponding observed-data posteriors fΞ|Yobs usually are difficult to
derive for those units with missing data, especially when the data have a multivariate
structure and different missing data patterns. The observed-data posteriors are often no
standard distributions from which random numbers can easily be generated. However,
simpler methods have been developed to enable multiple imputation based on Markov
chain Monte Carlo (MCMC) techniques.3 In MCMC the desired distributions fYmis|Yobs
and fΞ|Yobs are achieved as stationary distributions of Markov chains which are based on
the complete-data distributions, that is easier to compute.
To proceed further, let θ denote a scalar quantity of interest that is to be estimated,
such as a mean, variance, or correlation coefficient. Notice that now θ can be completely
different from the data model used before to create the imputations. Although θ (analy-
sis) could be an explicit function of ξ (imputation), one of the strengths of the multiple
imputation approach is that this need not be the case. In fact, θ (analysis) could even be
the parameter of the imputation model, then the imputation and the analysis model are
the same and are said to be congenial (Meng 1995). However, multiple imputation is de-
signed for situations where the analyst and the imputer are different, thus, the analyst’s
3These are extensively discussed by Schafer (1997).
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model could be quite different from the imputer’s model. As long as the two models
are not overly incompatible or the fraction of missing information is not high, inferences
based on the multiply imputed data should still be approximately valid. Moreover, if
the analyst’s model is a sub-model of the imputer’s model, i.e., the imputer uses a larger
set of covariates than the analyst and the covariates are good predictors of the missing
values, then MI inference is superior to the best inference possible using only the vari-
ables in the analyst’s model. This property is called superefficiency by Rubin (1996).
On the other hand, if the imputer ignores some important correlates of variables with
missing data, but these variables are used in the analyst’s model, then the results will
be biased.
Now let θ̂ = θ̂(Y ) denote the statistic that would be used to estimate θ if the data were
complete. Furthermore, let v̂ar(θ̂) = v̂ar(θ̂(Y )) be the variance estimate of θ̂(Y ) based
on the complete dataset. We also assume that with complete data, tests and interval
estimates which are based on the normal approximation
(θ̂ − θ)/
√
v̂ar(θ̂) ∼ N(0, 1) (5)
should work well. Notice that the usual maximum-likelihood estimates and their asymp-
totic variances derived from the inverted Fisher information matrix typically satisfy these
assumptions.
Suppose now that the data are missing and we make m > 1 independent simulated
imputations (Yobs, Y
(1)
mis), (Yobs, Y
(2)
mis), . . . , (Yobs, Y
(m)
mis ) enabling us to calculate the im-
puted data estimate θ̂(t) = θ̂(Yobs, Y
(t)
mis) along with its estimated variance v̂ar(θ̂
(t)) =
v̂ar(θ̂(Yobs, Y
(t)
mis)), t = 1, 2, . . . ,m. From these m imputed datasets the multiple impu-
tation estimates are computed.
The MI point estimate for θ is simply the average
θ̂MI =
1
m
m∑
t=1
θ̂(t). (6)
To obtain a standard error
√
v̂ar(θ̂MI) for the MI estimate θ̂MI , we first calculate the
“between-imputation” variance
v̂ar(θ̂)between = B =
1
m− 1
m∑
t=1
(θ̂(t) − θ̂MI)2, (7)
and then the “within-imputation” variance
v̂ar(θ̂)within =W =
1
m
m∑
t=1
v̂ar(θ̂(t)) . (8)
Finally, the estimated total variance is defined by
v̂ar(θ̂MI) = T = v̂ar(θ̂)within + (1 +
1
m
)v̂ar(θ̂)between
= W +
m+ 1
m
B. (9)
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The term ((m + 1)/m)B enlarges the total variance estimate T compared to the usual
analysis of variance with T = B + W ; (m + 1)/m is an adjustment for finite m. An
estimate of the fraction of missing information γ about θ due to nonresponse is given by
γ̂ =
(1 + 1/m)B
T
. (10)
For large sample sizes, tests and two-sided (1−α)100% interval estimates can be based
on the Student’s t-distribution
(θ̂MI − θ)/
√
T ∼ tv and θ̂MI ± tv,1−α/2
√
T (11)
with the degrees of freedom
v = (m− 1)
(
1 +
W
(1 +m−1)B
)2
(12)
From (11) we can see that the multiple imputation interval estimate is expected to
produce a larger interval than an estimate based only on one single imputation (SI).
The multiple imputation interval estimates are widened to account for the missing data
uncertainty and simulation error. Using only one singly imputed dataset, in general, will
lead to an underestimation of uncertainty and thus produce variance estimates that are
too low and p-values that are too significant.
3.2 Imputation Model
We assume that for person i the wage in logs is given by
y∗i = x
′
iβ + i (13)
where  iid∼ N(0, τ−2)
We observe the wage yobs = y∗i only if the wage is under the threshold a. If the wage
is above a, we observe a instead of y∗i :
yi =
{
yobs if y∗i ≤ a
a if y∗i > a
(14)
We impute for the a estimations z of the true wages. Thus, we define y = (yobs, a) and
yz = (yobs, z). Then, z is a truncated variable in the range (a,∞) and its conditional
predictive distribution is given by
f(z|y, β, τ2) = fN (z|x
′β, τ−2)
1− Φ(τa− τx′β) (15)
where a < z < ∞. According to Chib (1992) we get a data augmentation algorithm
and Gibbs sampler based on the full conditional distributions according to
f(β|y, z, τ2) = fN (β|βˆz, τ−2(X ′X)−1) (16)
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f(τ2|y, z, β) = fG(τ2|n/2,
n∑
i=1
(yz − x′βz)2/2) (17)
where β̂(t)z = (X ′X)−1X ′y
(t)
z is the usual OLS estimate based on the complete dataset.
To receive valid imputations and random draws of the parameters from their observed
data distribution according to the rule presented in (4), we finally propose a MCMC
technique as mentioned earlier. To start the chain we adopt the starting values β(0), τ2(0)
from a ML tobit estimation.
Imputation-Step:
First, we randomly draw values for the missing variables from the truncated distribu-
tion according to
z
(t)
i ∼ N(x′iβ, τ−2(t)) (18)
Note that alternatively a accept-rejection algorithm could be applied instead of draw-
ing directly from the truncated distribution. But the computational time gets too large
with such an amount of missing data and these large datasets. The proposed new algo-
rithm is computationally by far friendlier and described in the appendix.
Then the OLS regression is computed based on the imputed datasets according to
β̂(t)z = (X
′X)−1X ′y(t)z (19)
Then we produce new random draws for the parameters according to their complete
data posterior distribution. Since drawings from a gamma distribution are complicated
to compute with STATA we use a slight modification of (17).
Posterior-Step:
g ∼ χ2(n− k) (20)
τ2(t+1) =
g
RSS
(21)
where RSS is the residual sum of squares: RSS =
∑n
i=1
(
y
(t)
zi − x′iβ̂(t)z
)2
β(t+1) ∼ N
(
β̂(t)z , τ
−2(t+1)(X ′X)−1
)
(22)
k is the number of columns of X. The covariates contained in X are: potential experi-
ence (linear, quadratic and cubic), 6 educational levels, 11 occupational group according
to Blossfeld (1985), 12 categories of firm size, 15 industrial categories. We repeat the
imputation-step and the probability-step 11,000 times and use (z(2,000)i , z
(3,000)
i , ... ,
z
(11,000)
i ) to obtain 10 completed datasets. The imputation is done separately for males
and females and for 1991 and 2001. For each dataset the imputation routine requires
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Table 1: Wage of males and females, 1991 and 2001
Year lnwagem lnwagef ∆ lnwage σt
1991 4.481 4.126 0.355 0.335
2001 4.490 4.204 0.286 0.346
Notes: log of daily wage of fulltime employees in Euros, western Germany. Source:
German IAB employment sample (IABS)
about six hours. Different analyses of the convergence of the chains do not show any
problems.
We have assumed a lognormal distribution of the wages. The normal distribution is
notoriously sensitive according to outliers (see Gelman et al., 2003, S. 443). Especially
by using transformations of a normal distribution this problem may be considerable
(as discussed by Rubin, 1983). To touch upon the applicability of our distribution
assumption, we compare the distribution of our imputed wages with the distribution
calculated with the German socioeconomic Panel (GSOEP). Our imputed wages lay
about in the same range as the wages in the GSOEP.4 Thus, our imputed datasets are
used for the analyst’s model as described above.
4 The Dataset and Results
The German IAB employment sample (IABS) is a 2 percent random sample of all em-
ployees covered by the social security. Accordingly self employed, family workers and
civil servants (Beamte) are not included. The dataset represents 80 percent of the em-
ployees in Germany. The data are the base for calculating the benefits from the social
security system. Therefore they are highly reliable. The IABS includes among others
information about age, sex, education, wage, and the occupational group. We exclude
for the analysis part time workers, apprentices and all cases where earnings are below
twice the limit of minor employment because this wages are implausible for fulltime
workers. Further we restrict our data to west German residents. Our dataset contains
for the year 1991 223,069 males and 112,694 females, for the year 2001 188,850 males
and 94,369 females. In 1991 there are 35,688 (16.0%) censored wages of males and 3,307
(2.9%) of females, in 2001 30,546 (16.2%) of males and 4,293 (4.5%) of females.
Descriptive statistics of the data show: The log wage of men rises over the period
(1991-2001) by 0.009 from 4.481 to 4.490, whereas the log wage of women rises more
rapidly by 0.078 from 4.126 to 4.204. Therefore the wage gap decreases from 0.355 to
0.286 by 0.0689 (table 1).
The estimation and the decomposition is separately done for each of the ten imputed
datasets. The mean and the variance of the decomposition effects are presented in table
2. Changes in the relative endowment of women account for 50.8% (=0.035/0.0689)
of the lower gender pay gap. The largest fraction of the endowment effect (0.0309 log
4A deeper going comparison of the imputed dataset with other data sources is a task for future research.
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Table 2: Decomposition of Change in the Gender Wage Gap, 1991-2001
Effect mean Var·107
endowment effect -0.0350 0.0105
human capital -0.0309 0.0075
firm size -0.0076 0.0029
industry -0.0008 0.0066
obs. price effect 0.0144 0.5792
human capital 0.0065 0.0874
firm size 0.0033 0.0161
industry 0.0043 0.2666
gap effect -0.0728 0.3448
unobs. price effect 0.0245 0.1506
Sum, gender-specific -0.1122 0.0380
Sum, wage structure 0.0386 0.0732
total sum -0.0689 0.4301
Notes: Juhn-Murphy-Pierce-decomposition; depend variable of regression: log of
daily wage of fulltime employees; covariates: potential work experience, education,
dummies for 12 firm size categories and for 15 industrial sectors; western Germany.
Source: German IAB employment sample (IABS)
points) is attributable to the improvement of women’s endowment with human capital
in the 90’s.
The endowment effect of the firm size and industrial dummies can be interpreted as
changes in gender-specific sorting across firms and industries. Large firms pay higher
wages than small firms (a survey on this topic is Oi and Idson, 1999). As males work
more frequently in large firms than females, males receive more frequently this additional
wage premium. But the share of males in large firms declines from 1991 to 2001. The
change in the gender specific sorting between large and small firms contributes to 0.0076
log points of the declining gender gap. Changes in sorting between industries are very
small; they account for nearly zero log points of the change of the gender gap.
The observed price effect is positive and amounts 0.0144 log points. This indicates,
that changes in the returns alone would have increased the gender wage gap. Changes in
the returns on human capital accounts for 0.0065 log points. As the literature about skill-
biased technological change found, skill premiums increased in most industrial countries
in the last decades because of technological change (for a discussion see Acemoglu, 2002).
Because males are better endowed with human capital than females, male’s wage rises
faster than female’s wage and this stretch the gender pay gap.
Rising wage differentials across industries amplify the gender gap by 0.0043 log points.
A trend in rising industrial wage differentials in Germany is already shown by Bellmann
and Gartner (2003). This trend widens the gender wage gap, because men works more
often in high wage industries then women. We found also an increase in firm size
differentials that widens the gender pay gap by 0.003 log points.
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The gap effect of -0.0728 indicates, that women have improved the position of their
wage residuals in the distribution of male’s wage residuals. The reduction of the gender
wage gap because of the gap effect is by 5.7% greater then the observed reduction
of the wage gap. The gap effect could be caused by both an improvement of women’s
unobserved productivity or a lowering of discrimination against women. The unobserved
price effect works in the opposite direction: The standard deviation of the residuals σt
rises from 0.335 to 0.346 log points (see table 1). This pumps up the wage gap by 0.0245
log points.
To summarize: in the 1990’s there is a general trend of wage structure, caused by
rising observed and unobserved prices, that widens the gender wage gap by 0.0384 log
points. But improvements in observed and unobserved endowments, a reduction in
gender-specific sorting and in discrimination reduce the gender wage gap by 0.1122 log
points. Similar as Blau and Kahn (1994, 1997) argue for the US in the 1980s, the trend
of the gender wage gap can be described as a swimming upstream against the rising
wage inequality.
5 Appendix: Random Draws From a Truncated Distribution
Assuming we have a normal distributed variable e ∼ N(µ, σ2). The lower limit is a.
For easier notation we define: α = (a−µ)σ and  =
(e−µ)
σ .  is then standard normal
distributed:
g() = φ() (23)
φ(x) is the density function of the standard normal distribution. We have to draw a
random value i from this distribution under the condition that i > α. Therefore we
have to draw from a truncated distribution.
The density function of a truncated standard normal distribution is
g(| > α) = f()
1− Φ(α) ,  > α. (24)
Φ(x) is the standard normal distribution function.
The truncated distribution function G()→ Y with Y ∈ [0, 1] is
G() =
∫ 
α
φ(z)
1− Φ(α)dz. (25)
Splitting the integral
G() =
1
1− Φ(α)
(∫ 
−∞
φ(t)dt−
∫ α
−∞
φ(t)dt
)
(26)
leads to
G() =
1
1− Φ(α)(Φ()− Φ(α)). (27)
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For generating the random variable with STATA we need the invers function G−1(Y ) = .
The solution of Y = 11−Φ(α)(Φ()− Φ(α)) for Φ() is:
Y (1− Φ(α)) + Φ(α) = Φ() (28)
If we take on both sides the inverse Φ−1 we get
Φ−1(Y (1− Φ(α)) + Φ(α)) = . (29)
Thus  can be generated in STATA with:
=invnorm(uniform()*(1-norm(α))+norm(α)) (30)
Y ∈ [0, 1] is substituted by uniform(), which generate an unique distribution on the in-
terval [0, 1]. This command is adopted for the imputation program to draw the censored
wages.
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