Censored measurements frequently occur in network systems involving censored sensors or saturated sensors. In addition, unreliable network characteristics can produce random measurement delays during signal transmission. In this paper, we investigate the state estimation problem for network systems with the simultaneous appearance of the aforementioned two measurement uncertainties. The occurrences of two random measurement phenomena are described by two Bernoulli random variables in which the censored variable is dependent on the delay variable. The probability of the process signal being uncensored is calculated by the local approximations using a priori and a posteriori of the state estimation. Then, a novel measurement model that incorporates both the censoring random matrix and the signal delay is established. Based on this model, an optimal recursive estimation method is proposed for systems with specified two uncertainties by making use of an innovation analysis approach and a weighted conditional expectation formula. The superior performance of our proposed method is verified through a typical oscillator simulation example.
I. INTRODUCTION
In the last few decades, the problem of state estimation for discrete-time linear systems has been extensively studied by researchers owing to its important applications in various fields such as target tracking, navigation and parameter estimation [1] - [10] . The sources of network system uncertainties, such as imperfect transmission channels, network congestion, and sensor saturated mechanisms, will result in the signals being subject to problems of random delays [11] - [13] , saturation [14] - [16] , and/or packet dropouts [17] , [18] .
Tobit measurement censoring is a common uncertainty that occurs in many engineering applications such as i) biochemical measurements with limit-of-detection saturation, ii)inexpensive sensors with saturation censoring, and iii) lineof-sight tracking with occlusion. Tobit censoring is also referred to as clipped measurement or limit-of-detection
The associate editor coordinating the review of this manuscript and approving it for publication was Congduan Li . discontinuity, and it arises from limitations in the dynamic range of sensors. Specifically, if the signal to be measured exceeds the sensor inherent threshold, those signals could be censored and cannot be measured correctly [15] , [16] . Censoring has the form of a piecewise linear transform, with a zero slope in the censored region, causing significant challenges to the general nonlinear estimators, such as the unscented Kalman filter (UKF) and extended Kalman filter (EKF) [19] . An attempt was previously made in [14] to manage the state estimation of censored measurements. Although the measurement noise is non-Gaussian near the censoring region, a novel Tobit Kalman filter (TKF) was developed based on the formulation of the Kalman filter [20] , which was a computationally efficient, unbiased recursive estimator for this special dynamic system with censored measurements. In the literature [19] , it was shown that the TKF has more accurate state estimates and state error covariance with censored measurement data, while both EKF and UKF provide unreliable estimates in censored data conditions.
Later studies have been made to the TKF so as to accommodate the effects of fading measurement, non-Gaussian Lévy measurement noise, multiplicative measurement noise, multiplicative measurement noise under redundant transmission channels protocol, and additive measurement random matrices [21] - [24] . In the area of multisensor information fusion, by setting delayed data packet obeying a Poisson distribution, a distributed federated TKF algorithm over a packet-delaying network was developed in [25] , while in [26] , a modified TKF with two-side censoring was proposed and applied in event-based multisensor fusion with a deadzonelike measurement.
Additionally, in either signal processing or control theory, discrete-time systems with random transmission delays arise in many real-world communication networks, such as hydraulic processes, temperature processes, chemical systems and large-scale industrial network systems [11] , [27] . Noticing the significance of measurement delays to state estimation, existing works [11] - [13] have studied EKF with one-step random measurement delay, and UKF with onestep or two-step random measurement delays for networks with nonlinearity via the least square filtering method. A generalized Gaussian-type filter with a one-step random measurement delay was presented in [28] under a unified framework, which includes the implementation of a cubature Kalman filter (CKF) with a one-step random delay. Based on the Monte Carlo method, a novel particle filtering method for nonlinear systems with random one-step delayed measurements was proposed in [29] , with the unknown delay probability being estimated via the maximum likelihood criterion. Then, a particle filter algorithm for network systems with random one-or two-step delayed measurements was investigated in [30] . Considering multiple-step measurement delays, a particle filter was designed in [31] by applying a similar idea as in [29] . The above discussions demonstrate that state estimation, for systems with delayed measurements, is an aspect of deep concern.
Recently, discrete-time systems with mixed uncertainties (e.g., missing measurements, random measurement delays, and packet dropouts) have been increasingly considered. The filtering problem for such systems has been thoroughly studied via different theoretical frameworks. For example, in [27] ,based on the mean and covariance functions of the signal and noises, recursive least-squares linear estimation algorithms were derived for one-step measurement delay and packet dropout by an innovation approach; in [17] , with a state-space method, a unified parameterized augmented model was defined to describe triple uncertainty, and three sequences of Bernoulli variables were used to model the entire uncertain system, based on which the optimal linear filter, predictor and smoother were obtained via an innovation approach; in [32] , a particle filter for nonlinear networked systems with random one-step delay and missing measurements was proposed by utilizing two Bernoulli random variables. Under the framework of a Gaussian filter, a Gaussian weighted integral method was developed in [33] for nonlinear systems with a one-step measurement delay and colored noise; in [34] , for linear systems influenced by multiplicative and time-correlated additive measurement noise, an optimal linear estimator was proposed without computing the inverse of the state transition matrix. If the network system contains the censored sensor, the simultaneous consideration of transmission delay and the effect of the censored sensor are significant and unavoidable in practical engineering. Unfortunately, although some approaches have been proposed for systems with censored sensors [20] - [26] , a recursive filtering algorithm for censored sensors with the receiving signal subject to one-step measurement delay has not been investigated to date. The reason may be because the calculation process is beyond the existing framework of TKF, and this process cannot be solved by the simple combination of the TKF and the measurement delay model. Also, if the TKF is applied to networks where transmission channels to the censored sensor can induce random delay, the performance of the TKF would inevitably degrade.
Motivated by the above discussions, in this paper, we aim to improve the TKF by developing a novel recursive filtering algorithm, which can deal with estimation problems in the network systems with a one-step delayed signal and censored measurement. The delayed signal and censored measurement are both modeled as sequences of Bernoulli random variables. Furthermore, a new measurement model is set to simultaneously incorporate the above two random phenomena.
The main contributions of this paper are highlighted as follows. (i) To the best of the authors' knowledge, this paper represents the first of the few attempts to deal with the recursive filtering problem for linear systems with a onestep delayed signal and censored measurement in a unified framework by an innovation analysis and the technique of random matrix expectation. (ii) Compared with the TKFs in [20] - [23] , the calculation of probability being uncensored includes not only the calculation of the current signal with a one-step state prediction but also the calculation of the delayed signal with the state posteriori. (iii) The proposed filter is of a recursive nature and is thus suitable for online applications.
The rest of the paper is organized as follows. The problem to be investigated is formulated in Section II. The proposed recursion algorithm is derived in Section III. Example of an oscillator is provided in Section IV to demonstrate the applicability and superiority of the proposed state estimation algorithm. Concluding remarks are drawn in Section V.
Notation: The notations used throughout the paper are standard except where otherwise stated. For any matrix A the symbols A T and A −1 represent its transpose and inverse, respectively; R n denotes the n-dimensional Euclidean space and R m+n is the set of n × m real matrices. I n and 0 represent the n × n identity matrix and zero matrix of appropriate dimensions, respectively. A i,j and A i represent the (i, j)th subblock and ith row, respectively, of the matrix A. diag ([x m ]) represents a diagonal matrix whose diagonal entry is x m , and col {x 1 , · · · , x m } represents the column vector. Superscripts ''∧ and '' ∼ over certain variables represent the estimate and the estimation error, respectively. Moreover, for arbitrary random vectors X and Y, we denote
T . and Var (X) = Cov (X, X), where E [·] represents the mathematical expectation operator. The symbol δ k represents the Kronecker delta function, which is equal to one at time k, and zero, otherwise.
where φ (·) and (·) are the probability density function (pdf) and the cumulative distribution function (cdf), respectively, of a Gaussian random variable.
II. PROBLEM FORMULATION
Consider the following linear discrete time-varying system:
where x k ∈ R n x andz k ∈ R n y denote the state vector and the ideal measurement vector, respectively. A k ∈ R n x ×n x and C k ∈ R n y ×n x are the known time-varying system matrix with appropriate dimensions. w k ∈ R n x and v k ∈ R n y are the zero-mean Gaussian noise with covariance Q k and R k , respectively.
The latent signal transmission model to the censored sensor is given byȳ *
where the random variable sequence {γ k , k ≥ 1} is mutually independent and denotes the random one-step delay, satisfying the Bernoulli distribution with the statistical property E [γ k ] = p k , and the signalz 1 is always received by the censored sensor. The structure of a network system is outlined as follows: the state x k is evolving through a state equation, the outputs signalz k generated from x k are sent to the censored sensor via an unreliable network mechanism, and during this period the one-step delay phenomenon may occur; that is,z k−1 may be received by the censored sensor at time k, and the output y k transformed by the censored sensor with inputz k orz k−1 is transmitted to the fusion center for state estimation (see Fig. 1 ).
As illustrated by Fig. 1 , the transmission signal with delay is censored by the censored sensors, so the actual measurement output for state estimation has the following expression:
whereȳ k is the actual measurement output, and τ = τ 1 · · · τ m · · · τ n y T ∈ R n y ×1 denotes the censoring threshold vector.
To have a better predictive description of whether the latent measurementȳ * m k m = 1, · · · , n y will be censored, we introduce an additional Bernoulli random variable η k m m = 1, · · · , n y at time k − 1 as follows:
where η k m = 1 denotes that the latent measurementȳ * m k will not be censored and the system output for state estimation isȳ * m k , and η k m = 0 denotes that threshold τ m will be output for the state estimation at time k. So the influence of measurement output on the state x k will be represented by (5), variables η k m m = 1, · · · , n y are dependent on the delayed Bernoulli variables γ k , and the probability of the measurementȳ * m k being uncensored is identical to that of the occurrence of the event {η k m = 1}, which is denoted as c k m with the probability distribution as follows:
At any given time step k, the probability c k m is unknown and needs be computed. The probability value will be presented in section III.
Let k = diag η k 1 , η k 2 , · · · , η k n y denote the diagonal Bernoulli random matrix, which indicates the censored randomness of latent measurementȳ * m k . With k we modify (4) to the following censoring measurement model:
Remark 1: Model (7) represents the rewritten form of (4), which includes the censoring matrix k and the translation transformation of the censoring measurement equationȳ k = kȳ *
In addition, model (7) has a similar form as the delay measurement model formulated in [12] , [13] and [29] , except that there exists the censoring Bernoulli matrix. This transformation helps to make the measurement equation more compact and concise.
Owing to the transformation in (7), the above (3), (4), and (5) are correspondingly rewritten as:
The probability c k m can also be expressed as:
To facilitate subsequent developments, we introduce the following definitions:
Next, for the addressed problem, the following two assumptions are made.
Assumption 1: The initial state x 0 and the processes {w k , k ≥ 1}, {v k , k ≥ 1} and {γ k , k ≥ 1} are mutually independent.
Assumption 2: For small state estimation errors,x k|k−1 and the estimatex k−1|k−1 provide a reasonably accurate approximation of x k and x k−1 .
Assumption 2 is made to account for the probability of uncensored measurement, because this probability at time k is a function of distance of latent measurement and the threshold. If the latent measurement is one-step delayed signal z k−1 , the posterior estimatex k−1|k−1 will be used to approximate the probability of signal z k−1 being uncensored, which is similar to use the predictive estimatê x k|k−1 for the probability of signal z k being uncensored at time k.
III. MAIN RESULTS
In this section, we aim to establish a unified framework to solve the addressed recursive filtering problem in the simultaneous presence of delayed transmission signal and censored measurements. Although the TKF was obtained under a similar framework as the Kalman filter (KF), it is insufficient to the actual problem we are addressing. We will establish filter theory via an innovation analysis approach, which has two main differences from the idea proposed in [20] :i) a modified uncensored probability encompassing the probability of occurrence of the delayed signal z k−1 , and ii) additional computations of uncensored statistics involved with the delayed signal z k−1 .
A. UNCENSORED PROBABILITY AND PROPERTY
First, for the given systems (1)-(4), state prediction is presented, which has the same form as the prediction of the KF due to the Gaussian process noise, and the expression is:
With state prediction, the probability of latent signal z 1 being uncensored can be calculated by the initial state value. As the received latent measurement by the censoring sensor may be delayed signal z k−1 at time k; the calculation of probability of measurement being uncensored should contain this possibility. Thus, using the conditional probability and law of total expectation, the probability c k m can be obtained by the following lemma.
Lemma: The probability c k m of the measurement y * m k being uncensored is approximated as:
where δ k is used to indicate whether the event {ẑ k−1|k−1 > 0 y k−1 = z k−1 } is necessary or impossible, and c 1 m denotes the probability of signal z m 1 being uncensored asx 1|0 has been obtained from (11) . The detailed lemma proof is provided in Appendix A.
In virtue of notation definitions in (9) and the probability in (12) , the following properties are easily inferred:
Properties:
where
, k > 1; the definitions of matrices k|k−1 and k−1|k−1 together with the detailed proof of the properties are shown in Appendix B.
Remark 2: The condition Y k−1 is to indicate that state estimatex k−1|k−1 and its variance P k−1|k−1 have been got. The equality in property 3 holds from the fact that when the noise v k is conditional on k = I n y , γ k = 0 and Y k−1 , it follows the truncated normal distribution. Additionally, the matrix ψ 1,1 can give the uncensored probability of the first latent measurement y * 1 only from the initial state and the system transition model. Once y 1 is available, ψ k,2 can be computed together with ψ k,1 , where ψ k,2 represents the probability of signal z k−1 being uncensored. Compared with the research in [20] , the newly emerging itemsv c k−1|k−1 and c k−1|k−1 describe the uncensored statistics from the delayed signal z k−1 .
Based on the above-established properties 1, 2, 3 and 5, and given measurements Y k−1 , the conditional expectations of the measurement model (7) can be computed as follows:
whereẑ
B. STATE ESTIMATION
We proceed to obtain the recursive estimator of the statê
by the innovation analysis approach, the principle of which is explained as follows. If L y 1 , · · · , y k denotes the linear space spanned by the observations y 1 , · · · , y k , the linear estimator of the signal x k based on the observations y 1 , · · · , y k is the orthogonal projection of the vector x k onto L y 1 , · · · , y k . Hence, the orthogonal projection lemma (OPL) states that the estimatorx k|k is the only element of the space L y 1 , · · · , y k satisfying that estimation error, x k −x k|k , is orthogonal to L y 1 , · · · , y k . The innovation approach transforms the measurement process y k ; k ≥ 1 into an equivalent process (innovation process) of orthogonal vectors ξ k ; k ≥ 1 , which are defined by ξ k = y k −ŷ k|k−1 . It is known that ξ k ; k ≥ 1 is a zero mean white process, and each set ξ 1 , · · · ξ k spans the same linear subspace as y 1 , · · · , y k (which are generally non-orthogonal vectors). The orthogonality of the new process enables us to derive the estimatorsx k|k with considerable simplification by calculating the linear combination of the innovations.
To compute the filter estimate of the state, we must first consider the noise filter estimatev k|k and its covariance P vv k|k for possibly delayed latent measurement.
Theorem 1: For the system composed of (1), (2) and (7), the filter estimatev k|k and its covariance P vv k|k given Y k at time k ≥ 1 have the following expressions:
where P vξ k|k−1 is the cross-covariance matrix between v k and the innovation ξ k given Y k−1 with the form:
innovation ξ k|k−1 is computed as
withŷ k|k−1 as the one-step linear predictor of y k beinĝ
and k|k−1 is denoted as the covariance matrix of ξ k|k−1 given Y k−1 , whose expressions are:
At time k = 1, the filter initial values for v k are approximated as follows:v
Proof: First, given Y k−1 , v k follows a Gaussian distribution and it is independent of Y k−1 , thusv k|k−1 = 0 and P vv k|k−1 = R k . Based on OPL, equations (16) and (17) are established.
The one-step linear predictorŷ k|k−1 in (20) is defined aŝ y k|k−1 = E y k |Y k−1 , and it is obtained by the simple addition of the two expressions in (14) .
Equation (19) is obtained from the definition of innovation ξ k|k−1 .
The cross-covariance P vξ k|k−1 between innovation ξ k|k−1 and noise v k based on Y k−1 is calculated as:
where the third equality is derived by using the conditional expectation formula and the property 1 and 4. Thus, (18) is obtained.
In terms of the definition of measurement model (7) and the covariance formula of the discrete random variable, the entries of k|k−1 are given as follows:
where Bernoulli statistical properties E (1 − γ k ) 2 = 1 − p k , E γ 2 k = p k and E [(1 − γ k ) γ k ] = 0 are used for the derivations. With simple algebraic manipulation, the part for k > 1 in (21) can be obtained.
Note that when computing 1|0 , z 1 does not arrive at time k = 1; usingx 1|0 obtained from (11) and by the fact that v 1 follows the truncated Gaussian distribution, we obtain the initial innovation covariance:
Next, we give Theorem 2 for the estimates of the state x k and its covariance P k .
Theorem 2: For the system composed of (1), (2) and (7) and the givenx k−1|k−1 and P k−1|k−1 , the filter estimate of statê x k|k and its covariance P k|k at time k satisfy the following expressions:
where P xξ k|k−1 = Cov x k , ξ k|k−1 |Y k−1 denotes the conditional cross-covariance matrix between x k and the innovation ξ k|k−1 given Y k−1 .
Proof: First, according to Assumption 2, the following three approximations hold true:
The statex k|k and error covariance P k|k are obtained from OPL. Then, cross-covariance P xξ k|k−1 is decomposed into the sum of two items:
With the above approximations and the established properties, the first item on the right of (31) is calculated as:
similarly, the second item on the right of (31) is calculated as:
Inserting (32) and (33) into the definition of P xξ k|k−1 , we obtain the part at time k > 1 in (31) ; for time k = 1,
with the simple operation, P xξ 1|0 is obtained. Combing Theorems 1 and 2, we have accomplished the filter design for network systems with randomly censored measurement and one-step delayed latent measurement.
Remark 3: Since the measurement noise does not follow a Gaussian distribution around the censoring region, the state estimatex k|k and the relatedχ k|k do not follow a Gaussian distribution.
Remark 4: As analyzed and indicated in [19] , compared with the practicality and adequate estimates provided by the TKF, the nonlinear UKF can produce errors in the piecewise uncertainty of the censored measurement. Thus, it is deduced that a Gaussian approximate filter with one-step delay, such as the UKF with a one-step delay [11] or the CKF with a onestep delay [28] , cannot efficiently solve the problem of mixed measurement uncertainties with simultaneous signal delay and measurement censoring; Additionally, the TKF lacks the necessary theory to deal with the Tobit measurement problem with the occurrence of transmission delay. In contrast, the proposed approach, in theory, guarantees appropriateness of the problem solved in this paper.
Remark 5: The above discussions and derivations have given the recursive algorithm for the case of the signal delay followed by the measurement censoring. Another case that the measurement censoring happens before the one-step transmission delay can be similarly derived, which indicates that the two algorithms are essentially the same. The detailed explanation of problem formulation of another case is shown in Appendix C.
IV. ILLUSTRATIVE EXAMPLE
In this section, we employ an oscillator example given in [19] - [22] to demonstrate the performance of the proposed filter approach. The system matrices for the oscillator model and the corresponding parameters of the dynamic systems given by (1)-(4) are as follows:
the frequency is ω = 0.0052π with a sampling period of T = 1, process noise with variance Q k = diag (0.1) 2 (0.1) 2 is uncorrelated with measurement noise with variance R k = 10. The initial conditions are set asx 0|0 = 5 0 T , P 0|0 = I 2 , delay probability p k = 0.8 for all k, censored threshold τ = 0, and the simulation time 1,000. The performance of the proposed method is analyzed by comparison with the TKF proposed in [20] and the CKF with one-step delay given in [28] (denoted as CKF-Delay) in the same conditions. The number of Monte Carlo simulations is 10. The root mean square error (RMSE) criterion and average RMSE (ARMSE) criterion are employed to quantify the performance of the estimators. The RMSE and ARMSE of the filter at time k are computed as follows:
where x (i) k|k is denoted as the filtering estimate at time k in the i-th simulation run, and x (i) k is the i-th true values of the state. MC and K represent the number of Monte Carlo simulations and the number of iterations, respectively. Fig. 2 shows the true state and its corresponding estimates from different filter methods when delay probability p k is 0.8. RMSE comparison curves between the TKF and the proposed method, CKF-Delay and the proposed method are illustrated in Fig. 3 and Fig. 4 , respectively. The specific ARMSE values are summarized in Table 1 . For delay probability p k = 0.3, the same comparison curves and ARMSE values as those of p k = 0.8 are presented in Figs. 5 to 7 and Table 2 . From these figures, we can see that, except for a few values of k, the proposed method exhibits superior performance for the delay conditions.
For the first state, the proposed method has a slightly better performance than that of the TKF, and both are better than those of the CKF-Delay and the CKF whose state curves and RMSE curves are not plotted to maintain the presentation clarity. For the second state, it is clear that the proposed method tracks the real state more accurately and exhibits a smaller ARMSE. Furthermore, from the Tables, it is also concluded that the TKF exhibits better performance than the CKF-Delay, and the CKF-Delay shows superiority over the CKF when censored measurements and transmission delays occur simultaneously. The RMSE curves are plotted separately to avoid confusion from too many curves in one graph. Fig. 8-Fig. 9 show the comparisons of the ARMSE curves of the 1st and 2nd state estimations, respectively, for different TABLE 1. ARMSEs of the states between the proposed method and similar methods applied to a stochastic oscillator model for p k = 0.8. values of delay probability p k . From the 1st state comparison in Fig. 8 , it can be seen that the performance of the proposed method is slightly better than that of the TKF, and both are smaller than the existing CKF-Delay. From the comparison of the 2nd state in Fig. 9 , it can be seen that the performance VOLUME 8, 2020 of the proposed method is obviously better than that of the TKF, and both outperform the existing CKF-Delay.
Overall, according to the values listed in the two tables and graphs for the long simulation performance, it can be concluded that the proposed algorithm presents more robust tracking ability for the considered model.
V. CONCLUSION
In this paper, we have presented an improved method for the TKF under the sensor network circumstances with two important random phenomenons, that is, censored measurements and one-step delayed signal transmission. The probability of latent measurement being uncensored is first modified to account for the delay, and it is provided by a lemma. In a unified framework, the resulting filter formulation is given by two theorems. The behavior of the proposed filter was compared with those of three other methods, namely: the TKF, CKF, and CKF with a one-step delay. Outcomes demonstrate that even when a high proportion of the latent measurements is delayed and censored, the proposed filter can also provide accurate state estimates and can consistently outperform the other three filters under the same conditions. The comparison of the ARMSE for different delay probabilities showed and demonstrated better overall performance of the proposed method. In contrast to the standard TKF, the derived formula does not require an uncorrelation assumption among the measurement components. For further research, the Tobit Kalman filtering problems for linear systems with network-induced phenomena of packet dropouts, and for information fusion of the multisensor with transmission delay and censoring can be investigated.
APPENDIXES APPENDIX A DERIVATION OF (12)
Applying the rule of conditional expectation yields
Note that the expectation E [η k m |γ k = 0, Y k−1 ] is identical to the probability of the measurement z k being uncensored. Using the notations defined in (9), we then have
The expectation E [η k m |γ k = 1, Y k−1 ] in (32) corresponds to the following probability:
Using the total expectation rule, we can conclude that
According to Assumption 2, the approximation ofẑ m k−1|k−1 toz m k−1 holds true whenȳ k−1 is equal toz k−1 ; thus,
We obtain (12) by combining (36), (37) and (38).
APPENDIX B DERIVATION OF (13)
From the rule of conditional expectation and the results of (37) and (38), we have the following two expressions:
The derivation of property 1 is obtained from (39). Property 2 can be similarly obtained as follows:
From the theorem that if random variable x obeys a standard normal distribution, its probability density function truncated from lower bound L is p L (x) = φ (x) [1 − (L)]; thus, the first two truncated origin moments of x, i.e., E [x |x > L ] = λ (L) and E x 2 |x > L = Lλ (L) + 1 can be computed. Therefore, the third equality regarding measurement noise v k in property 3 is easily obtained.
Based on the total expectation law, property 4 is calculated as follows:
where v m k−1 R m,m k−1 obeys the truncated normal distribution with truncated expectation λ L m k−1|k−1 , using the notation in (9) , the second item in (41) equals p k−1 R k−1 λ L k−1|k−1 . Thus, we obtain the equality in property 4.
For the fifth equality in (13) , the expectation of the diagonal element for square matrix v k v T k is derived as follows:
From the fact that R is diagonal and the definition for v c k|k−1 in property 3, the expectation of the non-diagonal element is expressed as follows: 
Thus, we obtain property 5 in (13) . For the sixth equality in (13) , the calculation process is similar to that of (43) and (44). 
Thus, we obtain property 6.
APPENDIX C
The structure of the measurement censoring prior to the signal delay is shown in the Fig.10 . The same assumptions as Assumptions 1 and 2 are first made to this case, and the censored outputȳ * k is:
where the definitions ofz k and τ are same as those in (2) and (4). Then a Bernoulli indicator variable η k m forȳ * m k is introduced, whose expression is:
Combining the diagonal random matrix k composed of η k m , y * k is rewritten as:
where k models the occurrence of censored output versus an actual output. The transmission signals entering fusion center for state estimation may be subject to one-step random delay, which leads to the following expression of measurement y k as:ȳ
where properties of {γ k , k ≥ 1} are the same as those in (3). Likewise, let z k =z k − τ , z k−1 =z k−1 − τ and y k =ȳ k − τ then (50) is modified as:
It is obvious that the equations in (52) are the same as properties 1 and 2 .
From the above problem formulation, we can see that the rest of state estimation for the case depicted in Fig.10 will be the same as those for the case depicted in Fig.1 . Technical Committee, and a member of the Northeast Regional Branch of the Chinese Society of Inertial Technology. VOLUME 8, 2020 
