









































































































































































destroyed	 minor	 none	 substan4a
l	
destroyed	 6	 0	 0	 157	
minor	 0	 0	 0	 30	
none	 0	 0	 0	 37	
substan4a
l	















































, classe	 rec.	 prec.	 F-m.	
destr.	 0,04	 0,4	 0,07	
minor	 0	 0	 0	
none	 0	 0	 0	
















































=== Detailed Accuracy By Class === 
 
              Precision  Recall  F-Measure  Class 
              0.259      0.135   0.177      Destroyed 
              0.333      0.200   0.250      Minor 
              0.538      0.189   0.280      None 
              0.810      0.916   0.860      Substantial 
Weighted Avg. 0.706      0.756   0.723 
 
=== Confusion Matrix === 
 
   a   b   c   d   <-- classified as 
  22   0   2 139 |   a = Destroyed 
   2   6   0  22 |   b = Minor 
   2   2   7  26 |   c = None 


















































































Time taken to build model: 2.97 seconds 
 
=== Evaluation on test split === 
 
Time taken to test model on training split: 0.02 seconds 
 
=== Summary === 
 
Correctly Classified Instances       985       89.5455 % 
Incorrectly Classified Instances     115       10.4545 % 
Kappa statistic                        0.6776 
Mean absolute error                    0.0695 
Root mean squared error                0.224  
Relative absolute error               40.3151 % 
Root relative squared error           75.6299 % 
Coverage of cases (0.95 level)        92      % 
Mean rel. region size (0.95 level)    37.3409 % 
Total Number of Instances           1100      
 
=== Detailed Accuracy By Class === 
 
               Precision Recall F-Measure Class 
               0.821     0.761  0.790     Destroyed 
               0.440     0.367  0.400     Minor 
               0.357     0.135  0.196     None 
               0.929     0.971  0.949     Substantial 
Weighted Avg.  0.880     0.895  0.885 
 
=== Confusion Matrix === 
 
   a   b   c   d   <-- classified as 
 124   1   6  32 |   a = Destroyed 
   1  11   3  15 |   b = Minor 
   6   8   5  18 |   c = None 






































Algoritmo	 M.	 S	 T	 S+T	
J48	 acc.	 78,8%	 89,5%	 90,2%	
F1	 70,7%	 88,5%	 89,2%	
Random	
Forest	
acc.	 75,6%	 87,0%	 84,7%	
F1	 72,3%	 85,3%	 82,4%	
DMNBText	 acc.	 -	 88,1%	 -	




























recall	 0.04	 0.14	 0.76	 0.65	 0.71	 0.81	 0.49	
prec.	 0.40	 0.26	 0.82	 0.82	 0.80	 0.81	 0.79	
minor	
(30)	
recall	 0.00	 0.20	 0.37	 0.10	 0.07	 0.33	 0.17	
prec.	 0.00	 0.33	 0.44	 0.25	 1.00	 0.42	 0.39	
none	
(37)	
recall	 0.00	 0.19	 0.14	 0.16	 0.22	 0.16	 0.11	
prec.	 0.00	 0.54	 0.36	 0.43	 0.44	 0.50	 0.40	
substan4al	
(870)	
recall	 0.99	 0.92	 0.97	 0.97	 0.97	 0.97	 0.97	
prec.	 0.79	 0.81	 0.93	 0.89	 0.90	 0.94	 0.86	
media	
pesata	
recall	 0.79	 0.76	 0.90	 0.87	 0.88	 0.90	 0.85	
















































































































Algoritmo	 M.	 S	 T	 S+T	
J48	 acc.	 78,8%	 89,8%	 90,3%	
F1	 70,7%	 88,9%	 89,1%	
Random	
Forest	
acc.	 75,6%	 87,1%	 86,3%	
F1	 72,3%	 85,3%	 84,1%	
DMNBText	 acc.	 -	 89,2%	 -	








































































































































CB	 WtK	 feature	 acc.	
no	 100	 100	 90,3%	
sì	 25	 47	 83,2%	
sì	 50	 96	 91,2%	
sì	 100	 190	 92,9%	
CB	=	selezione	basata	su	classi	
(DNOOCB=false)	o	no	
(DNOOCB=true)	
WtK	=	parametro	wordsToKeep	
feature	=	numero	feature	
risultan4	dai	tes4	
acc.	=	accuratezza	con	
FilteredClassiﬁer,	J48	
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Altre	opzioni	di	StringToWordVector	
•  Il	ﬁltro	dapprima	scompone	ogni	testo	in	singole	parole	e	compie	
alcune	trasformazioni	e	selezioni	
–  tokenizer	è	l’algoritmo	di	divisione	del	testo	in	parole	
–  lowerCaseTokens	indica	se	uniformare	le	parole	a	leNere	minuscole	
–  useStopList	indica	se	rimuovere	le	stopword,	parole	solitamente	non	u4li	
ai	ﬁni	dell’analisi	
•  In	seguito	viene	creata	una	lista	di	parole	dis4nte	trovate	nei	
documen4	e	per	ogni	coppia	parola-documento	viene	calcolato	un	
valore	da	riportare	nel	dataset	risultante	
–  outputWordCounts:	se	true	si	prende	il	numero	di	occorrenze	delle	parole	
nei	tes4,	altrimen4	si	considera	solo	la	presenza	(1)	o	assenza	(0)	
–  TFTransform:	converte	ogni	valore	x	calcolato	in	log(1+x),	in	genere	si	usa	
in	combinazione	con	outputWordCounts	
–  IDFTransform:	mol4plica	ogni	valore	per	il	faNore	IDF,	calcolato	come	
log(	{totale	istanze}	/	{istanze	in	cui	compare	la	parola}	)	
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Selezione	aNribu4	in	Weka	
•  Dalla	scheda	Select	aGributes	è	si	esegue	la	selezione	
di	un	soNoinsieme	di	aNribu4	più	informa4vi	
–  gli	aNribu4	seleziona4	sono	solo	mostra4:	per	modiﬁcare	
eﬀeLvamente	il	dataset,	usare	il	ﬁltro	AGributeSelector	
•  La	selezione	prevede	2	operazioni	(per	entrambi	
sono	disponibili	diversi	algoritmi):	
–  Il	metodo	di	valutazione	(AGribute	Evaluator)	indica	come	
è	valutato	ciascun	singolo	aNributo	o	insieme	di	essi.	
–  Il	metodo	di	ricerca	(Search	Method)	indica	quali	aNribu4	o	
insiemi	valutare	e	quando	interrompere	la	ricerca	
(valutare	tuL	gli	insiemi	possibili	richiederebbe	troppo	
tempo).	
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(7)	Selezione	dei	termini	più	signiﬁca4vi	
•  In	Preprocess,	applicare	(ai	da4	con	gli	aNribu4	stringa)	il	ﬁltro	
StringToWordVector	con	i	parametri	usa4	all’inizio	
(wordsToKeep	=	100,	no	stemming).	
•  Nella	scheda	Select	aGributes,	lasciare	gli	algoritmi	seleziona4	
di	default	(CfsSubsetEval	e	BestFirst),	selezionare	damage	
come	classe	nella	casella	soNo	e	cliccare	su	Start	per	avviare	
la	selezione.	
•  Osservare	l’elenco	di	aNribu4	seleziona4:	ques4	
corrispondono	alle	parole	presen4	nei	tes4	che	più	di	altre	
aiutano	a	comprendere	l’en4tà	dei	danni	negli	inciden4	
•  Ripetere	la	prova	con	il	metodo	di	selezione	
ChisquaredAGributeEval	
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Esercizio:	spam	ﬁltering	
•  Il	dataset	mailspam	con4ene	i	tes&	di	2.893	
e-mail,	ciascuna	classiﬁcata	come	spam	o	non-spam	
–  prelevare	il	ﬁle		da		hNp://bit.ly/2zJhQBW				
•  Vogliamo	prevedere	la	classe	delle	mail	dal	testo	
–  Questo	dataset	risulta	più	facile	da	traNare	del	precedente	poiché	ha	
solo	2	classi	ben	dis4nte	tra	loro	
•  Negli	esperimen4	di	classiﬁcazione,	u4lizzare	i	parametri	
speciﬁca4	in	precedenza:	
–  FilteredClassiﬁer	con	ﬁltro	StringToWordVector	con	opzioni	
doNotOperateOnClassBasis,	lowerCaseTokens	e	useStoplist	aLve	e	
classiﬁcatore	alternato	tra	J48	e	DMNBText	
–  Modalità	di	test	Percentage	split	con	perc.	training	66%	
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Esercizio:	spam	ﬁltering	–	Quesi4	
•  Fare	un	primo	test	con	wordsToKeep=50,	quale	
algoritmo	di	classiﬁcazione	tra	J48	e	DMNBText	
res4tuisce	un	modello	migliore?	
–  In	entrambi	i	casi	l’accuratezza	dovrebbe	essere	>	95%	
•  In	entrambi	i	casi,	quale	delle	due	classi	ha	Precision	
e	Recall	inferiori	?	
•  Per	ciascun	algoritmo,	indica4vamente,	per	quale	
valore	minimo	di	wordsToKeep,	precision	e	recall	
della	medesima	classe	superano	entrambe	il	90%	?	
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