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Because the power properties of traditional repeated measures and hierarchical multivariate linear
models have not been clearly determined in the balanced design for longitudinal studies in the
literature, the authors present a power comparison study of traditional repeated measures and
hierarchical multivariate linear models under 3 variance-covariance structures. The results from a
full-crossed simulation design suggest that traditional repeated measures have significantly higher
power than do hierarchical multivariate linear models for main effects, but they have significantly
lower power for interaction effects in most situations. Significant power differences are also exhibited
when power is compared across different covariance structures.
Keywords
covariance structure; hierarchical multivariate linear models; longitudinal study; power analysis;
traditional repeated measures
In longitudinal studies, both traditional repeated measures (TRM) and hierarchical multivariate
linear models (HMLM) can be applied for a balanced design when the focus is testing fixed
main effects. The balanced design assumes an equal number and spacing of measurements over
time for each subject. TRM can be used for this design with univariate or multivariate
approaches. When sphericity is met, the univariate tests are appropriate; when sphericity is not
met, we can use adjusted univariate tests or traditional multivariate tests, which do not assume
a given variance-covariance (VC) structure (cf. Greenhouse & Geisser, 1959; Huynh & Feldt,
1976; Jennrich & Schluchter, 1986; Wolfinger & Chang, 1995). For the same longitudinal
design, HMLM treats the repeated observations nested within the subjects; that is, repeated
measures at Level 1 and subjects at Level 2. A third or higher level of HMLM can be introduced
to represent the contextual effects on the subjects’ growth (Raudenbush & Bryk, 2002).
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HMLM and TRM are essentially interrelated in their theoretical development, especially after
advanced computational methods were developed to handle missing values and estimate the
VC structures (Dempster, Laird, & Rubin, 1977; Dempster, Rubin, & Tsutakawa, 1981;
Goldstein 1995; Jennrich & Schluchter, 1986; Littell, Milliken, Stroup, & Wolfinger, 2006;
Little, 1995; Little & Rubin, 2002; Maas & Snijders, 2003; McCulloch & Searle, 2001;
Raudenbush & Bryk, 2002; Van der Leeden, Vrijburg, & de Leeuw, 1996). Jennrich and
Schluchter were to first model specific VC structures directly through maximum likelihood
estimation on the basis of traditional multivariate repeated measures approach, whereas
HMLM incorporates Jennrich and Schlutchter’s multivariate repeated measures approach to
longitudinal data analysis (Raudenbush & Bryk; Jennrich & Schluchter; Schluchter, 1988; Van
der Leenden, 1998). In the literature, HMLM is simply called hierarchical linear models,
multilevel models, or more generally known as generalized latent variable models (e.g.,
Goldstein, 1994, 1995; Hox, 2002; Maas & Snijders, 2003; B. Muthén, 2002, 2004; L. Muthén
& Muthén, 2006; Raudenbush & Bryk; Singer & Willett, 2003; Skrondal & Rabe-Hesketh,
2004).
The power analysis in longitudinal studies has been an active area but a uniform and standard
criterion has not been established, especially based on the VC structures (cf. Hedeker, Gibbons,
& Waternaux, 1999; Littell et al., 2006; Raudenbush, Spybrook, Liu, & Congdon, 2005;
Snijders, 2005). Because the current analytical power approximations are not comprehensive
or necessarily accurate (Littell et al.) and the power properties of TRM and HMLM have not
yet been clearly compared in the balanced design, using a Monte Carlo (MC) simulation
approach is efficient for examining their power properties simultaneously.
For parsimonious and exploratory purposes, TRM and three common VC structures were
examined with the longitudinal data generated from a 2-level HMLM in this study. The three
VC structures were (a) random slope with homogeneous Level 1 variance (RC), (b)
unstructured (UN), and (c) first-order autoregressive (AR(1)).
Two-Level HMLM Model
The hypotheses tested in this simulation assumed the hypothesis of no fixed effects on the
individuals’ scores over time. The fixed effects were the two-group treatment effect (β01), time




where yti represents the score of person i at time t; π0i is the score of person i at time 0; π1i
refers to the slope of person i (i.e., rate of change with respect to time); β00 is the average
overall initial score at time 0; β01 stands for the hypothesized difference in average status from
the effect of treatment; β10 is the average overall annual rate of change at Level 2; β11 represents
the hypothesized difference in average annual rate of change from the effect of treatment;
u0i is the random effect for intercepts (i.e., random error of intercepts at Level 2); u1i is the
random effect for slopes (i.e., random error of slopes at Level 2); eti refers to the random error
at the tth time point of the ith person at Level 1.
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The aforementioned two-level model can be reduced to a single-level model by substituting
Equation (2) into Equation (1):
(3)
where the residual term, rti = u0i + u1i *TIME + eti, includes the Level-1 random error (eti) and
Level-2 random effects (u0i and u1i); β00, β01, β10, β11, u0i, u1i, and eti are the same as those
in Equation (1) and Equation (2). Hence, the HMLM model is also expressed as the mixed
effect model with a mix of fixed effects in the parentheses and random effects embodied in the
residual term rti.
TRM and Three Covariance Structures Under Study
The TRM approach to Equation (3) can be simply expressed in a matrix form:
(4)
where Y is a ti × 1 response vector for subject i, t represents the number of time points, and i
= 1, …, n; X is a ti × a design matrix for fixed effect β, where a is the number of fixed effects
(i.e., the three parameters, β01, β10, and β11 in this study), and β is an a × 1 vector; residual r
is independently and normally distributed with a mean vector of 0 and variance of Σ, r ~ N(0,
Σ). The parameter estimates in the traditional approach are obtained using the method of
moments (McCulloch & Searle, 2001; Montgomery, 2005; Wolfinger & Chang, 1995).
Random Slope With Homogeneous Level-1 Variance (RC)
Random slope with homogeneous Level-1 variance is often described as the covariance
structure for standard MLM, also known as standard hierarchical linear model (HLM) or
random coefficient model (RC; Raudenbush & Bryk, 2002, p. 191; Raudenbush, Bryk, &
Congdon, 2004; Singer & Willett, 2003, p. 244–245, 251–265; Kreft, 1996). For convenience,
RC is used for this covariance structure hereafter. The RC covariance structure of Model (3)
residual rti, Σr, is expressed as two components:
The variance of Level-1 error term (eti) is homogeneous and the covariance structure of Level-2
random errors (u0i and u1i) is arbitrary. For Model (3), only 4 VC parameters need to be
estimated; that is, σ2, τ00, τ11, and τ01. Level-1 variance, σ2, is independent of Level-2 variance,
τ.
Unstructured Covariance Matrix (UN)
The unstructured covariance matrix (also called unrestricted structure in the literature) places
no restrictions on the structure of covariance matrix, Σr, and there is redundancy in
mathematical formulation of this covariance structure (Littell, Henry, & Ammerman, 1998,
pp. 1229–1230; Raudenbush et al., 2004). If the covariance structure of Σr is assumed to be
unknown, one could fit a UN covariance matrix. The UN matrix for each Level-2 subject with
3 time points can be expressed as
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and requires the estimation of three variance parameters and three covariance parameters. In
general, the number of parameters to estimate in the UN approach is of order d2 for a d by d
covariance matrix, which may be computationally excessive when a large number of time
points are involved.
First-Order Auto-Regressive (AR(1))
For Model (3), AR(1) can be written as follows:
(6)
where τ stands for the Level-2 variance and |t−t′| is the lag between two time points; ρ is the
auto-correlation and σ2 is the Level-1 variance at each time point. AR(1) allows the Level-1
errors to be correlated under Markov assumptions and Level-1 covariance structure is
expressed as
(7)
As the redundancy is not in the mathematical formulation of AR(1), the covariance structure
of Level-2 random effects (u0i and u1i) must be specified to estimate the Level-2 variance τ
(τ00, τ11, and τ01), which is usually assumed unstructured (cf. Littell et al., 1998, pp. 1229–
1230; McCulloch & Searle, 2001; Raudenbush & Bryk, 2002; Singer & Willett, 2003;
Wolfinger, 1993). Thus, five VC parameters need to be estimated for AR(1) of Model (3).
Method
MC Design
This research used a MC study to compare the empirical power of RC, UN, and AR(1). To
make the results applicable over many possible situations (Raudenbush & Liu, 2000), a
standardized model, Model (4), was employed in this simulation where the grand mean in
Model (3) was set to zero (i.e., β00 = 0),
(8)
A stacked SAS macro was written by Fang (2006) to generate the two-level repeated measures
data with the RC covariance structure and to calculate the power for RC, UN, and AR(1). The
number of iterations for this MC study was 10,000 and the nominal alpha for each sample test
was .05. RC was selected as the underlying covariance structure mainly in view of the efficiency
and complexity of this MC design and future expansion of the data generator. For example,
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more parameters would be required to specify for UN and AR(1) than RC for the same data
generation. Also, the redundancy problem of UN mentioned earlier would increase the
complexity for the design of the data generator. In fact, choosing either of the three covariance
structures would mimic the real application situation in which researchers would usually not
know the real underlying covariance structure in advance but would need to fit one for their
hierarchical data during analyses. Thus the choice of an appropriate covariance structure is at
issue, and this power comparison study naturally becomes necessary.
Data Generation
The data generation procedure based on Model (3) was carried out as follows:
Level-1 Data—The error term at Level 1 (i.e., eti) was assumed to be independent of the
Level-2 random effects (i.e., u0i and u1i), that is, cov(ui, eti) = 0. The Level-1 error term followed
a normal distribution, eti ~ N(0, σ2).
Level-2 Data—The random intercepts u0i (Xintercepts) and slopes u1i (Xslopes) assumed a
standard bivariate normal distribution. A standardized G matrix for Xintercepts and Xslopes,
were specified to simulate correlated bivariate normal data for Xintercepts and Xslopes. The
Cholesky decomposition method was utilized to generate the correlated Level-2 normal data.
This simulation was accomplished by multiplying the normal data by L, which is the Cholesky
decomposition of G. The estimated variables were X̂intercepts and X̂slopes.
Complete Data—Data were generated in the appropriate format required by PROC MIXED
(SAS Institute, 2003). An index matrix was created for time, treatment, and individuals (IDs).
Two treatment groups were coded by 0 and 1, respectively. IDs were considered nested within
each treatment group; for instance, IDs ranged from 1 to 25 for Group 1, and 26 to 50 for Group
2. Time started from 0 and extended to the maximum specified for each study condition. On
the basis of Model (4), a univariate response vector of yti was created. For example, each subject
might have had three time points and each treatment group 25 subjects.
The data generator (Fang, 2006; Fang, Brooks, Rizzo, & Barcikowski, 2006) was validated
with parameter estimates from Potthoff and Roy’s (1964) data. The results (see the Appendix)
show that the estimates from simulated data are slightly different in the third or fourth decimal
from the true parameters. Also, as suggested by Littell et al. (2006), under the null hypothesis
of no treatment effect, the p values based on the simulated data have an approximate uniform
distribution, which further validates the data generator.
Power Comparison
When the time points are fixed, this study implemented a full-crossed design for power
comparison; that is, the power was compared across the levels of the four factors: (a) correlation
in G matrix (G), (b) reliability of Level-1 coefficients (λ), (c) effect size (β), and (d) sample
size per treatment group (n). The decision was made to fix the time points at 3 because of three
main facets. First, three time points are practically the base requirement for longitudinal studies,
although theoretically two time points would suffice (McCulloch & Searle, 2001). Second, a
full-crossed design based on three time points lays the foundation for the second step where
we fixed the total sample size while varying the sample size per treatment group and the number
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of time points (i.e., the ratio of n to t). Third, in many real-world studies, it is simply not feasible
to collect data at more than three time points due to costs, particularly in applied settings such
as educational studies, clinical trials, and epidemiological research found in other social and
physical science areas.
As shown in Figure 1, we used Cohen’s indexes (1988) for correlation, ρ ∈ {.1 .3 .5};
correspondingly, G matrix (G) for random intercepts (u0i) and slopes (u1i) was specified as
the averaged reliability of Level-1 coefficients was set to vary from .01 to 1 by .25, λ ∈ {.01 .
25 .5 .75 1} (Raudenbush & Bryk, 2002; Raudenbush et al., 2004); the effect sizes also used
Cohen’s indexes for the two-group treatment effect (β01), time effect (β10), and interaction
(β11), β ∈ {.2 .5 .8}; the sample size per treatment group changed from 25 to 200 by 25 (n ∈
{25 75 100 125 150 175 200}). On the basis of this design, a general power pattern of TRM,
RC, UN, and AR(1) were presented at each level of the four factors for the three tests (i.e., 4
× 3 × 5 × 3 × 7 × 3 = 3,780 cells).
For exploratory purpose, we also compared the power of the four models by holding the total
sample size (N) at 800 and varying the ratio of the treatment group size to the number of time
points under a specified condition in which the reliability was fixed at .50. The sample size
ratio was set at 100/4, 80/5, and 40/10, respectively. The power of the four models was
examined across different levels of the correlation in G matrix and effect sizes for the three
tests (i.e., 4 × 3 × 3 × 3 × 3 = 324 cells; see Figure 1).
MC Analysis
We used the following function to calculate the upper bound of standard errors for pairwise
empirical power (i.e., the standard error for the difference in proportions).
(9)
where p = .5 and n = 10,000. If the pairwise differences are twice the upper bound of SE (i.e.,
SEupper ≅ .007), then the differences are labeled as significant. The power patterns are
illustrated in tables and graphs.
Results
The results shown in Tables 1–3 indicate a general pattern when varying the G matrix in all
three tests, treatment effect (β01), time effect (β10) and interaction (β11). The pattern showed
that as the correlation in G matrix increases, the power of TRM, RC, UN, and AR(1) decreased
slightly, which may imply that the lower the correlation between intercepts and slopes, the
higher the power we can obtain. But it should be noted that the power change across G matrixes
seems to be visually minimal. Because of this small difference among the four models, Figures
2–4 merely present the power pattern at G = .1, whereas Tables 1–3 provide the entire power
information by varying G matrixes.
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Empirical Power in Treatment Test
By fixing the number of time points at 3, this power study indicated that in the treatment test,
the TRM power was significantly higher than the three HMLM models across different levels
of sample sizes, G matrixes, reliability, and effect sizes, except when the reliability is very low,
around .01, or when the reliability is perfect at 1 and effect size at .8 (see Table 1a). As displayed
in Figure 2, the power of all four models is below .20 at the reliability of .01 and the power
difference among the four is not statistically different based on the criteria discussed earlier
(i.e., twice the upper bound of SE, 2 × SE = .014), even when the sample size changes to 200
and the effect size becomes .8 (see Table 1b).
Although the pairwise power difference among the four models seems to be visually
indistinguishable at the reliability of 1, the power of four models is significantly different from
each other across the sample sizes; correlation in the G matrix and effect sizes, except the
difference between TRM and UN vanishes at the reliability of 1 (see Figure 2 and Table 1b).
The pairwise power difference also displays that the power of UN, AR(1), and RC generally
keeps the same descending order but is not significantly different across all levels of the four
factors, especially at the reliability of .01 (see Figure 2a and Table 1b).
When the total sample size is fixed at 800 and reliability at .50, the results show that the power
of the four models decreases as the ratio of treatment group size to the number of time points
decreases (see Figure 2b). In other words, it seems that when the total sample size is held
constant, the higher power is easily achieved by increasing the treatment group size rather than
the number of time points in detecting the treatment effect (i.e., increasing the sample size at
a higher level rather than the lower level, using the terminology of HMLM). Table 3 indicates
that in the treatment test, the power at 100/4 is at least 1.5 times the power at 80/5 and at least
twice the power at 40/10 for all four models. Under this setting, TRM power is still significantly
higher than the HMLM models across the sample sizes, effect sizes, and correlation in the G
matrix, except that TRM and UN power seem to be similar at the sample size ratio of 40/10 or
when the effect size is small. Among the three HMLM models, UN power is still higher than
the other two, and AR(1) is higher than RC, except at the ratio of 40/10.
Empirical Power in Interaction Test
The interaction test with three fixed time points indicates that the TRM power is generally
significantly lower than HMLM models at the medium or large effect sizes with the reliability
between .25 and .75 (see Table 2). At the reliability of 1, RC power is not always significantly
higher than TRM across the samples sizes, effect sizes, or the correlation in the G matrix,
whereas UN and AR(1) power are generally significantly higher than TRM. At a very low
reliability of .01, the power of all four models is below .20 across the power factors and the
pairwise power differences seem not to be identifiable (see Figure 3a).
Among the three HMLM models, UN power ranks the highest, AR(1) the second, and RC the
lowest across the factors. At the medium or large effect sizes, the pairwise power difference
among the three VC structures is always significant, except when the reliability is at or below .
25. At the small effect size, the pairwise differences among the three VC structures are
significant, except when the reliability is at or below .50.
Holding the total sample size at 800 and the reliability at .50, the power pattern between TRM
and HMLM models in the interaction test seems to be magnified (see Figure 3b). The power
of UN, AR(1), and RC is still higher than TRM across the sample sizes, effect sizes, and the
correlation in the G matrix. The pairwise differences among the four models are generally
significant except with the power difference between RC and TRM at the small effect size and
with the pairwise differences among the three HMLM models at a large effect size of .8 and
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small correlation of .1 in the G matrix, as their power is all close to the asymptote of 1 (see
Table 3).
Empirical Power in Time Test
As shown in Figure 4a, TRM and the three HMLM models are still not comparable at the
reliability of .01. At the small or medium effect size, TRM power is significantly higher than
the three HMLM models across sample sizes and the correlation indexes in G matrix when the
reliability is at or above .25; among the three VC structures, UN is significantly higher than
the other two, and AR(1) is higher than RC when the reliability is at or above .50. At the large
effect size, as the power of all four models are close to the asymptote of 1, TRM power seems
to be higher than the three HMLM models only when the sample size is below 75 and the
reliability above .25.
Figure 4b indicates that while holding the total sample size at 800 and the reliability of .50,
TRM power is higher than the other three models in the time test across the sample size ratios
at the small or medium effect size, except at the ratio of 40/10 where UN is higher than TRM.
At the large effect size, the power of all four models is close to 1 across the specified sample
size ratios, and no significant pairwise power difference is found.
Discussion and Conclusions
In the present MC study, we were primarily concerned with the empirical power of TRM and
HMLM under three VC structures in the longitudinal study. Specifically, we compared the
power of TRM, RC, AR(1), and UN in three tests, two-group treatment effect (β01), time effect
(β10), and time-by-treatment interaction (β11), under the balanced design in longitudinal
studies, assuming the underlying covariance structure is RC. The four factors in this power
study are the G matrix (G), reliability (λ), effect size (β), and ratio of sample size per treatment
group (n) to the number of time points (t).
Generally, the findings from this full-crossed design based on the fixed time points or the fixed
total sample size show that TRM, in the treatment or time test, is more powerful than the HMLM
under the three VC structures except for the situation in which the reliability is close to 0 or
perfect at 1. Yet, in reality, the two extreme conditions are rare. This study also indicates that
in the treatment test, it is easier to achieve the higher power by increasing the treatment group
size rather than the number of time points, which corresponds to the discussion in the literature
(e.g., Kreft, 1996; Raudenbush & Bryk, 2002). For example, the increase of time points
typically would comparatively incur more research cost by following up on the subjects, and
it would probably confront more participants’ mobility, dropout, and other attrition problems
and likely result in greater missing data, which would further complicate the research.
As for the interaction test, researchers have questioned what the power is to detect the
interactions when they exist in the HMLM data. They expected HMLM to perform better than
traditional models, but they did not find such proof (Davison, Kwak, Seo, & Choi, 2002; Kreft,
1996; Raudenbush, 1995). This study provided empirical power estimates in the interaction
test for both TRM and HMLM. One of the interesting findings in this power study indicates
that TRM has significantly lower power than the other three HMLM models—RC, AR(1), and
UN—in the interaction test, except in the two extreme reliability conditions (close to 0 or 1).
From this study, we noticed that the power can be significantly different among different VC
structures when using the HMLM models in the longitudinal study. In addition to referring to
the model fit statistics (Akaike, 1973; Littell et al., 2006; Pinheiro & Bates, 2000; Schwarz,
1978; Singer & Willett, 2003), the empirical power results from this study could be a reference
source when applying HMLM models. Also from these empirical results, practitioners may
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estimate the sample sizes, the reliability, effect size, or the correlation in the G matrix for their
studies if scenarios are similar to this study. On the basis of this study, TRM could be the choice
if researchers are further interested in main effect tests and the practical situation is most similar
to this research in which the balanced design is assumed and fixed effects are primarily the
concern. If researchers are more concerned with interaction tests (i.e., the group difference in
the change rate over time using the HMLM terminology), this study recommends that UN, AR
(1), or RC be the method of choice. UN could be the best among the three HMLM models if
the practical situation is most similar to this research and if there is a need to try an exploratory
analysis when the VC structure is assumed unknown. In practice, if the candidate models are
appropriate for a given analysis, practitioners tend to choose the more powerful model, which
is reasonable. However, we encourage the thoughtful and responsible application of TRM and
HMLM in recommended tests similar to this balanced design in order to properly contextualize
the value of our findings.
Because no uniform agreement was made regarding the typical values for the settings, such as
the effect sizes and the correlation among random effects in different applied research areas
(e.g., education, psychology, clinical trials, and biology, etc.), we used the traditional Cohen’s
indexes, which are at least widely accepted in social science research. On the basis of our post
hoc demonstration, the change of the sign of these indexes would not affect the power pattern
among the four models compared in this study, although the magnitude of the power of these
models changed slightly. However, we would recommend that practitioners closely collaborate
with their project colleagues to make full sense of the results generated from this study. If there
is a strong rationale that the expected indexes differ from the present study, the values should
be changed to generate corresponding output using our macro.
Future studies may consider extending this MC study by comparing power at different total
sample sizes across more variable ratios of sample size per group to the number of time points
to examine whether the power differences could diminish or increase at the low ratio. Also,
the data generator could be modified to further investigate the power differentiation under other
underlying covariance structures. Instead of reliability, interclass correlation could be
considered in the power analysis. Although the magnitude of power difference and power
decreasing or increasing rates can vary, the general power patterns among TRM and the three
VC structures are expected to be similar to this study. The HMLM data generator and power
comparison macro (Fang, 2006; Fang et al., 2006) could be expanded to generate missing data
or nonnormal longitudinal data in order to be more practical and to examine the statistical
properties and power of more complex growth models.
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Monte Carlo (MC) design for power analysis of TRM, RC, AR(1), and UN by G matrix, effect
size, and sample size of 10,000 MC samples at α = .05. TRM = traditional repeated measures;
RC = random slope with homogeneous level-1 variance; AR(1) = first-order autoregressive;
UN = unstructured. aThe factors are crossed. bConditions are specified for testing each fixed
effect (β01, β10, and β11) across levels of factors. c“Fixed” indicates the fixed parameters in the
design. dSettings for testing the three fixed effects.
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Power patterns of variance-covariance structures, random slope with homogeneous Level-1
variance (RC), first-order autoregressive (AR(1)), unstructured (UN), and traditional repeated
measures (TRM) at α = .05 of 10,000 MC samples in treatment test. For Figure 2a, t = 3.0 and
G = 0.1 in treatment test. For Figure 2b, N = 800 and λ = .50 in treatment test.
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Power patterns of variance-covariance structures, random slope with homogeneous Level-1
variance (RC), first-order autoregressive (AR(1)), unstructured (UN), and traditional repeated
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measures (TRM) at α = .05 of 10,000 MC samples in the interaction test. For Figure 3a, t = 3.0
and G = 0.1 in interaction test. For Figure 3b, N = 800 and λ = .50 in interaction test.
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Power patterns of variance-covariance structures, random slope with homogeneous Level-1
variance (RC), first-order autoregressive (AR(1)), unstructured (UN), and traditional repeated
measures (TRM) at α = .05 of 10,000 MC samples in time test. For Figure 4a, t = 3.0 and G =
0.1 in time test. For Figure 4b, N = 800 and λ = .50 in time test.
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Validation of Data Generator Using R. F. Potthoff and S. N. Roy’s (1964) Data




Gender × Time 0.6097 0.6115
J Exp Educ. Author manuscript; available in PMC 2009 November 26.
