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Abstract
The quantum Gauss Law as an interacting field equation is a prominent feature of QED
with eminent impact on its algebraic and superselection structure and the properties of
its charged particles. Because it entails the possibility of “measurement of charges at a
distance”, it is well-known to be in conflict with locality of charged fields [1, 9]. We show
how a new approach to QED advocated in [15, 19, 20, 13] that avoids indefinite metric and
ghosts, can achieve Gauss’ Law. We explain why this is not at variance with recent results
in [5].
Dedicated to Detlev Buchholz on the occasion of his 75th birthday
1 The quantum Gauss Law
The Gauss Law allows to measure electric charges from a distance. The flux of the electric
field across a closed surface σ equals the total charge in the volume V enclosed by the surface:∮
x0=t, ~x∈σ
d~σ(~x) ~E(x) =
∫
x0=t, ~x∈V
d3x j0(x). (1.1)
It follows from the inhomogeneous Maxwell equation (the differential Gauss Law)
∂µF
µν(x) = jν(x). (1.2)
In QED, the field Maxwell field strength and the charge density are interacting quantum
fields coupled through (1.2). The right-hand side equals −q times the Dirac current, where
the unit of charge q is the coupling constant of QED.
The limiting case V → R3, the global Gauss Law
lim
R→∞
∮
x0=t, ~x∈R·S2
d~σ(~x) ~E(x) = Q, (1.3)
where the charge operator Q generates the U(1) symmetry of the Dirac field, is particularly
intriguing in the quantum theory: because the l.h.s. commutes with all fields relatively local
w.r.t. Fµν , it follows that the interacting Dirac field cannot be relatively local [1, 9].
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This fact is only the first of a number of remarkable imprints of Gauss’ Law on the algebraic
structure of QED and the nature of charged particles, that are held to be characteristic of
QED as a gauge theory [12].
The global charge operator and hence the asymptotic flux operator is a multiple of 1 in
every irreducible representation of the algebra of local observables, defining the charge su-
perselection rule. In contrast, local flux operators are dynamical quantities that are not
central operators.
The global Gauss Law also requires that in charged states, the expectation value of the flux
operator through a sphere of radius R has a finite limit as R→∞. Hence, the field strength
Fµν(x) must decay in spacelike directions like r
−2, and the asymptotic values
aµν(x) := lim
λ→∞
λ2(Ψ, Fµν(λx)Ψ) (1.4)
are eigenvalues of central observables limλ→∞ λ
2 Fµν(λx) in the irreducible representation
of the state described by Ψ. Consequently, they define uncountably many “infrared” super-
selection rules that cause the breaking of Lorentz invariance in irreducible charged sectors
[10]. Buchholz has shown in [4] that the condition of non-trivial limits in (1.4) along with a
bound on the fluctuations entails that charged particles cannot have a sharp mass, due to
the “infrared photon clouds” attached to them whose configuration is given by (1.4). Such
particles have been called “infra-particles” [18]. The infra-particle nature of electrons causes
the usual methods of scattering theory to break down, and pragmatic cures like Bloch-
Nordsieck inclusive cross-sections or more refined variants due to [22], become necessary. A
more conceptual idea was promoted in [7].
The differential Gauss Law, constituting an algebraic relation between Maxwell and Dirac
fields, are of course due to the interaction. The correct formulation of the interacting theory
must be able to properly implement it.
In covariant quantizations of the Maxwell potential with indefinite metric, Gauss’ Law does
not hold because ∂µA
µ 6= 0 for the free field. Instead, (in the Feynman gauge) the “fictitious
current” jµfict = −∂
µ(∂A) is added to (1.2), causing the global and local Gauss Laws to fail
[1], cf. also Sect. 4 and Sect. 7. When the Gupta-Bleuler condition is imposed, the interacting
Dirac field is no longer defined on the resulting physical Hilbert space, and charged states
must be constructed in a different way, e.g., by a limit of charge separation [12].
In an emergent approach [15, 19, 20, 13], a perturbative construction of QED is proposed
that avoids indefinite metric from the outset. It exploits the fact that the cohomological
problem
Fµν = ∂µAν(e) − ∂νAµ(e)
can be solved by “string-localized potentials” introduced in [16]
Aµ(x, e) :=
∫
∞
0
dsFµν(x+ se)e
ν , (1.5)
where e is any (spacelike) direction in R4, referred to as “string”. They are defined (as
free fields) on the physical Hilbert space of the Maxwell field strength. The perturbative
expansion (cf. Sect. 2) of QED with the interaction density
L(x, e) = jµ(x)A
µ(x, e) (1.6)
therefore proceeds on the tensor product of the free Maxwell and Dirac Hilbert spaces.
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We show that in this approach, the inhomogeneous Maxwell equation (1.2) holds (already)
in first perturbative order, and along with it the global and local Gauss Laws. We also show
how the interacting Dirac field becomes string-localized, in accord with the NoGo result of
[9]. (This is of course due to the string-localized interaction density; but the non-trivial part
is to understand why the Dirac field is not worse than string-localized [8].)
We shall compute the asymptotic field configuration in states Ψ = ψ∗(f)Ω in the string-
localized approach (where the interacting Dirac field is string-dependent) and show that it
is concentrated in the direction of the string e. Thus, choosing the direction e (or an average
over directions), one can generate states with “designed” photon clouds.
The findings presented here are not at variance with a recent result by [5]. The authors show
(in a model with static charges, to be thought of as a limit case of QED with infinitely heavy
charges) that it is impossible, with the help of only operators belonging to the algebra of the
Maxwell field strengths, to generate states of that algebra in which the local flux operators
take non-trivial values in accord with Gauss’ Law. Namely, in the limit considered, the
local flux operators are central elements of the algebra, and no approximations with inner
conjugations can change their values. If the algebra is given (as is understood in [5]), an
extension of the algebra is required. This can be conveniently achieved by potentials with
“longitudinal degrees of freedom” that are not present in the field strengths. The string-
localized potentials as in (1.5) cannot be used for the purpose.
In contrast, the construction of an interacting quantum field theory involves a change of
the algebra of the free fields and of its representation. Perturbation theory achieves these
changes. This is also true if the interaction density contains only observables, such as (1.6),
because perturbation theory is not an approximation by inner unitary conjugations with
degrees of freedom present in the interaction density. This is manifest in an external field
problem (Sect. 3), where perturbation theory is exact and the algebra remains unchanged,
but the representation is manifestly changed: the local flux operators remain central but
take the values required by the local Gauss Law.
In the case of full QED with the string-localized interaction density (1.6), we restrict our-
selves to first-order calculations. The results outlined before show that all the characteristic
features of Gauss’ Law in QED can be obtained in this way. In addition, we shall present
a remarkable “semi-perturbative” formula, Eq. (6.5), that reveals how the interacting Dirac
field “virtually” (in a sense to be explained) carries the longitudinal degrees of freedom of
the Maxwell potential of other approaches.
2 Bogoliubov’s formula
The perturbative approach is based on Bogoliubov’s formula [2, Chap. 17] via a causal S-
matrix functional of an IR cutoff function g(x) for the coupling constant. The formula assigns
to each free or composite free field χ an interacting field χ
∣∣
gL
where L is the interaction
density. This map deforms the algebraic relations, but it respects local commutativity of
the interacting observables, thanks of the causal properties of the S-matrix functional. The
renormalization is done in the Glaser-Epstein framework of causal perturbation theory.
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Bogoliubov’s formula with an interaction density L(x) reads∫
d4x f(x)χ
∣∣
gL
(x) ≡ χ
∣∣
gL
(f) := −i∂λS[g, 0]
∗S[g, λf ]
∣∣∣
λ=0
, (2.1)
where
S[g, f ] := Tei
∫
d4x [g(x)L(x)+f(x)χ(x)].
In first order,
χ
∣∣
gL
(x) = χ(x) +
∫
d4y g(y)R(L(y), χ(x)) +O(g2), (2.2)
where −iR(A(y), B(x)) := T [B(x)A(y)] ∓ A(y)B(x) (= “θ(x0 − y0)[B(x), A(y)]±” up to
renormalization) for Bose resp. Fermi fields is the retarded (anti-)commutator. By the Wick
expansion, this is a sum of Wick products times numerical retarded commutators of free
fields; the latter are singular products of distributions and possibly need a renormalization.
In the case of our interest, the interaction density (1.6) is string-localized, where L(e) must
be averaged with a test function h(e). The renormalization is then subject to the “principle
of string-independence”: the S-matrix and observable fields must be independent of the
auxiliary string variable e or its averaging function h in the “adiabatic limit” g(x)→ q.
The preservation of local commutativity of the observables is a crucial feature of Bogoliubov’s
formula. Let us sketch (in first order) how the argument proceeds, and why it fails for the
non-observable Dirac fields in QED.
The commutator of two interacting fields A1, A2 in first order is (in the adiabatic limit)∫
d4y g(y)C(y), where C(y) = [R(L(y), A1), A2] + [A1, R(L(y), A2)].
For sets X, Y ⊂ R4, we say that X is later than Y (X < Y ) if for each x ∈ X and y ∈ Y ,
x is not in the closure of the causal past of y. Two sets are spacelike separated iff X < Y
and Y < X. Let Xi and Y be the localizations of Ai and L(y), respectively. They may be
points or strings.
Let the localizations Xi of the free field operators Ai be spacelike separated. If Y < X1 and
Y < X2, then R(L(y), A1) = 0 = R(L(y), A2) and hence C(y) = 0. If Y 6< X1 and Y 6< X2,
then the retarded commutators coincide with the ordinary commutators, and C(y) = 0
by the Jacobi identity. For the other two cases, assume first that Y = {y} is a point. If
y < X1 and y 6< X2, then C(y) = i[A1, [L(y), A2]]. Now y 6< X2, together with the fact that
X1 < X2 implies by [8, Lemma 2.5] that X1 < y, and because also y < X1, y is spacelike
separated from X1, and C(y) = 0 because A1 commutes with L(y) and with A2. Similar
for y < X2 and y 6< X1. Hence C(y) = 0 for all y. Thus, a point-local interaction density
preserves local commutativity of string-localized fields.
Lemma 2.5 in [8] does not apply when Y is a string y + R+e, even if Xi are points. But
when Ai(x) are observable fields, which, by definition, remain independent of e under the
interaction, one can exploit the option to choose e appropriately, so that the same conclusion
holds. We shall present an alternative, more elegant argument in Sect. 6.
For non-observable fields, one has to expect an uncontrolled delocalization under a string-
localized interaction, in general. However, for the interacting Dirac field in QED, we shall
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present a remarkable formula in Sect. 6 by which it behaves like a string-localized field under
a point-localized interaction. Thus, it “inherits” the string-localization of the interaction
density. This is in accord with the NoGo result of [9] mentioned in the introduction. If e is
chosen spacelike, this also ensures sufficient spacelike separability for the needs of scattering
theory.
3 An external field warm-up
We present a simple example, where perturbation theory is exact. The example is the
external field problem with Lh = F
µνhµν with an arbitrary classical source hµν(x). We shall
show that the Bogoliubov map changes the values of the central flux operators. This shows
that, even when the interaction density is a functional of the observables, the Bogoliubov
map is not an approximation by inner conjugations.
In the case at hand, Bogoliubov’s formula (2.1) simplifies to∫
d4xFµνh (x)fµν(x) ≡ Fh(f) = −i∂λS[h]
∗S[h+ λf ]
∣∣∣
λ=0
, (3.1)
where
S[h] := Tei
∫
d4xLh(x) = TeiF (h).
(As the external field h plays the role of the cutoff g, an adiabatic limit is not taken.)
Standard use of Wick’s theorem implies
S[h] = e
i
2
Gret(h,h) · eiF (h)
and
S[h]∗S[h+ f ] = eiGret(f,h)+
i
2
Gret(f,f) · eiF (f),
where the retarded propagator is defined by
R(F κλ(y), Fµν(x)) = iθ(x0 − y0)[Fµν(x), F κλ(y)] = Gµν,κλret (x− y) · 1,
and Gret(f, g) =
∫
d4x d4y fµν(x) gκλ(y)G(x − y)
µν,κλ
ret .
Bogoliubov’s formula then yields
Fh(f) = F (f) +Gret(f, h) · 1, or F
µν
h (x) = F
µν(x) +
∫
d4y Gµν,κλret (x− y)hκλ(y) · 1.
The string-localized interaction density Aµ(x, e)jµ(x) with a classical conserved source jµ(x)
is a special case, because the action can be written as∫
d4xAµ(x, e)jµ(x) = F (h
e), (3.2)
where heµν(x) =
1
2
∫
∞
0 ds j[µ(x− se)eν].
When the Maxwell Green function is expressed in terms of the scalar Green function, the
shift term becomes
(Greth
e)µν(x) =
∫
d4y Gret(x− y) η
κ[µ∂ν]∂λ
∫
∞
0
ds j[κ(y − se)eλ]. (3.3)
5
Because ∂λjλ = 0 and eλ∂
λj(y − se) = −∂sj(y − se), the derivative ∂
λ of the s-integral
just yields jκ(y), which is independent of e. Actually, the retarded propagator of the field
strength is unique only up to a term c · (ηµκηνλ − ηνκηµλ)δ(x − x′). This term would
add a contribution to (3.3) that depends on e. The principle of e-independence fixes the
renormalization constant c = 0.
Thus, the shift term equals the classical retarded electromagnetic field with source jµ,
Fµνclass(x) =
∫
d4y Gret(x− y) ∂
[νjµ](y). (3.4)
In particular, the flux operator is shifted by the classical value of the flux.
No unobservable quantum degrees of freedom are needed to achieve this result.
4 Gauss’ Law in string-localized QED
The following explicit first-order calculation of the interacting flux operator in string-localized
QED shows that Bogoliubov’s formula changes the free flux operators to interacting flux op-
erators that satisfy Gauss’ Law as an operator equation, with the electric charge operator
“on the right-hand side” plus a boundary term that weakly vanishes in the adiabatic limit.
The string-localized interaction density is L(x, e) = Aµ(x, e)j
µ(x), where jµ = : ψγµψ : is
the Dirac current. We choose for simplicity e = (0, ~e).
The interacting field strength in first order is
Fµν
∣∣
gL(e)
(x) = Fµν(x) +
∫
d4y g(y)R(Aκ(y), Fµν(x))j
κ(y) +O(g2).
The retarded commutator arises from R(Fκλ(y+se), Fµν(x))e
λ by distributional integration
over the string according to (1.5). R(F,F ) is unique up to a renormalization, to be discussed
below. The simplest choice yields
R(0)[Aκ(y), Fµν(x)] = −
(
∂x[µην]κ + ∂
x
[µeν]∂
y
κI
y
e
)
R0(x− y)
Here, R0(z) = −
∫ (2π)−4d4k
k2+i0k0
e−ikz is the massless scalar retarded propagator, and Iye is the
string integration operator (Iye f)(y) :=
∫
∞
0 ds f(y + se) of (1.5) with inverse −(e∂y).
The divergence of the retarded commutator is
∂µxR
(0)[Aκ(y), Fµν(x)] = −ηνκδ(x− y) + eν∂
x
κ
∫
∞
0
ds δ(x− y − se). (4.1)
Thus,
∂µFµν
∣∣
gL(e)
(x) = −g(x)jν(x) + eν
∫
∞
0
ds ∂κg(x− se) · j
κ(x− se) +O(g2). (4.2)
The first term becomes −qjν(x) in the adiabatic limit. For spacelike e, the second term,
evaluated in an electron state Ψ = ψ∗(f)Ω, ||Ψ||2 = 1, goes to zero in the adiabatic limit,
because as the region where g(x) = q increases, the support of ∂κg(x) moves to infinity in
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a spacelike direction, where (Ψ, jκ(x)Ψ) decays rapidly. Thus, the adiabatic limit exists in
the weak sense, and the differential Gauss Law holds weakly. In the adiabatic limit,∫
V
d3x (Ψ, ~∇ ~E
∣∣
qL(e)
(0, ~x)Ψ) = −q
∫
V
d3x (Ψ, j0(0, ~x)Ψ) +O(q
2). (4.3)
If the volume V is large enough that its complement is spacelike separated from the support
of f , this equals −q. In particular, also the global Gauss Law (1.3) holds.
Because ∂µF
µν = 0 in 0th order, the 1st order corrections of ψ(f)
∣∣
qL(e)
do not contribute,
and the previous are the full first order results. Higher perturbative orders are needed to
turn the current on the right-hand side into the interacting current.
If the same calculations leading to (4.2) were done in the point-local indefinite-metric (Krein
space) setting, for simplicity in the Feynman gauge, the zeroth-order term ∂µFµν = −∂ν(∂A)
would not vanish (the “fictitious current” mentioned in Sect. 1) and must be added to (4.2).
We shall see in Sect. 5 that the fictitious current contributes to the expectation value of
∂µF
µν in states generated from the vacuum by the interacting Dirac field, so as to cancel
the global charge. In view of [1, 9], this is a necessity because the charged fields are local
in indefinite-metric Feynman gauge QED. Conversely, in the string-localized approach, the
global charge is non-zero and the charged fields are string-localized.
In first order, the bulk term −g(x)j(x) in (4.2) would be the same in the indefinite-metric
setting, but the boundary term would be instead∫
d4y g(y)jκ(y) ∂κ∂νR0(x− y) =
∫
d4y ∂κg(y) · j
κ(y)∂νR0(x− y). (4.4)
This vanishes for large spacelike x where the support of R0(x − y) does not intersect the
support of ∂g(y). The integral of the zero-component over the x0 = 0-plane can be computed
before the adiabatic limit is taken: the integral over ∂0R0(x− y) yields θ(x
0 − y0), and by
partial integration the boundary term (4.4) exactly cancels the bulk term. On the other
hand, the decay of (4.4) in the adiabatic limit for finite x is harder to control because
the integration extends over the intersection of the support of ∂g with the entire backward
lightcone of x: the concentration of the boundary term along the string in (4.2) is a technical
advantage of the string-localized approach.
The propagator of the field strength, and consequently also the retarded commutator has a
renormalization freedom
R(c)[Fµν(x), Fκλ(y)] = R
(0)[Fµν(x), Fκλ(y)] + c · (ηµκηνλ − ηνκηµλ)δ(x − y).
Integration over the string e = (0, ~e) gives the corresponding freedom for the retarded
commutator R(Aκ(y), Fµν(x)) of the electric field with the string-localized potential
−ic · ηκ[µeν]
∫
∞
0
ds δ(x − y − se).
Its divergence is c times (4.1). Thus, the renormalization freedom just renormalizes the
electric charge. In other words, if q is the physical unit of charge, then one must choose
c = 0, cf. also [14]. The same choice is also dictated by the principle of string-independence
(cf. Sect. 2).
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5 Infra-particles
The electrons of QED are necessarily infra-particles, i.e., the one-particle states are not sharp
eigenstates of the mass operator. Buchholz [4] has given a criterium for this to occur, that
should be satisfied in QED. Roughly speaking, it requires that for spacelike x the expectation
values of Fµν(λx) in a charged state decay asymptotically like λ
−2 (corresponding to the
classical Coulomb law), and have finite fluctuations.
The validity of the global Gauss Law established in Sect. 4 already entails the λ−2 decay of
the radial electric field (flux density). We want to calculate also its directional distribution.
To verify Buchholz’ first infra-particle criterium, we have to evaluate the “asymptotic field
configuration” of the interacting field
aµν(x) := lim
λ→∞
λ2(Ψ, Fµν(λx)Ψ)
∣∣
gL(e)
in charged states Ψ
∣∣
gL(e)
:= ψ∗
∣∣
gL(e)
(f)Ω created by the interacting Dirac field. In contrast
to indefinite-metric approaches, this state defines a positive functional.
The three first-order contributions to ψ, ψ and F in
〈
ψ(f)Fµν(x)ψ(f)∗
〉
are in turn
X1 :=
∫
d4y g(y)
〈
R(ψ(y), ψ(f))
〉
·Dµνy ∆0(y − x) ·
〈
ψ(y)ψ(f)∗
〉
,
X2 := −
∫
d4y g(y)
〈
ψ(f)ψ(y)
〉
·Dµνy ∆0(x− y) ·
〈
R(ψ(y), ψ(f)∗)
〉
,
X3 :=
∫
d4y g(y)
〈
ψ(f)ψ(y)
〉
·Dµνy R0(x− y) ·
〈
ψ(y)ψ(f)∗
〉
,
where ∆0 and R0 are the massless scalar 2-point functions and retarded propagator. The
tensor of matrix integro-differential operators
Dy = (∂y ∧ γ) + /∂y (∂y ∧ e) I
y
e
comes from the two-point functions involving Fµν(x) and /A(y, e) = γκIye eλFκλ(y). (If the
analogous calculation were made in the indefinite-metric approach in the Feynman gauge,
only the string-independent first term ∂y ∧ γ would be present.)
With a hindsight from Sect. 7, we anticipate that the relevant contributions in the asymptotic
limit arise only from the string-dependent parts in X1 and X2, while the sum of all other
contributions decays faster than λ−2. We defer the proof of the latter statement to the end
of the section.
We partially integrate /∂y, using that
〈
ψ(f)ψ(y)
〉
and
〈
ψ(y)ψ(f)
〉
solve the Dirac equation
and (/∂y + im)
〈
R(ψ(y), ψ(f)∗)
〉
= −if(y),
〈
R(ψ(y), ψ(f))
〉
(
←
/∂y −im) = −if(y). This yields
boundary terms involving /∂g(y) (also dealt with in the end of the section), and bulk terms
i
∫
d4y g(y)
(
f(y) ·(∂y∧e)I
y
e∆0(y−x) ·
〈
ψ(y)ψ(f)∗
〉
−
〈
ψ(f)ψ(y)
〉
·(∂y∧e)I
y
e∆0(x−y) ·f(y)
)
.
Here, we assume that the support of f is contained in the region where g(y) = q. In the
asymptotic limit, by the scaling behaviour λ2∆0(λx − y) = ∆0(x − y/λ) of the massless
two-point function, one may simply neglect y ∈ supp(f) against x, and obtains in first order
a(x)(1) = lim
λ→∞
λ2
〈
ψ(f)F (λx)ψ(f)∗
〉∣∣(1)
gL(e)
= q · (∂x ∧ e) I
x
−eC0(x) ·
〈
ψ(f)ψ(f)∗
〉
, (5.1)
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where C0 is the massless commutator function. The last factor is ||Ψ||
2 = 1. If we choose
e0 = 0, then a(0, ~x)(1) evaluated in the plane x0 = 0 vanishes for the magnetic field, and
lim
λ→∞
λ2
〈
ψ(f) ~E(λ~x)ψ(f)∗
〉
= −q · ~e
∫
∞
0
ds δ(~x− s~e). (5.2)
for the electric field. Thus the asymptotic electric field is concentrated at the direction ~e
and points in the direction of −~e. The total flux is −q, as expected for the electron state Ψ,
by the global Gauss Law, and in accord with Sect. 4. If L(e) is averaged with a smearing
function h(e), the asymptotic flux density in the direction ~x = r~e is −qh(e)/r2.
To show the vanishing of the sum of the remaining contributions, we content ourselves with
showing that their divergence is a charge distribution of total charge zero, so its asymptotic
field configuration vanishes. We use
∂xµ(∂y ∧ γ)
µν∆0 = (−γ
νy + ∂
ν
y /∂y)∆0 = ∂
ν
y /∂y∆0,
∂xµD
µν
y R0 = −
(
γν + eνIye /∂y
)
yR0 = −
(
γν + eνIye /∂y
)
δ(x− y),
in the string-independent parts of X1 and X2, and in X3, respectively.
Partial integration of /∂y in the former produces two bulk terms from the action on the
propagators, as before, and boundary terms that identically cancel the boundary terms
discarded before. Partial integration of /∂y in the latter produces only a boundary term that
is identical with the rapidly decaying boundary term in (4.2).
Having settled the boundary terms, we collect the bulk terms:
q·
∫
dx1dx2f(x1)f(x2)∂
ν
x
(
−i∆0(x1−x)+i∆0(x−x2)
)
·
〈
ψ(x1)ψ
∗(x2)
〉
−g(x)
〈
ψ(f)jν(x)ψ(f)∗
〉
.
For large x, one may again neglect xi in the arguments of ∆0. For ν = 0 and x
0 = 0, the first
two terms combine into ∂0xC0(x) = δ(~x). The resulting contribution to the charge density
in the asymptotic limit is 〈
ψ(f)
[
qδ(~x)− g(x)j0(0, ~x)
]
ψ(f)∗
〉
. (5.3)
This result exhibits a compensating point charge. Its “position at x = 0” is fictitious because
it is “seen from infinity”. Indeed, in the Feynman gauge calculation, only (5.3) would be
present, and one recognizes the compensating charge as coming from the “fictitious current”.
The total charge in (5.3) vanishes in the adiabatic limit, hence the contribution to the
asymptotic field configuration vanishes, too. The precise definition of the asymptotic limit
[4] involves also a smearing in time. Therefore, multi-pole radiation fields (that are not
excluded by the vanishing total charge, and have a slower spatial decay) also have zero
asymptotic field configuration because of the average over increasing time intervals.
6 The hybrid approach
The “hybrid approach” [15] allows to study the relation between the string-localized and the
indefinite-metric approach. In particular, it sheds light on how the superselection structure
of QED arises dynamically (Sect. 7).
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Let AKµ be a vector potential on a Krein space with indefinite inner product, for simplicity
in the Feynman gauge. It can be decomposed as
AKµ (x) = Aµ(x, e) − ∂µφ
K(x, e). (6.1)
The string-localized potential Aµ(e), defined as the string integral (1.5) over the field
strength, directly descends to the physical Hilbert space, whereas the massless “escort field”
φK(x, e) :=
∫
∞
0
dsAKµ (x+ se)e
µ (6.2)
lives on the Krein space.
The interaction density splits accordingly as
LK = AKµ j
µ = Aµ(e)j
µ − ∂µ
[
φK(e)jµ
]
. (6.3)
L(e) = Aµ(e)j
µ thus differs from LK by a total derivative that should be ineffective in the
adiabatic limit. L(e) is a priori defined on the Krein space, but descends to the physical
Hilbert space, while the indefinite-metric degrees of freedom are “disposed of” with the
discarded total derivative. We have checked up to second order [15] that the S matrix with
interaction density gLK − ∂µg ·φ
K(e)jµ coincides with the S matrix with interaction gL(e),
i.e., the former descends to the Hilbert space where the latter is defined.
This pattern prevails in many models of interest: there is a string-independent point-
localized interaction density Lp, possibly on a Krein space, such that L(e) descends to
the physical Hilbert space and Lp − L(e) is a total derivative:
L(e) = Lp + ∂µV
µ(e).
By definition, an interacting field is observable if and only if
χ
∣∣
gL(e)
= χ
∣∣
gLp−∂g·V (e)
. (6.4)
In particular, the left-hand side is defined on the Hilbert space and the right-hand side, in
the adiabatic limit ∂g = 0, does not depend on the string e of the interaction density and
is local because Lp is point-localized, by the argument given in Sect. 2. By equality, χ
∣∣
gL(e)
enjoys both properties. This broad definition also includes cases like A(x, e′)|L(e) in QED,
that satisfies (6.4) and hence is independent of e and remains localized along the string e′.
In QED, a remarkable formula (verified up to second order [15]) is expected to hold in the
weak adiabatic limit g(x)→ q for the interacting Dirac field:
ψ(x)
∣∣
qL(e)
= :eiqφ
K(x,e)ψ(x):
∣∣
qLK
. (6.5)
(In first order, this is
∫
d4y
〈
R(ψ(y), ψ(x))
〉(
/A(y, e)−/AK (y)
)
ψ(y) = φK(x)ψ(x), which is true
by (6.1) upon partial integration.) The same holds if both L(e) and φK(x, e) are smeared
with a test function h(e).
Here, the left-hand side expression is defined on the Hilbert space and allows to define
positive states of the form ω(X) = (Ω, ψXψ∗Ω). But ψ
∣∣
qL(e)
is a priori badly delocalized
due to the string-localized interaction density (cf. Sect. 2). On the other hand, the right-
hand side is defined only on the Krein space, but is manifestly string-localized (because e
appears only in the free field, and not in the interaction density). By equality, the interacting
Dirac field lives in a Hilbert space and is string-localized.
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String-localization is the best one may expect for the charged interacting Dirac field (cf.
[6] for theories with a mass gap), and it is physically essential because local charged fields
would commute with the asymptotic flux operators that measure the total charge [1].
Notice the “semi-perturbative” nature of (6.5), where the exponential already involves a
partial summation. It is this feature that allows to discern the emergence of superselection
sectors in the next section.
The appearance of the exponential of the escort field on the right-hand side is also interesting
in the context of the questions raised in [5]. Ignoring for the moment their singular nature,
we note that operators like ψ
∣∣
qL(e)
(x1)ψ
∗
∣∣
qL(e)
(x2) involve, via (6.5),
eiq(φ
K (x1,e)−φK(x2,e)). (6.6)
If (for simplicity) the string e is chosen parallel to a straight line γ from x1 to x2, it holds∫
γ
d~x · ~AK(~x) = φK(~x1, e)− φ
K(~x2, e), (6.7)
so that the operators (6.6) coincide with the unitaries (“gauge bridges”) used in [5] to
implement the local Gauss Law. In this guise, via the equality (6.5), the longitudinal degrees
of freedom are “virtually present” in the string-localized QED on the Hilbert space. The
next section puts these formal considerations onto a more solid ground.
7 Photon cloud superselection
The exponentials of the free escort field appearing in (6.5) are highly singular objects. We
shall demonstrate how they can be regularized in a way that (a) Hilbert space positivity
is guaranteed (despite their original definition on the Krein space), and (b) they generate
states with “photon clouds”. (The multiplying Dirac field in (6.5) plays no essential role
in the argument and will be omitted from our simplified presentation.) The photon clouds
are characterized by the expectation values of asymptotic field operators as in Sect. 5, that
define uncountably many superselection sectors. The method below was first used in a
1 + 1-dimensional model in order to understand the appearance infra-particles [18].
The escort field itself is singular due to the logarithmic divergence of its two-point function.
We first regularize it by introducing a mass m:
wm(x− x
′, e, e′) =
∫
H+m
dµm(p) e
−ip(x−x′) −e · e
′
(p · e− i0)(p · e′ + i0)
, (7.1)
where dµm(p) = (2π)
−3d4p δ(p2 −m2)θ(p0). When the string directions are smeared with
real test functions on the hyperboloid e2 = −1, one gets
wm(x− x
′, h, h′) =
∫
H+m
dµm(p) e
−ip(x−x′)[−t(p, h)µt(p, h
′)µ],
where
t(p, h)µ :=
∫
∞
0
ds
∫
S2
dσ(e) eip·se h(e)eµ = i
∫
S2
dσ(e)
h(e)eµ
(p · e) + i0
.
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The positivity of −t(p, h)µt(p, h)
µ can be guaranteed by restricting the support of h to
the sphere e = (0, ~e) (or any Lorentz transform of it), so that t(p, h) = (0,~t(p, h)), and
−t(p, h)µt(p, h)
µ = |~t(p, h)|2 ≥ 0.
The massless limit of the distribution w(z, h, h′) is defined only for test functions g(z) with∫
g(z) d4z = ĝ(0) = 0. In order to enable the massless limit for arbitrary test functions, we
define
wm,reg(g, h, h
′) :=
∫
H+m
dµm(p) [ĝ(p)− ĝ(0)v(p)]~t(p, h)~t(p, h
′)
= wm(g, h, h
′)− ĝ(0) · cm,v(h, h
′), (7.2)
where v is any test function with v(0) = 1. A different choice of v leads to an additive
constant, and one can see that this is the only freedom of renormalization. On test functions
with ĝ(0) 6= 0, both wm(g, h, h
′) and ĝ(0) · cm,v(h, h
′) diverge in the massless limit, but their
difference is finite. Due to the subtraction, wm,reg(x− x
′, h, h) is no longer positive.
We define the regularized exponential eiqφ
K(x,e) of the escort field as
Vm(f, h) := e
−
1
2
q2 cm,v(h,h) · : exp iφKm(f, h):,
where the real test functions have total weights
∫
d4x f(x) = q and
∫
S2
dσ(~e)h(e) = 1. Vm is
defined on the GNS Hilbert space of the positive two-point function wm(x − x
′, e, e′). The
massless limit can be taken as follows.
Let g(z) :=
∫
dy f(z + y)f(y), hence ĝ(0) = q2. By Wick’s theorem,
〈
Vm(f, h)Vm(−f, h
′)
〉
= exp
[
wm(g, h, h
′)−
1
2
q2 cm,v(h, h) −
1
2
q2 cm,v(h
′, h′)
)]
=
= eiα(g,h,h
′) exp
[
−
1
2
wm(g, h − h
′, h− h′)
]
e
1
2
wm,reg(g,h,h)+
1
2
wm,reg(g,h′,h′), (7.3)
where α(g, h, h′) = Imwm(g, h, h
′).
Because ĝ(0) 6= 0, wm(g, h − h
′, h− h′)→ +∞ diverges and consequently〈
Vm(f, h)Vm(−f, h
′)
〉
→ 0
in the limit m→ 0, unless for all p
|~t(p, h− h′)|2 = 0. (7.4)
Write ~H(~e) = (h− h′)(0, ~e)~e. Then
1
(2π)3
∫
d3p ei~p·r~e~t(p,H) =
∫
S2
dσ(~e ′)
∫
∞
0
ds δ(r~e− s~e ′) ~H(~e ′) = r−2 · ~H(~e), (7.5)
and (7.4) is equivalent to h′ = h. Thus,
〈
V (f, h)V (−f, h′)
〉
=
{ 0 if h′ 6= h
limm→0 e
wm,reg(g,h,h) > 0 if h′ = h.
(7.6)
As a limit of states, this is a state. It yields uncountably many superselection sectors labelled
by the directional smearing functions h.
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We now compute the expectation values of the electromagnetic field strength in states of
charge −q implemented by the regularized exponentials V (−f, h) of the free escort field.
Again, we omit the multiplying Dirac field. By reproducing the same asymptotic field
configurations determined by the directional smearing function h as in Sect. 5, we see that
only these exponential fields are responsible for the photon clouds.
In the sequel, F and φK are free fields, hence their commutator is a multiple of 1. The state
obtained from the vacuum by the adjoint action of V (f, h)
〈
Fµν(x)
〉
f,h
:=
〈
V (f, h)Fµν(x)V (−f, h)
〉〈
V (f, h)V (−f, h)
〉 = −i[Fµν(x), φK(f, h)]
differs from the vacuum by the automorphism β(F ) = F + i[F, φK ] ·1. The two terms of the
commutator correspond to the asymptotic limits of the two string-dependent parts of X1
and X2 in the calculation in Sect. 5. (The remaining terms that were shown in Sect. 5 not to
contribute asymptotically anyway, are absent here because we ignore the multiplying Dirac
field.) The commutator is [Fµν(x), φ
K(x, e)] = i(∂x ∧ e)IyeC0(x − y)) in accord with (5.1),
smeared with f(y) and h(e). Repeating the calculation after (5.1), gives the same result
lim
r→∞
r2
〈
~E(re)
〉
f,h
= −q · h(e)~e. (7.7)
In other words, operators V (f, h) with test functions f(x) and h(e) as specified, substitute
the singular expression eiqφ
K(x,h), that is only perturbatively defined in (6.5) (with ψ
∣∣
L(h)
on the left-hand side). They yield charged states with the asymptotic electric flux density
−qh(e)/r2 in accord with the global Gauss Law, and with the first-order result (5.2) of full
QED. Perturbing the Dirac field with different averages L(h) =
∫
dσ(e)h(e)L(e), one can
construct states with arbitrary “photon clouds” whose shape is given by the function h.
8 Conclusions
Gauss’ Law is of eminent importance in QED. Its impact on the algebraic structure and
the nature of charges particles seems to be the decisive feature that distinguishes (abelian)
gauge theories [12].
We have presented several explicit perturbative calculations, showing that the construction
of QED with the help of string-localized potentials does implement Gauss’ Law in states with
local charge distributions. In particular, the result in [5] that in QED (once it is constructed),
string-localized potentials cannot be used for the implementation of “gauge bridges”, is not
an argument against the possibility of the perturbative construction of QED. To the contrary,
Bogoliubov’s formula applied to the string-localized interaction density implies Maxwell’s
equations and, by turning local free charged fields into string-localized interacting fields,
resolves the well-known conflict that the global Gauss Law cannot hold in a QED with local
charged fields.
On the other hand, we acknowledge that the paper [5] has made it clear that the quantum
implementation of Gauss’ Law requires degrees of freedom beyond the observables. We have
presented a “hybrid formulation” that makes explicit the relation between the indefinite-
metric and string-localized approaches. It reveals in particular how these degrees of freedom
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are “virtually present” (in the sense explained in Sect. 6) in the guise of escort fields. Their
role is to mediate between gauge theory and string-localized quantum field theory, by sup-
plementing gauge theoretic observables with string-localized charge-carrying interpolating
fields in a positivity-preserving way.
It should be emphasized that the string-localized potentials themselves appear only in the
interaction density: The quantities of interest of the resulting theory are the local interacting
field strengths (along with their fluxes) and the string-localized interacting matter fields
(along with their currents), related by the interacting Maxwell equation (1.2).
We have also shown that the approach satisfies Buchholz’ (first) infra-particle criterium in
first order, with the asymptotic field configuration specified by the direction of the string.
Interestingly, what might seem to be just a gauge degree of freedom, becomes a feature of
the charged state created by the Dirac field. Moreover, string-localized QED has an infrared
mechanism (the 4D version of a mechanism first studied by one of us in a 2D model [18]) to
understand the superselection structure of QED due to asymptotic photon clouds.
The perturbative construction of QED is not done on the observables separately. Instead,
we perturb the Maxwell and Dirac fields simultaneously. The former, being observables,
are then distinguished by remaining local under the string-localized perturbation, while the
latter become string-localized. In this way, the dynamics of the theory itself “selects” the
interacting observables (including the currents) in terms of their causal localization proper-
ties. Concerning the currents, the hybrid picture is the tool to understand how they remain
better localized than the Dirac fields of which they are composites. The exponentiated es-
cort fields in (6.5) intrinsically provide the “gauge bridges” that Brandt [3] constructed in
terms of potentials with longitudinal degrees of freedom.
9 Outlook
We conclude with some remarks, tracing out the perspective that is expected to emerge from
string-localized QFT (SLF) in more general theories.
Approaching a theory from different directions may better reveal its “inner makings”. This
is particularly worthwhile for gauge theories that hitherto seem to defy the framework of
Local Quantum Physics [12].
SLF can be successfully applied to large classes of models beyond QED [20], including
SM weak interactions [11]. We consider it as a promising alternative to the gauge theory
plus BRST setting, that does not explicitly use indefinite metric at intermediate steps. Its
“hybrid” description (Sect. 6) provides the laboratory necessary to recognize the relation
(and hopefully equivalence) to the corresponding theory in the usual approach, and to
explain the “miracle” why Gauge Theory despite its violation of positivity is so incredibly
successful. Specifically, it allows to control the localization of the charged fields in QED.
Through the exponentiation of the logarithmically divergent “escort field”, it promises a
new interpretation of the Bloch-Nordsieck prescriptions in scattering theory, by shifting the
emphasis from momentum space to causal localization in spacetime.
In theories with massive vector particles, SLF allows to maintain renormalizability of the
interaction with the Dirac current, because string-localized massive vector fields have a
better short-distance behaviour than the Proca field. On the other hand, a version of the
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hybrid approach allows to use SLF to control positivity if massive QED is described by the
renormalizable interaction with the indefinite massive Feynman gauge potential.
SLF extends gauge theory in the sense that gauge theoretical observables are complemented
with gauge-invariant interpolating fields (in fact, in the hybrid approach this is literally
what happens). They are subject to the same spectral analyticity properties of local QFT,
and the fundamental Spin-Statistics and PCT Theorems also apply. This has the enormous
benefit of providing a natural construction of particle states and scattering amplitudes for
which the analytic on-shell properties are a consequence of off-shell causal separability of
interpolating fields, as envisaged by the pioneers of dispersion relations in particle physics.
SLF becomes essential, and goes beyond the usual Lagrangean approaches, when particles
of spin (or helicity) ≥ 1 are involved. This fact is linked to the issue of symmetries [17] that
is much less subtle when only s = 0 or s = 12 particles are present.
It is a delicate question whether non-Abelian symmetries and their spontaneous breaking
are possible in the presence of s = 1 particles. In theories with massive vector bosons,
the charge is “screened”: its expectation value is zero [21], whereas SSB would require a
divergent expectation value. (This conflict with the terminology of the Higgs mechanism
does not enjoy the attention that it deserves.) The absence of SSB does not mean that
there is no Higgs particle in SLF – only it is not the driving agent, but its presence is a
necessity for the self-consistency of the theory [20]. It is presently not clear whether the
notion of local symmetries in terms of locally conserved observable currents, as known from
Lagrangian quantization with spin s < 1, extends to non-Abelian currents in SLF. The
particle tables of Nature provide no illustrations besides particle-antiparticle doublets. This
important question requires further attention.
Thinking of SLF as an alternative to gauge theory, can only work if it is equally successful in
determining the “correct” SM interactions. In contrast to interactions between particles of
spin 0 or 12 , where the model-building physicist can choose interactions “at will”, interactions
involving particles of spin or helicity > 1 are strongly constrained by causality and positivity.
Indeed, in SLF with several massive or massless spin-one particles, like the electro-weak
interactions, the Lie algebra structure arises not by a symmetry principle, but instead (via
the principle of string-independence) as a consistency condition on the interaction density.
SLF may eventually help to extend the conceptional framework of Axiomatic QFT, without
giving away its roots in Locality and Positivity [12]. Especially Algebraic QFT is designed
with the focus only on the observables, and regards charged fields as a useful device, that
must (and can) be “added by hand” to conveniently describe charged sectors. In contrast,
SLF, starting from a perturbation theory supplemented by a new underlying “principle of
string-independence”, first introduces free observables and charged fields on the same foot-
ing, and then bases the distinction between the interacting fields on the intrinsic difference
in their causal localization properties. This difference is particularly instrumental in the
case of the charge superselection rule.
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