Simultaneous Mode, Input and State Estimation for Switched Linear
  Stochastic Systems by Yong, Sze Zheng et al.
Simultaneous Mode, Input and State Estimation for
Switched Linear Stochastic Systems
Sze Zheng Yong a Minghui Zhu b Emilio Frazzoli a
aLaboratory for Information and Decision Systems, Massachusetts Institute of Technology, Cambridge, MA 02139, USA
(e-mail: szyong@mit.edu, frazzoli@mit.edu).
bDepartment of Electrical Engineering, Pennsylvania State University, 201 Old Main, University Park, PA 16802, USA
(e-mail: muz16@psu.edu).
Abstract
In this paper, we propose a filtering algorithm for simultaneously estimating the mode, input and state of hidden mode
switched linear stochastic systems with unknown inputs. Using a multiple-model approach with a bank of linear input and
state filters for each mode, our algorithm relies on the ability to find the most probable model as a mode estimate, which we
show is possible with input and state filters by identifying a key property, that a particular residual signal we call generalized
innovation is a Gaussian white noise. We also provide an asymptotic analysis for the proposed algorithm and provide sufficient
conditions for asymptotically achieving convergence to the true model (consistency), or to the ‘closest’ model according to an
information-theoretic measure (convergence). A simulation example of intention-aware vehicles at an intersection is given to
demonstrate the effectiveness of our approach.
1 Introduction
Most autonomous systems must operate without knowledge of the intention and the decisions of other systems or
humans. Thus, in many instances, these intentions and control decisions need to be inferred from noisy measurements.
This problem can be conveniently considered within the framework of hidden mode hybrid systems (HMHS, see, e.g.,
[1,2] and references therein) with unknown inputs, in which the system state dynamics is described by a finite
collection of functions. Each of these functions corresponds to an intention or mode of the hybrid system, where the
mode is unknown or hidden and mode transitions are autonomous. In addition, by allowing unknown inputs in this
framework, both deterministic and stochastic disturbance inputs and noise can also be considered. There are a large
number of applications, such as urban transportation systems [3], aircraft tracking and fault detection [4], as well
attack-resilient estimation of power systems [5], in which it is not realistic to assume knowledge of the mode and
disturbance inputs or they are simply impractical or too costly to measure.
Literature review. The filtering problem of hidden mode hybrid systems without unknown inputs have been exten-
sively studied (see, e.g., [6,7] and references therein), especially in the context of target tracking applications, along
with their convergence and consistency properties [8,9]. These filtering algorithms, which use a multiple-model ap-
proach, consist of a bank of Kalman filters [10] for each mode and a likelihood-based approach that uses the whiteness
property of the innovation [11,12] to determine the probability of each mode. In the case when the mode transition
is assumed to be Markovian, hypothesis merging algorithms are developed such as the generalized pseudo-Bayesian
(GPBn) as well as the interacting multiple-model (IMM) algorithms [6,13].
However, oftentimes the disturbance inputs that include exogenous input, fault or attack signals cannot be modeled
as a zero-mean, Gaussian white noise or as a restricted finite set of input profiles, which gives rise to a need for an
extension of the existing algorithms to hidden mode hybrid systems with unknown inputs. Such an algorithm was
first proposed in [4] for a limited class of systems, i.e., when unknown inputs only affect the dynamics. Thus, more
general algorithms for systems where unknown inputs that can also affect output measurements, as is the case for
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data injection attacks on sensors [5], are still lacking. Moreover, the approach taken in [4] is based on running a bank
of state-only filters with a possibly suboptimal decoupling of the unknown inputs, as opposed to simultaneous input
and state filters that have lately gained more attention. Of all the proposed algorithms, the input and state filters in
our previous work [14,15,16] are in the most general form and have proven stability and optimality properties, and
are hence the most suitable for the problem at hand.
Contributions. In this paper, we present a novel multiple-model approach for simultaneous estimation of mode, input
and state of switched linear stochastic systems with unknown inputs. As with multiple-model estimation of systems
without unknown inputs, a bank of optimal input and state filters [14,15,16], one for each mode, is run in parallel.
Next, we devise a likelihood-based mode association algorithm to determine the probability of each mode. This
involves the definition of a generalized innovation signal, which we prove is a Gaussian white noise. Then, we use
this whiteness property to form a likelihood function, which is used to find the most probable mode. To manage
the growing number of hypotheses, we employ a similar approach to the interacting multiple-model estimator [13],
which mixes the initial conditions based on mode transition probabilities. We then study the asymptotic behavior of
our approach (also for a very special case when the hidden mode is deterministic) and provide sufficient conditions
for asymptotically achieving convergence to the true model (consistency), or to the ‘closest’ model according to
an information-theoretic measure, i.e., with the minimum Kullback-Leibler (KL) divergence [17] (convergence). A
preliminary version of this paper was presented at the 2014 and 2015 IEEE Conference on Decision and Control [3,5]
where the asymptotic behavior of only the special case of a deterministic hidden mode was investigated.
2 Motivating Example
To motivate the problem considered in this paper, we consider the scenario of vehicles crossing a 4-way intersection
where each vehicle does not have any information about the intention of the other vehicles. To simplify the problem,
we consider the case with two vehicles (see Figure 1): Vehicle A is human driven (uncontrolled) and Vehicle B is
autonomous (controlled), with dynamics described by x¨A = −0.1x˙A + d1 and x¨B = −0.1x˙B + u, where x and x˙ are
vehicle positions and velocities. We assume 1 that Vehicle A approaches the intersection with a default intention,
i.e., without considering the presence of Vehicle B. Then, at the intersection, the driver of Vehicle A can choose
between three intentions:
• to continue while ignoring the other vehicle with an unknown input d1 (Inattentive Driver, default mode),
• to attempt to cause a collision (Malicious Driver), or
• to stop (Cautious Driver).
Then, once either vehicle completes the crossing of the intersection, Vehicle A returns to the default intention.
Thus, in the presence of noise, this intersection-crossing scenario is an instance of a hidden mode switched linear
stochastic system with an unknown input. The intention of driver A is a hidden mode and the actual input of vehicle
A is an unknown input (which is not restricted to a finite set). The objective is to simultaneously estimate the
intention (mode), input and state of the vehicles for safe navigation through the intersection.
1 The assumed permutation of intentions is for illustrative purposes only and was not a result of any limitations on the
proposed algorithms.
Fig. 1. Two vehicles crossing an intersection.
2
3 Problem Statement
We consider a hidden mode switched linear stochastic system with unknown inputs (see Figure 2):
(xk+1, qk) = (A
qk
k xk +B
qk
k u
qk
k +G
qk
k d
qk
k + w
qk
k , qk), xk ∈ Cqk
(xk, qk)
+ = (xk, δ
qk(xk)), xk ∈ Dqk
yk = C
qk
k xk +D
qk
k u
qk
k +H
qk
k d
qk
k + v
qk
k
(1)
where xk ∈ Rn is the continuous system state and qk ∈ Q , {1, 2, . . . ,N} the hidden discrete state or mode. The
mode jump process is assumed to be left-continuous and hidden mode systems refer to systems in which qk is not
directly measured and the mode transitions are autonomous. For each mode qk, u
qk
k ∈ Uqk ⊂ Rm is the known
input, dqkk ∈ Rp the unknown input, yk ∈ Rl the output, δqk(·) the mode transition function, Cqk and Dqk are flow
and jump sets, while the process noise wqkk ∈ Rn and the measurement noise vqkk ∈ Rl are assumed to be mutually
uncorrelated, zero-mean, Gaussian white random signals with known covariance matrices, Qqkk = E[w
qk
k w
qk>
k ]  0
and Rqkk = E[v
qk
k v
qk>
k ]  0, respectively. The matrices Aqkk , Bqkk , Gqkk , Cqkk , Dqkk and Hqkk are known, and x0 is
independent of vqkk and w
qk
k for all k. In addition to the common assumptions above, we assume the following:
A1) No prior ‘useful’ knowledge of the dynamics of dqkk is known (uncorrelated with {dqjj }, ∀j 6= k, and {wqjj }, {vqjj },
∀j) and dqkk can be a signal of any type.
A2) In each mode, the system is strongly detectable 2 .
The objective of this paper is to design a recursive filter algorithm which simultaneously estimates the system state
xk, the unknown input d
qk
k and the hidden mode qk based on the measurements up to time k, {y0, y1, . . . , yk}, as
well as to analyze the asymptotic behavior of the proposed algorithm.
4 Preliminary Material
In this section, we present a brief summary of the minimum-variance unbiased filter for linear systems with unknown
inputs. For detailed proof and derivation of the filter, the reader is referred to [14,15,16]. Moreover, we define a
generalized innovation and show that it is a Gaussian white noise. These form an essential part of the multiple-
model estimation algorithm that we will describe in Section 5. The algorithm runs a bank of N filters (one for
each mode) in parallel and the filters are in essence the same except for the different sets of matrices and signals
{Aqkk , Bqkk , Cqkk , Dqkk , Gqkk , Hqkk , Qqkk , Rqkk , uqkk , dqkk }. Hence, to simplify notation, the conditioning on the mode qk is
omitted in the entire Section 4.
2 That is, the initial condition x0 and the unknown input sequence {dqjj }k−1j=0 can be asymptotically determined from the
output sequence {yi}kj=0 as k →∞ (see [16, Section 3.2] for necessary and sufficient conditions for this property).
Fig. 2. Illustration of a switched linear system with unknown inputs as a hybrid automaton with two modes, q and q′.
3
4.1 Optimal Input and State Filter
As is shown in [16, Section 3.1], the system for each mode after a similarity transformation is given by:
xk+1 = Akxk +Bkuk +G1,kd1,k +G2,kd2,k + wk (2)
z1,k = C1,kxk +D1,kuk + Σkd1,k + v1,k (3)
z2,k = C2,kxk +D2,kuk + v2,k. (4)
The transformation essentially decomposes the unknown input dk and the measurement yk, each into two compo-
nents, i.e., d1,k ∈ RpHk and d2,k ∈ Rp−pHk ; as well as z1,k ∈ RpHk and z2,k ∈ Rl−pHk , where pHk = rank(Hk). For
conciseness, we assume that the system states can be estimated without delay 3 . Then, given measurements up to
time k, the optimal three-step recursive filter in the minimum-variance unbiased sense can be summarized as follows:
Unknown Input Estimation:
dˆ1,k = M1,k(z1,k − C1,kxˆk|k −D1,kuk)
dˆ2,k−1 = M2,k(z2,k − C2,kxˆk|k−1 −D2,kuk)
dˆk−1 = V1,k−1dˆ1,k−1 + V2,k−1dˆ2,k−1
(5)
Time Update:
xˆk|k−1 = Ak−1xˆk−1|k−1 +Bk−1uk−1 +G1,k−1dˆ1,k−1
xˆ?k|k = xˆk|k−1 +G2,k−1dˆ2,k−1
(6)
Measurement Update:
xˆk|k = xˆ?k|k + L˜kΓ˜k(z2,k − C2,kxˆ?k|k −D2,kuk) (7)
where xˆk−1|k−1, dˆ1,k−1, dˆ2,k−1 and dˆk−1 denote the optimal estimates of xk−1, d1,k−1, d2,k−1 and dk−1; Γ˜k ∈
RpR˜×l−pHk is a design matrix that is chosen to project the residual signal νk , z2,k − C2,kxˆ?k|k − D2,kuk onto a
vector of pR˜ independent random variables, while L˜k ∈ Rn×pR˜ , M1,k ∈ RpHk×pHk and M2,k ∈ R(p−pHk )×(l−pHk ),
as well as L˜k , L˜kΓ˜k, are filter gain matrices that minimize the state and input error covariances. For the sake of
completeness, the optimal input and state filter in [14,16] is reproduced in Algorithm 1.
4.2 Properties of the Generalized Innovation Sequence
In Kalman filtering, the innovation reflects the difference between the measured output at time k and the optimal
output forecast based on information available prior to time k. The a posteriori (updated) state estimate is then a
linear combination of the a priori (predicted) estimate and the weighted innovation. In the same spirit, we generalize
this notion of innovation to linear systems with unknown inputs by defining a generalized innovation given by:
νk , Γ˜k(z2,k − C2,kxˆ?k|k −D2,kuk) , Γ˜kνk (8)
= Γ˜k(I − C2,kG2,k−1M2,k)(z2,k − C2,kxˆk|k−1 −D2,kuk)
which, similar to the conventional innovation, is weighted by L˜k and combined with the predicted state estimate
xˆ?k|k to obtain the updated state estimate xˆk|k as seen in (7). This definition differs from the conventional innovation
in that the generalized innovation uses a subset of the measured outputs, i.e. z2,k. In addition, the matrix Γ˜k is any
3 That is, when C2,kG2,k−1 has full column rank. By allowing potential delays in state estimation, this assumption can be
relaxed such that input and state estimation is possible as long as the system is strongly detectable [15]. For brevity, we refer
the readers to the filter algorithms and analysis in [15].
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matrix whose rows are independent of each other and are in the range space of E[νkν>k ] that removes dependent
components of νk (a consequence of [14, Lemma 7.6.3] and [16, Lemma 10]), which further lowers the dimension of
the generalized innovation. An intuition for this is that the information contained in the ‘unused’ subset is already
exhausted for estimating the unknown inputs. Moreover, the optimal output forecast that is implied in (8) is a
function of xˆ?k|k which contains information from the measurement at time k. Nonetheless, it is clear from (8) that
when there are no unknown inputs, z2,k = yk, C2,k = Ck, D2,k = Dk, G2,k−1 = Gk−1 and Γ˜k can be chosen to be
the identity matrix, in which case the definitions of generalized innovation and (conventional) innovation coincide.
In the following theorem, we establish that the generalized innovation, like the conventional innovation, is a Gaussian
white noise (see proof in Section 6).
Theorem 1 The generalized innovation, νk given in (8) is a Gaussian white noise with zero mean and a variance
of Sk = Γ˜kR˜
?
2,kΓ˜
>
k , with R˜
?
2,k , C2,kP ?xk|kC>2,k +R2,k − C2,kG2,k−1M2,kR2,k.
4.3 Likelihood Function
To facilitate the computation of model probabilities that is required in the multiple-model estimation algorithm we
propose, we derive the likelihood function for each mode at time k, qk, as follows (proven in Section 6).
Algorithm 1 Opt-Filter (xˆ0,qkk−1|k−1,dˆ
0,qk
1,k−1,P
x,0,qk
k−1|k−1, P
d,0,qk
1,k−1 ) [superscript qk omitted in the following]
. Estimation of d2,k−1 and dk−1
1: Aˆk−1 = Ak−1 −G1,k−1M1,k−1C1,k−1;
2: Qˆk−1 = G1,k−1M1,k−1R1,k−1M>1,k−1G
>
1,k−1 +Qk−1;
3: P˜k = Aˆk−1P
x,0
k−1|k−1Aˆ
>
k−1 + Qˆk−1;
4: R˜2,k = C2,kP˜kC
>
2,k +R2,k;
5: P d2,k−1 = (G
>
2,k−1C
>
2,kR˜
−1
2,kC2,kG2,k−1)
−1;
6: M2,k = P
d
2,k−1G
>
2,k−1C
>
2,kR˜
−1
2,k;
7: xˆk|k−1 = Ak−1xˆ0k−1|k−1 +Bk−1uk−1 +G1,k−1dˆ
0
1,k−1;
8: dˆ2,k−1 = M2,k(z2,k − C2,kxˆk|k−1 −D2,kuk);
9: dˆk−1 = V1,k−1dˆ01,k−1 + V2,k−1dˆ2,k−1;
10: P d12,k−1 = M1,k−1C1,k−1P
x,0
k−1|k−1A
>
k−1C
>
2,kM
>
2,k − P d,01,k−1G>1,k−1C>2,kM>2,k;
11: P dk−1 = Vk−1
[
P d,01,k−1 P
d
12,k−1
P d>12,k−1 P
d
2,k−1
]
V >k−1;
. Time update
12: xˆ?k|k = xˆk|k−1 +G2,k−1dˆ2,k−1;
13: P ?xk|k = G2,k−1M2,kR2,kM
>
2,kG
>
2,k + (I −G2,k−1M2,kC2,k)P˜k(I −G2,k−1M2,kC2,k)>;
14: R˜?2,k = C2,kP
?x
k|kC
>
2,k +R2,k − C2,kG2,k−1M2,kR2,k −R2,kM>2,kG>2,k−1C>2,k;
. Measurement update
15: L˜k = (P
?x
k|kC
>
2,k −G2,k−1M2,kR2,k)R˜?†2,k;
16: xˆk|k = xˆ?k|k + L˜k(z2,k − C2,kxˆ?k|k −D2,kuk);
17: P xk|k = (I − L˜kC2,k)G2,k−1M2,kR2,kL˜>k + L˜kR2,kM>2,kG>2,k−1(I − L˜kC2,k)>
+(I − L˜kC2,k)P ?xk|k(I − L˜kC2,k)> + L˜kR2,kL˜>k ;
. Estimation of d1,k
18: R˜1,k = C1,kP
x
k|kC
>
1,k +R1,k;
19: M1,k = Σ
−1
k ;
20: P d1,k = M1,kR˜1,kM
>
1,k;
21: dˆ1,k = M1,k(z1,k − C1,kxˆk|k −D1,kuk);
5
Theorem 2 The likelihood that model qk is consistent with measurement z2,k and generalized innovation νk, given
all measurements prior to time k, Zk−1, is given by the likelihood function:
L(qk|z2,k) , P (z2,k|qk, Zk−1) = P (νqkk |Zk−1) =
exp(−νqk>k R˜?,qk†2,k νqkk /2)
(2pi)pR˜/2|R˜?,qk2,k |1/2+
, (9)
where νqkk = (I − Cqk2,kGqk2,k−1Mqk2,k)(z2,k − Cqk2,kxˆqkk|k−1 −Dqk2,kuk), pR˜ , rank(R˜?,qk2,k ) and R˜?,qk2,k is given in Theorem 1;
† and | · |+ represent the Moore-Penrose pseudoinverse and pseudodeterminant, respectively.
5 Multiple-Model Estimation Algorithms
Fig. 3. Multiple-model framework for hidden mode, input and state estimation.
The multiple-model (MM) approach we take is inspired by the multiple-model filtering algorithms for hidden mode
hybrid systems with known inputs (e.g., [6,7] and references therein), that have been widely applied for target
tracking. Our multiple-model framework consists of the parallel implementation of a bank of input and state filters
described in Section 4.1, with each model corresponding to a system mode (see Figure 3). The objective of the MM
approach is then to decide which model/mode is the best representation of the current system mode as well as to
estimate the state and unknown input of the system based on this decision.
To do this, we first use Bayes’ rule to recursively find the posterior mode probability µjk , P (qk = j|Zk) at step
k for each mode j, given measurements Zk = {z1,i, z2,i}ki=0 and prior mode probabilities P (qk = j′|Zk−1), ∀j′ ∈{1, . . . ,N}, as
µjk = P (qk = j|z1,k, z2,k, Zk−1) = P (qk = j|z2,k, Zk−1)
=
P (z2,k|qk = j, Zk−1)P (qk = j|Zk−1)∑N
`=1 P (z2,k|qk = `, Zk−1)P (qk = `|Zk−1)
,
(10)
where we assumed that the probability of qk = j is independent of the measurement z1,k. The rationale is that
since we have no knowledge about d1,k and the d1,k signal can be of any type, the measurement z1,k provides no
‘useful’ information about the likelihood of the system mode (cf. (3)). The likelihood function is similarly defined as
L(qk = j|z2,k) , P (z2,k|qk = j, Zk−1) given by (9). Moreover, the Bayesian approach provides a means to encode
what we know about the prior mode probabilities at time k = 0:
P (q0 = j|Z0) = µj0, ∀ 1, 2, . . . ,N, (11)
where Z0 is the prior information at time k = 0 and
∑N
j=1 µ
j
0 = 1. The maximum a posteriori (MAP) mode estimate
is then the most probable mode qk at each time k that maximizes (10).
6
Algorithm 2 Dynamic MM-Estimator ( )
1: Initialize for all j ∈ {1, 2, . . . ,N}: xˆj0|0; µj0;
dˆj1,0 = Σ
j−1
0 (z
j
1,0 − Cj1,0xˆj0|0 −Dj1,0u0);
P d,j1,0 = Σ
j−1
0 (C
j
1,0P
x,j
0|0 C
j>
1,0 +R
j
1,0)Σ
j−1
0 ;
2: for k = 1 to K do
3: for j = 1 to N do
. Initial Condition Mixing
4: pjk =
∑N
`=1 p`jµ
`
k−1;
5: for i = 1 to N do
6: µ
i|j
k =
pijµ
i
k−1
pj
k
;
7: end for
8: Compute (13), (14) and (15);
. Mode-Matched Filtering
9: Run Opt-Filter(xˆ0,jk−1|k−1, dˆ
0,j
1,k−1, P
x,0,j
k−1|k−1, P
d,0,j
1,k−1);
10: νjk , z
j
2,k − Cj2,kxˆj?k|k −Dj2,kuk;
11: L(j|zj2,k) = 1
(2pi)
p
j
R˜
/2|R˜j,?
2,k
|1/2
+
exp
(
−ν
j>
k
R˜j,?†
2,k
νj
k
2
)
;
12: end for
13: for j = 1 to N do
. Mode Probability Update
14: µjk =
L(j|zj
2,k
)pj
k∑N
`=1
L(j|z`
2,k
)p`
k
;
. Output
15: Compute (17);
16: end for
17: end for
5.1 Dynamic Multiple-Model Estimation
Fig. 4. Illustration of a dynamic multiple-model estimator with two hidden modes, using two input and state filters as described
in Section 4.1.
Our multiple-model estimation algorithm (cf. Figure 4 and Algorithm 2) assumes that the hidden mode is stochas-
tic, i.e., the true mode switches in a Markovian manner with known, time-invariant and possibly state dependent
transition probabilities
P (qk = j|qk−1 = i, xk−1) = pij(xk−1), ∀ i, j ∈ 1, . . . ,N.
7
For brevity and without loss of generality, we assume that the mode transition probabilities are state independent,
i.e., pij(xk−1) = pij . In other words, mode transition is a homogeneous Markov chain. The incorporation of the
state dependency for stochastic guard conditions is rather straightforward, albeit lengthy and interested readers
are referred to [18] for details and examples. We also assume that we have a fixed number of models. For better
performance, modifications of the algorithm can be carried out to allow for a varying number of models (cf. [19] for
a discussion on model selection and implementation details).
In fact, the mode transition probabilities can serve as estimator design parameters (cf. [6]), but care should be given
when choosing the mode transition probabilities, as we shall see in Section 5.1.1 that a wrong choice can also be
detrimental to the consistency of the mode estimates. In addition, with the Markovian setting, the mode can change
at each time step. As a result, the number of hypotheses (mode history) grows exponentially with time. Therefore,
an optimal multiple-model filter is computationally intractable. We thus resort to suboptimal filters that manage
the hypotheses in an efficient way. The simplest technique is hypothesis pruning in which a finite number of most
likely hypotheses are kept, whereas the hypothesis merging approach keeps only the last few of the mode histories,
and combines hypotheses that differ in earlier steps (cf. [6] for approaches designed for switched linear systems
without unknown inputs). In the following, we propose a hypothesis merging approach similar to the interacting
multiple-model (IMM) algorithm [13], which is considered the best compromise between complexity and performance
[6].
Instead of maintaining the exponential number of hypotheses (i.e., Nk), our estimator maintains a linear number of
estimates and filters (i.e., N) at each time k, by introducing three major components:
Initial condition mixing: We compute the probability that the system was in mode i at time k − 1 conditioned
on Zk−1 and currently being in mode j:
µ
i|j
k , P (qk−1 = i|qk = j, Zk−1)
=
P (qk = j|qk−1 = i, Zk−1)P (qk−1 = i|Zk−1)∑N
`=1 P (qk = j|qk−1 = `, Zk−1)P (qk−1 = `|Zk−1)
=
pijµ
i
k−1
P (qk = j|Zk−1) =
pijµ
i
k−1∑N
`=1 p`jµ
`
k−1
.
(12)
The initial conditions for the filter matched to qk = j for all j = {1, . . . , N} are then mixed according to:
xˆ0,jk−1|k−1 =
∑N
i=1 µ
i|j
k xˆ
i
k−1|k−1 (13)
dˆ0,j1,k−1 =
∑N
i=1 µ
i|j
k dˆ
i
1,k−1 (14)
P x,0,jk−1|k−1 =
∑N
i=1 µ
i|j
k [(xˆ
i
k−1|k−1 − xˆ0,jk−1|k−1)(xˆik−1|k−1 − xˆ0,jk−1|k−1)>
+P x,ik−1|k−1]
P d,0,j1,k−1 =
∑N
i=1 µ
i|j
k [(dˆ
i
1,k−1 − dˆ0,j1,k−1)(dˆi1,k−1 − dˆ0,j1,k−1)> + P d,i1,k−1]
(15)
Note that there is no mixing of dˆ2,k and its covariances because they are computed for a previous step and are
not initial conditions for the bank of filters.
Mode-matched filtering: A bank of N simultaneous input and state filters (described in Section 4.1) is run in
parallel using the mixed initial conditions computed in (13), (14) and (15). In addition, the likelihood function
L(qk = j|z2,k) corresponding to each filter matched to mode j is obtained using (9).
Posterior mode probability computation: Given measurements up to time k, the posterior probability of mode
8
j can be found by substituting P (qk = j|Zk−1) =
∑N
i=1 pijµ
i
k−1 from the denominator of (12) into (10):
µjk =
P (z2,k|qk = j, Zk−1)
∑N
i=1 pijµ
i
k−1∑N
`=1[P (z2,k|qk = `, Zk−1)
∑N
i=1 pi`µ
i
k−1]
=
L(qk = j|z2,k)
∑N
i=1 pijµ
i
k−1∑N
`=1[L(qk = `|z2,k)
∑N
i=1 pi`µ
i
k−1]
.
(16)
Then, these mode probabilities are used to determine the most probable (MAP) mode at each time k and the
associated state and input estimates and covariances:
qˆk = arg max
j∈{1,2,...,N}
µjk, (17)
xˆk|k = xˆ
qˆk
k|k, dˆk = dˆ
qˆk
k , P
x
k|k = P
x,qˆk
k|k , P
d
k = P
d,qˆk
k .
5.1.1 Filter Properties
We now investigate the asymptotic behavior of our filter, i.e., its mode distinguishability properties:
Definition 3 (Mean Convergence) A filter is mean convergent to a model q ∈ Q, if the geometric mean of the
mode probability for model q asymptotically converges to 1 for all initial mode probabilities.
Definition 4 (Mean Consistency) A filter is mean consistent, if the geometric mean of the mode probability for
the true model ∗ ∈ Q asymptotically converges to 1 for all initial mode probabilities.
In the following, we show that under some reasonable conditions, our filter is mean convergent to the model which
is closest according to an information-theoretic measure (i.e., with the minimum Kullback-Leibler (KL) divergence
[17]), and when the true model is in the set of models, the filter is mean consistent. We will also discuss the optimality
of resulting input and state estimates. The proofs of these results will be provided in Section 6.
Convergence/Consistency of Mode Estimates. We first derive the KL divergence of each model from the true
model. Then, we analyze the mean behavior (averaged over all possible states) of the mode estimates.
Lemma 5 The KL divergence of model q ∈ Q from the true model q = ∗ is
D(f∗` ‖fq` ) , Ef∗`
[
ln
f∗`
fq
`
]
= 12 (pR˜q`
− pR˜∗
`
) ln 2pi + 12 ln |R˜q,?2,` |+ − 12 ln |R˜∗,?2,` |+
+ 12Ef∗` [tr(ν
q
`ν
q>
` (R˜
q,?
2,` )
†)]− 12Ef∗` [tr(ν∗`ν∗>` (R˜
∗,?
2,` )
†)]
= 12 (pR˜q`
− pR˜∗
`
) ln 2pi + 12 ln |R˜q,?2,` |+ − 12 ln |R˜∗,?2,` |+
+ 12 tr(R˜
q|∗,?
2,` (R˜
q,?
2,` )
†)− 12 tr(R˜∗,?2,` (R˜∗,?2,` )†),
(18)
where f j` is a shorthand for P (z2,`|q` = j, Z`−1) = L(q` = j|z2,`), R˜?,q|∗2,` , Ef∗` [ν
q
`ν
q>
` ] and p
q
R˜`
, rank(R˜?,q2,` ).
Note that the unknown inputs of each model need not have the same dimension; thus pq
R˜`
can be different for all
q ∈ {Q ∪ ∗}.
Theorem 6 (Mean Convergence) Suppose the following holds (the true model is denoted ∗):
Condition (i) There exist a time step T ∈ N and a unique ‘closest’ model q ∈ Q such that
D(f∗` ‖fq` )− lnµq,−` < D(f∗` ‖fq
′
` )− lnµq
′,−
` ,
for all q′ ∈ Q, q′ 6= q for all ` ≥ T , with µ–,j` , P (q` = j|Z`−1) =
∑N
i=1 pijµ
i
`−1 for j = q, q
′.
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Then, the dynamic multiple-model filter is mean convergent to this ‘closest’ model q ∈ Q in the set of models.
Theorem 7 (Mean Consistency) If Condition (i) holds for the true model ∗ ∈ Q (in the set of models), then the
dynamic multiple-model filter is mean consistent.
Note that Condition (i) has additional ‘bias’ terms for the KL divergences that result from the introduction of mode
transition probabilities, pij . Thus, Condition (i) implies that there exists a unique model q ∈ Q for all ` ≥ T with a
‘biased’ likelihood function that is closest to the ‘biased’ true model and the other ‘biased’ models are strictly less
similar to the ‘biased’ true model, measured in terms of their KL divergences. Moreover, Theorem 6 implies that if
the true model ∗ is in the set of models Q but Condition (i) holds for some q ∈ Q where q 6= ∗, then the dynamic
multiple approach is not mean consistent. This serves as an indication that the ‘bias’, lnµq,−` , that is introduced into
Condition (i) by the mode transition probabilities of the dynamic MM algorithm can negatively influence the mode
estimates if incorrectly chosen. On the other hand, if chosen wisely, the mode transition probabilities can increase
the convergence rate of the mode estimate to the true model.
Optimality of State and Input Estimates. As discussed earlier, the number of hypotheses (mode history) grows
exponentially with time and hence, an optimal multiple-model filter is computationally intractable. In fact, it can
be shown that the assumption of Markovian mode transitions leads to a corresponding graphical model that is
cyclic, for which exact inference algorithms are not known. A common inference algorithm that is employed for such
graphs is the “loopy” belief propagation (sum-product) algorithm whose convergence is still not well understood [20].
Similarly, the dynamic MM filter we propose using hypothesis merging techniques to manage the growing number
of hypotheses may also lead to suboptimality of the input and state estimates. Nonetheless, it does appear to work
well in simulation with suitable choices of the mode transition matrix.
5.2 Special Case: Static Multiple-Model Estimation
An important special case for the above dynamic MM estimator is when the true system mode is deterministic
and fixed within the time scales of interest, i.e., pii = 1 and pij = 0 ∀i, j ∈ {1, . . . ,N}, i 6= j. The implication of
this is that, the bank of N mode-conditioned simultaneous input and state filters (described in Section 4.1) is run
independently from each other, since µ
i|i
k ∝ piiµik−1 and µi|jk = 0 ∀i, j ∈ {1, . . . ,N}, i 6= j in (12). However, in
order to apply the static MM estimator to the switched linear systems, some heuristic modifications of the static
MM estimator are necessary. Firstly, to keep all modes ‘alive’ such that they can be activated when appropriate, an
artificial lower bound needs to be imposed on the mode probabilities. Moreover, to deal with unacceptable growth
of estimate errors of mismatched filters, reinitialization of the filters may be needed, oftentimes with estimates from
the most probable mode.
This special case is especially useful when no knowledge of mode transitions can be assumed, e.g., in adversarial
settings of mode attacks [5]. More importantly, this special case also has nice properties that can be stronger than
for the dynamic MM filter in the previous section. These nice properties will be proven in Section 6:
Convergence/Consistency of Mode Estimates. In addition to the mean behavior of the mode estimates (The-
orems 8 and 9), this special case also allows for the characterization of the behavior of the model probability itself
(Theorems 10 and 11), but it only applies when the log-likelihood sequence
{
ln
fj
`
fi
`
}k
`=1
is ergodic (a sufficient
condition will be provided in Theorem 15), i.e.,
lim
k→∞
1
k
k∑
l=1
ln
f j`
f i`
= Ef∗
[
ln
f j
f i
]
= D(f∗‖f i)−D(f∗‖f j), (19)
where we dropped the subscript k to indicate that the distributions are stationary.
Theorem 8 (Mean Convergence (Static)) Suppose the true model in not the set of models Q, but there exists
a unique ‘closest’ model q ∈ Q with minimum KL divergence, i.e., the following holds:
Condition (ii) The true model ∗ is not in the set of models, i.e., ∗ /∈ Q, but there exist a time step T ∈ N and a
model q ∈ Q such that D(f∗` ‖fq` ) < D(f∗` ‖fq
′
` ) for all q
′ ∈ Q, q′ 6= q for all ` ≥ T , where D(f∗` ‖fq` ) is given in
Lemma 5.
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Then, the static multiple-model filter is mean convergent to this ‘closest’ model q ∈ Q in the set of models.
Theorem 9 (Mean Consistency (Static)) Suppose the following condition holds:
Condition (iii) The true model ∗ is in the set of models, i.e., ∗ ∈ Q and there exists a time step T ∈ N such that
f∗` 6= fq` , or equivalently, D(f∗` ‖fq` ) 6= 0 for all q′ ∈ Q, q 6= ∗ for all ` ≥ T , where D(f∗` ‖fq` ) is given in Lemma 5.
Then, the static multiple-model filter is mean consistent.
Theorem 10 (Convergence (Static)) Suppose the sequence
{
ln
fj
`
fi
`
}k
`=1
is ergodic and the true model is not in
the set of models Q, but there exists a unique ‘closest’ model q ∈ Q with minimum KL divergence, i.e., the following
holds:
Condition (iv) The true model ∗ is not in the set of models, i.e., ∗ /∈ Q, but there exists a unique ‘closest’ model
q ∈ Q such that D(f∗‖fq) < D(f∗‖fq′)for all q′ ∈ Q, q′ 6= q (cf. [9, Theorem 3.1]).
Then, the filter is convergent, i.e., the model probability of this ‘closest’ model converges almost surely to 1.
Theorem 11 (Consistency (Static)) Suppose the sequence
{
ln
fj
`
fi
`
}k
`=1
is ergodic and the following holds:
Condition (v) The true model ∗ is in the set of models, i.e., ∗ ∈ Q and f∗ 6= fq, or equivalently, D(f∗‖fq) 6= 0
for all q ∈ Q, q 6= ∗ (cf. [8, Theorem 3.1]).
Then, the filter is consistent, i.e., the model probability of the true model converges almost surely to 1.
Condition (iii) and Condition (v) imply that the likelihood functions for all other models q 6= ∗ are not identical
to the likelihood function for the true model q = ∗ for all ` ≥ T . In contrast, when the true model is not in the
set of models, Condition (ii) and Condition (iv) imply that there exists a unique model q ∈ Q for all ` ≥ T with a
likelihood function that is ‘closest’ to the true model and the other models are strictly less similar to the true model,
measured in terms of their KL divergences.
Corollary 12 (Monotone Consistency) Even if for some q ∈ Q, fq` = f∗` happens infinitely often (i.e., Condition
(v) fails to hold), the posterior model mean probabilities will be no worse than their priors for all ` ∈ N.
Optimality of State and Input Estimates. For the discussion on the optimality of the state and input estimates
in this special case, we assume that the true model is in the model set, i.e., ∗ ∈ Q. Otherwise, the state and
input estimates corresponding to the most probable model may be biased. The following corollary characterizes the
optimality of the state and input estimates when using the multiple-model approach with ∗ ∈ Q.
Corollary 13 If Condition (iii) (or Condition (v)) holds, then the state and input estimates in (17) converge on
average (or almost surely) to optimal state and input estimates in the minimum variance unbiased sense.
6 Filter Analysis and Proofs
We now furnish the proofs for the properties of generalized innovation (Theorems 1 and 2) and the asymptotic
analysis of the algorithms presented in Sections 4 and 5. We will also provide some verifiable sufficient conditions
for the ergodicity of the sequence
{
ln
fj
`
fi
`
}k
`=1
in Section 6.6. To aid the analysis for the average model probability
behavior, we first find the ratio of the geometric means of model probabilities (denoted µqk for mode q ∈ Q).
Lemma 14 The ratio of the geometric means of model probabilities (with true mode ∗) is given by
µjk
µik
=
µj,−k
µi,−k
expEf∗
k
[
ln
f jk
f ik
]
(20)
= exp[(D(f∗k‖f ik)− lnµi,−k )− (D(f∗k‖f jk)− lnµj,−k )].
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In the special case in Section 5.2, the ratio reduces to
µjk
µik
=
µj0
µi0
exp
k∑
`=1
(
D(f∗` ‖f i`)−D(f∗` ‖f j` )
)
, (21)
where
µj0
µi0
is the ratio of priors. Moreover, if the sequence
{
ln
fj
`
fi
`
}k
`=1
is ergodic (i.e., (19) holds), the ratio of model
probabilities becomes
lim
k→∞
µj`
µik
= lim
k→∞
µj0
µi0
exp(k[D(f∗‖f i)−D(f∗‖f j)]). (22)
Proof. The expression in (20) is obtained by taking the geometric mean of (16) (averaged over all states). Then,
for the special case, (21) is obtained since pii = 1 and pij = 0 ∀i, j ∈ {1, . . . ,N}, i 6= j. Moreover, (22) can be found
from (16) with pii = 1 and pij = 0 ∀i 6= j by applying the law of large numbers in (19). 2
6.1 Proof of Theorem 1
To prove the whiteness property of the generalized innovation, we substitute (4) into (8) to obtain
νk = Γ˜k(C2,kx˜
?
k|k + v2,k). (23)
Since E[x˜?k|k] = 0 and E[v2,k] = 0 for all k as is proven in [16, Lemma 8], it follows that the generalized innovation
has zero mean, i.e., E[νk] = 0, with covariance
E[νkν>j ] = E[Γ˜k(C2,kx˜?k|k + v2,k)(C2,j x˜
?
j|j + v2,j)
>Γ˜>j ].
We first show that the above covariance is zero when k 6= j. Without loss of generality, we assume that k > j. From
the properties of the filter, we have E[v2,kx˜?>j|j ] = E[v2,kv
>
2,j ] = 0, thus the covariance reduces to
E[νkν>j ] = Γ˜kC2,k(E[x˜?k|kx˜
?>
j|j ]C
>
2,k + E[x˜?k|kv
>
2,j ])Γ˜
>
j . (24)
Next, to evaluate E[x˜?k|kx˜
?>
j|j ] and E[x˜
?
k|kv
>
2,j ], we first evaluate the a priori estimation error:
x˜?k+1|k+1 = xk+1 − xˆ?k+1|k+1
= Ak(I − L˜kΓ˜kC2,k)xˆ?k|k + (I −G2,kM2,k+1C2,k+1)wk −G2,kM2,k+1v2,k+1
+G2,kM2,k+1C2,k+1G1,kM1,kv1,k −AkL˜kΓ˜kv2,k
, Φkx˜?k|k + v′k,
(25)
where Φk and v
′
k are defined above, while Ak , (I −G2,kM2,k+1C2,k+1)Aˆk and Aˆk , Ak −G1,kM1,kC1,k. Using the
state transition matrix of the error system
Φk|j =
{
Φk−1Φk−1 . . .Φj = Φk|j+1Φj , k > j
I, k = j,
the state estimate error is given by
x˜?k|k = Φk|j x˜
?
j|j +
∑k−1
`=j Φk|`+1v
′
`. (26)
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Thus, from (25), we obtain E[v′`x˜?>j|j ] = 0 and E[v
′
`v
>
2,j ] = 0 when ` > j (i.e., future noise is uncorrelated with the
current estimate error and the current noise) while when ` = j, E[v′j x˜?>j|j ] = AjL˜jΓ˜jR2,jM
>
2,jG
>
2,j−1 and E[v′jv>2,j ] =
AjL˜jΓ˜jR2,j . With this and from (24), we can evaluate E[x˜?k|kx˜
?>
j|j ], E[x˜
?
k|kv
>
2,j ] and E[νkν>j ] as follows:
E[x˜?k|kx˜
?>
j|j ]= Φk|j+1(ΦjP
?x
j|j +AjL˜jΓ˜jR2,jM
>
2,jG
>
2,j−1)
E[x˜?k|kv
>
2,j ]= −Φk|j+1(ΦjG2,j−1M2,jR2,j +AjL˜jΓ˜jR2,j)
⇒ E[νkν>j ]= Γ˜kC2,kΦk|j+1(AjL˜jΓ˜jR2,jM>2,jG>2,j−1C>2,j
+ΦjP
?x
j|jC
>
2,j − ΦjG2,j−1M2,jR2,j −AjL˜jΓ˜jR2,j)Γ˜>j
= Γ˜kC2,kΦk|j+1Aj(P ?xj|jC
>
2,j −G2,j−1M2,jR2,j − L˜jΓ˜jR˜?2,j)Γ˜>j = 0,
(27)
where R˜?2,j = C2,jP
?x
j|jC
>
2,j+R2,j−R2,jM>2,jG>2,j−1C>2,j−C2,jG>2,j−1M2,jR2,j and for the final equality, we substituted
the filter gain from [14, Theorem 7.6.4]:
L˜j = (P
?x
j|jC
>
2,j −G2,j−1M2,jR2,j)Γ˜>j (Γ˜jR˜?2,jΓ˜>j )−1.
Finally, for j = k, we can find Sk , E[νkν>k ] as
Sk = Γ˜k(C2,kP
?x
k|kC
>
2,k − C2,kG2,k−1M2,kR2,k
−R2,kM>2,kG>2,k−1C>2,k +R2,k)Γ˜>k = Γ˜kR˜?2,kΓ˜>k .
Furthermore, from (23) and (26), since we assumed that wk and vk for all k and x0 are Gaussian, the generalized
innovation νk is a linear combination of Gaussian random variables and is thus itself Gaussian. Therefore, we have
shown that νk is a Gaussian white noise with zero mean and covariance Sk. Moreover, Sk is positive definite since
Γ˜k is chosen such that Sk is invertible [14, Section 7.6.4],[16, Section 5.4]. 2
Remark. The whiteness of the generalized innovation provides an alternative approach to derive the filter gain L˜k
in [14,16] (as can be seen by setting (27) to zero).
6.2 Proof of Theorem 2
To form the likelihood function in Theorem 2, we exploit the whiteness from property of the the generalized innovation
νk = Γ˜kνk from Theorem 1. From this property, we know that the conditional probability density function of νk is
given by
P (νk|Zk−1) = exp(−ν
>
k Γ˜
>
k S
−1
k Γ˜kνk/2)
(2pi)pR˜/2|Sk|1/2
, (28)
where we omitted the conditioning on qk in this proof for conciseness. Next, note that if Γ˜k is chosen as a matrix
with orthonormal rows, Γ˜kS
−1
k Γ˜k = Γ˜
>
k (Γ˜kR˜
?
2,kΓ˜
>
k )
−1Γ˜k is the generalized inverse and |Sk| the pseudo-determinant
of R˜?2,k [21, pp. 527-528]. From [14, Lemma 7.6.3], for the case pR˜ = l − p < l − pHk , we also see that (28)
represents the Gaussian distribution of νk ∈ Rl−pHk whose base measure is restricted to the pR˜-dimensional affine
subspace where the Gaussian distribution is supported. On the other hand, when Hk has full rank (i.e., p = pHk and
pR˜ = l− p = l− pHk), the Gaussian distribution is fully supported in Rl−p and no restriction is necessary. As shown
in [14, Section 7.6.1], there are multiple ways to choose Γ˜k and the choice in this theorem is one such instance. 2
6.3 Proof of Convergence (Theorems 6, 8 and 10)
Theorem 6 follows directly from Condition (i) and Lemma 14. For Theorem 8, since Condition (ii) holds by assump-
tion, then with j = q′ and i = q, the summand in the exponent of (21) is always strictly negative, which result in
the exponential convergence to zero of the ratios of model mean probabilities of all other models (q′ ∈ Q, q′ 6= q) to
model q. The proof of Theorem 10 is similar by using (22) and is omitted for conciseness. 2
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6.4 Proof of Consistency (Theorems 7, 9, 11 and Corollary 12)
Theorem 7 also follows immediately by the application of Condition (i) to Lemma 14. To prove Theorem 9, we note
that since D(f∗` ‖fq` ) ≥ 0 with equality if and only if f∗` = fq` ([17, Lemma 3.1]), then applying Condition (iii) with
i = ∗ ∈ Q as the true model and j ∈ Q, j 6= ∗, the summand in the exponent of (21) is always strictly negative, i.e.,
D(f∗` ‖f∗` ) −D(f∗` ‖f j` ) = −D(f∗` ‖f j` ) < 0 for all ` ≥ T since f∗` 6= f j` by assumption. This means that the ratios of
model mean probabilities of all other models (j ∈ Q, j 6= ∗) to the true model converge exponentially to zero, i.e.,
the mean probability of the true model converges to 1. Theorem 11 and Corollary 12 can be similarly shown and
the proof is omitted for brevity. 2
6.5 Proof of Optimality (Corollary 13)
For the true model, the filter gains are chosen such that the error covariance is minimized and that the estimates
are unbiased (cf. [15, Section V] and [16, Section 5] for a detailed derivation and discussion). Hence, the state and
input estimates are optimal in the minimum variance unbiased sense. If Condition (iii) (or Condition (v)) holds, by
Theorem 9 (or Theorem 11), the state and input estimates given by (17) also converge on average (or almost surely)
to the state and input estimates of the true model, which are optimal. 2
6.6 Sufficient Condition for Ergodicity
A sufficient condition for the ergodicity of the sequence
{
ln
fj
`
fi
`
}k
`=1
(for (19) and Lemma 14 to hold) is the stationarity
of the matched and mismatched generalized innovation (i.e., when the model is correctly and incorrectly assumed),
as is also shown for multiple-model algorithms when inputs are known [9,8]. The existence of a steady-state behavior
of closed loop system that is implied by stationarity suggests that the known and unknown inputs should become
constant after a finite time. For verifiable sufficient conditions, the eventually constant unknown inputs are assumed
to be known after a finite time T . In this case, we assume, without loss of generality, that uk = 0 and dk = 0 for all
k ≥ T .
Theorem 15 (Ergodicity (Static)) The log-likelihood sequence ln
fj
k
fi
k
is ergodic if for each model q ∈ Q, q 6= ∗,
the system is strongly detectable and stabilizable, the known and unknown inputs becomes zero after a finite time T
and the mismatched system matrix (i.e., the state transition matrix of [xk xˆ
q
k]
> for q 6= ∗):
A∗,q ,

A∗ 0
Aˆq(L˜q(I − Cq2Gq2Mq2 )
+Gq2M
q
2 )T
q
2C
∗ +Gq1M
q
1T
q
1C
∗
Aˆq(I − L˜qCq2)
(I −Gq2Mq2Cq2)
 ,
is stable 4 (i.e., all its eigenvalues are inside the unit circle), where L˜q and Mq2 are steady-state matrices of the input
and state filter corresponding to model q. Moreover, we can compute R˜
q|∗,?
2 (cf. (18),Condition (iv)) as:
R˜
q|∗,?
2 , E[ν
q
kν
q>
k ] = (I − Cq2Gq2Mq2 )(C∗,qΨqC∗,q> +R2)(I − Cq2Gq2Mq2 )>,
where C∗,q ,
[
T q2C
∗ −Cq2
]
. Ψq = limk→∞Ψ
q
k is the limiting solution of the Lyapunov function
Ψqk+1 = A
∗,qΨqkA
∗,q> +W ∗,qQ˘W ∗,q>, (29)
with W ∗,q =
[
I 0
0 L˜q +Gq2M
q
2 )T
q
2 +G
q
1M
q
1T
q
1
]
and Q˘ ,
[
Q 0
0 R
]
.
4 This implies that the true model ∗ is stable and (Aˆq, C2) is detectable (satisfied by strong detectability (cf. [14, Corollary
6.4.7])). This sufficient but not necessary condition suggests that the state estimates for model q converge to steady-state
even when the model is erroneous/mismatched.
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Fig. 5. Mode probabilities for each mode with static (top) and dynamic (bottom) MM estimators.
Proof. The claim is proven by showing that the sufficient conditions for ergodicity when there are no unknown inputs
in [9, Lemma 3.1] also hold for the input and state filter in our case, namely that (i) the A∗,q matrix generating
simultaneously the true state xk and the estimate xˆ
q
k for k ≥ T with zero inputs:
[
xk+1
xˆqk+1
]
= A∗,q
[
xk
xˆqk
]
+W ∗,q
[
wk
vk
]
, (30)
is stable, and (ii) the limit Ψq = limk→∞Ψ
q
k exists and is finite, where Ψ
q
k , E
[[
xk
xˆqk
] [
x>k xˆ
q>
k
]]
is generated
by (29). As in [9], the former holds by assumption. To prove the latter, we note that the assumption of strong
detectability and stabilizability of each model implies that steady-state L˜q and Mq2 matrices exist by [16, Theorem
6]. Since A∗,q and hence, the state dynamics of Ψqk in (30) is stable, the limit Ψ
q exists and is finite, which completes
the sufficient conditions needed in [9, Lemma 3.1]. It follows that the sequence
{
ln
fj
`
fi
`
}k
`=1
is ergodic. 2
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7 Simulation Example
We return to the motivating example in Section 2 of two vehicles crossing an intersection. Using the hidden mode
system model with state x =
[
xA, x˙A, xB , x˙B
]
, each intention corresponds to a mode q ∈ {I , M, C} with the
following set of parameters and inputs:
• Inattentive Driver (q = I), with an unknown time-varying d1 (uncorrelated with xB and x˙B , otherwise unrestricted):
AIc =

0 1 0 0
0 −0.1 0 0
0 0 0 1
0 0 0 −0.1
 , BIc =

0
0
0
1
 , GIc =

0 0
1 0
0 0
0 0
 ,
CIc =

1 0 0 0
0 1 0 −1
0 0 1 0
0 0 0 1
 , DIc =

0
0
0
0
 , HIc =

0 0
0 0
0 0.1
0 1
 .
• Malicious Driver (q = M), i.e., with d1 = Kp(xB − xA) +Kd(x˙B − x˙A) where Kp = 2 and Kd = 4:
AMc =

0 1 0 0
−Kp −0.1−Kd Kp Kd
0 0 0 1
0 0 0 −0.1
 , HIc =

0 0
0 0
0 0
0 −1
 ,
BMc = B
I
c , G
M
c = G
I
c , C
M
c = C
I
c , D
M
c = D
I
c .
• Cautious Driver (q = C), i.e., with d1 = −KpxA −Kdx˙A where Kp = 2 and Kd = 4:
AMc =

0 1 0 0
−Kp −0.1−Kd 0 0
0 0 0 1
0 0 0 −0.1
 , HIc =

0 0
0 −1
0 0
0 1
 ,
BMc = B
I
c , G
M
c = G
I
c , C
M
c = C
I
c , D
M
c = D
I
c .
Furthermore, the velocity measurement of the vehicle is corrupted by an unknown time-varying bias d2. Thus, the
switched linear system is described by
x˙ = Aqcx+B
q
cu+G
q
cd+ w
q, y = Cqcx+D
q
cu+H
q
c d+ v
q,
where d = [d1 d2]
>, the intensities of the zero mean, white Gaussian noises, w = [0 w1 0 w2]> and v, are
Qc = 10
−4

0 0 0 0
0 1.6 0 0
0 0 0 0
0 0 0 0.9
 ;Rc = 10−4

1 0 0 0
0 0.16 0 0
0 0 0.9 0
0 0 0 2.5
 .
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(a) With the static MM estimator.
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(b) With the dynamic MM estimator.
Fig. 6. Measured (superscript ‘m’, unfiltered), actual and estimated states and unknown inputs for the ’I→M→I’ case.
Since the proposed filter is for discrete-time systems, we employ a common conversion algorithm to convert the
continuous dynamics to a discrete equivalent model with sample time 4t = 0.01s, assuming zero-order hold for the
known and unknown inputs, u and d.
From Figure 5, we observe that both the static (i.e., the special case in Section 5.2) and dynamic MM estimators were
successful at inferring the hidden modes of the system in the cases when the vehicle remains in the ‘Inattentive’ mode,
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or switches modes according to I→M→I or I→C→I. The performance of the static MM estimator is slightly worse
than the dynamic variant, as can be seen in Figure 5(c). On the other hand, the changes in the mode probability
estimate of the dynamic MM estimator are quicker which could be interpreted as having a higher ‘sensitivity’ to
mode changes.
Taking a closer look at the ‘I→M→I’ scenario (the others are omitted due to space limitations) depicted in Figures
6a and 6b, we observe that both variants of the MM estimators performed satisfactorily in the estimation of states
and unknown inputs. Similar to the observation of the mode probabilities, we note that the estimates of the static
MM estimator (Figure 6a) are slightly inferior to that of the dynamic variant (Figure 6b). As aforementioned, this
is because the dynamic MM estimator allows for mode transitions through a Markovian jump process where the
transition matrix can be used as a design tool or to incorporate prior knowledge about the mode switching process.
In this example, the transition matrix is chosen as PT =

0.7 0.15 0.15
0.399 0.6 0.001
0.399 0.001 0.6
.
8 Conclusion
This paper presented a multiple-model estimation algorithm for simultaneously estimating the mode, input and state
of hidden mode switched linear stochastic systems with unknown inputs. We defined the notion of a generalized
innovation sequence, which we then show to be a Gaussian white noise. Next, we exploited the whiteness property of
the generalized innovation to form likelihood functions for determining mode probabilities. Finally, we investigated
the asymptotic behavior, i.e., the mode distinguishability property, of the proposed algorithm. Simulation results for
vehicles at an intersection with switching driver intentions demonstrated the effectiveness of the proposed algorithm.
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