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La investigación realizada aborda el problema del seguimiento de 
objetos y análisis del movimiento en escenas. Este trabajo se 
enmarca dentro del proyecto de investigación “Sistema de visión 
para navegación autónoma” (CICYT TAP98-0333-C03-03). El 
objetivo principal de este proyecto es el desarrollo de un 
dispositivo de visión artificial para la ayuda a la navegación 
autónoma.  
Dado que se plantea la integración del módulo de procesamiento 
de visión en el dispositivo, es necesario dotar a este último de 
potencia computacional suficiente para procesar las imágenes a 
frecuencia de video. Este hecho establece la necesidad de diseñar 
arquitecturas de alto rendimiento, con capacidad de refinamiento 
de la respuesta en función del tiempo disponible, especializadas 
para los problemas de visión; todo ello con enfoque de 
miniaturización y empotrabilidad. Para una mejor comprensión 
del problema y cómo abordarlo, se han revisado numerosos 
trabajos relacionados con él y se han considerado los diversos 
enfoques de la visión activa. 
Se ha propuesto el empleo de redes neuronales auto-
organizativas para la representación de los objetos, por su 
cualidad de preservadoras de la topología, lo que proporciona el 




capacidad expresiva, es sencillo de obtener, y resulta robusto. Se 
aporta, asimismo, una técnica de síntesis de los objetos a partir 
de dicha representación. Las características que se extraen del 
GPT  simplifican las operaciones de clasificación y 
reconocimiento posteriores al evitar la alta complejidad de la 
comparación entre grafos. Como ejemplo de aplicación de la 
caracterización de los objetos, se propone un problema de 
clasificación de formas a partir de su contorno. 
El modelo de caracterización de los objetos permite refinar la 
calidad de representación en función del tiempo disponible para 
su cálculo, de modo que sirva como base para el diseño de 
arquitecturas de visión de alto rendimiento que operen bajo 
restricciones de tiempo real. 
Se extiende la aplicación de los GPT  al tratamiento de 
secuencias de imágenes y, más concretamente, al seguimiento de 
objetos y análisis del movimiento. Debido al carácter dinámico de 
estas redes, se modeliza la evolución de los objetos como las 
modificaciones que sufre la red a lo largo de toda la secuencia, 
entendiendo dichas modificaciones como variaciones en la 
topología de la red de interconexión. La modelización del 
movimiento como la dinámica de las neuronas, evita el problema 
de correspondencia, uno de los más costosos en la mayoría de 
técnicas de seguimiento de objetos. Para comprobar sus 
prestaciones, se aplica al reconocimiento de gestos de la mano. 
Aunque no ha sido destacado especialmente en la memoria, este 
modelo permite la caracterización y seguimiento de múltiples 
objetos presentes en la escena. Asimismo, se puede realizar el 
seguimiento de un objeto que se disgregue en varias partes o que 
se fusione. 
La propuesta es suficientemente generalista para dar cobertura a 
técnicas de tratamiento de una amplia diversidad de problemas 
de visión; si bien, por cuestiones de extensión del trabajo, la 
investigación se ha concretado en establecer la base conceptual 





The research performed approaches the problems of tracking 
objects and motion analysis in scenes. This work belongs to the 
research project “Sistema de visión para navegación autónoma” 
(CICYT TAP98-0333-C03-03). The main goal of this project is the 
development of an artificial vision device for the aid to 
autonomous navigation. 
Since we are considering to integrate the vision processing 
module into the device, it is necessary to give to this one enough 
computational power to process the images at video rates. This 
fact establishes the necessity to design high performance 
architectures, with capacity of answer refinement of the answer 
based on the availability of time, specialized for vision problems; 
with miniaturization and empotrability approach. For a better 
understanding of the problem and how to approach it, we have 
reviewed a great deal of related works, considering the different 
approaches of active vision. 
We have proposed the use of self-organizing neural networks to 
represent the objects, due to its quality of topology preservation, 
which provides the Topology Preserving Graph (GPT ). This one 
has a high expresive capacity, it is simple to obtain and it is 
robust. We contributed, also, a synthesis of synthesis of the 
objects from this representation. Features that are extracted from 
the GPT  simplify the later operations of classification and 




graphs. As an example of the aplication of the characterization of 
objects, we present the problem of shape classification from its 
contour. 
The model of characterization of the objects allows to refine the 
quality of the representation based on the time available for its 
calculation, so that it will be the basis for the design of high 
performance realtime vision architectures. 
We extend the application of the GPT  to the processing of image 
sequences and, particularly, to tracking objects and motion 
analysis. Due to the dynamic character of these networks, we 
model the evolution of the objects as the changes that the 
network suffers throughout the sequence, understanding these 
changes as variations in the topology of the interconnection 
network. Modelling motion as neuron dynamics  avoids 
correspondence problem, one of the most expensive in tracking 
techniques. In order to verify the model, we apply it to the 
problem of hand gesture recognition. 
Although it has not been specially outstanding  in this document, 
this model allows the characterization and tracking of multiple 
objects in the scene. Also, it can perform the tracking of an object 
that disgregates in several parts or that merges. 
The proposal is generalist enough to cover processing techniques 
of a wide diversity of vision problems; although, by work 
extension, the research has been focused in establishing the 
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