The matching process is performed by nine similarity computation circuits (see Fig. 2) . The relationship between similarity (input voltage difference) and output current is a Gaussian (square) function if the circuit operates in the weak (strong) inversion region. The nine output currents are then summed to determine if a match has occurred.
Implementation and measurement:
A 32 x 32 array is fabricated using a 0 . 8~ SPDM CMOS process. Each pixel occupies 88 x 9 2 p * with a fill factor of -25% as shown in Fig. 3 . The dimensions of the whole chip are 4196 x 4196pmz. During the experiment, a patterned laser light spot is incident upon the chip. The output current of each pixel is accessed sequentially using two shift registers for X and Y addressing. Signals are further amplified by an on-chip readout circuit. Fig. 4a is the original image, while Fig. 4a-c show the smoothed images, with an increasing degree of smoothing. The effects of edge enhancement, with and without smoothing, are illustrated in Fig. 4d and e, respectively. Fig. 4f shows the detected edges and Fig. 4g and h show the extracted horizontal and vertical edges, respectively.
Introduction: Many well known image compression techniques such as JPEG [1] are block based. In these techniques, an image is partitioned into small blocks (typically 8 x 8) and each block is coded independently. However, at low bit rates the reconstructed images generally suffer from visually annoying artefacts due to very coarse quantisation. One such major artefact is the blocking effect, which appears as artificial boundaries between adjacent blocks. There are many techniques developed to reduce the blocking effect. Some use image filtering techniques [2, 31, and others formulate the blocking effect removal as an image restoration problem [5] .
Neural networks have attracted intensive research interest in the past decade. The intrinsically adaptive nature of neural networks makes them well suited to solving many complex problems in image processing. In this work, the classical three-layer feedforward network [6] will be used. The network has one input layer, one hidden layer and one output layer. The input and the hidden layers are fully connected by a weight matrix. The hidden and the output layers are fully connected by another weight matrix. In the hidden and output units, the sigmoid (nonlinear) function of eqn. 1 is used in our work
Conclusion:
In this Letter, a neuromorphic vision processing system consisting of a 32 x 32 CMOS imager and a feature extractor is proposed. The CMOS imager is capable of capturing and processing the perceived image pattern; the feature extractor performs template matching for the detection of oriented edge features. It is well known that image signals are highly non-stationary, and different degrees of compression of the same image will introduce different levels of noise. To process block coded images, adaptive and nonlinear methods are required [3, 41. In this Letter, we propose a neural network based technique to process block coded images. A scheme is developed to extract useful visual information from the compressed image and uses them as inputs to a three-layer feedforward neural network [6] . The neural network learns to reduce coding errors in the block border areas. The method is simple and yet very effective. The new technique has been applied to process JPEG compressed images. Results show improvements in both visual quality and peak signal to noise ratio (PSNR). It is also observed that the performance of the new method is comparable to that of other postprocessing methods. 
Fig. 1 Typical situation which may cause blocking ej'ects
Natural image signals tend to change slowly Coarse quantisation results in abrupt changes in pixel intensity in neighbouring blocks and causes blocking effect
Neural networks f o r removing blocking eflects:
In most natural image signals, the intensity values of neighbouring pixels tend to change slowly. Although step edges exist in natural images, they are by and large rare, and the chances of natural step edges coinciding with the block borders are very small. In block based image coding schemes, individual blocks are quantised independently. This can result in abrupt changes in pixel intensities in the block borders, hence causing blocking artefacts. Fig. 1 shows a typical situation that may cause blocking effects. By only measuring the changes between border pixels may not give us sufficient information to indicate the existence of blocking effects, because it may be caused by fast moving signals. One way of measuring the existence of blocking effects is to measure the changes in pixel intensites in a neighbourhood of the border area. "To achieve this, a 3D slope vector X = ((Z, -I,), (1; -f,), (f, -ZJ) may be used (please refer to Fig. 1 ).
The objective is to restore the pixels in the border areas that cause the blocking noise. This noise can be directly measured by calculating the difference between the original signal and the quantised signal in these areas. Our idea is to find a function of the slope vectors that measures the coding errors in the border areas. The explicit form of the relationship between the slope vector and the coding error is not known, but we have data available, this gives rise to a classical application scenario where neural networks are well suited.
Based on the above argument, we have developed a scheme using a three-layer feedforward neural network to process the block border pixels in block coded images. The horizontal and vertical borders are processed separately using a different network.
In our current design, we plan to store or transmit the weights of the network alongside the compressed image data, therefore, the size of the network should be kept to minimum. A scheme which has been fourid to be very effective in removing blocking effects without introducing significant overheads is described as follows.
Let I,, be an M x N original image, x,, the reconstructed image of Z!,, after compression, i = 1, ..., M, j = 1, ..., N. Assuming that the image is coded using a square of block size of h x b. A three layer feedforward neural network with three input and two output units is constructed to process the horizontal border pixels. A separate network of the same size is used to process the vertical border pixels. The number of hidden units are decided through experiment. In extensive simulations that were performed, it was found that no more than four hidden units are required.
To process the horizontal block border pixels, the 3D input vectors to the network, X(i,,j) = (x,(i,j), x2(i,,j), x3(i, j)) are formed as
The corresponding desired output vectors,
Using the pair of training samples in eqns. 2 and 3 to train the network until it converges. Once the network is trained, its weights are saved. After horizontal processing, the border pixels of 4, are modified as follow to form a new image I , ,
where yl(i, j), yz (i, ,j) :re the neural networks outputs. Notice that I,, only differs from I,,, in horizontal border pixels. After the horizontal _block border pixels are processed, the vertical block borders of I,, are then processed in a similar manner with a separate network of the same size.
Experimental results:
We have perfomied extensive simulations using the new technique to process JPEG compressed images, some of the results are presented here. In the results presented, the ELECTRONICS LETTERS 5th June 1997 Vol. 33 images are compressed by the independent JPEG group's software by setting the quality factor to I5 with coding optimisation. A peak signal to noise ratio (PSNR) measure of the whole image and that of the border pixels are used as indications of the improvements achieved by the technique. Results for five 512 x 512 grey scale 8-bit per pixel images are shown in Table 1 . The visual quality of the processed images have also been improved accordingly. as illustrated in Fig. 2 . Two neural networks (one for the horizontal borders and one for the vertical borders) are used for each image. The networks consist of three inputs, four hidden and two output units. In the experiment, it was found that setting the number of hidden units to more than four did not give significant improvement in performance. It was also found that the network converged quite fast. In the results presented above, each network was trained for five epochs with a training rate of 0.05. Assuming no sourcc coding for the weights of the network, and each weight is stored as floating point data (4 bytes per weight), then 160 bytes of overhead is required for each image. This overhead is insignificant (<2% of the compressed image data in the results presented). Furthermore, even by taking into account the overhead, the new method still outperforms JPEG-only compression at an equivalent bit rate. For example, using a quality factor of 15, the file size of the JPEG compressed Lena image is 8892 bytes, plus the 160 bytes overhead, making the total file size 9052 bytes with a PSNR value of 32.58dB. Using a quality factor of 16, the file size of the JPEG compressed Lena image is 9344 bytes, with a PSNR value of 32.18dB. Not only does the scheme outperform JPEG-only compression in terms of PSNR, but more importantly, neural network processed images have a significantly better visual quality than JPEG-only compressed images.
These results are comparable to those of state of the art techniques. For example, at a bit rate of 0.3 bit/pixel, the adaptive post-processor of [4] , which was shown to be better than the methods of 12, 31, achieves a PSNR improvement of 0.5dB (32.8-33.3dB) on the JPEG compressed Lena image. At a bit rate of 0.27 bit/pixel, our method achieves a PSNR improvement of 0.64dB (31.94 -32.58dB) on the same image.
Conclusions:
A new technique based on neural networks has been developed for removing blocking effects in block coded images. Despite its simplicity, the method is quite effective. Simulation results show the new technique is able to improve the quality of JPEG compressed images, both subjectively and objectively. The networks used are quite small and computationally efficient. We can easily envisage the scheme being incorporated into JPEG compression software, which may be valuable in low bit rate compression.
Accurate and high output impedance current mirror suitable for CMOS current output stages
A. Zeki and H. Kuntman

Indexing terms: CMOS integrated circuits, Current mirrors
An accurate, very-high-output-resistance active-feedback cascode current mirror has been proposed and compared with a previously reported accurate cascode current mirror. Comparisons have shown that, besides higher accuracy and output resistance, the proposed circuit has no residual error, but has a wider output voltage swing, a much higher PSRR, and an easier and more flexible design.
Introduction: Much work has been carried out on current-outputbased active devices (COBADs), such as current conveyors and OTAs, because of their wider bandwidths with respect to voltagemode structures, such as op-amps. Also, the availability of multiple current outputs is advantageous. A current output stage (COS) is one of the main building blocks of COBADs. Both linearity and output resistance of a COS depend on the performance of the current mirrors (CMs) used and both must be sufficiently high. The impedance of an integrator capacitor at the output of a COBAD in a continuous-time filter is too high at low frequencies to be handled even by a conventional cascode COS. Very high output resistance linear COSs are required, thus CMs are used.
Cuscode current mirrors:
The accuracy and output resistance of a classical cascode CM (Fig. la) are much higher than for a simple CM. However, the input voltage swing is restricted due to the doubling of input devices. The cascode CM in Fig. l b is a good solution, but accuracy decreases due to a fvted VGZ1, preventing V, , , from following V,,y2, = V,,,. A good improvement in the accuracy was introduced by the so-called 'improved dynamic matching current mirror' (DMCM) which is shown in Fig. IC Assuming the gain of source followers M43 and M53 to be unity (i.e. l/gmd3 < rdA42 and l/gmS3 < rdJ5>), the loop gains are 
respectively. Eqn. 3 is valid for all the cascode CMs of Fig. 1 . Eqns. 2, 3 and 4 imply that improvement in the output resistance of an active-feedback CM, with respect to a conventional cascode CM, is by a factor (1 -Kio0,,5) = -&<>ps = gmsK(rdr5K//YdA5C).
