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Per radiazione si intende il trasferimento di energia da parte di
un “quanto” (particella o fotone). Le radiazioni presenti nello
spazio inﬂuenzano il comportamento dei microprocessori posti
in tale ambiente. I microprocessori cosiddetti rad-hard, ovve-
ro resistenti alle radiazioni, sono rimasti indietro rispetto alla
controparte commerciale e le cause di ciò sono da ricercarsi nei
complessi e costosi processi di fabbricazione a cui si deve ricor-
rere per costruire microprocessori rad-hard come ad esempio
l’impiego di transistor SOI. Anche nel caso in cui si usino al-
tri tipi di tecniche per rendere i microprocessori resistenti alle
radiazioni, come l’utilizzo di particolari layout (Radiation Har-
dening by Design - RHBD), si incontrano notevoli penalità so-
prattutto per quanto riguarda il consumo di area dei dispositivi.
In tale elaborato, dopo una breve introduzione sull’architettu-
ra dei microprocessori e dei loro principali componenti, verrà
dato particolare rilievo ai meccanismi che si instaurano nei cir-
cuiti integrati, in particolare nei transistor MOSFET, in seguito
all’impatto con le radiazioni. Successivamente verranno propo-
ste numerose tecniche di hardening sia riguardanti l’utilizzo di
un particolare processo di fabbricazione sia focalizzate su una
riorganizzazione del layout. Tali tecniche riguarderanno sia i
singoli transistor, sia i componenti base che si ritrovano all’in-




I microprocessori si sono ampiamente diffusi nei sistemi digita-
li dal momento che, grazie alla loro programmabilità, permetto-
no di deﬁnire via software la maggior parte delle funzioni dei
circuiti integrati.
Uno schema basilare di tali dispositivi si ritrova in ﬁgura 1.
Figura 1: Operazioni di istruzione: blocchi funzionali basilari.
Il Program Counter (PC) indica qual’ è la successiva istruzio-
ne della memoria da eseguire. Tale istruzione viene recuperata
dalla memoria tramite l’istruzione di fetch (IF). Essa viene suc-
cessivamente decodiﬁcata per determinare quali siano i suoi
operandi durante l’operazione di decodiﬁca (ID). Nei moderni
microprocessori gli operandi risiedono in appositi registri di ﬁ-
le (RF). Gli operandi vengono poi trasmessi all’unità aritmetico
logica (ALU). Nella fase di esecuzione (EX) la ALU modiﬁca i
valori che ha ricevuto in input e rimanda il risultato ai RF. Se
l’istruzione deve accede alla memoria dati la ALU calcola l’in-
dirizzo di memoria in esame e la memoria viene letta o scritta
nell’operazione di MEM. Nel caso in cui si effettui un’operazio-
ne di lettura , il valore letto dalla memoria viene scritto nei RF
per essere usato durante la successiva operazione write back
(WB).
1Le performance di un microprocessore riguardano diversi fat-
tori tra cui il tempo di risposta, il consumo di potenza e il costo.
Il tempo totale della Central Processing Unit (CPU) è deﬁnito
come:
tsetup= tCLK_PER × CPI
Dove CPI è il numero di cicli di clock che richiede l’esecu-
zione di un’istruzione da parte della CPU e tCLK_PER è il pe-
riodo di clock. Tale tempo risulta inversamente proporzionale
alle performance del dispositivo. È bene precisare che tale re-
lazione vale per i processori RISC, ovvero, per i processori in
cui ogni istruzione semplice viene eseguita in un unico ciclo di
clock. Per i processori che invece usano un insieme comples-
so di istruzioni che possono richiede anche più di un ciclo di
clock per essere eseguite (CISC) la formula viene modiﬁcata
come segue:
tCPU = tCLK_PER ∑
N
i=1 Ci × CPI
Dove N rappresenta diverse possibili classi di istruzioni. Le
performance di un microprocessore vengono spesso espresse in
termini di milioni di istruzioni per secondo (MIPS) dove:
MIPS =fCLK ￿CPI×106
Un altro fattore di rilievo è il consumo di potenza . Nelle ap-
plicazioni spaziali la potenza deve essere generata da pannelli
solari conservati in batterie e restituita in modo da minimiz-
zare la dissipazione di potenza e quindi anche il surriscalda-
mento del dispositivo, difﬁcile da eliminare in ambienti in cui
è presente il vuoto.
Nel processore mostrato in ﬁgura 1,inoltre, si assume che
ogni istruzione abbia accesso a tutto l’hardware del processo-
re. Questo approccio fa un uso estremamente inefﬁciente delle
risorse dal momento che ad ogni interazione la maggior parte
delle risorse è in stato di inattività. Una soluzione a questo pro-
blema consiste nel far si che ogni pezzo di un’istruzione acceda
ad una speciﬁca porzione di hardware, ovvero, nell’implemen-
tare il pipeline. Esso divide le operazioni in passi discreti che
vengono mandati avanti in parallelo. Un metodo per ridurre il
tempo necessario per accedere ai dati in memoria è quello di
utilizzare delle memorie cache, ovvero, delle memorie tempora-
nee, non visibili via software, che memorizzano un insieme di
2dati che possono essere successivamente velocemente recupera-
ti su richiesta. Dal momento che la maggior parte dei moderni
microprocessori è composta da registri di ﬁle e memorie SRAM,
in tale elaborato verrà dato particolare spazio a tali dispositivi.
1.1 circuiti sequenziali
Si distinguono due categorie di reti logiche: reti combinatorie e
reti sequenziali. Le reti combinatorie sono reti per cui le uscite
dipendono solo dagli ingressi. Le reti sequenziali sono invece
reti per cui le uscite dipendono sia dagli ingressi che dalla "sto-
ria" del sistema. Il sistema ha uno stato, che è un elemento di
memoria e tiene conto della sua evoluzione passata.
Figura 2: Schema basilare della logica combinatoria.
Per memorizzare lo stato del sistema si afﬁancano alla logica
combinatoria dei registri. Se tutti i registri sono controllati da
un unico segnale di temporizzazione, il clock, si parla di sistemi
sequenziali sincroni.
1.1.1 Latch
Il latch è un circuito sensibile al livello del clock che trasferisce
il segnale presente all’ingresso,D, all’uscita, Q, quando il segna-
le di clock è a livello logico alto. Il latch viene quindi detto in
modalità trasparente. Quando il clock è a livello logico basso
il dato in ingresso campionato in corrispondenza del fronte di
discesa del clock viene mantenuto stabile in uscita per l’intera
fase e il latch è detto in modalità di memoria. Perché ciò ac-
cada, il segnale di ingresso deve essere stabile nell’intorno del
fronte di discesa del clock. I latch caratterizzati da questo fun-
3zionamento sono detti latch positivi mentre, quelli duali, latch
negativi.
Figura 3: Latch, schema a blocchi.
Il metodo più robusto e utilizzato per costruire un latch è
quello di utilizzare un multiplexer a gate di trasmissione. In un
latch positivo quindi l’ingresso 1 del multiplexer verrà selezio-
nato quando il clock sarà alto e l’uscita sarà, invece, mantenuta
stabile tramite la retroazione, quando il clock sarà basso.
Figura 4: Latch con gate di trasmissione positivo e negativo.
4Figura 5: Latch a gate di trasmissione
Tali dispositivi sono sensibili agli effetti delle radiazioni e
possono quindi essere soggetti a malfunzionamenti che verran-
no in seguito spiegati in dettaglio.
I tempi più signiﬁcativi di questa logica sono il tempo di
setup,tsetup, e il tempo di hold, thold. Il tempo di setup è il tempo
prima del fronte di salita del clock per cui l’ingresso D deve es-
sere valido, ovvero stabile, in modo da portare al trasferimento
in uscita del dato voluto. Il tempo di hold, invece, rappresenta
il tempo per cui l’ingresso deve essere mantenuto stabile dopo
il fronte di salita del clock.
Figura 6: Temporizzazione del latch
Se l’ingresso D cambia troppo velocemente e non soddisfa i
limiti imposti da thold può venire memorizzato lo stato sbagliato
causando un errore.
I latch sono gli elementi alla base dei dispositivi di memoria
come ad esempio i Flip-Flop master slave (MSFF). Inoltre, la
loro trasparenza, favorisce il “time-borrowing” che consiste nel
poter sfruttare parte del periodo di clock che non viene utilizza-
5to in un determinato ciclo per la logica combinatoria preceden-
te o successiva. Tale proprietà risulta molto utile nel risolvere i
conﬂitti temporali nelle pipeline congestionate oppure quando
si deve interagire con circuiti temporizzati dal clock come ad
esempio le memorie.
1.1.2 Flip-Flop
La maggior parte dei moderni circuiti digitali fa uso di Flip-
Flop Master Slave (MSFF) i quali, essendo dispositivi attivi sui
fronti (edge triggered), sempliﬁcano l’analisi temporale e il de-
sign dei circuiti assicurando che ad ogni passo le transizioni
inizino durante la salita o la discesa del clock. Essi sono costi-
tuiti da due latch a multiplexer posti uno di seguito all’altro
con fasi di clock alternate. Il primo latch, negativo, è denomi-
nato “master” mentre il secondo, positivo, “slave”. Quest’ulti-
mo è in modalità trasparente quando il segnale di clock è alto
e quindi il tempo di setup può essere tanto lungo quando il
semiperiodo alto del clock.
Figura 7: Master Slave Flip-Flop (MSFF)
Le peculiarità di tale circuito si manifestano principalmente
durante la fase alta del clock. In tale periodo, infatti, il latch
slave si trova in modalità di trasparenza e quindi campiona il
suo ingresso, ovvero l’uscita , QM, dello stato master. Tuttavia
essendo lo stato master in modalità di memorizzazione, l’usci-
ta QM rimane costante al valore memorizzato nello stadio slave
durante la fase precedente del clock. Dunque, durante ogni ci-
clo, l’uscita del MSFF, Q, compie solo una transizione e il suo
valore è determinato da quello dell’ingresso, D, appena prima
del fronte di salita del clock, come evidenziato nell’immagine 7
.
61.2 static random-access memories: sram
Le SRAM sono un particolare tipo di memorie a semicondut-
tore che usano dispositivi latch per memorizzare i bit. Sono
statiche in quanto non necessitano di aggiornare periodicamen-
te i valori memorizzati, come accade invece per le Dinamic
Random-Access Memories e, sono volatili, poiché i dati risul-
tano persi se le memorie non vengono alimentate. Ogni bit in
una SRAM è immagazzinato tramite 4 transistor (M1, M2, M3,
M4 in ﬁgura 8) che formano una coppia incrociata di invertitori.
La cella presenta 2 stati stabili convenzionalmente denominati
0 e 1. Sono inoltre presenti atri 2 transistor (M5 , M6) per ge-
stire gli accessi alla cella di memoria durante le operazioni di
lettura e scrittura. In una tipica cella SRAM, sono presenti in
totale 6 transistor MOSFET, tuttavia, ne esistono anche versioni
a 8 o 10 transistor che vengono utilizzate per implementare più
di una porta che può essere utile in certi tipi di memorie video
e registri di ﬁle.
Figura 8: Memoria SRAM
L’accesso alla cella è abilitato dalla word line (WL) che con-
trolla i transistor M5 e M6, i quali, a turno, stabiliscono se la
cella deve essere connessa alle bit line: BL e BL.
Una cella SRAM può trovarsi in tre differenti stati: standby,
lettura e scrittura. Se la word line non è attivata, i pass transistor
7M5 e M6 disconnettono la cella dalle bit line e, i due inverter,
continuano a compensarsi a vicenda ﬁnché sono collegati alle
alimentazioni, questo è lo stato di standby. Nella fase di lettura,
supponendo che il contenuto della memoria, memorizzato nel
nodo Q, sia 1, il ciclo viene iniziato precaricando entrambe le
bit line al valore logico 1 e successivamente attivando la WL,
abilitando così i due pass transistor M5 e M6. Il secondo passo
consiste nel trasmettere i valori immagazzinati in Q e Q alle bit
line lasciano BL al suo valore precaricato e scaricando BL attra-
verso M1 e M5 allo 0 logico (M1 è acceso in quanto Q si trova
allo stato logico 1). Infatti i transistor M4 e M6 mantengono sul-
la BL l’1 logico essendo il transistor pMOS M4 acceso poiché Q
vale 0. Se il contenuto della cella fosse stato 0, si sarebbe veri-
ﬁcato il processo duale a quello sopra descritto. La bit line BL
sarebbe stata scaricata a 0 e BL sarebbe stata caricata a 1.
Inﬁne, la fase di scrittura inizia con l’applicazione sulle bit
line del valore che si vuole scrivere nella cella. Se tale valore è 0
si imposta BL a 0 e BL a 1. Per scrivere un 1 è sufﬁciente inverti-
re i valori delle bit line. Successivamente, viene attivata la WL e
il valore logico desiderato viene immagazzinato nella cella. Tale
meccanismo funziona poiché gli ingressi sulle bit line sono pro-
gettati in modo da essere molto più forti rispetto a quelli, più
deboli, presenti sugli inverter in modo che possano facilmente
sovrascrivere lo stato precedentemente memorizzato.
Le memorie SRAM sono più costose, in quanto utilizzano
un numero maggiore di transistor, rispetto alle DRAM ma so-
no più veloci e consumano meno potenza, sono perciò indicate
nelle applicazioni in cui la larghezza di banda e/o il basso con-
sumo di potenza sono particolarmente importanti. In particola-
re, il consumo di potenza di una SRAM dipende fortemente da
quanto frequentemente viene effettuato un accesso. Se viene
utilizzata ad alte frequenze può consumare tanto quanto una
DRAM ma a basse frequenze, ad esempio nelle applicazioni in
cui si trovano microprocessori con frequenza di clock modera-
ta, ha un consumo di potenza molto basso e quasi trascurabile
in condizioni di standby. Alcuni esempi di applicazioni delle
SRAM integrate nei chip sono come memoria RAM o cache nei
microcontrollori, come cache primaria nei microprocessori più
potenti, nelle FPGA o in circuiti integrati speciﬁci.
81.2.1 SRAM: margini di lettura e scrittura
Il design delle celle, delle memorie SRAM, deve confrontarsi
con i contrasti dovuti alla diminuzione delle aree dei transistor.
Questo porta alla scelta di un fattore di forma per i transistor
che sia il minore possibile in concordanza con lo scaling del-
le moderne tecnologie che si dirigono verso dispositivi nano-
metrici. Tuttavia, queste modiﬁche, portano alla modiﬁca dei
parametri dei transistor CMOS come la tensione di soglia e la
necessità di un progressivo aumento del drogaggio. A causa
di ciò, due transistor posti uno vicino all’altro e supposti ideal-
mente identici, avranno in realtà importanti differenze nei loro
parametri elettrici rendendo quindi il design della cella SRAM
meno prevedibile e controllabile.
La conservazione dei dati nelle SRAM, sia durante la fase
di standby che durante la fase di lettura, è di fondamentale
importanza, tuttavia, risulta contrastata dall’avanzamento del-
la tecnologia. La cella diventa meno stabile con la diminuzio-
ne delle tensioni di alimentazione e aumentano le correnti di
perdita.
La stabilità viene deﬁnita in termini di margine di rumore,
ovvero il massimo valore di tensione che può essere tollerato
dalla cella SRAM senza modiﬁcare il bit memorizzato. Si sup-
ponga che nella cella sia memorizzato il valore 0. Nel momento
in cui viene letto tale valore c’è un impulso di corrente che
scorre attraverso i transistor M3 e M4, esso fa si che la tensio-
ne al nodo Q si porti un po’ sopra al valore logico “0” (ovvero
Vss). Il valore memorizzato in Q non viene invece modiﬁcato
in quanto non c’è passaggio di corrente attraverso il transistor
M2. L’incremento di tensione che si veriﬁca sul nodo Q causa
una riduzione del margine di rumore della cella SRAM (SNM)
deﬁnito come la lunghezza, in Volt, del lato del quadrato con
diagonale più grande possibile che si può inserire tra due curve
di trasferimento degli invertitori CMOS coinvolti. In particola-
re il graﬁco si ottiene rappresentando le curve di trasferimento
degli inverter sia sull’asse x che sull’asse y e poi combinando
i graﬁci ottenendo quella che viene comunemente deﬁnita cur-
va "a farfalla". Quando un disturbo DC esterno è maggiore del
SNM lo stato della cella SRAM può commutare e comportare
quindi la perdita dei dati.
9Figura 9: Margini di lettura e di hold di una cella SRAM
Idealmente i transistor, come precedentemente discusso, do-
vrebbero essere identici dando quindi luogo ad una ﬁgura sim-
metrica (ﬁgura 9 a sinistra) tuttavia le variazioni di processo
fanno si che ci sia asimmetria portando uno stato ad essere più
stabile dell’altro (ﬁgura 9 a destra), in questo caso, lo SNM è
deﬁnito come il quadrato inscritto nell’ “anello” più piccolo.
Durante la fase di hold non sono presenti ﬂussi di corrente
e quindi i valori dei nodi Q e Q rimangono o vicino a Vdd o
vicino a Vss.
Per quanto riguarda il margine di lettura si considera nel-
l’analisi il caso peggiore, ovvero quello in cui c’è una grande
differenza tra i transistor del circuito. Dalla ﬁgura 9 si può inol-
tre notare come l’aumento della tensione al nodo Q, durante
la lettura di uno 0, provochi una signiﬁcativa riduzione dello
SNM che, nelle moderne celle può essere minore anche di 50
mV.
Uno tra i fattori che, invece, contribuisce ad aumentare il mar-
gine di rumore in lettura è il dimensionamento dei transistor.
Infatti, gli NMOS di pull down sono fatti in modo da essere
più larghi di quelli di accesso, M5 e M6, mentre, i pMos di
pull up devono essere più deboli rispetto ad essi. Per quanto
riguarda invece il margine di scrittura, esso viene assicurato di-
mensionando il pass transistor M6 in modo che sia più forte
del transistor pMOS di pull-up M4. In questo modo il tran-
sistor M6, durante una fase di scrittura, riesce a dominare sul
transistor M4 e sovrascrivere il dato presente con quello voluto.
1.2.2 SRAM Column circuitry
Nei dispositivi moderni le SRAM sono organizzate in banchi co-
stituiti da diversi array di celle di memoria e da speciﬁci circuiti
per la decodiﬁca degli indirizzi di memoria e per l’implemen-
10tazione delle operazioni di lettura e scrittura. Gli array sono
organizzati in righe, word line, e colonne, bit line, di celle di
memoria.
Gli elementi meno regolari del circuito come i sense ampli-
ﬁers 1 , i circuiti per la scrittura, ecc... sono condivisi da più
colonne di celle di SRAM in modo da minimizzare il consumo
di area del circuito e aumentarne la densità.
Figura 10: Architettura convenzionale di unn banco di SRAM. Poichè
i sense ampliﬁers e i circuiti di scrittura sono larghi si è
soliti condividerli con 2-8 colonne sia al di sopra che al di
sotto.
Ad esempio, nella ﬁgura 10 si notano 8 colonne di celle che
condividono lo stesso sense ampliﬁer e lo stesso circuito di scrit-
tura attraverso il multiplexer Y. Attraverso il raggruppamento
in colonne si riesce a forzare una distanza tra le celle che con-
tengono i dati di una singola parola, assumendo che tale parola
sia letta in un unico ciclo. Questa separazione, dovuta appunto
ai multiplexer Y, fa diminuire la probabilità che un MBU col-
pisca più bit di una singola parola. Nei design commerciali si
tendono ad usare un minimo di 4 colonne di celle di SRAM
per gruppo ma, grazie allo scaling tecnologico, tale numero si
presenta in continuo aumento.
1 Per accelerare i tempi di lettura, le memorie SRAM fanno uso del sense
ampliﬁer. Il sense ampliﬁer viene attivato quando la differenza di potenziale
tra BL e BL negata raggiunge un valore critico, scaricando una delle due
bitline.
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EFFETTO DELLE RADIAZIONI SUI
DISPOSITIVI ELETTRONI MOS
I principali elementi presenti nello spazio, che danneggiano i
circuiti integrati, sono le radiazioni intrappolate e i raggi co-
smici. Le prime sono dovute ad una grande varietà di particelle
cariche che rimangono intrappolate nel campo elettromagneti-
co della Terra, principalmente costituite da protoni. I secondi,
invece, al di là dell’atmosfera sono costituiti da protoni (per
circa il 90%) e da nuclei di elio (quasi il 10%); tuttavia, anche
elettroni ed altri nuclei leggeri, fotoni, neutrini ed in minima
parte antimateria (positroni ed antiprotoni) fanno parte dei rag-
gi cosmici primari. Giunte nell’atmosfera terrestre, tali particel-
le interagiscono con i nuclei delle molecole dell’atmosfera for-
mando così, in un processo a cascata, nuove particelle proiettate
in avanti, che prendono il nome di raggi cosmici secondari. Gli
elementi costituenti i microprocessori che sono inﬂuenzati dal-
la presenza di radiazioni sono gli elementi di memoria, come le
SRAM e i Flip-Flop il cui elementi base sono i transistor MOS.
I malfunzionamenti che si veriﬁcano in questi dispositivi a cau-
sa dell’impatto delle radiazioni sono causati principalmente da
due fenomeni microscopici: la Total Ionizing Dose, dovuta al-
l’intrappolamento di carica negli ossidi, we la raccolta di carica
nelle giunzioni pn in inversione.
2.1 total ionizing dose - tid
Una tra le principali conseguenze dovute all’incidenza della ra-
diazione con la materia è la ionizzazione che provoca la degra-
dazione dei parametri dei dispositivi. La deposizione di ener-
gia di ionizzazione in un materiale mediante ionizzazione è
chiamata “dose” e misurata in radianti o gradi. In tale proces-
so, quando la radiazione attraversa l’ossido (SiO2) presente nei
transistor MOS, viene trasferita energia nel biossido di silicio
attraverso la creazione di coppie elettrone-lacuna che, non riu-
scendo a ricombinarsi in un tempo sufﬁcientemente corto, cau-
sano l’accumulo di energia. Se si è in presenza di un campo
elettrico, il numero di coppie che non si ricombina è molto alto
e sia gli elettroni che le lacune iniziano ad essere soggette ad
13un moto di deriva. Dal momento che gli elettroni hanno una
mobilità molto superiore rispetto a quella delle lacune riescono
facilmente ad uscire dall’ossido mentre le lacune rimangono
intrappolate in esso.
Considerando un transistor NMOS, le lacune intrappolate
nell’ossido di gate hanno l’effetto che avrebbe l’applicazione
di una tensione positiva al gate del transistor e quindi tendono
a creare lo strato di inversione nel substrato di tipo p.
Figura 11: Meccanismo di accumulo di carica nell’ossido sottile di
gate nei transistor nMOS.
Questo processo ha come conseguenza una diminuzione del-
la tensione di soglia, Vth, del transistor. Se la carica intrappolata
a causa della radiazione è tale da riuscire a stabilire l’inversione,
si crea una corrente di perdita anche in assenza dell’applicazio-
ne di una tensione al gate. Per quanto riguarda i dispositivi
pMOS, dal momento che per accenderli è necessaria una ten-
sione negativa, la radiazione può portare il dispositivo a non
accendersi mai. Man mano che le dimensioni dei transistor si
riducono e l’ossido di gate diventa sempre più sottile gli effet-
ti della TID sono sempre meno evidenti in quanto i portatori
riescono ad uscire dall’ossido.
14Figura 12: Canali di perdita parassiti che si formano nei transistor
nMOS a causa dell’accumulo di carica nelle trench di
isolamento.
Figura 13: Transistor laterali parassiti che si formano nei transistor
nMOS a causa dell’accumulo di carica nelle trench di
isolamento.
Le cariche intrappolate nelle trench di isolamento, invece,
contribuiscono alla formazione di transistor laterali parassiti
tra Drain e Source (nello stesso transistor) e canali parassiti tra
Drain ed N-well di transistor adiacenti.
15Figura 14: Schematizzazione tramite i simboli circuitali dei transistor
parassiti.
La TID è un meccanismo di degradazione e lungo termine
che lentamente modiﬁca le caratteristiche elettriche dei disposi-
tivi inizialmente attraverso un aumento delle correnti di perdi-
ta, che quindi causano un aumento della corrente di standby Is,
e successivamente attraverso malfunzionamenti dei dispositivi.
Figura 15: Impatto della TID su una SRAM da 1.2Mbit e 90nm non
rad-hard (scala lineare).
2.2 single event effect - see
I Single Event Effects sono dovuti al deposito di carica nel silicio
a causa di radiazioni ionizzanti. I circuiti integrati che utilizza-
no la logica CMOS immagazzinano l’informazione per mezzo
di due valori di tensione discreti: Vdd, corrispondente all’ “1”
16logico, e Vss, corrispondente allo “0” logico. L’impulso di carica
generato può portare ad una momentanea modiﬁca di tali valo-
ri dando luogo ad un Single Event Transient (SET). Se la carica
immagazzinata provoca la variazione del dato immagazzinato
in un elemento di memoria si parla invece di Single Event Up-
set (SEU) o soft error. Nelle applicazioni in orbita tali disturbi
sono principalmente causati da protoni o ioni pesanti. Tuttavia
sono dovuti anche alle particelle alfa1 che sono emesse dai pac-
kage, dalle saldature o dagli stessi circuiti integrati ma anche ai
neutroni presenti sui dispositivi terrestri.
I nodi che maggiormente risentono di questa inﬂuenza sono
le giunzioni polarizzate in inversa dei transistor spenti come
ad esempio quella drain/bulk degli NMOS: le lacune migrano
verso il substrato e gli elettroni verso il drain, viceversa nei
pMOS, dando luogo a correnti di perdita.
Possono veriﬁcarsi diversi tipi di SEE in base al tipo di parti-
cella che collide con il circuito e al tipo di circuito stesso. Essi
sono il risultato della ionizzazione dovuta ad una singola par-
ticella energetica che induce un impulso sulla giunzione p-n.
L’errore si veriﬁca quando la carica iniettata dall’impulso di
corrente (esponenziale doppio) in un nodo sensibile di un ele-
mento di memoria bistabile supera la massima carica critica,
Qc, richiesta per cambiare lo stato logico di quell’elemento. Il
cambio di stato risultante è spesso chiamato bit-ﬂip. I principa-
li meccanismi attraverso cui avviene la raccolta di carica sono:
deriva, funneling e diffusione. Il fenomeno del funneling si veri-
ﬁca quando i nuovi portatori generati attraversano una regione
in cui è presente un alto campo elettrico, come ad esempio quel-
lo presente nella regione di svuotamento di una giunzione pn.
Tali portatori distorcono il campo elettrico associato a quella
regione e ne causano la diffusioni in regioni lungo la traccia
della radiazione che precedentemente non subivano l’inﬂuenza
di tale campo. A causa del campo i portatori sono rapidamen-
te richiamati lungo la traccia a causa della deriva (invece che
a causa della più lenta diffusione). Dopo pochi nanosecondi la
densità di portatori vicino alla giunzione diventa paragonabi-
le a quella del drogaggio del substrato e il campo elettrico si
riporta alla sua conﬁgurazione iniziale. Quindi gli effetti del
funneling dipendono fortemente dal drogaggio del substrato.
1 Le particelle alfa, raggi alfa o elioni sono una forma di radiazione corpu-
scolare altamente ionizzante e con un basso potere di penetrazione dovuto
all’elevata sezione d’urto. Consistono di due protoni e due neutroni legati
insieme dalla forza forte, si tratta quindi di nuclei 4He.
17La diffusione è un fenomeno meno inﬂuente rispetto al funne-
ling e al drift in quanto è più lento e si propaga in diversi nodi
del circuito.
Figura 16: Meccanismo di accumulo di carica innescato dalla SEE.
La deposizione di carica è una funzione dell’energia persa










dxè l’energia persa dallo ione nel materiale che sta at-
traversando e è la densità del materiale (2.42 g/cm3 per il
silicio). Dunque la carica prodotta è data da:






Dove Ltrackè la lunghezza della traiettoria della particella ed
Eehpè l’energia richiesta per creare una coppia elettrone-lacuna.
Le memorie SRAM si sono dimostrate particolarmente sensi-
bili ai danni provocati da protoni a bassa energia. Una soluzione
adottata per limitare queste problematiche è stata quella di
rimuovere il BPSG ( Borophosphosilicate glass) dai dielettrici in
quanto presentava un’alta concentrazione di 10B, che ha un’alta
sezione trasversale di cattura di neutroni. Anche se la maggior
parte dei neutroni attraversa i circuiti integrati senza intera-
gire con essi, alcune interazioni possono causare la creazione di
ioni che attraversando i CI creano una scia di coppie elettrone-
lacuna.
182.2.1 Single Event Upset - SEU
La vulnerabilità di un dispositivo al SEU è deﬁnita da due
parametri:
1. Minima LET richiesta per produrre un errore. Essa cor-
risponde ad una deposizione di carica tale da essere parag-
onabile alla carica critica, Qc, che, se immagazzinata da
un nodo sensibile, ne altera il valore memorizzato. Soli-
tamente il tempo di risposta del circuito, almeno qualche
decina di ps, è molto maggiore del tempo di accumulo
della carica, dell’ordine di pochi ps. A causa di ciò la cella
può commutare ad un tasso molto più veloce rispetto a
quello con cui il circuito rimuove la carica. La maggior
parte delle tecniche di hardening per limitare questi prob-
lemi cerca quindi di modiﬁcare e ottimizzare la costante
di tempo di commutazione della cella.
2. Sezione trasversale di saturazione. Rappreseta il caso in
cui tutti gli ioni incidenti provochino un errore e quindi,
un eventuale aumento di LET, non provocherebbe un au-
mento del numero di errori, ad esempio di Multiple Bit
Upset (MBU). La carica immagazzinata in un nodo dipende
infatti dall’angolo di incidenza della particella e l’effettiva
LET è data da:
LETTef f = LETT
cos(θ)
Figure 17: Angolo di incidenza della particella.
2.2.2 Single Event Transient
La radiazione ionizzante può depositare carica in qualsiasi punto
del circuito, e, se si tratta di circuiti logici, e non dispositivi di
memoria, la risposta del dispositivo dipende dal circuito stesso.
Il SET si veriﬁca quando una particella subatomica attraversa
19un nodo sensibile di una logica combinatoria. La carica de-
positata dalla particella causa un disturbo di tensione che si
propaga nel circuito e può arrivare ad un elemento di memo-
ria causando un SEU. In particolare questo avviene quando il
SET raggiunge un Flip Flop nell’istante in cui avviene il campi-
onamento (fronte del clock), compatibilmente con i suoi tempi
di setup e di hold, e viene quindi memorizzato un dato errato.
L’intensità e la durata del SET dipendono dalla capacità del
nodo su cui impatta la particella. Infatti, man mano che le di-
mensioni dei transistor diminuiscono, diminuisce anche la ca-
pacità associata ai singoli nodi del circuito e quindi si possono
produrre grandi disturbi di tensione anche da quantità relativa-
mente piccole di cariche depositate. Nelle tecnologie nanomet-
riche, la capacità critica viene superata e l’asporto della carica è
lento (resistenze parassite alte): i transienti di tensione possono
durare dalle centinaia di picosecondi ad alcuni nanosecondi.
Per Microprocessori che lavorano a frequenze nell’ordine del
GHz alcuni transienti potrebbero durare alcuni cicli di clock: c’è
tutto il tempo perché i livelli alterati di tensione si propaghino
nel circuito. Riassumendo, quindi, si può dire che la sensibilità
ai SET (ed ai SEU nei Flip-Flop) aumenta al diminuire delle di-
mensioni dei transistor, al diminuire dei tempi di propagazione
tra le porte logiche, all’aumentare della carica raccolta per ioniz-
zazione (ad esempio all’aumentare della LET) e aumenta all’aumentare
della frequenza operativa.
Figure 18: Durata del SET in ps e ritardo temporale nei latch.
20Figure 19: Ampiezza della sezione colpita dal SET vs frequenza.
2.3 confronto tra tid e see
Sia la Total Ionizing Dose (TID) che il Single Event Effect (SEE)
sono dovuti all’interazione tra le radiazioni ionizzanti e i cir-
cuiti integrati. Tuttavia mentre la TID è un meccanismo di degradazione
a lungo termine, il SEE è un meccanismo di fallimento istanta-
neo. Per questi motivi i malfunzionamenti dovuti alla TID pos-
sono essere descritti in termini di Tempo medio di fallimento
(MTTF – Mean Time of Failure) mentre i SEE in termini di tasso
casuale di fallimento.
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ATTENUAZIONE DEGLI EFFETTI DELLE
RADIAZIONI
Come visto in precedenza, le principali problematiche che si
riscontrano a causa dell’impatto delle radiazioni con i circuiti
integrati si possono raggruppare in:
1. Single Event Upset, dovuti alla cattura di un Single Event
Transient da parte di un circuito sequenziale, come ad
esempio i latch o i ﬂip-ﬂop;
2. Single Event Upset su nodi di memoria come i latch all’in-
terno dei registri o le memorie SRAM;
3. Total Ionizing Dose che può compromettere i dispositivi
e in particolare le loro caratteristiche isolanti.
Per rendere i circuiti resistenti alle radiazioni (hardening) si
possono percorrere due strade che verranno in seguito appro-
fondite in dettaglio. La prima si concentra sulla modiﬁca del
processo di fabbricazione dei dispositivi (hardening by process)
mentre, la seconda, sul layout (hardening by design) .
3.1 attenuazione della total ionizing dose
Grazie al progressivo scaling della tecnologia, i dispositivi mo-
derni che non dispongono di nessun accorgimento per mitigare
l’effetto delle radiazioni, possono comunque essere sottoposti a
livelli di TID pari a circa 300 krad senza subire danni rilevanti.
Questo è dovuto sia all’alto livello di drogaggio richiesto dalla
diminuzione delle dimensioni dei componenti, sia all’aumento
delle correnti di perdita causato dalla diminuzione della tensio-
ne di soglia, Vth, del transistor in modo da mantenere costante
la tensione di overdrive , VOV = VGS − Vth. In particolare, tale
aumento delle correnti di perdita, maschera quello introdotto
dalla TID almeno ﬁno a dosi non troppo elevate.
Come precedentemente discusso, la diminuzione delle dimen-
sioni dei transistor, ha portato l’ulteriore vantaggio di rendere
l’ossido di gate sempre più sottile e quindi immune agli effet-
ti delle radiazioni in particolare per tecnologie in cui le sue
23dimensioni sono al di sotto dei 5 nm. Tuttavia, i dispositivi pa-
rassiti al di sotto delle trench di isolamento e l’ossido di iso-
lamento presente sulle interfacce ai bordi dei transistor sono
fortemente inﬂuenzati dalle radiazioni. Dunque, per incremen-
tare la resistenza dei dispositivi ai danni provocati dalla TID si
deve cercare di bloccare sia il canale che può formarsi tra di-
spositivi adiacenti, sia quelli laterali che tendono a formarsi tra
Drain e Source nello stesso nMOS. Per ovviare al primo proble-
ma è conveniente creare degli impianti di tipo p+ , ovvero ad
elevato drogaggio, nell’ossido di isolamento tra un transistor e
l’altro, mentre, per bloccare i canali laterali tra Drain e Source
dello stesso NMOS, si può utilizzare una struttura ad anello
per il transistor.
Figura 20: Mitigazione delle perdite introdotte dalla TID attraverso
transistor edgeless.
Figura 21: Edgeless Transistor Layout.
24Gli impianti p+ provocano la formazione di due diodi conse-
cutivi. Essi bloccano il ﬂusso di corrente che si genera in seguito
all’inversione della regione dell’interfaccia substrato-ossido di
campo a causa della TID. La struttura ad anello si basa sul co-
struire il gate in modo che formi un anello intorno al drain.
In questo modo gli impianti di drain e source non vengono in
contatto con ossidi di isolamento comuni. Questo accorgimen-
to, da un lato impedisce la formazione di percorsi conduttivi,
tra source e drain, alternativi al canale e, dall’altro, elimina il
problema dei transistor parassiti dovuti alle shallow trech.
Lo svantaggio di questo tipo di layout è che si perde parzial-
mente il controllo del rapporto W/L, ovvero, per transistor di
piccole dimensioni, una volta ﬁssata la lunghezza di canale L, la
larghezza W che si può raggiungere è vincolata dalla geometria
del transistor e non può essere diminuita a piacere.
Se si ha a che fare con una tecnologia di tipo Silicon on Insula-
tor (SOI), che verrà in seguito spiegata in dettaglio, per mitigare
gli effetti della TID è necessario bloccare il canale di Back-Side
che si forma nello strato del Buried Oxide (BOX) in seguito al-
l’accumulo di carica. Per ottenere ciò, si possono seguire due
strade. La prima consiste nell’usare degli ossidi speciﬁci e par-
ticolari che siano in grado di immagazzinare meno carica rispet-
to a quelli tradizionali, la seconda nel progettare dei transistor
che sono meno sensibili agli effetti della carica immagazzinata
nel Buried Oxide. Un esempio di questa seconda strada è l’im-
piego di transistor BUSFET ovvero Body Under Source Field
Effect Transistor.
Figura 22: Transistor BUSFET.
In tali dispositivi, il source è superﬁciale mentre il drain è
più profondo. In questo modo, il canale indesiderato che si
crea nel BOX in seguito alle radiazioni, non costituisce un cam-
mino conduttivo tra il source e il drain. Si riescono, quindi, a
ridurre notevolmente le perdite causate dalla formazione del ca-
nale di back-side senza l’impiego di ossidi speciﬁci che fanno
aumentare i costi di produzione.
25L’efﬁcacia di tali dispositivi, in particolare, dipende da diver-
si fattori tra cui la profondità del source, la concentrazione del
drogaggio e lo spessore dello strato di silicio al di sotto del
source. Ad esempio, un aumento del drogaggio, provoca una
diminuzione delle correnti di perdita nel canale di back-side.
Dal momento che con l’avanzare della tecnologia dei circuiti
integrati aumentano i livelli di drogaggio utilizzati, per ridur-
re gli effetti di canale corto, l’efﬁcacia dei transistor BUSFET
diventa sempre più evidente.
Figura 23: Corrente che scorre tra il drain e il source VS drogaggio
del substrato.
3.2 attenuazione dei single event effect
Come precedentemente discusso, i dispositivi che maggiormen-
te sono affetti dai SEE sono i circuiti combinatori e i dispositivi
contenenti delle celle SRAM (memorie SRAM, microprocessori,
FPGA,...).
3.2.1 Attenuazione dei SEE attraverso il processo
Per aumentare la resistenza alle radiazioni una soluzione è quel-
la di costruire i transistor di grosse dimensioni in modo che le
capacità parassite dei nodi siano grandi e portino ad aumentare
il valore della carica critica data da: Qc = C￿VDD. In questo mo-
do, la carica raccolta in seguito all’impatto di uno ione, ha meno
probabilità di innescare un transiente di tensione. L’ aumento
delle dimensioni presenta un ulteriore vantaggio ovvero, il fat-
to che la resistenza del transistor in condizioni di accensione,
ron, sarà bassa permettendo di scaricare a massa i transienti di
corrente più velocemente. Per questi motivi conviene far si che
i nodi più sensibili e importanti del circuito, come ad esempio
l’uscita delle porte logiche, siano di grosse dimensioni. Tutta-
26via, l’aumento delle dimensioni provoca degli svantaggi quali
l’aumento dell’area, quindi del costo, e della dissipazione di
potenza data da:
P = Pstatica + Pdinamica = VDD · Ileakage + α · C · f · V2
DD
Un compromesso può consistere nella riduzione della fre-
quenza operativa dei dispositivi che però tende penalizzare i
processori “hardened” o “Rad Hard” rispetto alla controparte
commerciale.
3.2.1.1 Hardening attraverso transistor SOI
I dispositivi Silicon-On-Insulator offrono una resistenza 5 volte
maggiore ai danni delle radiazioni rispetto ai dispositivi tradi-
zionali o “bulk”. La peculiarità di questa tecnologia consiste nel
poggiare il silicio su uno strato di biossido di silicio (SiO2).
Figura 24: Transistor tradizionali e transistor SOI.
Lo strato isolante di SiO2 incrementa le performance del di-
spositivo riducendo la capacità di giunzione e, quindi, il con-
sumo di potenza in quanto la giunzione è isolata dal bulk di
silicio. Le regioni di source, di drain e di body del transistor ri-
sultano quindi isolate dal substrato. In particolare il terminale
di body tipicamente non viene connesso e risulta quindi ﬂottan-
te. Può quindi essere caricato e scaricato portando alla modiﬁca
della tensione di soglia.
Uno dei vantaggi di questa tecnologia è quello di ridurre l’a-
rea necessaria alla realizzazione del transistor in quanto non
sono necessari i contatti metallici con le well presenti invece
nei transistor tradizionali. I dispositivi SOI si dividono in due
categorie: a svuotamento completo e ha svuotamento parziale.
27Figura 25: Transistor SOI a svuotamento incompleto e completo.
I dispositivi a svuotamento completo o “fully depleted” sono
caratterizzati da un sottile strato di silicio al di sotto dell’ossido
di gate che, in seguito all’applicazione di una tensione positiva
al gate (per gli nMOS), si svuota completamente di portatori
mobili facendo si che il terminale di body non sia ﬂottante. I
dispositivi a svuotamento parziale o “Partially depleted”, in-
vece, sono caratterizzati da uno strato di silicio più spesso e
quindi la regione di inversione non riesce ad estendersi per l’in-
tera profondità della regione di body. La parte non svuotata
dei portatori risulta ﬂottante e la sua esatta tensione dipende
dalla “storia” del dispositivo, ovvero, dalle precedenti tensioni
di source, gate e drain. La struttura di tali dispositivi fa si che
non possano essere presenti dei cammini conduttivi tra drain e
substrato limitando quindi le correnti di perdita che potrebbero
venire a formarsi a causa delle radiazioni.
Figura 26: Percorsi conduttivi di perdita nei transistor tradizionali e
in quelli SOI.
Tra i vari meccanismi che portano alla riduzione delle presta-
zioni e della resistenza agli effetti delle radiazioni dei transistor
28SOI, quelli di maggior rilievo sono gli effetti dovuti al body
ﬂottante e all’immagazzinamento di carica nel BOX. Le lacune
generate nella regione del body, ad esempio a causa del pas-
saggio di uno ione pesante, possono dirigersi verso il source, a
causa del moto di deriva, abbassando la tensione source-bulk
e aumentare quindi la corrente che scorre dal source al drain .
Ciò può portare alla deposizione sul drain di una carica mag-
giore rispetto a quella già presente a causa del passaggio dello
ione.
Tra i vari metodi proposti per ridurre tale effetto il più co-
mune e quello di ﬁssare il body ad un potenziale ﬁsso, di solito
uguale a quello del source. Tale connessione fornisce un cammi-
no conduttivo per le lacune generate a causa della radiazione
in modo che esse vengano rimosse dalla regione del body e
quindi sia minimizzata la differenza di potenziale tra body e
source. Tale metodo ha però lo svantaggio di causare l’aumen-
to delle dimensioni dei transistor, e quindi dei circuiti integrati,
cosa che spesso è molto indesiderata soprattutto per i circuiti
con un’alta densità di componenti. Per quanto riguarda, inve-
ce, l’accumulo di carica nel BOX che causa la comparsa del ca-
nale di back-side, si ricorre all’utilizzo dei dispositivi BUSFET,
precedentemente analizzati.
3.2.2 Attenuazione dei Single Event Effect attraverso il design
Attraverso l’hardening by process è necessario fabbricare dei
circuiti speciﬁcatamente progettati per avere una maggiore re-
sistenza alle radiazioni. Questo però si traduce in un elevato
costo di fabbricazione. La soluzione proposta dall’hardening
by design (RHBD) consiste, invece, nel riorganizzare il layout
dei circuiti lasciando però inalterato il processo di fabbricazione
dei circuiti integrati.
3.2.2.1 Hardening attraverso resistori
Una tecnica largamente utilizzata per migliorare la resistenza
alle radiazioni dei latch consiste nell’aggiungere dei resistori
nel cammino di feedback del dispositivo. Tale cammino di re-
troazione è necessario nei circuiti sequenziali per implementare
la dipendenza delle uscite dai livelli logici delle stesse in istanti
precedenti e quindi riportare in ingresso lo stato delle uscite. In
particolare per proteggere i latch dagli effetti delle radiazioni è
sufﬁciente introdurre un solo resistore.
29Figura 27: Hardening di un latch attraverso resistori.
Poiché la carica indotta dalla radiazione può essere raccolta
solo alla giunzione pn, la serie RC, che si viene a formare a cau-
sa delle capacità parassite dei dispositivi, produce un ritardo
che permette la rimozione della carica immagazzinata attraver-
so il transistor di feedback prima che si veriﬁchi l’indesiderata
transizione del nodo di feedback. Il singolo resistore introdotto,
come si nota dall’immagine 27, è costituito di polisilicio (dipen-
de quindi fortemente dal drogaggio del materiale) ed è inserito
tra i nodi di setup e di hold. Poiché, nei processi moderni, viene
effettuata la siliciurizzazione per ridurre la resistenza del poli-
silicio e delle diffusioni, è necessario schermare la resistenza
da tale processo. Inoltre, al crescere della temperatura cala la
resistenza ma i ritardi aumentano a causa della riduzione della
mobilità. Analizzando la ﬁgura 27 si nota che non c’è nessun
processo di diffusione raccolto tra il resistore Rfb e l’inverter
formato dai transistor P4 e N4 che possa pilotare il nodo di se-
tup, C. Quindi, se si veriﬁca un Single Event Transient sul nodo
di ingresso D o, un Single Event Upset in un nodo di memoria,
A,B,C, lo stato del latch non sarà alterato a meno che la durata
della perturbazione non ecceda la costante di tempo della serie
RC.
In linea teorica si vorrebbe che il resistore sia grande a sufﬁ-
cienza da garantire delle costanti di tempo grandi abbastanza
da permettere al circuito di assorbire la carica immagazzinata
a causa sei SEE. Si vorrebbe, inoltre, conciliare questo requisito
con la progressiva riduzione delle dimensioni dei dispositivi.
Tuttavia tale bilanciamento tra prestazioni e dimensioni trova
un ostacolo nel fatto che la conducibilità del polisilicio, , non
può essere diminuita oltre i valori del materiale non drogato
portando quindi un limite al relativo aumento della resistività
elettrica, =1/ . A causa di ciò nei processi moderni vengono
utilizzati dei materiali ad alta resistività.
30Una soluzione alternativa consiste, invece, nell’aggiungere ol-
tre ai resistori anche dei condensatori per aumentare il valore
della costante di tempo.
La metodologia di hardening mediante resistori trova appli-
cazione anche nell’ambito dei ﬂip-ﬂop e un esempio è illustrato
nella ﬁgura 28.
Figura 28: Hardening attraverso resistori di un MSFF.
La costante di tempo RC si aggiunge al tempo di hold e di
setup del circuito master aumentando il dead-time del MSFF di
2RC. I resistori presenti nello slave, invece, non penalizzano la
temporizzazione del circuito dal momento che il latch di slave
ha a disposizione l’intera fase di clock alto per portare il nodo
di setup nello stato corretto.
3.2.2.2 Dual Interlocked Cell -DICE
Le Dual Interlocked Cell ,o DICE, sono un metodo utilizzato
per aumentare la resistenza dei latch alle radiazioni.
Tale cella di memoria è costituita da due latch tradizionali
accoppiati orizzontalmente in modo incrociato, N0-P1 e N2-P3,
connessi verticalmente agli inverter N1-P2 e N3-P0 attraverso
collegamenti di retroazione bidirezionale. I 4 nodi X0, X1, X2 e
X3 immagazzinano i dati in coppie di valori complementari (es.
1010 o 0101) che sono simultaneamente letti attraverso gate di
trasmissione per le operazioni di lettura e scrittura.
31Figura 29: Cella DICE.
La loro resistenza ai SEE è data dalla ridondanza ovvero dal
"controllo in retroazione su doppio nodo" in quanto, lo stato
logico di ognuno dei 4 nodi della cella è controllato da due
nodi adiacenti collocati sulla diagonale opposta. Tali nodi non
dipendono direttamente l’uno dall’altro e il loro stato è control-
lato dai due nodi sulla diagonale opposta. Quindi un nodo, Xi
con i=0,...,3, controlla i due nodi complementari sulla diagona-
le opposta, Xi−1 e Xi+1, con i pedici considerati come numeri
in modulo 4. In tale struttura le coppie di transistor N1-P2 e
N3-P0 sono bloccati e hanno quindi la funzione di isolare tra
loro i due latch orizzontali.
Si supponga che si presenti disturbo ad uno qualsiasi dei no-
di sensibili Xi (i=0,...,3), ciò può indurre un impulso positivo
indesiderato al nodo Xi+1, a causa della connessione in retroa-
zione del pMOS Pi+1. Tuttavia, lo stesso stato logico, che si tro-
va memorizzato nel nodo Xi−1, non sarà turbato dal momento
che, il transistor nMOS Ni−1, sarà bloccato dall’impulso negati-
vo del nodo Xi. Inoltre, la perturbazione positiva che si ritrova
al nodo Xi+1, non sarà trasmessa dal transistor pMOs Pi+2 . I
nodi Xi−1 e Xi+2 sono quindi isolati e conservano lo stato logico
originario senza disturbi.
Si può quindi affermare che i cambiamenti dei valori logici
sono temporaneamente introdotti solo in due nodi: Xi e Xi+1
e, vengono rimossi alla ﬁne del transitorio del disturbo grazie
al collegamento in retroazione con gli altri due nodi, non per-
32turbati, Xi−1 e Xi+2 attraverso i transistor Pi e Ni+1in tempi
dell’ordine di un ns.
Un meccanismo analogo si innesca in caso di un impulso po-
sitivo al nodo Xi che si ripercuoterà sul nodo Xi−1 attraverso il
transistor nMos Ni−1. I nodi che conserveranno il loro stato logi-
co inalterato saranno i nodi Xi+1 e Xi+2, i quali, ripristineranno
i valori logici corretti sui nodi corrotti alla ﬁne del transitorio
del disturbo attraverso i transistor Ni e Pi+1.
Sono presenti tuttavia due casi sfavorevoli in cui tale layout
non si rivela utile per la mitigazione dei danni inﬂitti dalle ra-
diazioni. Il primo caso si veriﬁca quando un SET colpisce il
nodo di ingresso, D, mentre il clock sta portando la cella dalla
modalità di trasparenza a quella di hold causando la scrittura
di un dato errato nella cella. Ciò può essere causato anche da
un disturbo del segnale di clock, che ad esempio commuta dal
valore basso a quello alto, portando alla memorizzazione del
valore errato sui nodi X0-X3.
Tale problema non si veriﬁca nei latch resi resistenti alle radia-
zioni attraverso l’aggiunta di resistori, i quali, avendo un tempo
di risposta più lento a causa dei transitori delle serie RC, sono
insensibili a disturbi di breve durata causati dall’accumulo di
carica dovuti ai SET.
Il secondo caso, invece, riguarda l’eventualità che due nodi
sensibili, contenenti lo stesso stato logico (quindi o i nodi X0-X2
o X1-X3), commutino a causa del passaggio di una particella. In
questo caso l’immunità ai disturbi è persa e la cella di memoria
è alterata. La probabilità di tale evento può essere diminuita se,
le aree di drain dei transistor occupate simultaneamente dal-
lo stesso stato logico, sono distanziate all’interno della cella di
memoria in modo che non venga immagazzinata la quantità
di carca critica simultaneamente in entrambi i nodi causando
quindi un malfunzionamento della cella di memoria. Questa
tecnica, tuttavia, ha lo svantaggio di penalizzare notevolmente
la densità del circuito.
Una soluzione alternativa, più efﬁciente dal punto di vista
dell’area, consiste nell’alternare i nodi sensibili di una cella DI-
CE con quelli sensibili di un’altra cella. In questo modo gli
spazi che rimarrebbero vuoti vengono occupati con circuiti di
un’altra cella DICE.
33Figura 30: Multi-bit Master Slave Flip-Flop con separazione dei nodi
critici.
Nella ﬁgura 30 è riportato un esempio di MSFF multi-bit
che sfrutta il meccanismo sopra descritto. Sono presenti quat-
tro MSFF disposti in modo da formare un’unica cella multi-bit
in cui ogni sottosezione del circuito costituente un ﬂip-ﬂop è
separata dagli altri circuiti dello stesso ﬂip-ﬂop. In questo mo-
do non è presente uno spreco di area. Nella ﬁgura i numeri
fanno riferimento ai ﬂip-ﬂop aventi D1-D4 come ingressi e Q1-
Q4 come uscite. Le lettere invece fanno riferimento alle varie
porzioni dei circuiti costituenti i ﬂip-ﬂop, ad esempio, F1 e G1
sono i di circuiti degli invertitori del latch slave, implementato
con la struttura DICE, separati grazie ai circuiti F3 e G4.
3.2.2.3 Hardening Temporale
Dal momento che negli usuali processi commerciali non sono
presenti resistori ad elevata resistenza e piccole dimensioni, è
necessario individuare un meccanismo per introdurre un ritar-
do nei circuiti e quindi evitare, ad esempio, di modiﬁcare lo
stato di un latch. Tale metodo crea ridondanza temporale sepa-
rando i nodi attraverso l’uso di elementi di ritardo. La ridon-
danza temporale si può usare sia sotto forma di doppia che di
tripla ridondanza, un esempio di quest’ultima si ritrova nella
ﬁgura 31.
34Figura 31: Temporal Latch con voter di maggioranza.
Tale struttura è costituita da un inverter e un feedback majo-
rity voter1 i cui ingressi sono spaziati temporalmente di 0 , 1 o
2 ❞. Il valore di ❞ è scelto in modo tale che sia maggiore della
durata massima del SET che può colpire il circuito. Questo ga-
rantisce che ogni disturbo con impulso temporale più corto di
❞ venga trasmesso solo ad uno dei tre ingressi del majority vo-
ter per volta permettendo ai due valori corretti, presenti sugli
altri nodi, di garantire che il latch memorizzi il valore voluto. Il
tempo di setup risulta incrementato di un valore pari a 2 ❞. Di
seguito viene riportata una simulazione[8] dell’attenuazione di
un SET da parte del circuito in esame, nel caso in cui il disturbo
si presenti al nodo di ingresso, D, mentre il latch è in modalità
di trasparenza.
1 Dispositivo che riporta in uscita il valore che è presente il maggior numero
di volte in ingresso.
35Figura 32: Simulazione dell’attenuazione di un SEU tramite un latch
temporale.
In nessun punto il valore del Single Event Transient si pre-
senta contemporaneamente in due dei 3 terminali di ingresso
del majority voter e quindi l’output del latch, Q, e la cella di
memoria, non cambiano mai stato.
Per migliorare sia l’area occupata che la velocità, si può sosti-
tuire il majority voter con un C-Muller element . Tale elemento
ha sempre il compito di avviare il cambio di stato solo in pre-
senza di una certa "concordanza" degli ingressi, ovvero, non
cambia stato ﬁnché tutti gli ingressi si trovano allo stesso livel-
lo logico, creando così un’isteresi ﬁnché tutti gli ingressi non
sono concordanti. La sua implementazione in logica CMOS è
mostrata nella ﬁgura 33 insieme al simbolo circuitale, ﬁgura 33
b.
36Figura 33: Implementazione logica di un C-muller element.
Quando entrambi i terminali di ingresso ,A e B, assumono il
valore logico 0 (1) il terminale di uscita, Y, si troverà allo stato
logico 1 (0). Se, invece, gli ingressi assumono valori discordanti,
il dispositivo si troverà in modalità tri-state2 e quindi Y risulterà
ﬂottante. In tali condizioni il valore di tensione di Y può portar-
si leggermente sotto al valore logico 1 o leggermente sopra al
valore logico 0 a causa del charge sharing con i transistor attigui.
Tuttavia, l’ampiezza di tali oscillazioni non è sufﬁcientemente
grande da modiﬁcare lo stato logico del dispositivo complessi-
vo. L’hardening temporale viene garantito separando gli ingres-
si del C-muller element attraverso l’utilizzo di un elemento di
ritardo, ❞, come si nota nell’immagine 34.
Figura 34: Hardening temporale attraverso l’utilizzo di C-muller
element.
Tale ritardo crea una doppia ridondanza temporale e quindi
previene la propagazione del SET verso il nodo di ingresso o i
segnali di controllo. Tuttavia, tale dispositivo, non garantisce la
protezione nel caso in cui il SET colpisca il segnale di clock o
altri segnali di controllo. Conseguentemente, quando si utilizza
2 In elettronica digitale, una porta logica si dice three state, tri-state o 3-state
quando la sua uscita può trovarsi in un terzo stato di alta impedenza, spesso
indicato con il simbolo Z, oltre ai due livelli logici già presenti nella logica
binaria.
37tale approccio, il clock gating3 risulta bloccato, poiché i nodi del
clock devono essere molto grandi in modo da poter assorbire
qualsiasi eventuale carica immagazzinata senza raggiungere il
valore della tensione di soglia dei gate che seguono. Il fatto di
utilizzare un singolo elemento di ritardo fa si che ci sia un gua-
dagno in termini di area occupata dal circuito ma non migliora
la durata del tempo di setup che rimane di 2 ❞.
3.3 tecniche di ridondanza e triple mode redun-
dancy (tmr)
Sia le tecniche di hardening che si basano sulla modiﬁca del
processo produttivo, sia quelle che si basano sulla modiﬁca del
layout provocano l’aumento del tempo di setup, tsetup , richie-
sto da qualsiasi logica temporale. Quando tali dispositivi so-
no utilizzati, ad esempio, per la creazione di MSFF, l’aumento
del tsetup provoca un considerevole aumento del dead-time del
ﬂip-ﬂop. Per avere quindi migliori performance, viene utilizza-
ta la tecnica della ridondanza modulare che non inﬂuenza la
temporizzazione del circuito.
I circuiti ridondanti hanno un maggiore consumo di potenza
ma sono una valida opzione per rendere i dispositivi così det-
ti "rad-hard" competitivi con la controparte commerciale. Una
tecnica di ridondanza, largamente utilizzata soprattutto per gli
FPGA4, è la Triple Mode Redundancy o TMR. Essa si basa sulla
creazione di tre copie del circuito desiderato i cui output costi-
tuiscono gli ingressi di un majority voter in modo tale che, se
uno ione colpisce uno dei tre circuiti, il valore corretto degli
altri due renderà ininﬂuente quello scorretto attraverso tale di-
spositivo. Lo schema base di tale logica si ritrova nella ﬁgura
35.
3 Il clock gating è una tecnica di progettazione dei circuiti integrati che per-
mette di ridurre il consumo di potenza dei chip. La ﬁlosoﬁa del clock gating
è proprio quella di spegnere i sottosistemi del chip che non lavorano, oppu-
re di ridurre la frequenza del clock alla minima necessaria per l’applicazione
corrente. Questo si ottiene attivando il segnale di clock solo per quei blocchi
logici che hanno effettivamente del lavoro da compiere.
4 I dispositivi FPGA sono dei circuiti riprogrammabile composto da array di
ﬂip-ﬂop (registri) la cui conﬁgurazione è memorizzata in memorie SRAM.
38Figura 35: Logica base della Triple Mode Redundancy.
Nel caso di applicazioni spaziali è consuetudine indirizzare
verso un majority voter tre copie identiche di uno stesso micro-
processore. Tale dispositivo si occuperà di trasmettere in uscita
il valore di maggioranza presente agli ingressi. Questa architet-
tura solitamente richiede che i processori siano fabbricati cia-
scuno su un proprio chip, in seguito esternamente collegato al
chip che costituisce il majority voter.
Ci sono diverse ragioni per cui tale layout è impiegato nella
creazione dei ﬂip-ﬂop. In primo luogo se si usasse un singolo
ﬂip-ﬂop tradizionale non esisterebbe nessun modo immediato
per o identiﬁcare o correggere autonomamente degli errori. In
secondo luogo, utilizzando un numero pari di ﬂip-ﬂop, non si
riuscirebbero ad effettuare decisioni riguardanti i nodi corrotti.
Ad esempio, se fossero impiegati due ﬂip-ﬂop,con due output
discordi, non sarebbe immediato stabilire quale dei due rappre-
senti il valore corretto. Contrariamente, utilizzando un numero
dispari di ﬂip-ﬂop, è possibile identiﬁcare velocemente qual è il
valore corretto. Il motivo principale per cui non vengono utiliz-
zate più di tre copie dei circuiti per avere dispositivi più afﬁda-
bili è che si arriva ad un punto in cui la guadagnata afﬁdabilità
non compensa il generale e dannoso peggioramento delle per-
formance del circuito. Un esempio di tale logica è presentato
nella ﬁgura 36.
39Figura 36: Triple Mode Redundancy di un latch.
Come si nota dalla ﬁgura 36 anche il clock routing deve esse-
re ridondante ma, poiché spesso è integrato in circuiti apposi-
ti, può risultare problematico da separare. Inoltre, nelle SRAM
basate su un design FPGA, esiste una signiﬁcativa probabilità
che un SEU modiﬁchi lo stato del dispositivo. In particolare,
gli strumenti di programmazione dello standard FPGA tendo-
no a lavorare seguendo una logica di ottimizzazione e quindi
a fondere insieme le logiche ridondanti, e quindi, quando so-
no forzate a implementare la ridondanza tendono a disporre
le risorse molto vicine tra loro per limitare i collegamenti usa-
ti. Questo fa si che tali architetture siano fortemente soggette a
MBU. Tali errori, che colpiscono i sistemi FPGA basati su TMR,
sono deﬁniti Domain Crossing Errors (DCE). Per ovviare que-
sti problemi è quindi necessario separare spazialmente le copie
ridondanti dei circuiti.
Poiché i sistemi FPGA sono particolarmente convenienti per
piccoli volumi di produzione vengono ampiamente utilizzati
nel campo dei dispositivi rad-hard trovando ampie applicazio-
ni all’interno di aziende come la Actel e la Xilinx. Tra i vari
design della Actel si ritrovano degli speciali ﬂip-ﬂop TMR che
incorporano i majority voters nei loro circuiti e riescono quindi
ad auto correggersi. I circuiti sono disposti in modo da mante-
nere una spaziatura sufﬁciente da far si che la probabilità che
l’impatto di uno ione pesante provochi un DCE sia quasi tra-
scurabile. Di seguito viene riportata l’immagine di un MSFF
dove il feedback del latch di slave incorpora il majority voter
attraverso altri due latch di ridondanza.
40Figura 37: MSFF che riesce ad auto-correggersi attraverso la TMR.
Uno schema simile è utilizzato anche nei circuiti FPGA della
Actel in cui sia il circuito di master che quello di slave compren-
dono il majority voter. In particolare la votazione nel circuito di
master è necessaria solo nel caso in cui lo stato del circuito
rischi di essere colpito due volte prima di assegnare il valore
dello stato. Essa, inoltre, penalizza la temporizzazione del cir-
cuito in quanto incrementa il tsetup che risulta essere un tempo
critico, come precedentemente discusso.
3.4 applicazioni: xilinx virtex-5qv fpga
Tale dispositivo è stato qualiﬁcato per essere utilizzato in am-
bienti spaziali ostili con resistenza di oltre 1Mrad(Si) alla TID,
alta immunità ai SEU, 1000 volte maggiore di quella delle celle
a latch standard in commercio, e protezione contro i SET. Tale
dispositivo, inoltre, implementa la Triple Mode Redundancy.
Figura 38: XILINX Virtex-5QV FPGA
La Nasa ha adottato tale FPGA come parte dell’esperimento:
Materials On Internationa Space Enviroment (MISSE-8) sulla
Stazione Spaziale Internazionale. La MISSE, primo esperimento
ad essere installato esternamente alla SSI, è una base su cui
testare sia elaboratori che materiali per determinare come essi
41reagiscono alle radiazioni ultravioletta, alla luce diretta del Sole,
alle radiazioni ed a temperature estreme.
Figura 39: Prototipo della FPGA XILINX Virtex-5QV sulla stazio-
ne spaziale internazionale come parte dell’esperimento
MISSE-8.
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MITIGAZIONE DEGLI EFFETTI DELLE
RADIAZIONI SULLE MEMORIE SRAM
In generale l’alto drogaggio o l’utilizzo di circuiti di retroazione
basati su resistori si rivelano molto utili nel rendere le SRAM re-
sistenti alle radiazioni ovvero rad-hard. Possono essere applica-
te tutte le tecniche di hardening tramite il processo di fabbrica-
zione descritte in precedenza mentre, l’hardening attraverso il
design, risulta particolarmente complesso e laborioso e spesso
provoca un drastico aumento delle dimensioni della SRAM.
4.1 mitigazione della tid nelle memorie sram usan-
do il rhbd
4.1.1 Hardening attraverso Edgeless transistor
Come precedentemente discusso, i transistor nMOS edgeless
riescono a mitigare la maggior parte delle correnti di perdita
indotte nei componenti a causa della Total Ionizing Dose ma
presentano lo svantaggio di richiedere che i transistor presenti-
no una data larghezza minima. Quando queste tecniche vengo-
no applicate alle memorie SRAM, per evitare un eccessivo con-
sumo di area, è quindi necessario ampliare e migliorare queste
tecniche.
Sono stati sviluppati numerosi layout e schemi logici rad-
hard per le SRAM usando tecnologie di 130 nm e 90 nm. Il
primo tipo di cella (ﬁgura 40) utilizza il layout di una SRAM
commerciale, quindi non rad-hard. Il secondo tipo, invece, uti-
lizza degli annular transistor per la realizzazione di tutti gli
nMOS della cella.
43Figura 40: Cella SRAM di tipo 1.
Le celle SRAM di tipo 3 utilizzano dei transistor edgeless per
la rete di pull-down e transistor 2-edge (ovvero, standard) per
il pMOS di accesso (ﬁgura 41).
Figura 41: Cella SRAM di tipo 3.
Le celle di tipo 2 e 3 includono degli anelli protettivi tra il
drain del transistor NMOS e la n-well del pMOS per limitare le
perdite indotte dalla TID tra i due. Tali tecniche di hardening
hanno un forte impatto sulle dimensioni della cella, ad esempio
per un processo di fabbricazione di 90 nm, la cella rad-hard
(ﬁgura 42) risulta dalle 3.6 alle 5 volte maggiore in dimensioni
rispetto alla controparte commerciale.
44Figura 42: Layout di una cella SRAM rad-hard da 90nm
4.1.2 Hardening attraverso il Rverse Body Bias - RBB
Il Reverse Body Bias è un’altra tecnica che può contribuire ad
attenuare gli effetti della TID. Esso consiste nell’aumentare elet-
tricamente la tensione di soglia logica dei transistor per effetto
body. La relazione matematica tra le due tensioni è data da:




Dove VFBè è la tensione di ﬂat band del dispositivo, ovvero
la tensione per cui non c’è carica nel semiconduttore e quin-
di perdite di tensione; 2ψBè il potenziale superﬁciale di forte
inversione (riferito al substrato); εsè la costante dielettrica del
semiconduttore, NA è il livello di drogaggio,Ci è la capacità
dell’ossido e VBS rappresenta la tensione tra il source e il bulk
ovvero il bias della tensione di body. Applicando un potenziale
positivo tra i terminali di source e bulk (quindi un Reverse Bo-
dy Bias) si nota un aumento quadratico della tensione di soglia
Vth dei transistor.
Tale tecnica aumenta la tensione di soglia di tutti i transistor
nella well o nel substrato a cui è applicata attenuando gli effetti
della TID sull’ossido dei transistor parassiti precedentemente
discussi.
Figura 43: Reverse Body Bias su una cella SRAM.
45Questa tecnica viene utilizzata anche sui dispositivi commer-
ciali per ridurre le perdite che afﬂiggono i dispositivi mobili
come ad esempio i telefoni cellulari. L’importanza di tale tecni-
ca risiede nel fatto che riesce a rendere i dispositivi resistenti
alla TID senza penalizzare l’area. Essa permette di utilizzare le
celle più piccole e ottimizzate in commercio annullando quindi
gli usuali svantaggi del RHBD. In ﬁgura 44 viene riportato il ri-
sultato di un esperimento di irradiazione di un array di SRAM
STANDARD da 90nm con e senza RBB.
Figura 44: Corrente Source-Bulk misurata in un array di SRAM da
90nm in seguito all’irradiazione con e senza RBB.
Come si può notare dal graﬁco, con l’utilizzo del RBB, an-
che per valori di TID dell’ordine del Mrad, l’incremento della
corrente di perdita risulta trascurabile. Contrariamente, senza
l’utilizzo di tale tecnica, si riscontra un aumento di oltre il 100
volte della correte di perdita. Il Reverse Body Bias risulta l’unico
modo per ridurre gli effetti della TID sui dispositivi al di sot-
to dei 45nm in quanto, usando particolari tecniche litograﬁche
avanzate che producono solo rettangoli, rendono impossibile
l’impiego di transistor 2-edge o edgeless.
4.2 mitigazione dei see nelle memorie sram
Per l’attenuazione degli effetti dei Single Event Effect è possibi-
le utilizzare le celle DICE o altri dispositivi rad-hard. Oltre ad
essere molto sensibili ai SEU, le celle SRAM sono fortemente
danneggiate quando un SET colpisce una word line provocan-
do la scrittura di un dato errato e le celle Dice non proteggo-
no da questo tipo di danno come fanno i layout RC hardened.
Inoltre, qualsiasi SET che colpisca i collegamenti di controllo
46o di clock può causare l’esecuzione di un’operazione errata o
l’accesso al dato sbagliato.
In riferimento alla ﬁgura 10, le word lines agiscono come dei
selettori che permettono ad una data riga di celle SRAM di
scaricare le bit lines precaricate in ogni colonna. Se un SET col-
pisce simultaneamente due WL e le porta al valore logico alto,
ad esempio WL0 e WLn in ﬁgura 10, durante un’operazione di
lettura viene effettuata dalle BL un’operazione di OR logico dei
valori che si presentano su di essa.
La tecnica di aumentare la separazione dei bit nei vari gruppi
di colonne per separare mitigare i MBU, trova numerose limita-
zioni. In primo luogo porta a ritardare il tempo di propagazio-
ne dei segnali sulle BL, in secondo luogo porta ad un aumento
della dissipazione di potenza (ad esempio a causa dell’aumen-
to dei blocchi di memoria e quindi dei dispositivi di decodiﬁca
e dei circuiti di I/O che devono essere attivati). Una soluzione
utilizzata è stata quella di porre un bit di ciascun parola in un
array separato (Scrambling) (ﬁgura 45 a).
Figura 45: Architettura di una memria SRAM con un bit per banco.
Tuttavia questa tecnica risulta non immune ai SET che posso-
no colpire i segnali di controllo e di indirizzamento. Per ovviare
a questo problema sono stati inseriti dei latch, resistenti ai SET,
in ogni array di memoria, ﬁgura 45 b. Questa soluzione causa
però un aumento del tempo necessario all’indirizzamento per
ogni banco di memoria.
Considerando entrambe le architetture "bit per array" presen-
tate si riscontra sia nell’una che nell’altra un grande aumen-
to di potenza dissipata in quanto, per ogni singolo ciclo di
clock, devono essere attivati un numero maggiore di banchi
di memoria rispetto al caso presentato in ﬁgura 10. Un diver-
so approccio, presentato in ﬁgura 46, consiste nel bufferizzare
individualmente ogni WL in ciascun gruppo di colonne.
47Figura 46: Architettura di una memria SRAM con un bit per banco.
Quindi, se un SET colpisce una WL locale, ad esempio la
LocalWLn0 in ﬁgura, il malfunzionamento riguarda solo quel
singolo e locale gruppo di colonne. Inoltre, poiché nello stesso
istante solo un singolo bit può essere letto da ciascun gruppo
di colonne, in caso di errore, si può ricorrere all’impiego della
Error Detection And Correction (EDAC) per correggerlo.
Nonostante tali accorgimenti le word line globali, ovvero WL0,...,
WLn in ﬁgura, non risultano comunque protette dai SET nem-
meno in seguito ad un aumento delle capacità dei nodi a meno
che non si aumentino le dimensioni degli array, come preceden-
temente discusso.
4.2.1 Dual Redundant Control Circuit Design
Per evitare che una particella ionizzante colpisca e alimenti il
segnale di una WL inattiva durante un’operazione di lettura
è possibile utilizzare, per ogni riga, due segnali di WL bassi
ridondanti. Nella ﬁgura 47 tali segnali sono denominati come
WLLNx e WLRNx. Ciascuno controlla, a turno, 40 segnali di
WL locali (WLlocal) in ogni riga.
48Figura 47: Design delle righe di una memoria SRAM
Questi due segnali ridondanti sono uniti ogni otto bit gui-
dando il segnale WLlocal che controlla 8 celle di memoria. Se
un SET colpisce quindi un segnale del tipo WLlocal corrompe
al massimo 8 bit, ciascuno appartenente ad una differente pa-
rola di codice, che sarà in seguito sottoposta al controllo e alla
correzione di errore. Se, invece, o il segnale WLRNx o quello
WLLNx risultano compromessi a causa di un SET, si crea una
condizione di contesa nella WL locale.
Il dimensionamento dei transistor locali assicura che, in caso
di contesa, il segnale WLlocal non riesca a produrre un segna-
le di tensione sufﬁcientemente alto da sovrascrivere la cella di
memoria. Questo protegge da scritture errate l’intera riga.
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CONCLUSIONI
Progettare microprocessori con un’alta resistenza alle radiazio-
ni è laborioso e costoso.
Essi sono composti da una grande varietà di blocchi circuita-
li, ad esempio, latch, registri di ﬁle, memorie cache, memorie
SRAM e così via. Tale complessità, il notevole impatto tempora-
le imposto dalle tecniche di hardening e il loro maggior consu-
mo di area, spiegano il grande e crescente distacco che si nota
tra i processori commerciali e quelli rad-hard.
Le memorie integrate, elementi fondamentali nei micropro-
cessori, presentano particolari difﬁcoltà a risolvere i problemi
causati dall’impatto delle radiazioni. La maggior parte delle
memorie in commercio utilizza particolari processi di fabbri-
cazione che le rendono estremamente costose.
Per quanto riguarda, invece, l’hardening attraverso il layout,
che fa uso di dispositivi commerciali, si nota una buona atte-
nuazione della Total Ionizing Dose, specialmente su memorie
SRAM di grandi dimensioni. Una soluzione che si rivela e si
rivelerà di largo impiego è il Reverse Body Bias. Tale tecnica ri-
sulta applicabile anche alle tecnologie dalle più piccole dimen-
sioni, come le geometrie da 65 e 45 nm. Lo scaling tecnologico,
inoltre, porta il vantaggio di richiedere un aumento del dro-
gaggio, fattore che garantisce una intrinseca immunità alla TID
almeno ﬁno a valori dell’ordine di 300krad(Si).
Non si deve tuttavia sottovalutare l’importanza e l’efﬁcacia
delle tecniche di ridondanza che, se da un lato penalizzano l’a-
rea dei circuiti, dall’altro presentano una buona robustezza agli
effetti delle radiazioni pur utilizzando i dispositivi elettronici
maggiormente diffusi in commercio.
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