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ABSTRACT 
Some methods of fuzzy clustering need to use a priori knowledge about the number of 
fuzzy classes or some other information about he possible distribution of the clusters. A 
way to improve these methods is to use hierarchical clustering as a preprocessing of the 
data. This approach does not provide a simple partition of the data set, but a hierarchy of 
them. In this paper we define several measures using fuzzy-set tools, to establish a ranking 
between the different possible partitions. The characteristics and properties of these criteria 
are studied. The paper finishes with some remarks about he use of these results in different 
unsupervised learning situations. 
KEYWORDS: hierarchical clustering, unsupervised learning, similarity rela- 
tions, validity measures, fuzzy modeling 
1. INTRODUCTION 
One of the fundamental issues associated with the applications of fuzzy set 
theory is the determination f membership functions. In most applications, the 
parametric form of the membership function is assumed to be known, but in 
situations where there is no previous information, techniques like clustering can 
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be used in order to learn the membership functions and the internal structure of the 
data, using training samples. By allowing the determination of natural groupings 
in an unsupervised context, clustering methods can provide great flexibility. By 
virtue of this flexibility, one of the most promising classes of the fuzzy models 
is the one based on cluster analysis [20]. Fuzzy clusters are used to determine 
a partition of a space in an automatic way. The resulting model is reversible, 
which means that any variable of the model can be accessed and treated with the 
same level of flexibility. Therefore, the model becomes tructure-free and can be 
exploited in differents ways. 
The Fuzzy C Means (FCM) algorithm is one of the most popular fuzzy clustering 
algorithms. Cluster validity and determination of the optimum number of clusters 
is one of the most difficult problems in clustering [8, 14, 16, 19]. Traditionally, the 
optimum number of clusters is determined by evaluating a certain global validity 
measure of the c-partition for a range of c-values, and then picking the value of c 
that optimizes the validity measure in some sense. However, this is a very tedious 
and computationally expensive process, since one needs to cluster the data for a 
range of c-values that at first is not known. Moreover, as with all gradient-type 
strategies, different initializations may lead iterate sequences of FCM to different 
local extrema. Thus, we need to try different initializations to assure that the 
substructure found by FCM is stable, in the sense that different initializations do 
not always lead to different erminal states. 
In some approaches (see for example [7]), a goal-oriented cluster validity 
strategy has been proposed. In that approach optimality is restricted to the notion 
of optimizing performance measures based on cluster hypervolume and density 
criteria, and the determination of prototypes for initiation of the iterative process 
of the clustering by means of the FCM. Other approaches have focused on the 
improvement of the algorithm, by introducing modifications like the combination 
of different kind of fuzzy clustering algorithms, or by executing the algorithm on 
the data several times with different parameters [17, 18]. 
In order to be able to use fuzzy clustering in the context of fuzzy modeling in 
an unsupervised environment, we need a way to obtain some information about 
possible groups of data in the training samples that exhibit similar behavior, so 
we can characterize this behavior in the fuzzy model. We propose to remedy 
this lack of information by using hierarchical clustering to preprocess the exam- 
ples. Hierarchical clustering allows us to work with multiple (possibly nested) 
clusters using algorithms of reasonable computational cost when working with 
a relatively small number of examples, as in the case of fuzzy modeling in un- 
supervised environments. Hierarchical clustering has the drawback of needing 
the decision maker to use some additional heuristic riteria to determine the most 
appropriate classification. To solve this problem we define several measures using 
fuzzy-set ools, to establish a ranking among the different possible partitions that 
can be considered in a hierarchical clustering. We study the characteristics and 
properties of these criteria, and show their benefits by applying them in two 
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different unsupervised environments: fuzzy classification and rule detection in 
fuzzy modeling. 
The next section presents the basic notation as well as some known relations 
between hierarchical clustering and max-min transitive fuzzy relations. Section 3 
deals with the "goodness" measures to be used when no previous information 
about the structure of data is available (unsupervised learning). Some numerical 
examples illustrating the previous developments are included in the Section 4. The 
paper finishes with some conclusions about he previous developments. 
2. HIERARCHICAL CLUSTERING. SIMILARITY RELATIONS 
Let I = {O1, 02 . . . . .  On} ---- {1,2 . . . . .  n} be a finite set of objects, each object 
being defined by a r-dimensional vector of attribute values. 
DEFINITION 2.1 A family H ( I ) of  subsets of  l is called a hierarchy of  parts 
for  (relative to) I when: 
1. I belongs to H( I ) ,  
2. the set {j} associated to any element j of  l belongs to H( I ) ,  
3. if  H and H' belong to H(1) and have nonempty intersection, then H is 
included in H ~ or vice versa. 
DEFINITION 2.2 A hierarchy of  parts is called a hierarchical clustering when 
it is indexed, in the sense that for  any H ~ H(1) there exists xH ~ [0, 1] such 
that 
1. XH = 0 i fH  = { j} forany  element j o f l ,  
2. XH, is less than or equal than X~l if and only if H' is included in H. 
Since the results by Dunn, Zadeh, and Bezdek [6, 15, 26] it has been well known 
that there is an equivalence between hierarchical clustering, max-min transitive 
fuzzy relations, and ultrametric distances [5]. 
Associated with any hierarchical clustering H( I )  there always exists an ultra- 
metric distance matrix U = (u i j ) ,  i ,  j = 1, 2 . . . . .  n, that can be normalized in 
[0,1]. 
Zadeh [26] demonstrated that the ultrametric inequality for U is equivalent to 
the max-min transitivity for R = ( r i j ) ,  r i j  = 1 - u i j ,  i, j = 1,2 . . . . .  n. Thus 
R is a similarity relation on 1 or, more generally, an F-indistinguishibility with 
F = t-norm Min [23]. 
For any b 6 [0, 1] we will denote by A b = (a/~) the matrix obtained by means 
of the b-cut of the similarity relation R, so that 
1 if ri j  > b, 
a/~ = 0 otherwise. 
It is very easy to show that A b is a crisp equivalence relation on I for any b. 
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Since R is a finite matrix, it contains only a finite set of different values. Thus 
for any R (hierarchical c ustering) we can always identify a unique finite sequence 
{Sk, k = 1,2 . . . . .  h} such that: 
1. 0=S l  <S2<'"<Sh-~I ;  
2. for any k E {1, 2 , . . . ,  h}, there exists at least one rij equal to Sk and 
vice versa. 
Let us remark that A b = Ab'for any b, b' 6 (S~-1, Sk], and A b :~ Ab'if b and 
b' belong to two different intervals (S~-1, Ski and (St-l ,  Sl] with l 7~ k (see [24]). 
In other words, the sequence {Sk, k = 1,2 . . . . .  h} determines unequivocally the 
set of all possible different b-cuts of R, that is, the set of all different equivalence 
relations associated to R. This conclusion will have great importance in our 
following developments. 
For any b 6 {Sk, k = 1, 2 . . . . .  h} we will denote by {C~, e = 1, 2 . . . . .  m(b)} 
the partition induced by the equivalence relation given by A b. 
Let b, b' belonging to {S~, k = 1, 2 . . . . .  h}, and assume b < b'. According to 
the properties of the level sets, the equivalence relation associated to b contains 
the one associated to b', that is, the partition generated by A b' is obtained from the 
one generated by A b by splitting some of the classes of this latter. Moreover it is 
easy to show that A ° generates a single class equal to I,  whereas A l splits I into 
single-point classes {{j}, j ~ 1}. 
Summarizing, any hierarchical c ustering enerates (and conversely) an indexed 
finite sequence of nested crisp partitions which runs from one with a single class 
equal to the whole set of objects to one with single-object lasses. The problem is 
to decide which of these partitions best represents he structure of the set of objects. 
3. UNSUPERVISED LEARNING PROCEDURES TO SELECT 
"GOOD"  PARTITIONS 
In this section we will present some procedures to select possible partitions from 
a hierarchical clustering, when no previous information about the structure of the 
data is available for the decision maker [11]. Under this hypothesis, we will need 
to introduce some measures to handle heuristics uch as distance or stability. 
3.1. Measures of Cluster Dispersion 
In hierarchical c ustering the usual criteria for gathering the clusters are those that 
minimize the distance within the cluster and/or maximize the distance between the 
clusters---defining this distance as the separation between the centroids, medians, 
etc. [14]. We will analyze these criteria, bearing in mind the possible set of 
partitions obtained from the sequence {Sk}, and selecting from them the one that 
minimizes a certain measure of cluster aggregation (intracluster distance) and 
maximizes a measure of cluster separation (intercluster distance). 
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Before to indicate the distance functions to be used and the relations between 
them, we must remember that the similarity matrix R can give us the following 
information: Let b 6 {&}, and let b {C e, e = 1 . . . . .  m(b)} be the clusters induced 
by the b-cut. For any i, j 6 { 1 . . . . .  n} there are two possible alternatives: 
1. 3e " i, j 6 Ce b, so the distance between them is uij = 1 - rij. 
2. ~3e : i, j 6 Ce b, so considering the properties of the relation R, if i E Ce h 
and j c Ce b for t ~ Ce b and t' ~ Ce b, then rij = r i t '  "~  r jr and uij = Ujt = Uit'. 
Thus, u 0 indicates the distance between i and j if they belong to the same cluster. 
If i and j belong to different clusters, then uij indicates the distance between those 
clusters. 
Considering the distance within the elements of the clusters, and the distance 
between the clusters, it is possible to define two functions db and D b. The first one 
is a global measure of the distance within the elements of each cluster, while the 
second one will represent a global measure of the distances between the clusters. 
Each one will be defined over the sequence {&} and will take values in [0,1]. 
We propose two possible definitions. The first one is based on an optimization 
criterion over the average values, while the second one is based on the maximin 
and minimax criteria, classical in fuzzy decision theory. 
DEFINITION 3.1 Let b ~ {Sk} and {Ce b, e = 1 . . . . .  re(b)} be the induced 
clusters for this b-cut. For any e = 1 . . . . .  m(b): 
The global average distance within all the possible clusters of  level b is 
1 re(b) 
d~ = m(b---~ y~ db(e) 
e=l 
with 
Zi, jECte, , i~j  2Ui j  
db(e) = [c~l ,  ([Cehl-  1) if Ic~l > O, 
0 otherwise. 
The global average distance between the clusters for this level is 
{ ~',m(b)-I 
Db 1 /--.~e=l Y~e'>e e') if m(b) > 1, 2Db(e, 
= m(b)[m(b) - 1] 
0 otherwise 
with Db(e, e') = ui j , i  ~ C~, j ~ Ce b, re, e' E {1,2 . . . . .  m(b)}. 
DEFINITION 3.2 Under the previous hypothesis, we also define 
max max uij, e=l ,...,re(b) i,j~C~ 
D~ = min Db(e, e'). 
e,e'=l ,...,re(b) 
eske ¢
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It is obvious that d~ is the maximum distance within the elements of a cluster, 
and D~ is the minimum distance between the clusters. 
Once we have defined the distance functions, the problem now turns into the 
search for a certain St c {&} so that 
D st = max D sk, d st = mind sk. (1) 
k k 
For the problem just established and in the case of the defined distances, we 
point out the following: 
1. d~ and d~ reach their minima with respect to the two distances. This is clear 
if we consider that for b = 1 we have n clusters of one element. 
2. Because of the way clusters are gathered uring hierarchical clustering, it is 
fulfilled that for any & > 0 
D sk  = dsk - '  = 1 - &_ , ,  
since the elements of the sequence {&} are sorted in ascending order, and 
in the hierarchical clustering two clusters are gathered at a level when in the 
previous one there was a minimum distance between them. 
3. There are cases where 
max O sk # D~. 
k 
Under these conditions we can state that: 
(C.1) mink dsk # maxk D sk always. 
(C.2) rain dl sk • max D sk except for extreme cases. 
Thus it seems necessary to find a way to combine both functions, so that we 
can obtain a point that may not be optimal, but is sufficiently good. Since (1) has 
contradictory objectives, some suitable multicriterion optimization technique is to 
be used. This t.echnique must take into consideration that the clusters need to be 
separated, but the elements within the clusters need to be close. Concretely, here 
we propose to maximize the weighted combination 
H(Sk) = pD sk - qd sk, p, q ~ [0, 1], (2) 
where p and q are subjective weights reflecting the facts that the clusters need 
to be separated and that elements within the clusters need to be close. If these 
weights are equal, then the objective function will be 
max H(Sk) = D sk -- dsk, (3) 
k 
and we obtain the two first measures we will define: 
Dl - d# 
Ht (Sk) = D sk rick ' ;  (4) 
H2(Sk)  = - • 
PROPOSITION 1 Assume the objective function is defined as H2( Sk ) = D sk -- 
dsk. I f  S, is the point of  the sequence {&} where the maximum of  H2(&) is 
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reached, then the clusters induced by it are maintained over the largest range 
of  similarity within the hierarchical clustering, that is to say, the most stable 
range. 
Proof Given any Sk-cut of the sequence {Sk }, its associated partition remains 
the same throughout the whole range of similarity (Sk-1, Ski. If we take into 
account he previous considerations, 
1 -- Sk = d sk, 1 -- Sk - I  : D Sk, 
max (D  k) = max(S  - 
SO 
(5) 
3.2. Measures Based on Matrix Distances 
The best possible information about the points to cluster is found in the fuzzy- 
similarity-relation matrix, but in order to obtain a certain group of clusters we need 
to make a b-cut over that similarity relation. It seems reasonable that a b-cut will 
be optimal if the distance between its partition matrix A b and the fuzzy similarity 
matrix is minimum. Then we could give an optimal search criterion based on 
these ideas. 
In the space of matrices different distances can be defined, but as they are 
all equivalent, and as our problem is one of optimization, we will select the 
following: 
d(A ,  B) = max laij - bijl, 
l , J 
A = (ai j )  and B = (b i j )  being matrices of the same dimension. 
Taking into account the similarity relation R, its sequence { Sk }, and the sequence 
of matrices of equivalence relations {Ak}, k = 1 . . . . .  h (note: for simplicity we 
will use the notation A ~ instead of ASk), we will have as objective function 
H3(Sk) = d(R,  Ak). (6) 
In order to find its expression and obtain its minimum, we must observe that in 
virtue of the b-cut construction, 
- abij[ = I rij i f  rij < Sb, [rij 
I 1 - r i j  i f  rij > S b 
for any b ~ {Sk, k = 1,2 . . . . .  h} and any i , j  c {1,2 . . . . .  n}. Also, as Zadeh 
established, we know that: 
ri j = sup Skakj 
k 
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and thus 
H3(Sb) = max (rq -a~)  
max sup Skak. ~) if sup Ska~j < Sb, 
i , j  k tj k 
max (1 - sup Ska otherwise. 
ij \ k 
Therefore, according to the properties of the sequence {Sk} (different values of R 
arranged in ascending order), it is verified that 
max sup Ska~ = Sb-~, 
i , j  k:supk S~a~j <Si, 
min sup Ska~j = Sh, 
i , j  k:supk S,ta~>St, 
SO 
H3(Sb) = max(Sb-l ,  1 -- Sb). 
In order to obtain the optimal partition according with this criterion, we must 
look for min H3(Sb). According to the relative position of the values in the 
sequence {Sk} the following possibilities arise: 
1. 0 < Sb-l < Sb < 0.5. Then H3(Sb) = 1 - Sb > 0.5. 
2. 0 < Sh-l < 0.5 < Sb. Then H3(Sb) < 0.5. 
3. 0 < 0.5 < Sh-1 < Sh. Then H3(Sh) = Sh-1 > 0.5. 
Hence, the minimum value for/43(.) will be obtained in the similarity range that 
contains the value 0.5. In case where there exists Sb = 0.5, the minimum value 
will be obtained in the whole range (Sb-1, Sb+l], and there will be two optimal 
partitions. 
An interesting relationship exists between the optimal value of the distance 
and the amplitude of the similarity range for which it is obtained. Let (So- i ,  So] 
be the optimal range, and H3(So) its distance value. Obviously we can write 
So = S,,-1 + z, and then it is immediate that: 
1. If H3(So) = So-1, it must be that S,,-1 > 1 - So-1 - z and thus H3(So) > 
(1 - z ) /2 .  
2. If H3(So) = 1 - So, it must be that 1 - So > So - z and thus H3(So) > 
(1 - z ) /2 .  
As these considerations establish, the length of the optimal range indicates a
lower boundary of H3(So). We suggest that the larger the range of similarity that 
contains the value 0.5 is, the more valid this criterion will be. 
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3.3. Measures Based on the Fuzzy Sets Associated with a Partition 
In several works that link studies of clustering with the notions of fuzzy sets 
[4, 9, 19], the authors express the elements of the clusters through fuzzy sets in 
the reference set { 1 . . . . .  n}. Using these ideas and the notion of the nearest crisp 
subset to a given fuzzy one [25], we can develop a criterion for the measure of an 
optimal partition, i.e. for "good clusters". 
Let's consider a fuzzy similarity relation, its associated sequence {Sk}, a value 
b of the sequence, and the partition induced by it, {C b, e = 1 . . . . .  re(b)}. For 
any e 6 {1,2 . . . . .  m(b)}, we can define a fuzzy subset Fe b associated to C~ with 
membership function 
Fb( i )  = minr i i  ¥i C {1,2 . . . . .  n}. 
j~c~,  - 
This function presents the following interesting properties: 
PROPOSITION 2 Forany i, j ~ Ce b, e' ~ {1,2 . . . . .  m(b)}, 
.Fb(i) = Fb( j )  V e. 
Proof In accordance with the definition, let us suppose 
F f ( i )  = rit, Fb( j )  = r jc,  t, t' C C~. 
By virtue of the similarity relation properties, 
rit > min(ri j ,  r jt),  r jr  > min(ri j ,  rit,). 
Under these conditions, two possible alternatives can occur: 
1. e :~ e'. In this case, because of the hierarchical construction, 
rij > rjt, rij > rit,, (7) 
and so 
rit >_ rjt, r jr, >__ rit,. (8) 
2. e = e'. In this case (7) it is verified because t and t' are the points where the 
minimum is reached, and so (8) is true in any case. 
If we consider that the first of the inequalities of (8) is strict, we could have that 
rit > rjt, >__ rit,. But this is not possible, because by definition Feb(i) = rit = 
min.,.ec~ ris, so t is a minimum for i. We could arrive at the same contradiction if 
we consider the second inequality to be strict. • 
This proposition lets us state that any condition or treatment that might be 
imposed over Fe b will not be verified in a pointwise manner, but globally set to set, 
so we can work with 
Fb(e, e') = Fb(i)  ¥i E Ce b, (9) 
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for any e, e' • {1,2 . . . . .  m(b)} and any level b. Also Fh(e, e') = Fb(e ', e), 
because of the symmetry of the similarity relation R. 
PROPOSITION 3 lf we define 
p~ = maxi Feb(i) -- mini F~(i) 
2 
Then 
P~ = Fh(e, e)/2. 
Proof Because of the normalization that is always imposed on the similarity 
relation matrix, mini F~h(i) = 0, and as a consequence of this and the previous 
proposition, 
Pe b = maxe, Fb(e, e') 
2 
Moreover, it is evident hat Fb(e, e) = maxe, Fb(e, e'), for otherwise there 
would be points in C~ whose similarity with points in another cluster of the par- 
tition was larger than their similarity with points in the same cluster, which is not 
possible. • 
As a consequence of this proposition we have that P~ > b/2. Furthermore, if
C~ includes only a single point, then p b = 0.5. 
Now that we have defined the fuzzy set Feb, let us consider the crisp set X~ = 
{i : F~(i) >_ P~}, which we call the nearest o F b on the hierarchical cluster. It 
is immediate that Ce h C Xe ~ and that C °, X ° = {1, 2 . . . . .  n}. 
On these premises it seems reasonable to consider that the more similar C~ is 
with Xe b, the more coherent C~ will be with the initial information. A measure of 
the difference between Xe b and C~ can be formulated as 
He(b) = Y~-c~',cx~' ICe h' I[ Fb(e, e) -- Fb(e, e')] 
Ix l-lc l if Ix l#[c l (10) 
and He(b) = 0 if IX~[ = IC~l. 
Since the objective is the determination f an optimal b-level, it seems necessary 
to establish a global measure of the differences between {Ce b, e = 1,2 . . . . .  re(b)} 
and {Xe h, e = 1, 2 . . . . .  m(b)} for any b. Taking into account (10), the global 
measure can be defined as 
1 re(b) 
H4(b) -- m(b) Z He(b), ( l l )  
e=t 
which must be minimized over {&}. With Ha(b) we can try to measure, for any 
level of the hierarchy, the cost of the change to the next level, or the tendency in 
the variation of the similarity between levels. 
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It is immediate that 
Ha(Sk) ~ [0, 1] Vk, Ha(0) = 0. (12) 
PROPOSITION 4 If St is such that St-1 < St/2, then Ha(St) = O. 
Proof Let us define for simplicity b = St, and let e 6 {1, 2 . . . . .  m(b)}. In 
order that Xe b ~ Ce b, there must be e' c {1, 2 . . . . .  m(b)}, so that according to the 
conditions of Proposition 3, Fb(e, e') > P~ > b/2. 
In addition Fb(e, e') will belong to the sequence of similarity levels and will be 
larger than b, so St-i > Fb(e, e') > b/2. Under these considerations we can say 
that 
St-i < b/2 implies that Ce b = Xe b ¥e ~ {1,2 . . . . .  m(b)}. • 
As a consequence of this result: 
1. If Sh-I < 0.5 then Ha( l )  = 0. 
2. H4($2) = 0 in any case. 
The search for an optimal value for the measure Ha(.) must take into account 
that it will reach the value 0 for the two first levels of the sequence. In order to 
choose the optimal value, obviating this difficulty, we must consider 
Optimal b = max{b : Ha(b) = 0}. 
4. NUMERICAL  EXAMPLES 
In this section we report he results of the different measures over: 
1. two examples of fuzzy c lass i f icat ion-  
(a) the well-known Anderson's IRIS data set, 
(b) three well-differentiated clusters with different shapes and sizes; 
2. an example of fuzzy modeling of a fermentor. 
In order to analyze the results obtained by our measures, we have compared 
them with different classical validity measures used in fuzzy clustering [8]. We 
have used: 
• the separation index D proposed by Dunn which identifies "compact, sepa- 
rate" (CS) clusters, 
• the partition coefficient F introduced by Bezdek to measure the amount of 
"overlap" between clusters, 
• the fuzzy entropy H introduced by Deluca and Termini, 
• the index S proposed by Xie and Beni, which measures the overall average 
compactness and separation of a fuzzy c-partition, 
248 M. Delgado, A. F. Gdmez-Skarmeta, and A. Vila 
• the index SS (we use here SS instead of the original S in order to distinguish 
this index from the previous one), used by Sugeno and Yasukawa in [21] 
in a fuzzy modeling environment, which measures the variance within each 
cluster and the variance between the clusters. 
The indices D and F indicate better clusters when they take maximum values; 
the indices H, S, and SS, when they take minimum values. 
It is important to remember that in order to maintain the relation between ultra- 
metric distance, hierarchical clustering, and the similarity relation, it is necessary 
to use a monotonic grouping method such as 
• the single-linkage method that uses the minimum distance between clusters; 
• the complete-linkage method that uses the maximum distance between clus- 
ters; 
• Ward's method, also called the minimum variance method. 
Several comparative studies [14], and also our own experience, indicate that 
Ward's method outperforms other hierarchical clustering methods. This method 
is based on notions of squared error popularized in the analysis of variance and 
other statistical procedures. The squared-error c iterion is also used in the most 
popular fuzzy partitional clustering algorithm, Fuzzy C-Means [8]. 
The IRIS data set has been used extensively for evaluating the performance of 
clustering algorithms. The data set contains 150 four-dimensional feature vectors, 
which belong to three classes representing different iris subspecies. Each class 
contains 50 feature vectors. One of the three classes is well separated from the 
other two, which are not easily separable because they contain similar feature vec- 
tors. The performance of the algorithms tested on this data set is usually evaluated 
by counting the number of clustering errors, i.e. the number of misclassifica- 
tions. Several studies indicated that unsupervised clustering algorithms fail in the 
assignment of around 15 feature vectors [7, 9]. 
The first, third, and fourth features of the IRIS data are plotted in Figure 1. 
Depending on the cluster validity measure, it is established that the number of 
clusters in the data is two or three [8, 9]. In Figures 2 and 3 we can see the values of 
the different previously indicated fuzzy clustering validity measures obtained using 
a fuzzy clustering of the data. As can be seen, several of the them show that the 
optimal number of clusters is two, and others that it is three. What is also important 
is that in several of them there is no clear second alternative option for the optimal 
number of clusters. Of course there are other fuzzy clustering validity functions but 
their behavior is no better. For example, the cluster separation measure of Davis 
and Bouldin failed to uncover the botanically correct number of classes for the IRIS 
data, in addition to exhibiting two extra local minima, botanically meaningless, as 
reported in [17]. Other performance measures either are monotone functions of 
the number of clusters [8], or show a very slight preference for a certain value of 
the number of clusters, as is the case of Windham's proportional exponent and the 
UDF criterion applied to the IRIS data. 
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Figure 1. IRIS data set. 
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Figure 2. Validity measures used in fuzzy clus- 
tering: IRIS data. 
In our case, on applying different hierarchical c ustering methods uch as Ward's 
method, complete linkage, etc., and the different measures proposed in this paper, 
we obtained (in all cases) either two or three clusters. In particular, in the case of 
using Ward's method with the Euclidean distance as measure of dissimilarity, the 
values for the different measures are the ones indicated in Table 1. The different 
measures used in this table are: H1 and//2,  the measures of the cluster dispersion 
(2) with distances (dl, D1) and ((/2, D2); //3, the measure based on the matrix 
distance (6); and Ha, the measure based on fuzzy sets (11). 
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Figure 3. Validity measures used in fuzzy cluster- 
ing: IRIS data. 
Although we indicate two clusters as a first option (a similar result to the one 
obtained in several of the validity measures used in fuzzy clustering), in all cases 
where we can generate a ranking between the partitions (H1,//2, and H4) we ob- 
tain three clusters as a second option. Moreover, using the crisp partition obtained 
in the case of three clusters as the initialization value of the FCM algorithm, not 
only do we reduce the number of iterations of the algorithm, as we will show 
below, but we also obtain a misclassification rate of 14 feature vectors, where 
the 14 data correspond only to one of the classes, obtaining 100% success in the 
other two classes. It must be said that there are some fuzzy clustering algorithms 
derived from the FCM algorithm, such as the FMLE (fuzzy maximum likelihood 
estimation), that obtain even better esults than ours, but always at the expense 
of more complex algorithms and needing some previous initialization (some form 
of knowledge that could amount o a supervised environment). Ours is a more 
generic approach that can be used in any situation with any previous knowledge 
and with minimal cost. Moreover, we are not looking for the "best" (optimal) value 
of the number of clusters, but rather for a set of "good" partitions in the largest 
possible number of cases. We can use these partitions as a first approximation to
Table 1. Optimal Partitions of IRIS 
Data Set for Various Measures. 
Number of clusters 
Measure First option Second option 
H1 2 3 
/42 2 3 
H 3 2 2 
H4 2 3 
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Figure 4. Three clusters. 
possible better partitions of the data in order to realize with them a second study 
in a fuzzy modeling environment. 
The second example considers three well-separated clusters in R 2 with different 
sizes and shapes as shown in Figure 4. If we apply to this data set the classical 
validity measures [8] mentioned before, we obtain that the numbers of more ad- 
equate clusters are 2, 3, 4, and even 5, depending on the measure (see Figures 5 
and 6). 
N. Clusters/Measure Values (3 Clusters) 
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0 .6  
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0 . 4 [ . . . . . . . ~ ~  D × 
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Figure 5. Validity measures u ed in fuzzy cluster- 
ing: three clusters. 
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Table 2. Optimal Partitions: Three 
Clusters, Various Measures 
Number ofclusters 
Measure First option Second option 
Hi 3 4 
//2 3 4 
H3 3 3 
H4 3 4 
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Figure 6. Validity measures used in 
fuzzy clustering: three clusters. 
If we apply our measures to the hierarchical clustering, we always obtain that the 
optimum is to consider three clusters, obtaining four clusters as a second option 
when the big cluster is divided in two (Table 2), which is consistent with the 
distribution of the data. 
The third example is the one presented by Babuska and Verbruggen in [1] and 
[2]. In this example, a fuzzy model of pressure dynamics in a laboratory fed-batch 
fermentor is identified. Figure 7 shows a schematic diagram of the setup. The 
pressure in the fermentor vessel is controlled by the opening of the outlet valve. A 
first-principles physical model can be derived for this process, based on simplified 
assumptions. With a constant input flow rate, the setting of the outlet valve results 
in a certain transient behavior of the pressure, which can be described by a first- 
order nonlinear differential equation. However, the identification of the white-box 
model parameters i  difficult and inaccurate. Also, linear black-box models cannot 
be used, due to the highly nonlinear nature of the process. As shown in [2], a fuzzy 
linear model provides a simple and effective solution to the problem. 
For identification, the system input was excited with a sinusoidal signal contain- 
ing several higher harmonic frequencies. For technical reasons, different input sig- 
nals were applied around low- and high-pressure operating points separately. The 
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Figure 8. Fermenter data set. 
process can be represented by a nonlinear first-order dynamical model y(k + 1) = 
f(y(k), u(k)), where k is discrete time. Figure 8 shows the data set used. 
This example is more appropiate to our work with fuzzy clustering, i.e. the 
use of the fuzzy clustering to detect grouping in the data that indicate similar 
behaviour, so we can assign them a fuzzy rule generated from the fuzzy clusters 
obtained. 
In a first paper [2] the above authors considered three rules that were ob- 
tained using the Gustafson-Kessel a gorithm for fuzzy clustering. They gener- 
ated the fuzzy sets of the different variable's universes of discourse by using the 
projection of the fuzzy clusters on each domain and finally adjusted the lineal 
consequent of the TSK (Takagi-Sugeno-Kang) model using the weighted LMS 
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Table 3. Optimal Partitions for the 
Fermentor for Various Measures 
Number of clusters 
Measure First option Second option 
H~ 3 4 
H2 4 3 
H3 3 3 
H4 4 3 
error method [22]. With this method they obtained a quadratic squared error of 
3.414 x 10 -4 . 
In a second paper [3] they proposed a new model of the system using four 
clusters, since by using four rules they obtained a more accurate set of rules. 
By applying our measures to the hierarchical clustering, we obtain that the best 
options are three or four clusters (Table 3). 
By using the partitions obtained in the case of four clusters to generate the 
fuzzy rules of the model, in a manner similar to that of Babuska et al., we reduce 
the quadratic squared error to 7.56 x 10 -5. This value indicates that the groups 
detected in the data with the partition selected in the hierarchical clustering can 
better express the fuzzy model of the system. 
These examples how that the results obtained with the proposed measures 
are adequate, and could give us information about the possible optimal partitions. 
Finally, whether we use our measures in the context of fuzzy classification or fuzzy 
modeling, it is important o note that we are not only interested in the optimal 
partition, but in the range of possible "good" partitions that could be obtained 
from the measures we have defined. Another important consequence derived from 
the use of hierarchical clustering for data preprocessing is that the crisp clusters 
obtained in each of these partitions eem to be more adequate as initializations to 
be used in a fuzzy clustering algorithm. In this way, not only have we reduced 
the search space of the fuzzy clustering algorithm, but we also have given it initial 
partitions that reduce the complexity of this algorithm. 
In Table 4 we show the reduction of the number of iterations of the FCM 
algorithm obtained by using the crisp clusters corresponding to the partitions of 
the hierarchical clustering. 
Table 4. Number of Iterations 
Iterations 
Example FCM HIER+FCM 
IRIS 25 13 
Three cluster 22 9 
Fermentor 20 5 
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5. CONCLUSIONS 
Once we have a hierarchical clustering, it is important to define a criterion to 
select a level where we can obtain a "good" partition. Based on this objective, 
we defined several possible measures that could be used to indicate a range of 
optimal data partitions. In this way the hierarchical clustering could be used for 
preprocessing of the available information, to get a first approximation of the 
internal structure of the data [ 12, 13]. This new knowledge could then be used in 
a subsequent treatment of the data by means of a fuzzy clustering algorithm, for 
use in a fuzzy system modeling approach. 
We can conclude that the measures we have defined can help us in different 
ways: 
1. In the context of the hierarchical clustering: 
(a) to provide information about the possible levels in the hierarchy that 
better describe the internal structure of the data, 
(b) to establish a ranking between the levels, in order to analyze the crisp 
partitions and obtain the optimal partitions, 
(e) to improve statistical classification techniques by means of hierarchical 
cluster analysis. 
2. In the context of fuzzy clustering, we can overcome some of the difficulties 
encountered, because once we have an order in the possible partitions, we 
can provide: 
(a) a range of the more adequate values of c, which we can use in a fuzzy 
clustering like FCM [8] or KFCM [7], 
(b) for each value of c, an initialization for the matrix of membership func- 
tions, and, as a consequence, the initial values of the prototypes (cen- 
troids) of each cluster, 
(e) a reduced range of values of c in which we can center the analysis of the 
fuzzy clustering; in particular we can use some problem-oriented fuzzy 
cluster validity measure. 
In the context of fuzzy modeling, the hierarchical clustering can guide our 
analysis of the groups of related data present in the training data set, so we can 
use this information in a fuzzy clustering process in order to obtain the fuzzy rules 
and the functional form of the fuzzy sets implied in those rules. Once we have 
detected the groupings of data, we can try to associate them with a fuzzy rule in 
order to obtain a fuzzy model of the studied system. We are currently analyzing 
different echniques of fuzzy-rule generation using the information we can obtain 
from the hierarchical clustering and the corresponding fuzzy clusters resulting 
from the clustering of the training data set. 
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