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One question that has not been answered using the results in [3] is the following: 
Do the Lorenz equations have a polynomial flow? By inspecting their p-symmetries 
we show they do not. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Numerical evidence suggests that the solutions of the Lorenz equations 
(1.1) 
behave chaotically even though their behavior is deterministic. Recently 
this has aroused the curiosity of many mathematicians and physicists. 
While much has been gleaned from computer experiments (see, for exam- 
ple, Lorenz [6], Sparrow [ 131, and Guckenheimer and Holmes [IS]), few 
results about the Lorenz system currently have rigorous mathematical 
proofs. 
In this paper we consider only rigorously proved mathematical results. 
MAIN THEOREM. The Lorenz system (1.1) is complete and has a polyno- 
mial vector field with constant divergence. However, the Lorenz system does 
not have a polynomial jlow. 
The proof that (1.1) does not have a polynomial flow involves showing 
that its only polynomial symmetries (of any degree) are the identity and 
the well-known symmetry (x, y, z) H ( -x, -y, z). 
* This paper is derived from the author’s PhD thesis at the University of Nebraska-Lincoln, 
1988. The author expresses his gratitude to his thesis advisor, Professor Gary H. Meisters, for 
his support and aid. 
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In Section 2 we define polynomial flows and describe some of their 
properties. A more thorough discussion of the main theorem is left to the 
end of Section 2. Next, in Section 3, we define symmetries and prove the 
main theorem. Then in Section 4 we give a class of examples of systems 
with polynomial flows and present an open question. 
2. POLYNOMIAL FLOWS 
Consider the initial value problem 
,it =$ =V(y), 
( ) 
y(0) = x E KY, (2.1) 
where V is C’ vector field on R”. Let 4: 52 + R” be the (local) flow 
associated with (2.1) where 52, an open subset of R x R”, is the natural 
domain of 4. For each t in R let U’ be the set of all x in R” such that (t, x) 
is in 52. 
DEFINITION 2.1. The flow 4 is said to be a polynomialflow and V is said 
to be a p-f vector field if for each t in [w the t-advance map @:U’--, R” is 
polynomial. That is, if 71,: R” -+ R is the projection map onto the ith coor- 
dinate, rci 0 4’ is polynomial for i = 1, . . . . n. 
Define the degree of 4’ [in xj] to be the maximum of the degrees of the 
7cio&, 1~ i,<n [in xi]. Take the degree of 0 to be - 03. We say the vector 
field V is complete if all solutions of (2.1) extend to solutions defined on R. 
We say the solution b,(t) of (2.1) is complete if its maximal interval of 
existence is (-co, + co). We say d,(t) is complete in positive [negative] 
time if its maximal interval of existence is of the form (a, + co)[( - co, b)]. 
If V is a linear vector field, V(y) = Ay where A is an n x n matrix of real 
numbers, then c#(t, x) = efAx. Hence linear vector fields are p-f vector fields. 
However, p-f vector fields are not restricted to linear ones. For example, 
even on R2 (hence also on R” for any n > 2) there are p-f vector fields of 
all degrees (see Table I). 
This leads us to the question: Which vector fields have polynomial 
flows? This question was first asked by Meisters [S] and investigated more 
thoroughly by Bass and Meisters [3]. The question is easy to answer in the 
case n = 1; the p-f vector fields on R are exactly those of the form 
V(y) = cly + /I where c1 and /I are constants. Bass and Meisters also show 
that on R” (for any n) 
(1) p-f vector fields are polynomial ; 
(2) p-f vector fields are complete; 
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TABLE I 
Normal Forms for pf Vector Fields on Iw* 
Vector Field Flow 
(ii) 
(iii) 
i 0 () 3 ax ,O<laJ<Ibl = by 
(3) pf vector fields have constant divergence; and 
(4) if 4 is a polynomial flow, there exist an integer d and real analytic 
functions a,: R! -+ R” such that 
4th xl= c 4t) XI. 
lrl <d 
(Here r is an n-tuple of nonnegative integers, r = (r1, ‘.., r,), 
Irl =r,+ ... +r,, x=(x,, . . . . x,), and x’=x;l...x;.) 
Call a polynomial map P: IF!” + R” a pofyomorphism (short for polyno- 
mial automorphism) if P has a polynomial (two-sided) inverse. Let P(tlP) 
denote the group of polyomorphisms of R”. When it is clear from context 
we will suppress KY and write 9 instead of P(lTP). 
Let 9’” be the set of all p-f vector fields on R”. For X, V E 9” define 
X-V if there exists a polyomorphism P: IR” + IR” such that under the 
change of coordinates y = P(u) the differential equation 6 =X(o) becomes 
3 = V( y). Note that this defines an equivalence relation on 9”. 
Bass and Meisters show that any pf vector field on R2 is - equivalent 
to exactly one of the normal forms listed in Table I (a and b are constants). 
Since any p-f vector field on R* is, under a change of coordinates, 
exactly one of those listed in Table I, the dynamics of polynomial flows on 
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R* can be completely classified. However, there is no known normal form 
theorem on R” for n > 3. 
This illustrates the relevance of the main theorem. P-f vector fields are 
polynomial, are complete, and have constant divergence. The vector field of 
the Lorenz system has these three properties (see Section 3 of this paper). 
An even though the dynamics of this system are exotic, this does not rule 
out the Lorenz system having a polynomial flow. 
3. PROOF OF THE MAIN THEOREM 
Part of the main theorem is quite easy to prove. The Lorenz system has 
a polynomial vector field with constant divergence -CJ - 1 - p. We prove 
the Lorentz system is complete in the following lemma. Then the rest of 
this section is devoted to proving that the Lorenz system does not have a 
polynomial flow. 
LEMMA 3.1. The Lorenz system ( 1.1) is complete. 
ProojI Let (x(t), y(t), z(t)) b e a solution of (1.1). To prove that (1.1) is 
complete we use the Liapunov function V= px* + ay2 + cr(z - 2~)~ from 
Sparrow [ 131. 
We calculate 
PI= 2px.? + 2oyj + 2a(z - 2p)i 
= 2a( -px* - y* - p(z - p)‘) + 20/&?. 
Thus 
v,< 2app*. (3.1) 
Next we note that (2(z - 2~)’ + 2p*) - (z - p)’ = (z - 3p)* 2 0. Thus 
(z-p)* < (2(z-- 2~)’ + 2p2) and we have 
1Cia2a(-px*)+2(-oy2)-2/?a(2(z-2p)*+2p2)+2opp2 
=20(+x2)+2(-ay*)+4/l(-o(z-2p)*)-2c@p* 
>2a(-V’)+2(-V)+4&V)-2~&*. 
Let b = 2a + 2 + 4& c = 2aflp2 and have 
p+bl’> -c. (3.2) 
From (3.1) we have V(t) < V(0) + 20/?p2t for t 3 0. Since V cannot go to 
infinity in finite positive time, each of Ix(t)l, 1 y(t)/, and [z(t)/ cannot go to 
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infinity in finite positive time. Thus the Lorenz system (1.1) is complete in 
positive time. 
From (3.2) we have 
f (eb’V) = eb’P+ beb’V 
>, -eb’c. 
Thus for t < 0 we have 
V(O)--“V(t)> (ceb’-c)/b 
or 
V(t)<epb’V(0)+ (ceFbf--c)/b. 
Thus V cannot go to infinity negative time. Hence each of Jx(t)l, 1 y(t)\, 
and (z(t)1 cannot go to infinity in finite negative time and the system is 
complete in negative time. Thus the system is complete.’ [ 
Thus the Lorenz system is a complete system and has a polynomial 
vector field with constant divergence. Thus it satisfies the three criteria of 
Bass and Meisters that are easiest to check. 
We now develop some tools for showing that the Lorenz system does not 
have a polynomial flow. Following Arnold [2] we make the following 
DEFINITION 3.1. A diffeomorphism f: R” + [w” is said to be a symmetry 
of V if 
w-(x) V(x) = W(X))> XER”. 
The idea of a symmetry of a differential equation was introduced by 
Lie [7] who used n-parameter families of symmetries to solve differential 
equations (see Olver [12] for a modern treatment). His work lead to the 
development of the theory of Lie groups. However, we will need very little 
from this theory. In the following we present some basic facts about sym- 
metries. While we do not claim that all of these facts are new, the applica- 
tions of symmetries to questions concerning polynomial flows do appear to 
be new. 
Let 9(P) denote the group of diffeomorphisms of R”. When it is clear 
from context we will suppress R” and write 9 instead of S(R’). Let Qv 
’ The proof that the Lorenz system is complete in forward time comes from Sparrow [ 131. 
The proof that the Lorenz system is complete in backward time is due to Meisters [9]. 
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denote the symmetries of V and let .9v = P n 9v denote the p-symmetries 
of v. 
THEOREM 3.1. The set C2,, of symmetries of V is a subgroup of the group 
CS of diffeomorphisms. 
Proof: Note that the identity map is a symmetry of V. Hence 9v is not 
empty. Next, f E 9v implies that for every x E KY 
Df(f-‘(x)) Vf- ‘lx)) = Wf(f -7x))) 
= V(x). 
If I denotes the n x IZ identity matrix, from 
l=D(fof~‘)(x) 
= Df(f -l(x)) Df -l(x) 
we see that Df(f-I(x))= [Of-‘(x)]-‘. Thus 
V(x) =Df(f -l(x)) V(f -l(x)) 
= [Df -l(x)] -‘V(f -l(x)) 
or 
Df -l(x) V(x) = V(f -r(x)). 
Hence f -I E 9”. Next suppose that J; g E 9”. Then for every x E R” 
DUO g)(x) V(x) = Df(g(x)) Dg(x) V(x) 
=Df(g(x))V(g(x)) 
= V(f(g(x))) 
= V((f O g)(x)). 
Hence (f 0 g) E 9v. Thus 9v is a subgroup of 9. 1 
COROLLARY 3.1. The set gv of p-symmetries of V is a subgroup of the 
group .Y of polyomorphisms. 
Proof This follows from the facts that 9’ and $3” are subgroups of 9 
and that Pv=Pn&. 1 
For each x in R” let #X: Z, -+ R” denote the solution of (2.1) where Z,, 
a subset of IL!, is its maximal interval of existence. 
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LEMMA 3.2. Let f be a diffeomorphism of R”. Then f is a symmetry of V 
if and only iffor every x E KY’ we have f 0 4, satisfies 
3=V(y) (3.3) 
on I,. 
Proof First note that for every x E R” 
-$ (f O 4x(t)) = Df(4xCt)) $x(t) 
= W(#x(t)) V(4,(t)), tEIx. 
(*) IffE%, 
%(foB~(t))=~f(($,(t))vO,(t)) 
= V(f(4At))X t E z, 
so f 04, satisfies (3.3) on Z,. 
(G) If for every XER” we havefoq5, satisfies (3.3) on I,, 
w-(4,(t)) V(d,(t)) = f (f O 4,(t)) 
= V(f(4,(t))), tEz,. 
In particular at t = 0 
Df(x) V(x) = V(f(x)). 
Thus f E9”. 1 
THEOREM 3.2. Let f be a diffeomorphism of RF’. Then f is a symmetry of 
V if and only iff 0 4, = dYrcx, for all x E R”. That is, for each x in R’” we have 
1, = Ifcxj and (f 0 4,)(t) = 4,rcxj(t) for all t E 1,. 
Proof (-+) If f 04, = $J(xj, f 04, satisfies (3.3) on Z,. Hence by 
Lemma 3.2, f E 9,,. 
( =s) If f E gv, by Lemma 3.2 both f 0 4, and @f(X) are solutions of the 
initial value problem 
3=v(Y)T Y(O) =f(x). (3.4) 
We must therefore have f 0 4,(t) = drcx,(t) for all t E Z, n ZfCxj. 
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Since ZYcX, contains any interval on which a solution to (3.4) exists, we 
must have Z, c ZfcX,. This argument applies for any x E R” and for any 
f E 9”. In particular, since f ~ ’ E &, we have 
Thus I,,,, = I, and therefore f 0 q5, = q4ytxj for all x E R”. 1 
If V is complete, we write 9$ = (4’: t E R>. Since 4” is the identity and 
for each t and s in IR we have 4’0 4” = df+s = I$” 0 qY, P.. is an abelian sub- 
group of 9. Furthermore, we see that the map t H 4’ is a endomorphism 
of the reals under addition to 9”. 
If H is a subgroup of a group G, we denote the centralizer of H in G by 
C,(H)= {gEG:gh=hg for all ~EH}. 
Note that C,(H) is a subgroup of G. 
THEOREM 3.3. Jf V is a complete vector field, its group &BV of symmetries 
is the centralizer of the group .SV of t-advance maps in the group 9 of dtf- 
feomorphisms. That is, % = C&9$). In particular, since .5EV is abelian, we 
have S$,c&. 
Proof Since V is complete 
fE 9” =-f”4x(t) = 4&t), tER,XER” 
~f”~‘(X)=cuf(X))~ tER,XElR” 
Ofo~‘=qyOf, tell2 
-f~cC,(%). I 
If V is a p-f vector field, the group 9v of t-advance maps is contained 
in the group 9 of polyomorphisms. In this case the group 9v of 
p-symmetries of V is the centralizer of $?v in 9. 
Note that we can generalize the concept of a symmetry to any C’ vector 
field on any finite dimensional C’ manifold. In fact, Arnold [2] defines 
symmetries in this generality. Furthermore, Theorems 3.1, 3.2, and 3.3 and 
Lemma 3.2 have natural generalizations when we take symmetries in this 
context. 
THEOREM 3.4. Let V be a pf vector field on R”, n z 1. Then its group 9” 
of p-symmetries has a subgroup isomorphic to either the reals under addition 
or the circle. In particular 9” is uncountable. 
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Proof: Suppose that V is the zero vector field. Then for each t in R the 
map XI-+ e’x is in Pv. These maps form a group isomorphic to the reals 
under addition. 
Suppose that V is not the zero vector field. Note that V is complete. Let 
K be the kernel of the homomorphism t M 4’ of the reals under addition 
to Fv c 9”. Since V is not zero, Kf R. We claim that K is closed. To see 
this, let {t,,} ,“= , be a sequence in K which converges to t E R” and let x E R. 
Then since t, E K, we have &“(x) = x. Since c,zP(x) = d,( t,) and since solutions 
of (2.1) are continuous, d,(t,) + d,(t) as n -+ co. Thus q5Jt) =x or 
4’(x) = x. Since x was arbitrary, t E K. Thus K is closed and hence is either 
zero or an infinite cyclic group. Therefore R/K is isomorphic to either R or 
the circle. 
In either case R/K is uncountable which implies Fv and 9?v are 
uncountable. 1 
LEMMA 3.3. Let 
P 
P= q 0 r 
be a polynomial symmetry of the Lorenz system 
i=(T(y-xx) 
j=px- y-xz 
i 
0 #O. (3.5) 
i= -pz+xy 
Then deg p = 1, deg q < 2, and deg r < 2. 
Note that in (3.5) we have more allowable parameter values than in 
(1.1). 
Proof: Let 
P 
P= q 0 r 
be a polynomial symmetry of (3.5). Then 
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We rewrite (3.6) as the three equations 
a(Y-x)P.~+(px-Y-xz)P,+(xY-pz)PZ+~P=aq (3.7) 
a(Y--x)q,+(px-y-xz)q,+(xy-pz)q,+q=p(p--r) (3.8) 
a(y-x)r,+(px-y-xz)r,+(xy-fiz)r;+Br=pq. (3.9) 
Note that p, q, and r are all nonconstant (else P is not a diffeomorphism). 
Thus the degree of (p - r) is the same as that of r. 
Recall that taking a partial derivative of a polynomial reduces its degree 
by at least one. Let I= deg p, m = deg q, and n = deg r. From (3.8) we have 
it n = deg p(p - r) 
= deg(a(y - 4 qx + (PX - Y - x-4 qy + (XY - B4 qz + d 
6max{m,m+1,m+1,nz) 
=m+ 1. 
From (3.9) we have 
l+m=deg pq 
=deg(o(y-x)r,+(px-y-xz)r,+(xy-pz)r,+/?r) 
<max{n,n+l,n+l,n} 
=n+l. 
That is, we have the inequalities I + n <m + 1 and I+ m < n + 1. Adding 
these two together gives 21+ m + n 6 m + n + 2 which implies 16 1. Since p 
is nonconstant, I = 1. This implies that 1 + m < n + 1 and 1 + IZ < m + 1. 
Hence n = m. 
We now use the fact that (r #O. Since deg p= 1, the left-hand side of 
(3.7) has degree at most two. Thus q has degree at most two. Since the 
degree of r is equal to that of q, the degree of r is at most two. l 
THEOREM 3.5. The set of polynomial symmetries of the Lorentz system 
(3.5) is 
X -X ioi 11 Y7 -Y . Z Z 
This set is also the group of p-symmetries of (3.5). 
We first establish our notation. Our proof of this theorem will follow 
after a sequence of lemmas. Note that this theorem applies to the more 
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general version of the Lorenz system, the version where the only restriction 
on parameters is 0 # 0. 
Let 
P 
P= q 0 r 
be a polynomial symmetry of (3.5). By Lemma 3.3 there exist constants ai, 
1 Q i<4 such that 
p=a,x+a,y+a,z+a,. (3.10) 
From Eq. (3.7) we have that 
4=(Y-x)P,+(Px-Y-xz)P,/o+(xY-Pz)PZlo+P. (3.11) 
This implies that 
q=6,x+b,y+b,z+h,xy+bSxz+b,, (3.12) 
where 6, = a,p/o, bZ=aI+aZ(l-l/c), b3=a3(1-/3/a), b,=a,/o, 
b, = -aJo, and b, = ad. 
By Lemma 3.3 there also exist constants ci, 1 Q i < 10 such that 
r=c,x+c,y+c,z+c,x2+c,y2+~6~2+~,~y+~s~z+~gy~+~10. (3.13) 
LEMMA 3.4. We have 
pq=a(y-x)r,+(px-y-xz)r,+(xy-pz)r,+j?r (3.14) 
or 
x(a,b,+a,b,)+y(u,b,+u,b,)+z(a,b,+a,b,)+x2(a,b,)+y2(a,b2) 
+z2(a,b,)+xy(a,b,+a,b, +a,b,)+xz(a,b,+a,b, +a,b,) 
+ yz(u,b, + a&) + x*y(a, bJ + x2z(a, b5) +xy2(a2b4) + xz2(a,b5) 
+ w(a,b, + ad,) + (a&J. (3.15) 
is equal to 
X(Cl(B - 0) + C,P) + y(c,o + c2(B - 1)) + x2(c4(B- 2c) + c,p) 
+Y2(c~(B-2)+c,u)+z2(-c~p)+xy(c~+2c~u+2c~p+c,(~-u- 1)) 
+ xz( -c2 - cgu + c,p) + yz(c,u - cg) + x2y(cg) + x’z( -c,) 
+ xy2(cg) + xz2( -cg) + xyz(2c, - 2c,) + c,J. (3.16) 
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Proof Equation (3.14) is (3.9). After plugging in our expressions for p, 
q, and r, the left-hand side of (3.14) is (3.15) and the right-hand side of 
(3.14) is (3.16). 1 
LEMMA 3.5. We have 
-pr=o(y-x)q,+(px-y-xz)q,+(xy-Pz)q,+q-pp. (3.17) 
or 
x(--a,c,,-a,c,)+y(-a2c,,-a,c2)+z(-a3c,o-a,c3) 
+x2(-aa,c,-aa,c,)+y2(-a2c2-aaqc5)+z2(-aa3c3--aaqcg) 
+xy(--a,c,-a2c,-a,c,)+xz(-a,c,-a,c,-a,c,) 
+yz(-a2c,-a,c2-a,c,)+x2y(-a,c,-a2c4)+x2z(-aalcg-ajcq) 
+xy2(-a,c,-aa,c,)+xz2(-aa,c,-aa,c,)+x~yz(-a,c,-aa,c,-aa,c,) 
+ ( -a4cIo) + x3( -a, cd) + y’( -a2c5) + z’( -a3cs) 
+y’z(-a,c,--a,c,)+yz’(-a,c,-a,c,). (3.18) 
is equal to 
4a3(P2b - P/~-p -B + 1)) + x2(a3p/a) + y2(a3) +xy( -a3P/a) 
+xz(-aa,+o2P/o)+yz(-a2)+x2y(-a2/o)+x2z(-aaj/o)+(a4(1-~)). 
(3.19) 
Proof: Equation (3.17) comes from (3.8). After plugging in our expres- 
sions for p, q, and r, the left-hand side of (3.17) is (3.18) and the right-hand 
side of (3.17) is (3.19). 1 
LEMMA 3.6. If a3 = 0, we have 
(1) a,=Ofor all i# 1, 
(2) b,=O for all i#2, 
(3) c;=Ofor all i#3, and 
(4) a,=b,= +l andc3=1. 
Proof Equating coefficients of xz2 in (3.18) and (3.19) gives 
O=a,c,+a,c, 
=a,c,; 
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of yz* in (3.18) and (3.19) gives 
0 = u2c6 + a3cg 
= a2c6. 
Since p is not constant and a3 = 0, at least one of a, and a2 is nonzero. 
Hence cg = 0. 
Equating coefficients of x2z in (3.15) and (3.16) gives 
c7= -u,b, 
=a,a,lo; 
of x*y in (3.15) and (3.16) gives 
c8=a,b, 
= a,a3/a 
=o: 
of xy* in (3.15) and (3.16) gives 
cg=a2b, 
= a2a,/a 
= 0. 
Next, equating the coefficients of x3 in (3.18) and (3.19) gives 
O=u,c,, 
of y3 in (3.18) and (3.19) gives 
0 = a2c5. 
Thus one of the four pairs 
(a1 3 a*), (4, CA (cd, a2h (63 c5) (3.20) 
must be (0,O) (we have actually already ruled out (al, a*) as a possible 
candidate for “zeroness”). If (a,, cg) is zero, equating coefficients of xyz in 
(3.15) and (3.16) gives 
2(c6 - c5) = a, 6, + a-, 6, 
Or 
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which implies that a2 = 0. If (c,, c5) is zero, equating coefficients of xy2 in 
(3.18) and (3.19) gives 
O=a,c,+a,c, 
=a,a:/a; (3.21) 
of X*JJ in (3.18) and (3.19) gives 
a2ja=a,c7+a2c4 
= afa2/6 
or 
a,(1 -a+o. (3.22) 
Equation (3.21) implies a, = 0 or a, =O. But a, =0 along with (3.22) 
implies that a2 = 0. Thus if any pair listed in (3.20) holds, we must have 
a2 = 0; since one pair must be zero, we do have a, = 0. Since c, = a, aJo, 
we have c,=O. 
Equating the coefficients of xy2 in (3.18) and (3.19) gives 
O=a,c,+a,c, 
or 
O=a,c,; 
of x3 in (3.18) and (3.19) gives 
O=a,c,. 
Since p cannot be constant, we must have a, # 0. Thus we have c4 = c5 = 0. 
Equating coefficients of x2 in (3.18) and (3.19) gives 
a,pla = -a, c, - a4c4 
or 
of xy in (3.18) and (3.19) gives 
a3Blo=alc2+a2c1 +a4c7 
or 
O=a,c,. 
Again since a, # 0, we must have c1 = c2 = 0. 
400 BRIAN A. COOMES 
Equating coefficients of x in (3.18) and (3.19) gives 
O=a,c,,+a,c, 
or 
O=a,c,, 
which implies that c,~= 0. Equating the constant terms of (3.15) and (3.16) 
gives 
or 
o=a;. 
Therefore a4 = 0. 
Summarizing, we have shown, assuming a3 = 0, that we must have 
a,=a,=a,=O 
b,=b3=bq=b5=b6=0 
c1=c*=c~=c5=c~=c7=c*=cg=c,o=o. 
Equating the coeffkients of xy in (3.15) and (3.16) gives 
c,+2c,a+2c5p+c,(j?-o-l)=a,b,+a,b,+a,b, 
or 
c,=aT. 
Equating the coefficients of xz in (3.18) and (3.19) gives 
a,-aa,p/a=a,c,+a,c,+a,c, 
or 
a, =a:. 
Thus a, = +l (a, cannot be zero). Hence we have 
a,=b,= fl 
c,=l. 1 
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LEMMA 3.7. We have a3 = 0. 
Proof Equating the coefficients of x2z in (3.15) and (3.16) gives 
c, = -a, 6, 
= ala21a; 
of x’y in (3.15) and (3.16) gives 
c,=alb4 
= a,a,/o; 
of xy2 in (3.15) and (3.16) gives 
c9=a,b, 
= aza,/a; 
of z2 in (3.15) and (3.16) gives 
-cs/3=a,b, 
=a:(1 -B/O); 
of y2 in (3.15) and (3.16) gives 
c5@ - 2) + c70 = a2b, 
or 
c&?--2)=a,b,-c,a 
=a,a,+a:(l-l/o)-a,a, 
= a;( 1 - l/a); 
of yz in (3.15) and (3.16) gives 
or 
c80-ccg=a2b3+a,b, 
ala3 - a2a3/a = a2a3( 1-/3/D) + a, a3 + a2a3( 1 - l/a) 
which implies that 
0 = a,a,(2 - /?/a). 
(3.23) 
(3.24) 
(3.25) 
505/82/2-13 
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Equating coefficients of xyz in (3.15) and (3.16) gives 
2(c, - c5) = a,b5 + a,b4 
= (a: - a:)/a. 
If p = 0, (3.23) implies 
O=a:. 
(3.26) 
Hence a3 = 0. 
If p= 2a (so p#O), equating the coefficients of xyz in (3.18) and (3.19) 
gives 
O=a,c,+a,c,+a,c, 
=a,a,a,/o+a,a,a,/6+a,a,a,/a 
= 3a,a,a& 
which implies a, a,a, = 0. Equating the coefficients of xz in (3.15) and 
(3.16) gives 
-c2-c80+c9p=a,b, +a,b, +a,b, 
which implies 
c2= -c,o+c,p-a,b,--a,b,-a,b, 
= -a,a,+a,a,p/a-a,a,(l-P/a)-a,a,p/o+a,a,Jo 
= ala,(j3/a - 2) + a2a4/o 
= aza4/a. 
Equating the coefficients of y in (3.15) and (3.16) gives 
c,o+c,@-l)=a,b,+a,b, 
or 
cl = (a,& + 4, + c2(l - B))lo 
= (a2a4 + ala4 + aza4(1 - l/o) + a,a4(1 - /Q/0)/0 
= (a24 - B/o) + ala,)/0 
= a, ad/a; 
of xy in (3.18) and (3.19) gives 
a3fl/o = alc2 + azcl + a4c, 
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or 
2a, =a,aza,/a+a,a,a,/a+ ala2a4/6 
= 3a, a,a,/a. (3.27) 
Since a, a2a3 = 0, one of a,, a,, and a3 must be zero. If a3 = 0, we are done. 
If a1 or a, is zero, (3.27) implies a3 = 0. 
If p=2, by the argument in the preceding paragraph we may assume, 
without loss of generality, that (T # 1. Thus by (3.24) 0 = a:( 1 - l/a) which 
implies a2 =O. Equating the coefficients of z3 in (3.18) and (3.19) gives 
0 = a3c6. If a3 = 0, we are done. If cg = 0, from (3.26) we have 
2(c, - c5) = (a: - a:)/0 
or 
c5 = -a:/2c. 
Equating the coefficients of y2z in (3.18) and (3.19) gives 
O=a2c9+a3c, 
= -a:/20 
which implies a3 = 0. 
If /? # 0, B # 2, and p # 20, we may rewrite (3.23) as 
1 -D/u -c,=a:--- 
P 
= a:( l/j? - l/o). 
We may rewrite (3.24) as 
1 - l/a 
c5 = a: - 
p-2. 
Plugging into (3.26) gives 
2[-a2,(1/P- l/a)-a:(1 - l/a)/(/?-2)]=(a:-a:)/a 
or 
.;a-2aca2 20-P 
Da 2 a@-2)’ 
(3.28) 
404 BRIAN A. COOMES 
Since /I # 20, Eq. (3.25) implies that a2 =0 or a3 =O. Equation (3.28) 
implies that if one of a2 and a3 is zero, so is the other. Thus a3 = 0. 1 
Proof of Theorem 3.5. If 
P 
P= q 0 r 
is a polynomial symmetry of (3.5), by the preceding lemmas 
P=(:) or P=( :;). 
One checks that both of the above maps are polyomorphisms and both are 
symmetries of (3.5). Hence these two maps make up the entire group of 
p-symmetries of (3.5). 1 
Theorem 3.5 provides us with a proof that the Lorenz system does not 
have a polynomial flow. Recall that Theorem 3.4 ensures us that the group 
of p-symmetries of a p-f vector field is uncountable. Since the Lorenz 
system’s group of p-symmetries contains only two elements, the Lorenz 
system does not have a polynomial flow. Thus we have proved all 
statements made in the main theorem. 
4. EXAMPLES 
In this final section we will construct a class of examples of polynomial 
flows on [w”. We will also give an example of a vector field on [w’. This 
vector field is complete, polynomial (in fact, quadratic) and has constant 
divergence. Yet, at present, it is unknown whether this system has a poly- 
nomial flow. 
First, our examples of polynomial flows on [w”. Consider the n-dimen- 
sional initial value problem 
i1= alYl+ BY Yl(o)=xJ 
32 = U2Yl +f2(Ylh Y2(0) =x2 
: i 
~,~iEIWfor l<i<n, 
fi polynomial in yl , . . . . yi- 1 
for2<i<n. 
J;” =anY”+f,(Yl,...,Yn~l), Y”(O) = XJ 
(4.1) 
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Bass and Meisters [3] show that (4.1) has a polynomial flow. They do this, 
after ordering the equations from top to bottom and solving the equations 
in this order, by noting that the solution of the ith equation is polynomial 
in x,, . . . . xi. 
As a particular example, note that the equation 
i= -ax 
p=px-y-x2 
i= -pz+xy I 
(4 Y, z) E R3, 6 P, BE R 
which, in appearance, is quite similar to the Lorenz system, is of the form 
(4.1) and hence has a polynomial flow. 
We can now use the class of initial value problems of the form (4.1) to 
construct a larger class of examples of polynomial flows. As we noted in 
Section 1, if P: R” + R” is a polyomorphism and the initial value problem 
3 = V(Y)? Y(O) =x (4.2) 
has a polynomial flow, under the change of coordinates y = P(u) the new 
initial value problem 
d = X(u), u(0) = IA (4.3) 
has a polynomial flow. To see this, note that if &t, X) is the flow associated 
with (4.2), the flow associated with (4.3) is given by 
$(t, u) = p-Y$w, P(u))) (4.4) 
and note that the right-hand side of (4.4) must be polynomial in the com- 
ponents of 24. 
This new class of pf vector fields may seem to be an uninteresting extension 
of those of the form (4.1) until one realizes that a polyomorphism change 
of coordinates can greatly complicate simple examples. 
EXAMPLE 4.1. Under the polyomorphism change of coordinates 
(Y,,Y2)=(~,+~:,2~2+(u,+~:)5) (4.5) 
with inverse 
(UIY Uz)=(Y1 -(Yz--Y:)~/% (YZ-Y:)/~) (4.6) 
the initial value problem 
Ij=y,, Yl(o)=xl 
P2=2y27 Y,(O) =x2 
(4.7) 
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becomes 
44 (XI, x2)) = (xle’, x2e2’) 
ti, = II, + u: - 3l$40, - 3(u, + $)5)/2, 
d, = 2v* - 3(u, + u35/2, 
with flow 
(4.8) 
VI(O) = u1 
GO) = u2 
(4.9) 
$(t, (ul, u2)) = ((ul + u:) e’- ((2~4~ + (ul + u:)‘) e*‘- (uI + ~4:)’ e5r)3/8, 
(2u2 + (24, + u:)‘) e*‘/2 - (24, + ~42)’ e5’/2). (4.10) 
Proof. Solve (4.7) to get (4.8). Derive (4.9) using (4.5), (4.6), (4.7), and 
the chain rule. Derive (4.10) using (4.5), (4.6), and (4.4). 1 
We end this paper with a new flow to investigate. 
QUESTION 4.1. Does the system 
R= -Y 
j=x+&Z 
i= -&Y 
1 
(x, y, z, E, 0) E IF 
PER 
(4.11) 
E’=CJ 
6 = --E + B(x + EZ) 
which is complete and has a polynomial vector field with constant divergence, 
have a polynomial ji’ow? 
This system arises in nonlinear optics. It is a reduction of the coupled 
Maxwell-Bloch equations. See Allen and Eberly [ 1 ] or Nath and Ray 
Clll- 
To see that this system is complete, note that the function 
V=(xZ+y*+(z+j3)*+E2+(~-~y)2)/2 
is constant along solutions. That is, if (x(t), y(t), z(t), s(f), a(t)) is a 
solution of (4.11), we have 
~=xi+yyzi+(z+~)i+&6+(u-~y)(~-~p) 
= -x,v + y(x + EZ) i- (z + B)( --Ey) + EU 
+ (I7 - j?y)( --E + /?(x + EZ) - p(x + EZ)) 
= 0. 
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Thus each of 1x1, (~1, (zJ, and I&( are bounded and hence cannot go 
to infinity in finite (negative or positive) time. Since y is bounded, jcrl is 
bounded and hence cannot go to infinity in finite time. Thus the system is 
complete. 
The vector field is polynomial and a quick calculation shows that its 
divergence is zero. At present, however, we do not know whether this 
system has a polynomial flow. Attempts to get a bound on the degrees of 
its p-symmetries have been unsuccessful. 
Finally, I thank the person who refereed this paper for offering many 
suggestions that helped greatly to improve it. 
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