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Abstract 
This dissertation was written as a part of the MSc in “Mobile and Web Computing” at 
the International Hellenic University, Thessaloniki, Greece.  
Nowadays, social media has noted as a type of online communication where people and 
organizations connect online to share information, thoughts and ideas. Because of its 
speed and reach, ease of use, social media influence various topics that range from the 
politics and environment to entertainment and the technology industry. Examples in-
clude Facebook, Twitter, LinkedIn etc. 
An important part of our information-gathering behavior has always been to find out 
what other people think, thus as mentioned above with the growing availability and 
popularity of social Media, people now can make use of information technologies tech-
niques to seek out and understand the opinions of others through their posts. 
Techniques like Data Mining, Machine Learning, Sentiment Analysis will be introduced 
for the purpose of this thesis to classify opinions into sentiment states. 
Sentiment is a plain concept, simple to understand. It’s just a feeling or emotion, an atti-
tude or opinion. On social media, the sentiment can be seen in the tone or emotion of 
user's posts. Usually that kind of analysis group different sentiments or feelings into 
positive, negative, or neutral categories.  
The target of this dissertation is to use one of the most famous social media platforms 
(Twitter) to extract sentiment information (happiness) about the users, performing text 
mining techniques on tweets. We will focus on sentiment analysis of users for the states 
of America. After the classification, data analysis will be produced using Business Intel-
ligence tools to query them using various dimensions trying to justify the results and 
probably identify factors that influence this emotional state. 
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1 Introduction 
Nowadays vast volume of data produced through the network by various sources and 
via diversity formats, from organizations and multimedia to everyday internet individu-
als at daily basis. This availability of information has been utilized form different pro-
fessions to predict outcomes (politician’s campaigns), explain social phenomena (sui-
cide rates, public protests) or benefit (identify market trends and products) from such 
datasets.  
Moreover, for this paper we targeting to data produced from social media. For this pa-
per, Twitter is utilized, that is a charge-free social networking service that permits 
members to broadcast short posts called tweets to the world upon registration, with the 
anticipation that these posts are beneficial and interesting to someone, in other words, 
microblogging. 
A sufficient dataset sample of tweets will be gathered using the appropriate API service 
that is available and then text mining techniques will be applied upon its content to ex-
tract sentiment information and group each one at the fitting classification of happiness. 
Various keywords were introduced, like text mining and sentiment analysis, so some 
initial clarification is in order. 
Data Mining, also known as well as Data Analysis is the procedure that examine big 
collection of unstructured written resources (e.g. Twitter posts, a collection of scientific 
papers, film reviews) in order to extract new knowledge, and to alter the unstructured 
text into structured one for further investigation depending on the focus and the interest 
of whomever conducting the analysis. 
Sentiment Analysis or opinion mining is the method of defining whether a piece of writ-
ing text can be categorized as positive, negative or neutral. In essence, it is the process 
of determining the emotional tone behind a series of words, used to gain an understand-
ing of the attitudes, opinions and emotions expressed within an online mention. A 
common use case for this technology is to discover from social media posts how people 
feel about certain topics. 
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Saying all the above, the technologies and methodology roadmap for the purpose of the 
paper as well as the structure of the document is as follows: 
Technologies-tools applied: 
Collection and Storage of Data 
• Twitter API 
• MySQL Database 
Data Mining (Sentiment Analysis) 
• Spark engine using the Scala API 
• Data Mining Algorithms 
Transformation of Data and Produce Reports and Results 
• Business Intelligence tools (QlikSense visualization) 
 
Roadmap for each Chapter: 
Chapter 2: Literature Review 
• Social Media 
o The Impact of Social Media. 
o What is Twitter and why it has been chosen. 
• Big Data 
o What is Big Data. 
o What is Big Data Analytics. 
o Data warehousing Techniques and tools. 
• Data Mining  
o What is data mining  
o Data mining techniques and algorithms 
o What is sentiment analysis. 
• Choose the Right metrics for dimensions 
o Chronological 
o Geolocational 
o Demographic 
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o Economical 
o Human Development 
Chapter 3: Case Study 
• Data Collection 
   Either with the use of open datasets or using the twitter API and an Interface 
   for  extraction. 
• Data Storage 
   Use of a database (MySQL) for storing the extracted data, or Spark HDFS if 
   the data increase exponentially. 
• Data Mining 
   Use of Spark and Scala for text mining tools, utilizing various classification 
   algorithms. 
• Data Transformation  
   Applying ETL techniques for constructing OLAP cube and the appropriate 
   dimensions for the Data Warehouse. 
• Creating data analytics and reporting  
   Using a BI tool (QlikSense) to produce queries for analyzing the produced 
   results. 
Chapter 4: Results 
• Interpretation of the results from a socio–political point of view 
Chapter 5: Conclusion 
• A summary of the main points of the dissertation.  
• Future Work. 
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2 Background 
2.1 Social Media 
Media is not something new as a concept, it has been around for generations and gener-
ations since the evolution of human race. Actually, in a sense it's been here for thou-
sands of years. Examples are as follows demonstrates this argument: 
• The Postal Service (Persia 550 B.C.) 
• The Telegraph (France 1972) 
• Newspapers 
• The Telephone (1890) 
• The Radio (1891) 
• The Television (1926) 
• Email (1966) 
Traditional media list that was mentioned above are simply to indicate broader samples 
of media exists, however do not be mistaken into thinking that any of the elements of 
that list is part of social media as we tend to know it today. At least not quite yet entire-
ly since some continues to evolve (mobile phones, Smart TVs). Social media does not 
simply offer you info, however interacts with you whereas supplying you with that info. 
This interaction may be as straightforward as soliciting for your remarks or holding you 
vote on a piece, or it may be as advanced as for instance recommending movies or 
songs. 
 
Think of regular media as a one-way street wherever you'll be able to scan a newspaper 
or hear a report on TV, however you've got limited ability to convey your thoughts on 
the matter. Social media, on the opposite hand, may be a two-way street that provides 
you the flexibility to communicate as well. Let's consider for a moment the means that 
is being used for this concept to become possible. 
We are referring to the growth of the Internet and of course the evolution of the devices 
used in order to penetrate it. 
Only in a few years’ time, the Internet has become a very powerful platform that has 
modified forever the approach we do business, and also the way we tend to communi-
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cate. The Internet, as no alternative communication medium, has given a globalized di-
mension to the world.  
The following charts demonstrating the growth of global internet usage (picture 1) as 
well as the Internet users worldwide measured until June 2018 (picture 2) by region giv-
ing a big picture about the numbers we are dealing nowadays. 
 
 
picture 1. 
 
picture2. 
 
As of July 2018, 55.5% of the world's population has internet access. The International 
Telecommunication Union estimated that by the end of 2017 about 3.3 billion people, or 
almost more than half of the world's population, would be online.  
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Of them, almost 2 billion would belong from developing countries, plus 89 million from 
least developed countries (picture 3). 
 
 
picture 3. 
 
This survey additionally states that because of the convenience and continuous access 
provided by mobile devices, particularly smart phones, 93% of users especially of 
younger ages report going online every day, including 24% who claims they go online 
"almost constantly". 
More than half (57%) of the above users (defined for the purpose of the current report 
as those ages between 13 and 17) are online several times a day, and 12% report once-a-
day use. Just 6% states going online once per week, and only 2% that goes online less 
often. 
It seems that the most active and frequent internet users amongst them are African-
American and Hispanic teenagers than white teens. Among African-American teens, 
34% report that are online "almost constantly" and the same for 32% of Hispanic teens, 
whereas only 19% of white teens go online that usually (picture 4). 
 
  -13- 
 
picture 4. 
Two things, have marked internet evolution recently: the social media and mobile tech-
nology. These two innovations have modified the means individuals use the web. With-
in the social media individuals have found a replacement way to communicate. Mobile 
technology, on the opposite hand, has created an easy way to reach the web, increasing 
the amount of web users all over. 
Thus, as we stated much of this delirium of access the internet is being facilitated by 
mobile devices as the primary mean. In our time the pace of revolution in mobilization 
of devices is accelerating. Especially, the development of mobile phones technology has 
played a significant part in shaping the way of accessing the internet.  
Across the globe, mobile phones dominate in terms of total time users spent online. Ac-
cording to Zenith’s Mobile Advertising Forecasts 2018, in 52 key countries* 67% of 
individuals will own a Smartphone, increased from 64% in 2017 and 59% in 2016. Mo-
bile devices (e.g. smart phones and tablets) are nowadays the primary means for access-
ing the internet by most of the users, and will account for 73% of time spent using the 
internet in 2018, raised from 70% in 2017 and 65% in 2016. The survey states that mo-
bile internet use has been doubled since 2011, when the percentage was 36% of all in-
ternet use. The estimate is that by 2019, expected it to account for 76% (picture 5). 
 
[*The 52 countries included in this report are Canada, China, Colombia, Czech Republic, Denmark, Ecuador, Estonia, Finland, 
France, Germany, Argentina, Australia, Austria, Belarus, Belgium, Bosnia-Herzegovina, Bulgaria, Greece, Hong Kong, Hungary, 
India, Ireland, Israel, Italy, Japan, Latvia, Lithuania, Malaysia, Mexico, Netherlands, New Zealand, Norway, Pakistan, Peru, Phil-
ippines, Russia, Serbia, Singapore, Slovakia, South Africa, South Korea, Poland, Portugal, Romania, Spain, Sweden, Switzerland, 
Taiwan, Thailand, Ukraine, the UK and the USA, representing 65% of the world’s population.] 
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picture 5. 
 
African-American youngsters have the higher percent of owning a smart phone, with 
85% of them having access to one, in contrast to both white and Hispanic with 71%. 
Thus, mobile phones of the latest technology have become the primary tool especially 
for teens in order to surf the web. 
Furthermore, the not so far away future will introduce new devices utilizing the upcom-
ing technologies of VR (Virtual Reality) and AR (Augmented Reality) bringing the 
online socializing to hall new era. 
So, bearing in mind all the above we realize that we face a daily reality such that tech-
nology in that sector is quick pacing making extremely easy of accessing via internet all 
kind of social media and applications like Facebook, Twitter and Instagram. With 96% 
of users utilizing these means for accessing the Internet and 81% of them have an active 
social life via these applications and web sites, it is essential to comprehend the out-
comes that emerge when using these social media. 
But let's get a bit deeper to the concept of Social Media and the most well-known plat-
forms exists and examine the impact they bring to everyday user and society. How peo-
ple make use of it or do business with it and why Twitter was chosen for the purpose of 
this paper. 
So, what is social media. Social media is the group of online communication infrastruc-
tures devoted to community-based input, interaction, content-sharing and collaboration 
between users. Such channels are websites and applications that are designed to let peo-
ple sharing content quickly, efficiently, and in real-time. The introduction of social me-
dia initiates a new way in people’s communication.  
Its most notable characteristics include the easiness with which information is commu-
nicated, the accessibility of images and photographs available, and the amount of ideas, 
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opinions, and content that is shared. Since their first introduction, social media has in-
creasingly gained popularity and is expected to continue to raise for the near future. So 
why people share information? 
A recent study by New York Times revealed the motivations that participants claimed 
for sharing information on social media. These include a desire to reveal valuable and 
entertaining content to others; to define themselves; to grow relationships or develop 
romantic affairs and lastly to promote products or services to their online audience. 
 (picture 6). 
 
 
picture 6. 
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Such an exposure has of course pros and cons, so let's examine some of them.  
 
Pros of Social Networking 
Worldwide connectivity and socializing, is what social networks are all about. Social 
networks can not only encourage the growth of new relationships but also allow people 
to build up and preserve existing ones, a key factor in social life. Also, building such 
connections can help with a range of things, for example: 
• Finding romance 
• Locating assistance 
• Sharing political beliefs 
• Receiving support from like-minded individuals 
• Making or receiving career or personal advice 
• Seeking a new job 
• Getting and giving product and service referrals 
• Accessing news continuously and in real time 
Social networks can be seen as an educational tool. Whether if somebody wants to dis-
cuss schoolwork or research an unknown topic, social networks can become a tool for 
this. It can even offer a platform for colleges to create on-line resources like blogs to 
answer potential queries, and interact with students on an academic level. 
Share content on websites or on a private web blog. This content will vary from creating 
art, sharing music preferences up to storytelling. This is a form of self-expression and 
allows users to be creative and connect with others online with identical interests. By 
sharing content allows people to increase their collective self-esteem via communi-
cating with others from all around the world. This is common particularly with people 
who would usually find face-to-face situations overwhelming and uncomfortable. Sug-
gesting that social network can increase social life for people who may feel unable to 
make friends. 
Last however not least for general joy and delight. We have to confess that social net-
working is just plain fun generally. Many people turn to it when they want to take a 
break at work or simply need to relief day's stress when in home.  
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Cons of Social Networking  
It’s addictive. Specialists have not been in complete agreement on whether internet ad-
diction is a disorder of our time, however ongoing follow-up studies found that when 
individuals stop social networking for a long period of time, they also experience small 
yet quantifiable physiological impacts. 
Privacy issues. With such a lot of sharing happening, problems over privacy can perpet-
ually be an enormous concern. Regardless of whether it's an issue of social sites owning 
your content after it's posted, turning into a target upon sharing your geographical 
whereabouts online, or even getting in trouble at working environment after comment-
ing or tweeting something improper either for yourself the company or a colleague. 
Cyber bullying and violations against minors, utilization of social networks could ex-
pose people to different types of molestation or even inappropriate contact. This can be 
particularly valid for teenagers and kids. So, the digital age originates a social phenom-
enon called cyber bullying or cyber stalking. It is often occurred against teenagers and, 
dissimilar to traditional bullying, it is not limited just to physical interaction. This kind 
of bullying can happen twenty-four hours on a weekly basis. 
It's a time waster, a report posted on Forbes magazine states that 89 % of responders’ 
employees confessed of wasting significant working time on social media during the 
day. 
2.1.1  The Impact of Social Media 
Social media is being utilized in manners that shapes politics, business, world culture, 
education, professions, originality, progress and so much more. Some ways of the im-
pact of social media in different fields summarized as follows: 
The Effect of Social Media on Politics 
In contrast to alternative media exists, social media’s impact in political campaigns has 
considerable increased. Social networks play more and more a significant role in elec-
toral. An article of The New York Times claims that: "The election of Donald J. Trump 
is perhaps the starkest illustration yet that across the planet, social networks are help-
ing to fundamentally rewire human society".  
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Since social media allows individuals to converse with one each other without limita-
tions, they are serving of creating surprisingly influential social organizations among 
marginalized groups since social media audience members are to great extent passive 
and naive consumers. One challenge is that rebellious teams have begun to work out 
social media as a major organizing and recruiting instrument. 
Social Media impact on Commerce 
The growth of social media implies it is unusual of finding an organization that does not 
attain its customers and prospects through such channels. Large corporations are in-
creasingly utilizing social media monitoring tools to monitor, track, and examine online 
discussions on the Web about their brand name or products or about related topics of 
interest. Thus, businesses have realized social media can be used in order to generate 
insights, stimulate demand, and create targeted product offerings, having as a result of 
managing to connect with customers and build revenue (picture 7). 
 
picture 7. 
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The Effects of Social Media in hiring 
In our time employers scan job candidates' social media profiles as part of the employ-
ing and recruitment process. An ever-increasing number of managers make their em-
ploying choices based on information found on social media. Professional social net-
works for example, LinkedIn are vital platforms for anybody looking to stand out in 
their profession. 
The Impact of Social Media on Society 
More than 75% of the world’s population is currently registered and active on Face-
book. Since social networks feed off communications between individuals, they turn out 
more powerful as they develop. Thanks to the web, people with marginal views find out 
that are not isolated anymore and could share their common beliefs with one another via 
related social platforms. With the absence of social media, social, moral, environmental 
and political issues would have minimum or zero visibility to the mass population. 
Hence, increased visibility of such issues helped of shifted the balance of power from 
the hands of a few to the majority. 
Social Media and law enforcement agencies 
Police departments additionally use social media sites to solicit public support in report-
age crime. It's a known fact that social networking equips officers with new tools to aid 
them in crime solving. Is highly valuable the ability to trace and gain insight into a sus-
pect's state of mind, just by the observation of their posts. As a result, that such a signif-
icant number of people now have such substantial online existences, investigators can 
gain new tips and insights into crimes committed in their territories.   
Locating People Who Need Help  
Not solely will police utilize these channels to unravel crimes, however they will addi-
tionally use them to assist missing, at risk or troubled minded and sick individuals. 
What users post on their accounts will usually give useful insight for their mental state 
as well as their objectives. These social platforms can even offer enforcement officers 
necessary hints on wherever runaways or sick individuals that are in distress could also 
-20- 
be headed. Investigating posts, likes, friends lists and comments, police can establish a 
realistic indication of their whereabouts. 
2.1.2 Social Media Platforms 
Websites and applications dedicated to social networking, micro blogging, social 
bookmarking, forums and wikis are among the diverse kinds of social media. Let's take 
a quick tour through some prominent examples of such platforms (picture 8).  
 
picture 8. 
 
 
 
  -21- 
Facebook 
Facebook is considered as the standard social networking communication that enables 
enlisted users upon creating profiles to transfer photographs and video, send messages 
and stay in contact with their connected network. There is basically no getting around 
the first ever created social network once debating about the pioneers of social media, 
even the growth of the latest competition over the past few years has done very little to 
affect the market leader’s exclusivity.  
Twitter 
Twitter considered as a free micro blogging service that allow enlisted members to 
broadcast short posts referred to as tweets. These members can broadcast their tweets 
and follow other member’s tweets. As indicated by recent estimations, there are approx-
imately 710 million Twitter users. Of these, roughly 360 million are active ones. One of 
the greatest challenges regarding in getting someone his message across on this plat-
form has to do by utilizing Twitter’s design of hash tags and also try to get to the point 
of the matter since the platform have a restriction of limited number of characters al-
lowed to used (280). 
LinkedIn 
LinkedIn considered as a social networking site structured explicitly for the business 
area. The objective of the website is to permit enlisted members to set up and document 
networks of people they are recognizable and trust professionally. Here, is not required 
for users to share personal data, and they can rather concentrate exclusively on busi-
ness-related issues, LinkedIn hosts a decent 332 million total users. 
Instagram 
With about 350 million active users, Instagram, a micro blog for photographs and re-
cordings is amongst the foremost well-known social networks presently on the social 
market. Also, while it’s possible making use of alternative platforms as well to share 
photos and videos like Facebook or Twitter, Instagram has its own distinctive dynamic 
that is focused primarily on photos. The application offers innumerable photo altering 
features and posts are classified with the utilization of hashtags as well. 
-22- 
 
Pinterest 
Pinterest considered as a social platform for sharing and classifying pictures found on 
the web. Several make use of the application as a foundation of inspiration and creativi-
ty for topics regarding way of life, fashion, and travel. Pinterest is a sort of virtual an-
nouncement board and doesn’t entirely bound to the sense of mainstream social net-
works. According to estimates, there are roughly 150 million users of the platform.  
 
By comparing the above platforms in terms of audience penetration (picture 9), average 
time spent (picture 10), age and gender (pictures 11, 12) and engagement (picture 13) 
it's easy to conclude that Facebook dominate the market.  
 
picture 9. 
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picture 10. 
 
 
 
 
picture 11. 
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picture 12. 
 
picture 13. 
For the purpose of this paper amongst the various social media Twitter platform was 
chosen as the data feed for mining and sentiment classification. Let's have a closer view 
of that media and discuss why it is our choice. Twitter and "tweeting" is the notion of 
spreading daily short burst messages to the digital world, and have the expectation that 
these messages are helpful and intriguing to somebody. In other words, microblogging 
that right now considering the most extensive one for that kind of service on the social 
market. Twitter is all about finding interesting individuals in the digital world and fol-
lowing their views, thoughts and opinions for as long as these are exciting for us. 
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Some of the differences with alternative social media like Instagram and Facebook are 
as follows: 
• Twitter legacy is not depending on pictures and videos but mainly in textual 
context. Thus, making it an ideal candidate for text mining.  
• Twitter's default settings are public. Dissimilar LinkedIn or Facebook, where 
members need to approve or reject social connections, anybody can be followed 
or follow on public Twitter, so it can supply us with enormous number of da-
tasets without restrictions.  
• In addition to its relative innovation, its big attraction is how quick and search-
friendly it is, anyone can easily track thousands of interesting tweeters, and read 
their content in a spot. 
In order to weave tweets into a discussion thread or attach them to a general subject, 
members can add hashtags to a keyword in their post. The hashtag, which has the roll of 
a meta tag, is expressed as # keyword. 
Twitter utilizes a specific message size restriction to keep searches fast and friendly. 
Each tweet entry is restricted to 280 characters or fewer. This size limit encourages the 
focused and smart utilization of language, making tweets easy to scan, and furthermore 
very challenging in order to write in a legitimate way. This size limitation has truly 
made Twitter a preferred social instrument for text sharing. 
Last however not least, Twitter offers sophisticated API services for software engineers 
that make it easier to accumulate data. The platform offers the possibility to download 
tweets by giving plain requests to its API. The queries that will retrieve data can be cus-
tomized making the possibilities that one have for making requests unlimited.  
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2.2 Big Data 
2.2.1 What is Big Data 
Big Data is the term that concludes to the large volume of unstructured and structured 
data that are grouped and gathered from a business on a daily basis schedule. It is also a 
term used to refer to data sets that are mainly too advanced and in greater amount for 
usual data processing application software to sufficiently handle.  
Big data was originally associated with three key concepts:  
• volume  
• variety 
• velocity  
Other concepts later attributed with big data are veracity like how much noise is in the 
data and value. 
By using the term data sets we have tendency to discuss with a group of information 
that typically corresponds to the contents of one applied mathematics data matrix 
or one information table within which every and each column of the table represents a 
specific variable and each row displays a given variety of the info set in question. the 
info set lists values for each variable, like weight associate degreed height of an ob-
ject, for every member of the info set. Those values are thought-about as information. 
Data set might comprise data for one or additional members, adore the quantity of rows. 
The term knowledge set may additionally be used additional loosely, to discuss with the 
info during an assortment of closely connected tables, adore a specific experiment or 
event. Less used names for this sort data sets are knowledge corpus and data stock. 
But this is often not the only case for large data, it doesn't represent solely info gathered 
in great amount. primarily it is what firms do with the info that matters. Huge 
knowledge is often analyzed for insights that may contribute to strategic business moves 
and smarter choices. The importance of massive knowledge doesn’t need to do 
with what proportion knowledge are hold on, however they're visiting be used what you 
are doing with it. you'll gather knowledge from any supply and analyze it to search out 
answers that may change value reductions, time reductions, new market research and 
development and optimized offerings additionally to good move creating.  
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By combining huge knowledge with high-powered analytics, somebody is able to 
do business-related tasks like crucial key points and causes of fail-
ures, computation of the complete risk portfolios during a matter of your time, defects 
in real time, generating coupons at the purpose of sale supported the custom-
er’s shopping for habits and sleuthing malicious and deceitful behavior before it affects 
one’s company or business. 
The Big data challenges can be categorized:  
• Capturing data 
• Data storage 
• Data mining 
• Data Sharing 
• Data transmission 
• Search 
• Transfer 
• Visualization 
• Querying 
• Updating 
• Information privacy 
• Data source 
Analyzing the most important of those categories can reveal more detailed the big data 
challenges and techniques used to extract those data, to deal and handle with them. 
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2.2.2 What is Big Data Analytics 
Big data analytics refers to the technique of analyzing massive amounts of information. 
This vast amount of data accumulated from a wide diversity of sources, like videos, so-
cial net-works, sensors, digital images and sales transaction records. The point in ana-
lyzing all this information is to reveal associations and patterns that might otherwise be 
undetectable, and might give valuable insights to its creators. Through this insight, 
businesses can make better business decisions. 
Big data analytics permits information professionals as well as a variety of other users 
to investigate extensive volumes of transaction data and other data sources that custom-
ary business frameworks would be not able to undertake. Conventional frameworks 
may fail since they're unable to analyze as many data sources and in such large vol-
umes. 
Nowadays sophisticated software programs are utilized for big data analytics, since the 
unstructured data used in big data analytics may not be appropriate for conventional da-
ta warehouses any more but this is not the case for the current paper. 
 
2.2.3 Data warehousing Techniques and Tools 
What is a DW? 
A data warehouse is constructed by integrating data from multiple assorted sources that 
is intended for query and analysis as opposed to transaction processing. For the most 
part it contains historical data derived from transaction exchanges, however it can in-
corporate information from different sources as well. The integrated information within 
data warehouses originates from all parts of an organization, including sales, funds, and 
marketing, among others. Oppose to a relational database, a data warehouse environ-
ment contains an extraction, transportation, transformation, and loading (ETL) solution, 
an online analytical processing (OLAP) engine, client analysis tools, and various other 
applications that handle the process of gathering data and delivering it to business cli-
ents. 
Why Do a company needs one? 
The idea behind data warehousing is straightforward: Data at regular time basis are be-
ing extracted from the operational systems that support the business and replicated to a 
dedicated and centralized structure of the DW ready for analysis and reporting via the 
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use of dashboards, portals and BI, reporting, and analytics tools. In the following list, 
we can enumerate some situations that show when an organization could be assisted 
from such a solution: 
• Need huge effort in order to produce efficiently reports on business activities 
within a company because the required data isn't readily available. 
• Data is being copied independently in different time frames and by different divi-
sions for analysis in spreadsheets and other not centralized means that aren't reli-
able and consistent with one another. 
• Running ad hoc queries to production databases have as a result of slowing down 
basic operational systems. 
• Doubts about the precision of information are making corporate executives and 
business supervisors question the credibility of such reports. 
 
 
 
Evaluating the key features of data warehouse platforms 
Every data warehouse vendor offers a variety of different options, and while there are 
common core features that every platform should include, company implementation and 
usage requirements will dictate which are most important to each case. Knowing what 
features to look for in a DW product can determine which platform is right for a com-
pany needs. 
• Offers a consistent view of data. Thus, a data warehouse platform must be capa-
ble of pulling data from multiple source systems and making it look like a single 
pool of information. Data required for BI uses extracted from operational frame-
works and altered to make it reliable, and after that stacked into the data ware-
house for further examination. 
• Supports OLAP functions to enable the data warehouse to process BI queries like 
the ability to drill down, roll up, pivot and rank data.  
• Data movement capabilities. The data warehouse is separate from the operational 
database systems that run daily business transactions. As such, data needs to be 
regularly moved from one environment to the other. There are several methods 
and technologies for moving data, including: 
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• Simple load and unload utilities. 
• ETL functionality for extracting, transforming and loading data. 
• Replication technology that captures changed data from source databases 
and sends only the changes to the target data warehouse (picture 14). 
 
picture 14. 
     
• Scalability, data warehouse tools are well known for their ability to extend in 
volume, integrate new data sources, and include new capabilities as a venture 
continues to grow. 
• Support, if the data warehouse will be storing and backing up data from the 
whole organization, and if certain data transfers must keep running consistently, 
daily telephone and technical support will be required. 
• Cloud versus On-Premise, the main considerations with data warehousing when 
deciding between cloud or on-premise solutions, each choice affects speed of de-
ployment and uptime/maintenance. Cloud-based warehouses (DWaaS) require 
less specialized resources, for example, servers, and also less IT support. On the 
other hand, on premise solutions allow the customer to be totally responsible for 
its own uptime and outages.  
• Packaging and Pricing, it's an important factor for every company what is the 
packet that every vendor offers and in which price. 
• Last but not list vendor's viability and reputation should be considered in order to 
ensure that we are not going to end up with a product that is not supported and 
updated any more. So, some noticeable facts for a vendor should be for example 
that 
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data warehousing must be profitable and gain at least $30 million revenue, or have sup-
port of customers in not less than two major geographic regions. 
 
Data warehouse software comparison/Top product overviews 
So, what kind of tools are out there at the today's market. Here, we take a look at some 
of the top data warehouse products offered today. For this paper, we are going to focus 
only to the key players, thus, vendors that have the largest share of the market, and of-
fers solutions suitable for every need like Oracle, Microsoft, IBM, SAP. [7,8.9] 
 
 
Among the key players, we come across the solution from Mi-
crosoft that is definitely among the best.  
SQL Server is a platform definitely worth noticing, featuring:  
• "Microsoft prepared very well scaling into range of tens 
of terabytes." [10] 
• "SQL Server, main enterprise database, is efficiently 
adjustable, so that might be used by customers repre-
senting companies of diverse size and trade." [10] 
• "Worth noticing is also Microsotf's solutions' flexibility 
- SQL Server might be easily deployed in different 
EDW and BI technologies. Furthermore, database man-
agement systems might be integrated with specified 
SOA architectures, platforms, middleware, BI, and oth-
er solutions." [10] 
• "Microsoft SQL Server is also very well-prepared for 
supporting diversified OLAP, BI, query, and advanced 
analytics workloads." [10] 
• "Finally, workload management functionality, cost-
based query optimization, indexing, partitioning, com-
pression, and caching are one of the best-of-breed" [10] 
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One best of breed solution is Oracle Database 11g, and Oracle 
Warehouse Builder (OWB. The platform has all the appropri-
ate tools that allowed Oracle reach high position in the com-
parison, along with significant market share.  
What factors are responsible for Oracle's success?  
• "Every enterprise data warehousing solution by Oracle 
is equipped with efficient database management sys-
tem." [11] 
• "EDWs' scalability - they're might be scaled out to sev-
eral nodes able to persist hundreds of terabytes." [11] 
• "Rationalized different EDW and BI topologies sup-
porting resulted in better efficiency of Oracle solution, 
followed by processing mixed workloads (including re-
porting, query, OLAP, ETL, and in-base analytics) abil-
ity." [11] 
• "Oracle solutions - unlike Teradata - might be equally 
well deployed on different hardware and software plat-
forms, they're not tied to standard configuration. Fur-
thermore, there aren't any complications while integrat-
ing solutions with Siebel, Hyperion or Fusion Middle-
ware." [11] 
• "In-database analytics by Oracle are especially worth 
noticing, providing well-worked out query optimizing, 
partitioning, compressing, and caching." [11]  
• "Oracle solutions meet the expectations of customers 
representing different sizes companies and diversified 
requirements." [11]  
• "Oracle gives its customers a possibility of choosing 
different Optimized Warehouse EDW appliances." [11]  
 
Next in line we found IBM that is widely known for one of the 
best customer care exists, providing solutions accustomed to 
clients of various sizes and necessities. Features worth men-
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tioning are as follows: 
• "Among diverse IBM solutions, there is DB2, efficient 
enterprise database. " [9] 
• "IBM might be praised for its universality. Information 
Server solutions meet extremely different expectations, 
providing services able to satisfy even the utmost re-
quirements regardless of customers' size or trade." [9]  
• "EDW appliances by IBM might be scaled out in hun-
dreds of terabytes and diverse topologies (EDW and 
BI)." [9] 
• "Full integration with Optim, Rational, FileNet, Web-
Sphere, Cognos, and InfoSphere." [9] 
• "Like Oracle's, solutions by IBM might be implement-
ed on different software and hardware platforms, there-
upon they're not tied to standard platforms, and - as a 
consequence - available for more customers." [9] 
• "IBM appliances are always well-prepared for support-
ing and managing mixed workloads - OLAP, ETL, in-
database analytics, ad hoc query, and reporting." [9]  
• "Furthermore, IBM ensures efficient database security 
systems, information governance tools, and life-cycle 
management." [9] 
 
Last but not least we have SAP. Features might settle the 
choice on SAP: 
• "Both NetWeaver Business Intelligence 7.1 and BI Ac-
celerator make SAP provide extremely efficient EDW 
appliances." [8] 
• "Impressive ability to persist data to a choice of data-
base management systems (IBM DB2, Oracle Data-
base, Microsoft SQL Server, and MaxDB)." [8]  
• "Triple availability of SAP's EDW offerings - as appli-
ance (BIA), software (NetWeaver BI/BW), and SaaS 
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components (Business ByDesign). " [8] 
• "Row-based storage supporting capabilities. Plus, co-
lumnar and cache persistence through BIA." [8]  
• "Fully integration with service oriented architecture ca-
pabilities, application platforms, BI, middleware, desk-
top software, and PM." [8] 
• "Broad range of EDW services by SAP itself or effi-
cient partnerships." [8] 
 
 
Regardless of all the rankings, it must be reminded, the majority of the above brands are 
the best-of-breed and offer vast and reliable solutions for every problem of such kind. 
All things considered, it's vital to remember that such comparisons are somehow ends 
up being subjective. Thereupon, present comparison might be a decent suggestion or 
general review, however the decision depends - as usual - on specified task in hand. 
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2.3 Data Mining 
2.3.1 What is data mining 
Data mining is the procedure of handling and manipulate large data sets and explore in-
teresting, as well as, meaningful patterns and relationships between them to solve prob-
lems, and the most important, real world problems. This helps business organizations to 
make accurate and specific, on-time decisions leading to enormous increase of profit. 
This has become a critical and concrete part of every organization as they manage to 
overstep from other ones. 
Working with large amount of data-sets (big data) is way different from working with 
small databases. It requires a separate set of tools in order to manipulate and exploit 
them, in contrast with small databases which might be easy to handle and understood 
relationships between them. 
Data mining functions are basically divided into two separate sectors: 
• Descriptive 
• Predictive 
Descriptive functions, are used to find patterns that best describes the data. Clustering, 
pattern mining etc. come under descriptive methods. 
Predictive functions, are used to predict values of other variables. Recommended sys-
tems, analysis etc. come under predictive methods. 
Data is the set of objects along with their attributes. An attribute is a property of an ob-
ject and a set of those, are define an object. 
Attributes can be separated to four primary-types, Nominal, Ordinal, Interval and Ratio. 
These types depend on the following properties 
1. Distinctness 
2. Order 
3. Meaningful Differences 
4. Meaningful ratios 
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picture 15. 
 
Data mining sometimes called knowledge discovery from data (KDD) is simply the dis-
covery of patterns among those large data-sets. This area has evolved into pure science 
and it is studied nowadays. 
These days, with social media, and the large amounts of data among them, is generated 
at a very large rate. All of those large amount of data, haven’t any real-meaning, until 
we find a pattern between them. Find out, of such patterns is KDD and has become the 
most common and useful area of science that is studied nowadays. As we know, data is 
money, and all the big companies and organizations exploiting those data and manipu-
lating any relevant data of social media etc. in order to find patterns and discover mean-
ing between them. 
In order to success and find patterns between large amount of data-sets, scientists use 
evolved-tools with mathematics and physics functions, and has nothing to do with core-
programmers.  
Nowadays, along with social media, and the large data-sets of users and characteristics, 
data mining is becoming more and more popular and important. As we can imagine, 
everything is translated to data, and those data are very useful for scientists that working 
on finding patterns, along with mathematic tools. 
By collecting and exploiting and manipulate these data, people were able to find pat-
terns between them. Even if the data-set is not completely useful patterns can be found, 
and will drive into correct solutions. 
In most cases, data mining is combined from multiple data-sets, with a same path, along 
with enterprise and secured data from organizations that have privacy issues etc. 
 
For example, let's say that we have some data or a big data-set related to user-login logs 
for a mobile application. This set of data, has no meaning, as we have a first look on it. 
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Furthermore, the whole data-set might be in a non-eye-readable format. It could consist 
of the users’ name, login time, time spent to log out, activities, 
and also, passwords (don’t be surprised if you find those!) etc. 
However, the core and consistence of the data-set, might be a mesh, we could manage 
to extract useful information from it. To be more precise, we could exploit that valuable 
information through state-of-the-art tools. 
For instance, this data could be exploited in order to find out   users’ habits, or even 
more sensitive data and critical information. Additionally, might help to discover the 
most preferred time that the user login and search the application. This kind of infor-
mation, may help the business or the organization to implement target advertises along 
with a more useful and friendly environment to each user separately. 
As we can see, and say data mining along with text mining more specifically in the par-
ticular case, in not an easy task to handle, try and more even to achieve the final pur-
pose. 
The main steps for data mining are the following (picture 16): 
1. Collection of data 
2. Clean the mesh, between data  
3. Analysis of the data, find patterns 
4. Understand the results  
 
 
picture 16. 
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Collection of data 
The first step is to collect a few data or a large data-set. As many reliable information, 
the better, in order to make the next steps easier later. 
1. Clean the mesh, between data— due to the fact that we are fetching a big amount 
of data, we should consider that there might be corrupted or meshed-up data 
along with the good ones. Thus, we need to remove those unneeded data, other-
wise, that might lead in wrong results. 
2. Analysis of the data, find patterns — Here we should find patterns, and logic 
paths, between data, in order to extract them.  
3. Understand the results — Finally, we should understand the exploited data, and 
make reasonable conclusions. 
Models of data mining: 
As we have seen before, there might be many kind of models, that might associated 
with text and data mining, some of them are: 
1. Descriptive modeling 
2. Predictive modeling 
3. Prescriptive modeling 
Descriptive Modeling, find out the similarities of the data, and the reasons behind them, 
which is very critical in order to finally make the right conclusions. 
Predictive Modeling, will analyze the older data and would make some predictions 
about the future ones. This, would be achieved by finding habits. 
Nowadays, through the rapid development of the internet and technologies, text and da-
ta mining is the core-target area for scientists. Through the right process, filters and 
analysis of data, will create valuable and predictive models. 
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Data Processing 
First thinks firsts, so we need to have a clear plan of how a big data-set is transformed 
from a huge-mesh of unwanted data along with the useful ones, into an organized struc-
ture that contains valuable information of critical data, ready to be used by business and 
organizations for marketing, human resources etc. The usual data processing procedure 
goes like this. 
First we need to find our primary data source. This will become the source which all our 
data will be mined from. Such a source could be a social media platform like Facebook, 
Twitter or Linked in. The vast majority of data collected will have no use to us so we 
need to select the data which is relevant. We need to define the type and source specifi-
cally for our purpose. We can have multiple associative data types and sub sources to 
extract the data from. 
We then need to convert the raw data into a model that can be processed easily. Then 
we convert the processed data into a readable format. The forms and data language will 
be determined and transformed into ones that our system will be able to process. After-
wards we will create the data patterns and models. Based on the data we have we can 
determine common relationships between the subtypes, identify patterns and create ta-
ble sets connected by data relationships. 
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Applications of Data Mining 
 
 
picture 17. 
Data mining is a very useful tool. For example, in marketing we can analyze customer 
behavior and make advertising much more effective. It allows retailers to understand 
customer goods buying trends and their general purchasing behavior. In education data 
mining, can be used to determine student learning behaviors so the institutions can ad-
just and improve their courses accordingly. 
Data mining can also be used to avert situations like natural disasters. Information col-
lected can help predict situations like landslides, rainfalls, tsunamis etc. Today, data 
mining can be applied in a diverse field of applications ranging from simple things like 
marketing to more complex and difficult like environmental disasters etc. 
Data Visualization 
To build all the different kinds of infographics and envision them utilizing outsider ser-
vices or libraries are needed the relational data patterns that are identified. These outsid-
er arrangements don't have a high expectation to absorb information, anyway examining 
the libraries straightforwardly would require the help of a designer who can recognize 
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and knows the languages utilized in some random library. Here you can see the run-
down of the most ordinarily utilized outsider instruments for information perception:  
• Tableau (this is a big data tool commercial usage) 
• Infogram (a simple plot tool) 
• Datawrapper (publishers) 
• D3.js (a JavaScript library for serving data on the web) 
• Google Charts (it’s based in HTML5 and SVG-path-vectors for Android, iOS 
and web browsers etc.) 
We could use all the libraries and tools above in order to achieve a very efficient cam-
paign of marketing and much more. Furthermore, the data that we collect will be useful 
in other campaigns and projects. So, through a large data-set and with different manipu-
lations, we could manage to feed many types of projects. 
Special Remarks 
Data mining and also data texting, should be used only when we need to describe users’ 
habits and not in cases of problems that have one single solution. Where, this kind of 
absolute solution is not valid for our cases and conclusions of big data. 
Thus, we need to analyze the problem very well in order to understand if it has to be a 
decision problem or a more accurate one with true-false values (binary). 
The data-set should be consisted of reliable data along with sufficient information, in 
order to achieve an accurate outcome, solution or conclusion. 
In order to achieve that, we need enough efficient data, that will lead to an accurate re-
sult. Thus, we need to choose a really accurate algorithm, that will fit our needs. As 
have been already discussed text mining algorithms, have are covering a real big area, 
where some of those might need a lot of input data in order to make successful results. 
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2.3.2 Data mining techniques and algorithms 
The purpose of this section of the paper is to put together 4 most commonly used classi-
fication algorithms: Naïve Bayes, Decision Tree, Logistic Regression,, and Support 
Vector Machine. 
Structured or unstructured data may be classified. Classification is a technique in which 
data are classified in a certain number of classes. A classification problem's main objec-
tive is to identify the category / class to which new data will fall. 
Few terminologies in machine learning–classification:  
• Classifier: an algorithm that maps the data input to a specific category.  
• Classification model: a classification model tries to draw some conclusions from 
the training input values. The class labels / categories for new data are to be pre-
dicted.  
• Feature: a feature is the measurable individual property of the observed phe-
nomenon. 
• Binary Classification: Task for classification with two possible results. E.g.: 
classification of gender (male / female)  
• Multi-class classification: classification of more than two classes. Each sample 
is assigned to a single target label in multi - class classification. E.g.: an animal 
may be a cat or a dog but not both simultaneously 
• Multi-label classification: classification task where each sample is mapped 
(more than one class) to a set of target labels. E.g.: a news article could be about 
sports, a person and the location simultaneously. 
The steps involved in the development of a classification model are as follows:  
• Initialize the classifier to use.  
• Train the classifier: for the given train data X and train label y, all classifiers in 
scikit-learn use a fit(X, y) method.  
• Predict the target: thepredict(x) returns the predicted label y, given an unlabeled 
observation X.  
• Assess the model classifier 
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Naïve Bayes Algorithm 
"The Naive Bayes Classifier technique is based on the Bayesian theorem. It is particu-
larly used when the dimensionality of the inputs is high. The Bayesian Classifier is ca-
pable of calculating the possible output. That is based on the input. It is also possible to 
add new raw data at runtime and have a better probabilistic classifier." [1, 2, 3] 
"This classifier considers the presence of a particular feature of a class. That is unrelated 
to the presence of any other feature when the class variable is given. For example, a 
fruit may consider to be an apple if it is red, round." [1, 2, 3] 
"Even if these features depend on each other features of a class. A naive Bayes classifier 
considers all these properties to contribute to the probability. That it shows this fruit is 
an apple. Algorithm works as follows, 
Bayes theorem provides a way of calculating the posterior probability, P(c|x), from P(c), 
P(x), and P(x|c). Naive Bayes classifier considers the effect of the value of a predictor 
(x) on a given class (c). That is independent of the values of other predictors. 
P(c|x) is the posterior probability of class (target) given predictor (attribute) of class. 
P(c) is called the prior probability of class. 
P(x|c) is the likelihood which is the probability of predictor of given class. 
P(x) is the prior probability of predictor of class." [1, 2, 3] 
SVM Algorithm 
"SVM has attracted a great deal of attention in the last decade. It also applied to various 
domains of applications. SVMs are used for learning classification, regression or rank-
ing function. SVM is based on statistical learning theory and structural risk minimiza-
tion principle. And have the aim of determining the location of decision boundaries. It is 
also known as a hyperplane. That produces the optimal separation of classes. Thereby 
creating the largest possible distance between the separating hyperplane. Further, the 
instances on either side of it have been proven. That is to reduce an upper bound on the 
expected generalization error." [1, 2, 3] 
"The efficiency of SVM based does not depend on the dimension of classified entities. 
Though, SVM is the most robust and accurate classification technique. Also, there are 
several problems. The data analysis in SVM is based on convex quadratic program-
ming. Also, expensive, as solving quadratic programming methods. That need large ma-
trix operations as well as time-consuming numerical computations." [1, 2, 3] 
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"Training time for SVM scales in the number of examples. So, researchers strive all the 
time for more efficient training algorithm. That resulting in several variant based algo-
rithms. SVM can also extend to learn non-linear decision functions. That is by first pro-
jecting the input data onto a high-dimensional feature space. As by using kernel func-
tions and formulating a linear classification problem. The resulting feature space is 
much larger than the size of a dataset. That is not possible to store on popular comput-
ers."  [1, 2, 3] 
"Investigation of this issues leads to several decomposition based algorithms. The basic 
idea of decomposition method is to split the variables into two parts: 
A set of free variables called as a working set. That can update in each iteration and set 
of fixed variables. That are fix during a particular. Now, this procedure has to repeat 
until the termination conditions are met." [1, 2, 3] 
"The SVM was developed for binary classification. And it is not simple to extend it for 
multi-class classification problem. The basic idea to apply multi-classification to SVM. 
That is to decompose the multi-class problems into several two-class problems. That 
can address using several SVMs." [1, 2, 3] 
Decision Trees 
"A decision tree is a predictive machine-learning model. That decides the target value of 
a new sample. That based on various attribute values of the available data. The internal 
nodes of a decision tree denote the different attributes. Also, the branches between the 
nodes tell us the possible values. That these attributes can have in the observed samples. 
While the terminal nodes tell us the final value of the dependent variable." [1, 2, 3] 
"The attribute is to predict is known as the dependent variable. Since its value depends 
upon, the values of all the other attributes. The other attributes, which help in predicting 
the value of the dependent variable. That are the independent variables in the dataset." 
[1, 2, 3] 
"The J48 Decision tree classifier follows the following simple algorithm. To classify a 
new item, it first needs to create a decision tree. That based on the attribute values of the 
available training data. So, whenever it encounters a set of items. Then it identifies the 
attribute that discriminates the various instances most clearly." [1, 2, 3] 
"This feature is able to tell us most about the data instances. So, that we can classify 
them the best is said to have the highest information gain. 
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Now, among the possible values of this feature. If there is any value for which there is 
no ambiguity. That is, for which the data instances falling within its category. It has the 
same value for the target variable. Then we stop that branch and assign to it the target 
value that we have obtained." [1, 2, 3] 
"For other cases, we look for another attribute that gives us the highest information 
gain. We continue to get a clear decision. That of what combination of attributes gives 
us a particular target value." [1, 2, 3] 
"In the event that we run out of attributes. If we cannot get an unambiguous result from 
the available information. We assign this branch a target value that the majority of the 
items under this branch own." [1, 2, 3] 
"Now that we have the decision tree, we follow the order of attribute selection as we 
have obtained for the tree. By checking all the respective attributes. And their values 
with those seen in the decision tree model. we can assign or predict the target value of 
this new instance." [1, 2, 3] 
Logistic Regression 
"Logistic regression is the appropriate regression analysis to conduct when the depend-
ent variable is dichotomous (binary).  Like all regression analyses, the logistic regres-
sion is a predictive analysis.  Logistic regression is used to describe data and to explain 
the relationship between one dependent binary variable and one or more nominal, ordi-
nal, interval or ratio-level independent variables." [1, 2, 3] 
Binary logistic regression major assumptions: 
1. "The dependent variable should be dichotomous in nature (e.g., presence vs. ab-
sent)." [1, 2, 3] 
2. There should be no outliers in the data, which can be assessed by converting the 
continuous predictors to standardized scores, and removing values below -3.29 
or greater than 3.29." [1, 2, 3] 
3. "There should be no high correlations (multicollinearity) among the predictors.  
This can be assessed by a correlation matrix among the predictors." [1, 2, 3] 
"At the center of the logistic regression analysis is the task estimating the log odds of an 
event.  Mathematically, logistic regression estimates a multiple linear regression func-
tion defined as: 
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logit(p)  
for i = 1…n. " [1, 2, 3] 
Overfitting   
When selecting the model for the logistic regression analysis, another important consid-
eration is the model fit.  Adding independent variables to a logistic regression model 
will always increase the amount of variance explained in the log odds (typically ex-
pressed as R²).  However, adding more and more variables to the model can result in 
overfitting, which reduces the generalizability of the model beyond the data on which 
the model is fit. [1, 2, 3] 
2.3.3 What is sentiment analysis.  
Sentiment analysis is the mechanical process of understanding an opinion from a writ-
ten or spoken language on a given subject. In a world in which we produce 2,5 quintil-
lion bytes of data every day, sentiment analysis has become a key tool to make this data 
meaningful. The data analyzed quantifies the feelings or reactions of the general public 
towards certain products, persons or ideas and reveals the contextual polarity of the in-
formation. 
The analyzed data quantifies the general public's sentiments or reactions toward certain 
products, people or ideas and reveal the contextual polarity of the information. 
Sentiment analysis is also known as opinion mining. Sentiment analysis uses text min-
ing processes and techniques to collect and analyze data to distinguish the subjective 
opinion of a document or set of documents, such as blog posts, reviews, news articles 
and social media feeds such as tweets. Sentiment analysis allows organizations to track 
the following:  
• Reception and popularity of brands 
• New product perception and anticipation 
• Reputation of companies 
As stated above, sentiment analysis was also used in social media text analysis. Since 
social media data contain the real words of users, it typically contains sentiment infor-
mation representing the negative and positive status of certain objects. 
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2.4 Choose the Right metrics for Dimensions 
The selection of the metrics that the final classified dataset will be examined via ad-hoc 
queries is of major importance for our experiment. The following sectors and their ap-
propriate fields will be briefly discussed about their assortment. 
Time: Chronological diversity of tweets 
The importance of the time. It would be significant to know the time of day that a user 
has tweeted since we can examine how daylight or darkness affect its emotions (e.g. at 
work/ at morning -> bad mood, night out/ with friends -> good mood). 
Location and morphology 
The importance of location. People have different feelings depending on their wherea-
bouts.  Do they feel better in places with a Seaview or on the top of a mountain?  
Climate  
We Mediterranean's appreciate the majority of sunny warm days around the year, and 
we are certain that for that reason we are happy individuals, but is this is the case e.g. 
for Swedish people?   
Demographics: Age, Gender, Population 
The internal debate, are youngsters happier than matures? And what about between men 
and women?  
Do people like living in a crowded city or in a quiet village? 
Economics (GDP): Economic indicators, Unemployment rate, poverty 
An old saying claims that money don't brink happiness, and that work is a kind of slav-
ery. But how many unemployed at the edge of poverty seen happy? 
Human Development (HDI): Education, life expectancy, crime  
Does knowledge make people happier? Places with high criminality rate  obviously 
make people distress (except if they the criminals). Life is sweet  everybody agrees 
but how many third-aged people we see around with a smile  on their face. 
Hopefully by the end of this paper we will have the answer to all of those questions. 
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3 Case Study 
3.1 Data Collection  
In this chapter, we are going to discuss how the dataset is being gathered for the use of 
text mining regarding sentiment analysis. 
Twitter disposes the GET search/tweets API in order to deliver the desired tweets. GET 
search/tweet API returns a compilation of relevant tweets matching a specific query. [6] 
The Twitter's APIs provides a portion of the collected tweets for the use of data scien-
tists and offered by the following two options:  
• REST API  
• Streaming API  
The Streaming API is more suitable for pulling real time data and on the other hand the 
Rest API is better for crawling data upon various search requests. 
In order for the Twitter to respond to search request the user that issued them needs to 
be first authenticated by a mechanism called Open Authentication.  
Also, we had to bear in mind that the platform has a specific limitation regarding the 
amount if data freely delivers via this procedure. Twitter API limits the amount of info 
that we can receive thus, only gives us 
• In any case a maximum of 1,500 Tweets 
• Tweets emitted at most seven days ago 
Since for the purpose of this paper we need a vast amount of data and no need to query 
the API with a specific hashtag but we required specific Geodata for tweets from USA 
users with a good dispersion through different states and of course the language to be 
English, another approach was introduced. [19] 
The given data was gathered from a platform that specialized in tweets from a specific 
geolocation coverage. Such a platform is the https://www.followthehashtag.com/ (pic-
ture 18,19). 
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picture 19. 
 
The approach followed was to request via its platform data located in the area of Ameri-
ca, meaning that the users that tweeting was actually located there. 
The request was made from the search tool giving as parameters the language to be 
English and the geocode to be o location near the center of the country with specific co-
ordinates of longitude and latitude (37.09024, -95.7128910000000 1,2000km) and a 
specific radius of 12.000 km in order to cover the hall of the country territory (picture 
20). 
 
picture 20. 
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The results were 275.774 tweets with an acceptable dispersion between different states 
between September and December of 2017. (picture 21,22,23). 
 
picture 21. 
 
. 
 
 
picture 22. 
 
picture 23. 
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The produced dataset was delivered in the form of an excel file with a variety of infor-
mation's like the actual stream of tweets with including fields for the user name of the 
user, nickname, Bio*, tweet content, country (e.g. US) and place of the user (e.g. East 
Patchogue, NY) (picture 24). 
 
picture 24 
 
The data gathered then were inserted to a relation database in order to be more manage-
able for the next tools to perform the data mining and the data analytics. The issues 
meet for the data storage will be discussed thoroughly in the next chapter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[* A Twitter bio is one component of one's Twitter profile. It appears under the name and Twitter handle on the profile. Use it to 
give others a short intro about who someone is, list its interests, or promote its business.] 
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3.2 Data Storage 
We have to state here that since for the data mining process Apache Spark was intro-
duced we could as an alternative to keep the data in the drive of the pc using Hadoop 
HDFS as the storage layer. HDFS is a distributed file system designed to store large 
files spread across multiple physical machines and hard drives. Spark would load data 
from sources like HDFS and keep it on RAM and Map Reduce stages will pass inter-
mediate data through RAM to make processing much faster. Spark is a tool for running 
distributed computations over large datasets. [4] 
Since for the purpose of this paper the dataset was relatively small we chose the solution 
of a relation Database like MySql. Base in mind that for future reference and in case we 
had several millions of tweets we could easily use the HDFS architecture. 
Now in order for a Database to run we will need to install a local web server. 
XAMP a lightweight Apache distribution was introduced for the task in hands. 
XAMPP stands for Cross-Platform (X), Apache (A), MariaDB (M), PHP (P) and Perl 
(P) and is an open source free software and is cross-platform, hence it can run to any 
Operating System and any type of computer. [15] 
Upon installation through some straightforward steps the Servers are ready to be started. 
We are going to use only the database in order to create the schema we need and import 
the data (pictures 25,26,27). 
 
picture 25. 
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picture 26. 
 
picture 27. 
 
Then we created a database called 'twitter_app' and we design the tables that are going 
to keep the initial data we have collected. 
The tables are twitter_data and us_states and twitter_training. The latter one is where 
we are going to keep the already classified set of tweets that we have already gathered 
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and is going to play the role of training our mining algorithms that is going to be dis-
cussed in the next chapter. 
For the data base management, the freeware tool like TOAD. Toad Software is a data-
base management toolset from Quest used to manage both relational and non-relational 
databases using SQL. 
The scripts for the creation of the tables are shown as follows (picture 28,29,30,31,32, 
33). 
 
 
picture 28. 
 
picture 29. 
. 
The twitter_data has all the fields from the dataset we have plus the Primary Key as 
N_ID, the n_state_id that reference the table of the us_states and the n_sentiment_state 
that refers to the classification that every tweet is going to get from the mining process 
and currently is null. 
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picture 30. 
 
 
picture 31. 
 
The us_states table has all the information gathered from each state of America and is 
related to the metrics we have chosen as dimension for our data warehouse. 
The Dimensions refers to year 2017 and were collected from Wikipedia for the different 
states of the country and they are as follows: 
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• The latitude and longitude of the center of each state. 
• Their gross domestic product. 
• The average annual temperature. 
• The population of states and territories of the United States. 
• The population density of states and territories of the United States. 
• The unemployment rate of U.S. states and territories. 
• The life expectancy of U.S. states and territories. 
• United States - Foreign-Born Population Percentage by State. 
• The criminality rate of states of the United States. 
• The suicide rate of states of the United States. 
• The unemployment rate of states of the United States. 
• The poverty rate of states of the United States. 
• The education rate of states of the United States. 
 
 
picture 32. 
 
pi
cture 27. 
 
For the insertion of the data to the tables was excel files needed to converted to comma 
delimited csv files (picture 28). 
 
picture 33. 
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The key is everything to connect with the field that is common amongst all data and that 
is the states abbreviation that exists to every dimension and tweet so that are going to 
have a relation between them. 
Since the database is loaded then we are pass the ball to the next player that is the data 
mining of the dataset in order for every tweet to be classified into its sentiment state 
(0/1).  
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3.3 Data Mining 
As we stated earlier in order to perform the data mining except of the various tools and 
technologies that we are going to implement we need a pre-classified dataset for senti-
ment status about various tweets. The answer to this task came from Kaggle. Kaggle is a 
web network of data researchers and machine learner scientists, owned by Google, Inc.  
It allows users to discover and distribute datasets, investigate and construct models in a 
web-based data-science environment, as well as work with other data experts and ma-
chine learning engineers, and enter competitions to resolve data science problems.   
A proper dataset of 2.000 pre-classified tweets downloaded from the platform in order 
to facilitate our task. The status for user happiness is 1 otherwise its 0 (pictures 34,35). 
 
picture 34. 
 
 
picture 35. 
 
The next task was the chosen of the IDE (Integrated Development Environment) that we 
are going to develop the algorithms and a good candidate was IntelliJ that can support 
Spark and Scala Language. [4] 
The next step was to download the suitable versions of both engine and language in or-
der not to experience any conflicts from versions that not get along. As stated on the site 
of Apache Spark (https://spark.apache.org/downloads.html) the latest version of Spark 
2.4.0 is built with Scala 2.11 by default. 
Then we open to IDE a new Scala project and import the right dependencies via the sbt 
file (picture 36). 
 
picture 36. 
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From the classified dataset, we have from Kaggle imported in the database we split it 
via suitable queries to positive and negative and export it to comma delimited csv files 
possitive.csv and negative.csv. 
Then we create a list of stopwords that we are going to use. Stopwords are frequent 
common words in the everyday language, that don’t hold semantic information. Stop-
words are removed both from the training and test dataset in order to improve classifier 
accuracy. We choose to remove every word that has less than 3 characters, plus a list of 
chosen English ones with no validity for the experiment in hand (picture 37). 
 
picture 37. 
 
We are going to implement four of the mining classifier algorithms that we have dis-
cussed earlier for our use case in order to complete the evaluation: NaiveBayes, 
LogisticRegression, DesicionTree and LinearSVM. 
 
Naive Bayes classifiers as we mention before are a collection of classification algo-
rithms based on Bayes’ Theorem and are suitable for probabilistic predictions. It is not a 
single algorithm but a collection of algorithms where all of them share a common prin-
ciple, i.e. every pair of features being classified is independent of each other. In our ex-
periment, we put in test the specific classifier with multinomial model type with a varia-
tion of values for the lamda (λ) parameter in search for the best result (picture 38). 
 
picture 38. 
 The best accuracy after experimentation with different values of lamda achieved with λ 
= 1.5 (table 1). 
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table 1. 
 
LogisticRegression or multinomial logistic regression is as we discussed is a classifier 
for predictive analysis. Is the appropriate selection analysis to conduct when the de-
pendent variable is dichotomous, thus binary picture (39)? [12] 
 picture 39. 
 
the best accuracy result using this classifier had the value = 45.12. 
 
 DesicionTree classifier is implemented by a graphical tree and is suitable for decision- 
making problems. The parameters that we have examined are Impurity = "Gini" and for 
different values, maxBins and maxDepth of the tree branches (picture 40). 
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picture 40. 
 
The best accuracy value = 56.7 was for the variation of the parameters of maxDepth = 2 
and maxBins = 20 (table 2). 
 
table2. 
 
Support Vector Machine (LinearSVM) is a supervised machine learning algorithm 
which can be used for both classification or regression challenges. However, it is mostly 
used in classification problems. For this experiment the algorithm tested with various 
values for the iteration number and the best accuracy value achieved was 60,84 after 
100 iterations (picture 41). 
 
picture 41. 
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Summing all up it seems that the best candidate classifier for applying to the dataset is 
NaiveBayes with accuracy near 80% (picture 42).  
 
picture 42. 
 
The next step was to run the algorithm with both the training set and the dataset and up-
date the database for every records (tweet) classification value found (picture 43). 
 
picture 43. 
 
Finally, we have all the data classified, and we are ready to get to the next phase of the 
task, that is to extract, transform and load (ETL) the appropriate tables to the Business 
Intelligence tool in order to perform then the final step that is to produce analytics. 
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3.4 Data Transformation  
The ETL state (Extract-Transform-Load) phase is where we are going to 'feed' the BI 
tool with all the data we have gathered through the previous steps. 
For this purpose, we chose the Qlik Sense BI analytic tool. Qlik Sense is a smart and 
user-friendly analytics tools that can generate personalized reports and very detailed 
dashboards in an instant. Qlik Sense is designed to provide users with loads of infor-
mation and the perfect way to analyze them to create opportunities and come to smart 
decision-making. [18] 
In the Extraction phase, we export all the tables data we had in comma delimited csv 
files that is going to be out data source (picture 44). 
 
 
 picture 44. 
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Before the stage of loading the data first we have to make the appropriate connections 
between the table and also perform same aggregations for future ease to the presenta-
tion. The common table that is going to be in our Star like schema design is the 
us_states one and the foreign Key to connect them will be the abbreviation code of eve-
ry US State (e.g. NY -> New York). All the tables that are connected with the us_states 
will act as our dimensions to query the measurable data, thus, the actual table of the da-
taset (classified tweets) that will play the role of our cube. 
The aggregation performed into some of the dimension tables is as follows (tables 
3,4,5): 
 
table 3. 
 
table 4. 
 
table 5. 
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When the stage of transformation and loading completed successfully (picture 45) then 
we examine the relations between the table to ensure the Star Model design (pictures 
46,47). 
 
picture 45. 
 
picture 46. 
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picture 47. 
 
Now that we have all the data transformed loaded and connected between them in the 
proper way we are ready to proceed to the final stage, thus to produce valuable analytics 
and reporting and try to interpret the results seen from different views. 
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3.5 Creating data analytics and reporting  
We have reached maybe the most interesting section of the hall paper in this part where 
we actually visualize all the prior work that have been done so far. 
The BI tool has unlimited capabilities of how someone want to view and query the da-
taset so that could have a meaningful result. The tool give all the dimension and meas-
urements fields so that one can produce tables, charts and maps querying the dataset via 
one or multiple dimensions that may have a meaning from his point of view (picture 48, 
49, 50, 51). 
 
picture 48. 
Tables: 
 
picture 49. 
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Charts: 
 
picture 50. 
Maps: 
 
picture 51. 
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Moreover, the tool can perform combine queries with more than one dimension where 
the value of one dimension's choice affects the other in terms of the measured dataset 
since they all correlate. For example, if we have created a table with data from the cube 
and we query it with the dimensions of temperature and US state then if we chose from 
the value of 'Cold' from the former then the latter will limit its values -if any- to those 
States that the weather consort with such climate and vice versa e.g. the choices are 
from Wyoming (WY) and above and if WY is chosen then the temperature can only be 
cold (picture 52, 53). 
 
  picture 52.            picture 53. 
 
We need to mention at this point that the field 'pcnt' that refers to the total percent (%) 
of how more happy and positive are the tweets for the hall state compare to negative 
ones. Meaning for example a value of pcnt=20% in the State of New York  
means that in the specific place tweets are 20% happier than the opposite. Actually, the 
results of the hall experiment point out that in any state the positive tweets are always 
more. So, in our case is to find where to locate not unhappy people but just not so happy 
and vice versa.  
In the next and final chapter, we will try to understand some of the results from various 
points of views. 
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4 Results 
I this section we are going to analyze our results from various angles and fields. 
We have to notice though, since the dataset in relatively small and due to dispersion 
around to the 51 states of America maybe especially for some the sample will be not 
suitable for valid conclusions. But the point is what we can be achieved with the given 
technologies. So, let's start. 
4.1.1 Interpretation of the results from a socio–political point of 
view 
Various fields may have interest for such statistical outcomes so let's try to examine 
some of them and from their angle.   
 
Law Enforcement Agencies  
Police may have utilized such results in order to understand or maybe foresee a poten-
tial burst in the criminality percent derive from unhappy and distressed citizens. 
So, a chart of criminality vs happiness maybe be of some use.     
In our research, we can see that the logical is with low criminality people to be happier 
and that's true from the table below in Vermont (picture 54), but isn't that means that the 
opposite should hold as well? In Washington DC that has the highest criminality rate 
between all states for 2017 the people are relatively happy -maybe they are all crimi-
nals?- (picture 55). 
 
picture 54. 
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picture 55. 
It could be interesting though if we had a dimension for rape percentage and the gender 
of the users and the time of day. 
 
Municipality 
The Municipality should be interested in for that kind of statistical surveys? Well if we 
had a dimension let's say about traffic jam percentage and for high values the citizens 
were annoyed then perhaps yes. For the moment, the only dimension that could become 
handy is the measure for immigrant percent that may be of use to the next elections if 
we had the dimension of Nationality, and we could see for example that the Muslim so-
ciety is not happy cause there is not so many Mosques for pray.  
In our case the state (California) with the largest percent of Immigrants is one of the 
quite happy (picture 56), but so are the ones with the lowest (Montana, West Virginia) 
(picture 57). So, we cannot make any conclusions without more information. 
 
picture 56. 
 
    picture 57. 
 
Government 
Here we have some interesting data to show. The GDP (Gross domestic product) per-
cent meaning how wealthy is each state and the rate of poverty and unemployment. 
  -73- 
The Government should consider if these dimension leads to distress citizens, especially 
in the case for example of new taxes announced recently. 
The corresponded chart give us stats that we expected, or not? States like North Dakota 
and New Jersey have both low unemployment and poverty thus, raised happiness levels 
even though the first is one of the purest states and the other one in the middle (picture 
58). On the other hand, California is maybe the richest state (GDP = 14.2%) but have 
significant high rate in poverty and the people are relatively unhappy, maybe wealth 
goes to a few? (picture 59). The certainty is that unemployment, poverty and happiness 
don't coexist.   
 
           picture 58.                  picture 59. 
 
 
Sociologists - Psychologists   
Here are the most interesting professions for that kind of surveys. All the dimension 
may have from different point of views same validity for these professions. We can ex-
amine the results in a table format with all the dimensions we have. Let's have a closer 
look to the records of the upper (picture 60) and lower (picture 61) limit regarding to 
happiness. We have to bear in mind the max/min values for each dimension (table 6). 
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table 6. 
 
           picture 60. 
 
           picture 61. 
 
The state North Dakota is not one of the quite poor states the weather is very cold the 
unemployment rate is low, the education is low, no criminality, but significant percent 
in suicide rate, and the people are happy! 
The state of Alabama is also a poor state with mild weather, unemployment low, educa-
tion one of the lowest, medium criminality and low suicide rate and the people are un-
happy and distressed. 
As a computer engineer is not very clear to me what of these factors or a combination 
between them may produce such results.    
If I had to pick a reason I probably could low unemployment and criminality for the 
former and medium to high unemployment and criminality for the latter. Or maybe is 
just a statistical error. 
 
General 
In general, the golden rule is to have as many dimensions as possible and of course big-
ger dataset to put against them (Age, Gender, Time, Nationality etc).  For example, if 
we had data about the user's age and gender maybe the results would have more sense. 
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5 Conclusions 
5.1 Summary 
As we stated many time throughout this paper the target was to use one of the most fa-
mous social media platforms like Twitter in order to extract sentiment information 
(happiness) about the users, performing text mining techniques on tweets of users for 
the states of America.  
We have managed to gather a decent amount of data that was available from a specific 
platform. Classifications algorithms then were delegated to produce values for the sen-
timent state of the users via text mining techniques.  
The dataset then was inserted into a datawarehouse along with general information 
about their origin country and specifically the State they belong at the given time.  
Data analysis have been performed using Business Intelligence analytic tools in order to 
query the dataset using various dimensions. 
Finally, justification upon the produced results were made looking them from various 
angles so that factors could be identified which may had an impact in the average emo-
tional value produced for every US State. 
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5.2 Future Work 
Many actions can be performed in order for such experiments to be improved. 
Firstly, we need more data, a lot more so that the final result be more consistent and 
produce more valuable statistics. Maybe the data could be gathered at real time, that 
would be the best approach. 
Use a proper and more comprehensive Lexicon for text mining and classification and 
may be considered pictures and emoticons. 
Try a larger range of text mining algorithms for regression and classification for the 
sentiment analysis. 
Gather more dimensions to query the dataset, like date, age, gender and nationality. 
Saying all that maybe into the future we could manage to understand a bit better via the 
assistant of the technology the human behavior. 
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