Abstract. We prove a Freidlin-Wentzell large deviation principle for general stochastic evolution equations with small perturbation multiplicative noises. In particular, our general result can be used to deal with a large class of quasi linear stochastic partial differential equations, such as stochastic porous medium equations and stochastic reaction diffusion equations with polynomial growth zero order term and p-Laplacian second order term.
Introduction
Since the work of Freidlin and Wentzell [14] , the theory of small perturbation large deviations for stochastic differential equations(SDE) has been extensively developed(cf. [2, 30] , etc.). In classical method, to establish such a large deviation principle(LDP) for SDEs, one needs to discretize the time variable and then prove various necessary exponential continuity and tightness for stochastic dynamical systems in different spaces by using comparison principle. However, such verifications would become rather complicated and even impossible in some cases for infinite stochastic partial differential equations with multiplicative noises.
Recently, Dupuis and Ellis [11] systematically developed a weak convergence approach to the theory of large deviation. The core idea is to prove some variational representation formula about the Laplace transform of bounded continuous functionals, which will lead to proving an equivalent Laplace principle with LDP. In particular, for Brownian functionals, an elegant variational representation formula has been established by Boué-Dupuis [3] and Budhiraja-Dupuis [5] . A simplified proof is given by the second named author [32] . This variational representation has been proved to be very effective for various finite dimensional stochastic dynamical system with irregular coefficients(cf. [4, 23, 24] , etc.). One of the main advantages of this argument is that one only needs to make some necessary moment estimates. This can be seen completely from the present paper that it also works very well for infinite dimensional stochastic dynamical systems.
In the past two decades, there are numerous results about the LDP for stochastic partial differential equations(SPDE) (cf. [29, 10, 20, 16, 7, 12, 6] , etc.). All these results are concentrated on semi-linear SPDEs, i.e., the second order term is linear, and their proofs, except [12, 6] , are mainly based on the classical exponential tightness method. In [12] , the approach for LDP is based on nonlinear semigroup and infinite dimensional and the norm of f is defined by
In the following, the dual pairs of (X, X * ) and (
We remark that if f ∈ H and x ∈ X, then
where ·, · H stands for the inner product in H. Let (Ω, F , (F t ) t 0 , P ) be a complete separable filtration probability space, and Q a nonnegative definite and symmetric trace operator defined on another separable Hilbert space U. A Q-Wiener process {W (t), t 0} defined on (Ω, F , P ) is given and assumed to be adapted to (F t ) t 0 (cf. [10] ). Set U Q := Q 1/2 (U) and let L 2 (U Q , H) denote the Hilbert space consisting of all Hilbert-Schmidt operators from U Q to H, where the inner product is denoted by ·, ·, L 2 (U Q ,H) , and the norm by · L 2 (U Q ,H) .
In the following, we will work in the finite time interval [0, T ]. For a Banach space B we shall denote by C T (B) the continuous functions space from [0, T ] to B, which is endowed with the uniform norm. Define
with the norm
, where the dot denotes the generalized derivative. Let µ Q be the law of the Q-Wiener
For N > 0 we set
Then D N is metrizable as a compact Polish space with respect to the weak topology in L Q . Let A N denote all continuous and
Let S be a Polish space. A function I : Let Z ε : C T (U) → S be a family of measurable mappings. We assume that 
where inf ∅ = ∞ by convention. We recall the following result due to [3, 5] (see also [32, Theorem 4.4 
]).
Theorem 2.2. {Z ε , ε ∈ (0, 1)} satisfies the Laplace principle with the rate function I(f ) given by (3) . That is, for each real bounded continuous function g on S:
still satisfies (4) , where We now introduce three evolution operators used in the present paper(cf. [31] ):
). In the following, for the sake of simplicity, we write
and assume throughout this paper that (H1) (Hemicontinuity) For any t ∈ [0, T ] and x, y, z ∈ X, the mapping
H , where q 1 and q 2 are same as in (H2). (H4) (Boundedness) There exist c A 1 , c A 2 > 0 such that for all x ∈ X and t ∈ [0, T ]
where q 1 and q 2 are same as in (H2). (H5) There exists a β 1 > 0 such that for all x, y ∈ H and t ∈ [0, T ]
We take the polish space S in Theorem 3.7 as follows
Consider the following stochastic evolution equation:
By [18, 31] and [25] , we have the following existence of unique strong solution to Eq.(6).
Theorem 2.4. Assume that (H1)-(H5) hold. Then there exists a unique measurable
where the Itô stochastic integral is calculated in Hilbert space
Remark 2.5. The second conclusion follows from the Girsanov theorem.
Laplace and Large Deviation Principle
Consider the following small perturbation to stochastic evolution equation (6):
By Theorem 2.4, there exists a measurable mapping Φ ε : C T (U) → S such that
We now fix a family of processes {h ε } in A N , and put
It should be noticed that we have used a little confused notations X ε and X ε , but it is clearly different. Note that X ε (t) solves the following stochastic evolution equation:
Moreover, the following energy identity holds(cf. [18] , also called Itô's formula):
where t → M ε (t) is a real continuous martingale given by
Note that the square variation process of M ε (t) is given by
where {e j } is an orthogonormal basis of U. Convention: The letter C below with or without subscripts will denote positive constants whose values may change in different occasions.
Our main task is to verify the above (Hypothesis). We first prove some uniform estimates about X ε (t). 
,
Proof. By (9) and Itô's formula, we find that
By (H2) and (H5) we have
Hence, by Gronwall's inequality and (2) we get
Then, by BDG's inequality and Young's inequality we obtain
Therefore,
By Gronwall's inequality again, we obtain the first estimate.
As for the second estimate, from (9) and (H2), (H5) we also have
Using the first estimate, we immediately get the desired second estimate. 
Proof. Note that the following equality holds in X *
where
For I 1 , we have by (H4) and Hölder's inequality
For I 2 , we have by BDG's inequality and (H5)
For I 3 , we have by Hölder's inequality, (2) and (H5)
C|t − r|
The desired estimate now follows by combining the above estimates and Lemma 3.1.
. Then X(·, ω) solves the following equation
Moreover, there exists a subsequence ε k such that as k → ∞,
and if λ
Proof. Set for i = 1, 2
where M denotes the progressively σ-algebra associated with F t . Then K 1,i and K 2,i are reflexive and separable Banach spaces. We have by Lemma 3.1
and sup
Hence, by the strong convergence of
T 0 E X(s)
as well as by (14) lim ε↓0 E sup
Thus, by (1) we have as ε ↓ 0
Notice also that by (H4) and (13) sup
By this and (13) and the weak compactness of K 1,i and K 2,i , i = 1, 2, there exist a subsequence ε k (still denoted by ε for simplicity) and
and
Put Y = Y 1 + Y 2 and definẽ
Note that
By taking weak limits and (17), it is not hard to see that (see also the proof of (25) below)
In the following we use the unified notation X, and only need to prove by the usual monotonicity argument that Y (s, ω) = A(s, X(s, ω)) for dt × dP -almost all (t, ω).
Without loss of generality, we assume that λ 0 = 0 in (H3)(cf. [21, 31] ). It is clear that in (9)
Let us prove the following limit:
Since for almost all ω, h ε (·, ω) weakly converges to h(·, ω) in L Q , by the dominated convergence theorem we have
By (2), Lemma 3.1 and (17) we also have
The limit (25) now follows. Notice that for any 
as ε ↓ 0. The limits are due to (18) and (20).
Proof. It suffices to prove that if h n ∈ D N weakly converge to h in L Q , then there exists a subsequence n k (still denoted by n) such that
In fact, assume that I(f n ) a. By the definition of I(f n ), there exists a sequence h n ∈ L Q such that X hn = f n and 1 2 h n 2 L Q a + 1 n .
By the weak compactness of D 2a+1 , there exists a subsequence n k (still denoted by n) and h ∈ L Q such that h n weakly converge to h and
Thus, by (33) we get the desired compactness. We now prove (33). As in the proofs of Lemma 3.1 and Lemma 3.2, we may prove
and X hn (t) − X hn (r) X * C|t − r| 1 q 1 ∨q 2 , where C is independent of n.
Since X ֒→ H is compact, by [13, Theorem 2.1] there exists a subsequence n k (still denoted by n) and an X ∈ L 2 (0, T ; H) such that Basing on this convergence, as in the proof of Lemma 3.3, we in fact have X = X h and the desired limit (33) hold.
Using Theorem 3.5 and Lemma 3.7, we obtain the following large deviation principle.
