We consider the ill-posed Cauchy problem in a bounded domain D of ℝ n for an elliptic differential operator A(x, ∂) with data on a relatively open subset S of the boundary ∂D. We do it in weighted Sobolev spaces H s,γ (D) containing the elements with prescribed smoothness s ∈ ℕ and growth near ∂S in D, controlled by a real number γ. More precisely, using proper (left) fundamental solutions of A(x, ∂), we obtain a Green-type integral formula for functions from H s,γ (D). Then a Neumann-type series, constructed with the use of iterations of the (bounded) integral operators applied to the data, gives a solution to the Cauchy problem in H s,γ (D) whenever this solution exists.
Introduction
The ill-posed Cauchy problem for elliptic systems of linear partial differential equations is a long standing problem connected with numerous applications in physic, electrodynamics, fluid mechanics etc. (see, for instance, [10, 11] ). It appears that the regularization methods (see, for instance, [31] ) are most effective for studying the problem. However, there are many different ways to realize the regularization; see, for instance, [1, 4] for the problem of holomorphic continuation in complex analysis or [8, 13, 14] for the Cauchy problem related to the second-order elliptic equations. The book [30] gives a rather full description of solvability conditions for the problem and the ways of its regularization in the Sobolev spaces and Hardy spaces.
Recently, a new approach was developed; cf., for instance, [22, 26] . It is based on the simple observation that the calculus of Cauchy problems for solutions to elliptic equations just amounts to the calculus of (possibly non-coercive) mixed boundary value problems of Zaremba type for elliptic equations with a parameter. On this way, it is possible to obtain a suitable regularization of the Cauchy problem for elliptic equations in the Sobolev spaces; see, for example, [18] for the Cauchy-Riemann system or [24] in the general case. However, local analysis of formal solutions to a partial differential equation (especially in domains with nonsmooth boundaries) immediately shows that there are solutions with typical behavior adequately described in weighted spaces only. There is no wonder that the most substantial results on mixed problems were perhaps achieved in weighted Sobolev spaces; see, for instance, [3, 17] . One chooses a weight function to appropriately control the behavior of solutions near interface surface on the boundary where the boundary conditions change their character; see recent advances in [28, 29] . Another motivation to introduce weights consists in possible geometric singularities of the boundary of the manifold where the problem is posed. This is why we would like to revisit the regularization of the ill-posed Cauchy problem in proper weighted spaces.
Namely, let A be a non-zero bounded linear operator that maps a Hilbert space H 1 to a Hilbert space H 2 . As usual, we denote by ker (A) the null-space of A. Let also A ⋆ stand for the Hilbert space adjoint operator for A that maps H 2 to H 1 , and let I H j stand for the identity operator in the space H j . Since the range of the map A may be non-closed, solving the operator equation
might prove to be an ill-posed problem (see [11, 31] ). The following theorem provides one of the possible way of its regularization; see, for instance, [11, 23] . (i) (f, g) = 0 for all g ∈ ker (A ⋆ ).
(ii) The Neumann series u(f) = a −2 ∑ ∞ ν=0 (I H 1 − a −2 A ⋆ A) ν A ⋆ f converges in the space H 1 . Moreover, under these conditions, u(f) is the unique solution to (1.1), orthogonal to ker (A).
In the sequel we reduce the Cauchy problem in a bounded domain D of ℝ n for an elliptic differential operator A = A(x, ∂) (possibly possessing singular low-order coefficients) with data on a relatively open subset S of the boundary ∂D to the operator equation (1.1) in proper weighted Sobolev spaces H s,γ (D) containing the elements with prescribed smoothness s ∈ ℕ and growth near ∂S in D, controlled by a real number γ. Finally, we obtain a nice regularization operator for (1.1) indicating a reasonable integral formula for the adjoint operator A ⋆ under the consideration.
Actually, the basic idea for constructing an integral formula related to the adjoint operator A ⋆ was invented in [19] in the situation where A is the n-dimensional Cauchy-Riemann operator ∂ in ℂ n acting from the Sobolev space H 1 (D) to the space of n-vector functions with components from the Lebesgue space L 2 (D) over a sufficiently smooth bounded domain D ⊂ ℂ n . Note that no boundary conditions were imposed in this case, but nevertheless the problem was ill-posed for n > 1 because of the subellipticity of the ∂-operator on the scale of the Sobolev spaces; cf. [7] . In fact, Romanov [19] constructed an inner product on the Sobolev space H 1 (D), providing the same topology as the original one and such that the corresponding adjoint is given by the following improper integral:
where z = (z 1 , . . . , z n ), ζ = (ζ 1 , . . . , ζ n ) are complex coordinates in ℂ n and ζ = (ζ 1 , . . . , ζ n ) is the corresponding complex adjoint vector for ζ . The scheme was adopted later to study solvability conditions of (1.1) in the situation where A is an (overdetermined) (l × k)-matrix elliptic operator of order m ≥ 1 acting from the space of k-vector functions with components in the Sobolev space H m (D) to the space of l-vector functions with components in the Lebesgue space L 2 (D), l ≥ k, over a bounded domain D ⊂ ℝ n ; see [16] . Again, no boundary conditions were imposed in this case.
The case of the Cauchy problem for an (overdetermined) (l × k)-matrix elliptic operator A, l ≥ k, of order m ≥ 1 acting from the Sobolev space H m (D) to the Lebesgue space L 2 (D), was considered in [22] . As the Cauchy data were given on a relatively open subset S of the boundary ∂D, the corresponding adjoint operator was constructed with the use of the Green function for the Dirichlet problem in the Sobolev space H m (X \ S) related to the Laplacian A * A in a domain X \ S with the crack S; here X is a domain in ℝ n containing the closure D of the domain D, and A * is the formal adjoint differential operator for A. In the sequel we are going to spread this scheme to proper weighted Sobolev spaces.
Let D be a bounded domain in ℝ n with Lipschitz boundary ∂D, i.e. the surface ∂D is locally the graph of a Lipschitz function: for each boundary point p ∈ ∂D there is a neighborhood U of p in ℝ n , such that, after a possible rotation,
The smallest L for which the estimate holds is called the bound of the Lipschitz constants. By choosing finitely many balls {U ν } covering ∂D, the Lipschitz constant for a Lipschitz domain is the smallest L with the property that the Lipschitz constant is bounded by L for every ball U ν .
Any bounded Lipschitz domain has actually a global Lipschitz defining function ρ, i.e. ρ : ℝ n → ℝ satisfies ρ < 0 in D, ρ > 0 outside D, and c 1 < |ρ | < c 2 almost everywhere at ∂D, where c 1 , c 2 are positive constants (here ρ means gradient of ρ). The geometric interpretation of this description is that both D and ℝ n \ D are locally situated on exactly one side of the boundary ∂D.
We say that the surface ∂D is C k -smooth if ρ is k-times continuously differentiable in a neighborhood of ∂D and ∇ρ ̸ = 0 on ∂D. By a piece-wise smooth surface we mean a finite union of C 1 -smooth surfaces intersecting transversally.
We consider complex-valued functions defined in the domain D.
For a closed set σ ⊂ D denote by C s (D, σ) the space of all s times continuously differentiable functions on D with compact support in D \ σ. The space C ∞ (D, ∂D) is usually denoted by C ∞ 0 (D). For 1 ≤ q < ∞, we write L q (D) for the space of all (equivalence classes of) measurable functions u in D such that the Lebesgue integral of |u| q over D is finite. When endowed with the norm
As usual, this scale continues to include the case q = ∞, too.
More generally, for s = 1, 2, . . . , we denote by H s (D) the completion of C ∞ (D) with respect to the norm
where the sum is over all multi-indices α = (α 1 , . . . , α n ) of norm |α| := α 1 + ⋅ ⋅ ⋅ + α n not exceeding s, and
It is convenient to define H s (D) := L 2 (D) for s = 0. Obviously, every H s (D) with s = 0, 1, . . . specifies within L 2 (D). In this way we get a scale of Hilbert spaces H s (D) endowed with inner product
In order to extend the scale H s (D) to the fractional values of s > 0, one can use an interpolation procedure. There is also a direct construction along more classical lines developed in [27] . Given any non-integer s > 0, the so-called Sobolev-Slobodetskii space H s (D) is defined to be the completion of C ∞ (D) with respect to the norm
is endowed with obvious inner product under which it is a Hilbert space. In the sequel, for a closed subset Γ of D, we denote by H s (D, Γ) the closure of the linear subset C ∞ (D, Γ) in H s (D) . When endowed with the induced norm, H s (D, Γ) is obviously a Hilbert space. If Γ is the whole boundary ∂D, we get what is usually referred to as H s 0 (D). To define the spaces H s (D) for all negative s ∈ ℝ, too, we exploit the standard duality construction that will be used also for the weighted spaces below. More precisely, let H + and H 0 be complex Hilbert spaces with inner products ( ⋅ , ⋅ ) + and ( ⋅ , ⋅ ) 0 , respectively. Suppose that H + is a subspace of H 0 and the natural inclusion ι : H + → H 0 is continuous. We also assume that there is a space Σ ⊂ H + such that Σ is dense in H + and ι(Σ) is dense in H 0 . Write H − for the completion of Σ with respect to the norm
Then H − is topologically isomorphic to the dual (H + ) and the duality is induced by the pairing [32] in an abstract setting or [3] for cone-type singularities and [17, 28] for edge-type singularities in problems related to (pseudo-)differential operators. This theory can be easily spread to the crack domains D \ Γ in the case where Γ is a closure of a relatively open connected piece of a sufficiently smooth oriented hyper-surface in D with piece-wise smooth boundary ∂Γ; cf. [22, Section 2] for the spaces of type H s,0 (D \ Γ).
Fix a closed set Ξ ⊂ D situated on an (n − 1)-dimensional surface. Let us introduce special weighted Sobolev spaces associated with Ξ. Let ρ be a continuous non-negative function in D such that 0 ≤ ρ(x) ≤ 1 for all x ∈ D and ρ(x) = 0 if and only if x ∈ Ξ. We assume that ρ is sufficiently smooth away from Ξ. More precisely, we require
for all multi-indices α ∈ ℤ n ≥0 satisfying |α| ≤ k with some k ∈ ℕ. By working on the whole scale of the weighted Sobolev-type spaces parametrized by the smoothness index s ∈ ℝ, it is natural to assume that ρ is C ∞ -smooth away from Ξ and that (2.2) is valid for any k ∈ ℕ, while by handling one particular space of finite smoothness s, it is always enough to assume that k ≥ |s|. Estimates (2.2) guarantee various important properties of weighted Sobolev spaces with weight function ρ. One may think of ρ(x) as the distance from x to Ξ locally near Ξ in D. If the set Ξ is empty, we choose ρ ≡ 1.
Let s be a non-negative integer and γ ∈ ℝ. On smooth functions with compact support in D \ Ξ we introduce the inner product If 0 < s < 1, then on this way the space H s,γ (∂D) can be naturally defined by using the Lebesgue space L 2 (∂D) instead of L 2 (D). More precisely, we assume that Ξ ∩ ∂D is situated on a piece-wise smooth (n − 2)-dimensional surface in the C 1 -smooth surface ∂D. Let ds stand for the area form on ∂D induced by the Lebesgue measure in ℝ n . We introduce the inner product Then, for 0 < s < 1, we write H s,γ (∂D) for the completion of C 0,1 (∂D, Ξ) with respect to the norm
For s ≥ 1 this can be done with the use of a proper partition of unity.
The following re-indexation allows one to distinguish important natural embeddings. Namely, for each s ∈ ℤ ≥0 and γ ∈ ℝ, we have H s,γ (D) = H s,(γ−s)+s (D). Then we set
for s ∈ ℤ ≥0 . The similar re-indexation will be used for the spaces on ∂D.
According to the explanations above,
respectively. The re-indexing relation between the weighted spaces H s,γ (D) and H s,s+γ (D) still holds for negative s; see [28, Lemma 4.5] .
For particular configurations of singularities Ξ, if we choose as ρ the distance to Ξ in a suitable coordinate system, then the scale of Hilbert spaces H s,γ (D) coincides with that used in [3] for cone-type singularities and in [17] for edge-type singularities, the only difference being in indexing the spaces. Let us briefly list the most important properties of the weighted Sobolev scale H s,γ (D) that we will mostly use; see [28] .
First of all, we note that the multiplication on the weight function induces a bounded operator on the scale; see [28, Theorem 3.6 and Corollary 4.3].
Then, for any δ ∈ ℝ, the correspondence
Next we see that there are natural classes of differential operators acting on the scale; see [28, Lemma 3.10]. Similarly to the usual Sobolev spaces, the weighted ones admit adequate theorems on continuous and compact embedding including theorems on traces (see [28, Section 5] ). In particular, we have the following basic embedding theorem; see [ However, the most advanced statements correspond to the very natural case where the geometry of the domain is involved; see [28, Section 6] . Indeed, we are to impose additional conditions on the function ρ that lead us to typical situations of analysis on manifolds with singularities. Namely, assume that there is a neighborhood U of the set Ξ in D and C 1 -smooth functions ρ 1 , . . . , ρ n−1 in U such that
is the Jacobi matrix of the functional system ρ 1 , . . . , ρ n−1 , ρ. Hence, condition (2.3) means that the modulus of det J is bounded away from zero in U \ Ξ. Thus, ρ can be completed to a coordinate system in U as a new singular coordinate. By the very nature, the analytical condition (2.3) corresponds to a (possible) singularity Ξ of ∂D similar to transversal intersection (like conic points or edges). The proof of the following theorem can be found in [22, Corollary 2.2] or [28, Theorem 6.1]. However, the surface ∂D can be also C 1 -smooth and the singularity Ξ can be artificial. see for instance [27] . We will omit the index D and write just t s if it causes no misunderstandings. Thus, if Ξ ∩ ∂D is situated on an (n − 2)-dimensional surface in ∂D, then t 1 maps H 1 (D, Ξ) continuously to H 1/2 (∂D, Ξ) and the trace operator t (γ)
. If the norms of the spaces H 1,0 (D) and H 1 (D, Ξ) are equivalent, then formula (2.4) induces the bounded trace operator t (γ) 
In particular, H 1,γ (D, ∂D) is the closure of smooth functions with compact support in D.
Proof. According to the results of [6] ,
Thus, it is left to apply Theorem 2.1 to conclude that the statement of the theorem is true.
In the sequel we will always assume that (2.3) is fulfilled. Now we are ready to formulate the Cauchy problem in weighted Sobolev spaces.
The Cauchy problem in weighted Sobolev spaces
Let X be a domain with C ∞ -smooth boundary ∂X in ℝ n , containing the closure D of a bounded domain D with piece-wise smooth boundary ∂D. Let also E = X × ℂ k and F = X × ℂ l be trivial vector bundles over X.
The space of sections of the bundle E of a function class C(D) will be denoted by C E (D). As the bundle E is trivial, C E (D) consists of (k × 1)-columns with components from C(D). Consider a first-order (weighted) differential operator
mapping sections of E to sections of F. This means that A j are (l × k)-matrices with C ∞ -smooth components over X. We assume that the operator A is (overdetermined) elliptic, i.e. l ≥ k and the map
is injective for all x ∈ X and all ξ ∈ ℝ n \ {0}. Easily, the operator A maps H
. Moreover, Theorem 2.5 gives the possibility to consider the Cauchy problem with data on a subset S ⊂ ∂D:
We tacitly assume that S is a relatively open subset of ∂D with piece-wise smooth boundary ∂S and that ∂S coincides with the singular set Ξ. First, we easily indicate a class of operators with the Uniqueness Theorem for the Cauchy problem. 
Hence v is identically zero inD according to the Uniqueness Theorem for the Cauchy problem for elliptic operators in the Sobolev spaces; see [25, Theorem 2.8] .
Then v equals zero identically in D because v is real analytic there.
Next we indicate a reasonable situation where the Cauchy problem is densely solvable. 
Proof. We shall have established the theorem if we prove that the orthogonal complement H ⊥ of the range of the map (3.4) 
is the formal adjoint for A and A * j is the adjoint matrix for A j . Since l = k, the operator A * is elliptic in D. Moreover, as the entries of the matrices A i , 0 ≤ i ≤ n, and the function ρ are real analytic, we see that the function f is real analytic in D because of the Holmgren Theorem. Then the function (ρ −2γ f) is real analytic in D, too, because ρ ̸ = 0 in D. Next, since ∂D \ S contains a relatively open subset of ∂D, there is a domainD ⊂ D with C ∞ -smooth boundary and such thatD ∩ Ξ = 0 and the set
Let η be a defining function for the domainD:
As ∂D ∈ C ∞ , we may choose η ∈ C ∞ (U) for a neighborhood U of ∂D with |∇η| ̸ = 0 on ∂D such that the vector field ν = ∇η |∇η| is the unit exterior normal vector field to ∂D. For sufficiently small δ > 0, consider domainŝ
Clearly,D δ ⋐D and η δ = η + δ is a defining function for the domainD δ with ∇η = ∇η δ and ν δ = ∇η |∇η| being the unit exterior normal vector field to ∂D δ . Then the vector function f has weak boundary value
see [25, Theorem 4.4] (here the space D (∂D) is the space of distributions on ∂D, ⟨f 0 , v⟩ denotes the action of the distribution f 0 on a test function v, dy[j] = dy 1 ∧ ⋅ ⋅ ⋅ ∧ dy j−1 ∧ dy j+1 ∧ ⋅ ⋅ ⋅ ∧ dy n and ∧ is the exterior product defined on differential forms). However, the Stokes' formula for differential forms and (3.5) imply that f 0 = 0 on S 2 , and then
Hence f is identically zero inD according to the Uniqueness Theorem for the Cauchy problem for elliptic systems in the Lebesgue spaces; see [25, Theorem 2.8 ]. Then f equals zero identically in D because f is real analytic there.
Clearly, A maps H 
Proof. Indeed, the first statement follows from Corollary 2.6 immediately.
1 ) −1 r e (γ) (u 0 ) and let u be its solution. Then, according to Corollary 2.6, the vector v = u + (t 
A Dirichlet problem in a domain with crack
The aim of this section is to prepare a background for the next steps and to make the operator (t (γ) 1 ) −1 r more visible. With this purpose we invoke the Hodge theory for the Dirichlet problem in the weighted Sobolev space related to strongly elliptic operators on manifolds with a (possibly empty) crack; see, for instance, [21, 22] .
Fix a C 1 -smooth oriented (n − 1)-dimensional surfaceΓ in X. Let Γ ⊂ X be the closure of a relatively open connected piece ofΓ with piece-wise smooth boundary ∂Γ = Ξ. We are going to consider the domain X \ Γ as a manifold with crack Γ. Next, for each domain Ω ⊂ X such that either Γ ⊂ Ω or Γ ⊂ ∂Ω and Ω has Lipschitz boundary (the case Ω = X is included), we introduce a first-order Hermitian form
where the coefficients a i,j are assumed to be (k × k)-matrices with complex-valued entries of class L ∞ (X).
Let H γ (Ω) stand for the subspace in H 
By definition, H 1,γ (Ω) is continuously embedded into H 0,γ+1 (Ω), and hence the space H γ (Ω) is continuously embedded into H to H γ (Ω). We assume that there is a positive constant m Ω such that ∂Ω) . This assumption means that the Hermitian form h X,γ ( ⋅ , ⋅ ) induces a Fredholm Dirichlet problem for the second-order (weighted) differential operator
in the (possibly cracked) domain Ω that maps H 1,γ (Ω, ∂Ω) continuously to the dual space for the space H 1,γ (Ω, ∂Ω). Of course, there are other ways to provide the Fredholm property of a boundary value problem in weighted spaces (see [17, 21] ) but it is difficult to check their abstract assumptions in a particular situation.
To be more precise, letH −1,γ (Ω) stand for the completion of the space H 1,γ E (Ω, ∂Ω) with respect to the norm
As we have explained in Section 2 the spaceH −1,γ (Ω) can be identified with the dual for the space H 1,γ (Ω, ∂Ω) (see [20] or [2, Chapter 1, Section 1]). Consider the problem: given f ∈H As usual, this generalized setting may be interpreted as follows: Moreover, there is a bounded linear operator
Proof. Note that (4.2) yields H γ (Ω) ⊂ H Indeed, as the coefficients a i,j belong to L ∞ (X), we see that h Ω (u, u) is dominated by ‖u‖ H 1,γ (Ω) . Next, we may argue by contradiction. If the dimension of the space H γ (Ω) is infinite, then it admits a countable orthogonal system, say, {b ν } ⊂ H γ (Ω) satisfying ‖b ν ‖ H 1,γ E (Ω) = 1. As any orthonormal system weakly converges to zero and the embedding (4.6) is compact, {b ν } converges to zero in H 0,γ E (Ω). This contradicts with (4.2) because then
. A familiar argument shows that there is a constantm Ω > 0 with the property that
Indeed, we argue by contradiction again. If there is no such constant, then we can find a sequence {u ν } in
As the unit ball in a separable Hilbert space is weakly compact, we can assume that {u ν } converges weakly to a vector u ∞ ∈ H ⊥ γ (Ω) ∩ H γ (Ω). It follows that
. We thus conclude that u ∞ = 0. But inequality (4.2) yields
) for all ν. Since the embedding (4.6) is compact, and thus u ν converges strongly to u ∞ in H 0,γ E (Ω), we get
which contradicts u ∞ = 0. We have thus proved that the Hermitian form h Ω,γ ( ⋅ , ⋅ ) defines an inner product in the Hilbert space (Ω) there exists a unique vector-function
It follows that if f ∈H 
The continuity of the operator Φ γ follows from the Banach Inverse Theorem. 
is an inner product on the space H Proof. By the definition of the space H γ (Ω) we havẽ (Ω, ∂Ω) . Finally, the statement follows because on the finite-dimensional space H γ (Ω), any two norms are equivalent.
Then, using the right inverse (t This means that the second-order part of the operator ∆ γ is strongly elliptic. If we additionally assume that a 0,0 is a strictly positive matrix satisfying
with a constant c independent on w, then the Hermitian form 
The simplest cases come from the translation-type operators introduced in Section 2; see formula (2.4) . 
and a j are (l × k)-matrices with C ∞ -smooth entries over X, i.e. as before l ≥ k and the map
is injective for all x ∈ X and all ξ ∈ ℝ n \ {0}. Easily,
(a j,0 ∂ j u − ∂ j (a * j.0 u)) + a 0,0 u with Hermitian matrices a i,j = (a * i a j + a * j a i )/2 and (4.7) and (4.8) hold true because σ(A)(x, ξ) is injective. Set h X\Γ (u, v) = (Au, Av) L 2 F (X) . This form induces a linear continuous map
As the operator A * A is strongly elliptic, the classical Gårding inequality holds true for it (see, for instance, [33] ):
) for all u ∈ H 1 0,E (X \ Γ) with a positive constant m X\Γ independent on u. Then the space
For the empty crack Γ this type of results are known since the paper [33] (cf. also [12] ); for an non-empty crack Γ, see, for instance, [22, Lemma 3.2] . Let Π be the orthogonal projection from L 2 E (X) into H(X \ Γ). Then, according to [22, Theorem 3.3] , there is a bounded linear operator
such that ΦΠ = ΠΦ = 0, PΠ = ΠP = 0 and ΦA * Au = u − Πu for all u ∈ H 1 0,E (X \ Γ), In particular, the results of Example 4.6 mean that the operator (t Let A be an (l × k)-matrix operator with constant coefficients in ℝ n such that A * A = −∆I k , where ∆ = ∑ n j=1 ∂ 2 j is the usual Laplace operator and I k is the identity (k × k)-matrix. In this case it is natural to assume that X = ℝ n . However, then we can not literally apply the results above in this new situation because the potential operators in Sobolev spaces over unbounded domains behave slightly differently. If we impose some restrictions on the growth of solutions to the Dirichlet problems at infinity instead of considering the problem in the Sobolev spaces, then we can produce a proper Green function Φ. Generally, one should argue in the weighted spaces with additional weight controlling the behavior at infinity; see [15] . In the simplest classical situation, solving the Dirichlet problem For n = 2 one usually assumes that the solution is bounded at infinity or it has a logarithmic growth there. We do not want to describe the right-hand sides for the Poisson equation to avoid technical details.
Of course, from general theory it is clear that Φ(x, y) = g n (x − y) − ψ Γ (x, y), where
is the standard fundamental solution to the Laplace operator in ℝ n , σ n is the square of the unit sphere in ℝ n and the additional function ψ Γ is harmonic with respect to both x and y providing proper behavior near ∂Γ and at infinity. The matter is rather easy if ∂Γ = 0. For instance, if Γ is a sphere centered at the origin and with radius 0 < R < ∞, then the kernel of the Green function Φ of the corresponding Dirichlet problem is given as follows:
where B R is the ball centered at the origin and with radius R. In other words, Φ(x, y) equals the Green function of the Dirichlet problem for the ball B R for x, y ∈ B R and it equals the Green function of the Dirichlet problem for the complement ℝ n \ B R for x, y ∈ ℝ n \ B R . If n = 2 and Γ coincide with a segment [a, b] on the abscissa of the plane, then the corresponding Green function and the Poisson kernel were obtained by Gakhov [5, (46.25)-(46.26) ] under the continuity conditions [5, (46.18) ].
We also may try to act in the weighted spaces similarly to the situation in the usual Sobolev spaces. where A is the weighted differential operator of type (3.1) satisfying the ellipticity assumption (3.2) . In this situation,
However, the summand A 0 ρ −1 in formula (3.1) is no longer a "low-order term" on the scale of weighted spaces with respect to the summand ∑ n j=1 A j ∂ j because the scale admits already two "differentiation" operations: the true differentiation with respect to x and the multiplication on the negative powers of the weight function ρ. This means that the classical Gårding inequality for elliptic operators can not directly provide the weighted inequality (4.2) for the form (4.10).
We only note that for the Hermitian form (4.10) the assumption (4.2) reduces to the following weighted Gårding-type inequality:
We finish the section with the following simple but useful lemma. With this purpose, let χ Ω be the characteristic function of the domain Ω. Then it induces the extension by zero from Ω to X \ Γ for any function u ∈ L 2 (Ω). Moreover, it induces bounded linear operators
and
‖χ Ω v‖ L 2 (X) = ‖v‖ L 2 (Ω) , ‖χ Ω u‖ H 1 (X\Γ) = ‖u‖ H 1 (Ω) for all v ∈ L 2 (Ω) and u ∈ H 1 0 (Ω). 
Proof. Indeed, using (2.4) and Theorems 2.1 and 2.4, we obtain the bounded operator
satisfying for all u ∈ H 1,γ (Ω, ∂Ω),
with a positive constant c j independent of u ∈ H 1,γ (Ω, ∂Ω). Next, as the norm ‖ ⋅ ‖ H 1,γ (X\Γ) is not weaker than the norm ‖ ⋅ ‖ H 1,γ (Ω) , we conclude that a bounded linear restriction operator
is well-defined. Then, using (4.13) and Corollary 2.6, we see that for each 
Constructing the adjoint operator
Now we are ready to discuss the regularization of the operator equation (1.1) with the use of Theorem 1.1. First of all, we note that the Hilbert space adjoint operator
for the map (3.4) always exists. In order to identify it, for each f ∈ H 0,γ (D) one should find the unique solution w = A ⋆ f ∈ H 1,γ (D, S) to the following problem:
By the discussion above, (5.2) can be treated as a mixed boundary value problem for a second-order elliptic operator generated by the Hermitian form ( ⋅ , ⋅ ) H 1,γ (D) ; cf. also [22, 24] . However, it is not so easy to find the solution of a mixed problem in a constructive form; cf. [9] . Thus, the idea of finding the adjoint operator A ⋆ : H 2 → H 1 for the bounded linear operator A : H 1 → H 2 was the following: to replace a simple inner product of the space H 1 by (possibly more complicated) another one in such a way that 1) the new inner product induces an equivalent norm to the old one, 2) the corresponding adjoint is given by a (relatively) simple formula (see, for instance, [16, 19, 22] for various differential operators in the usual Sobolev spaces, including the cases without boundary conditions).
We proceed with the situation where Γ = S and Ξ = ∂S. Fix the operator (4.3) over X \ Γ, satisfying (4.14) and such that
where ker (A) means the null-space of problem (3.3). We denote by h 
for each u ∈ H 1,γ (D, S). Thus, we may introduce the Hermitian form 
is a bounded linear operator induced by (5.4) . with any form h X\S ( ⋅ , ⋅ ) satisfying (4.14). However, in this case, we need additional assumptions to identify the operator (I − A ⋆ A) as a Green-type boundary integral. The strong forms as in Example 4.5 satisfy both (4.14) and (5.3) , and hence we do not need to add the second term in (5.13).
Example 5.4. If A = Op(ρ γ )A Op(ρ −γ ) for a non-weighted first-order operator (4.9) from Example 4.6, then Theorem 5.1 is just a translation of results [22] from the usual Sobolev spaces to the weighted ones. Namely, in this case T γ,A = Op(ρ γ )(Φχ D A * ) Op(ρ −γ ), where Φ is the Green function related to the Dirichlet for the Laplacian A * A in a domain X \ S on the scale of the usual Sobolev spaces, and (I − A ⋆ A) can still be identified as a Green-type boundary integral; see Example 4.6 and [22] . 
