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ABSTRACT
We propose a novel neural model compression strategy combining
data augmentation, knowledge transfer, pruning, and quantization
for device-robust acoustic scene classification (ASC). Specifically,
we tackle the ASC task in a low-resource environment leveraging
a recently proposed advanced neural network pruning mechanism,
namely Lottery Ticket Hypothesis (LTH), to find a sub-network
neural model associated with a small amount non-zero model pa-
rameters. The effectiveness of LTH for low-complexity acoustic
modeling is assessed by investigating various data augmentation
and compression schemes, and we report an efficient joint frame-
work for low-complexity multi-device ASC, called Acoustic Lot-
tery. Acoustic Lottery could compress an ASC model up to 1/104
and attain a superior performance (validation accuracy of 74.01%
and Log loss of 0.76) compared to its not compressed seed model.
All results reported in this work are based on a joint effort of four
groups, namely GT-USTC-UKE-Tencent, aiming to address the
“Low-Complexity Acoustic Scene Classification (ASC) with Mul-
tiple Devices” in the DCASE 2021 Challenge Task 1a.
Index Terms— Lottery ticket hypothesis, Teacher-student
learning, Acoustic scene classification, and Device-robustness
1. INTRODUCTION
Acoustic scene classification (ASC) aims to recognize a set of given
environment classes (e.g., airport and urban park) from real-worlds
sound examples. Analysis and learning to predict acoustic scene
sounds are important topics associated with various mobile and on-
device intelligent applications [1, 2, 3, 4, 5, 6]. The Detection
and Classification of Acoustic Scenes and Events (DCASE) chal-
lenges [7, 8, 9, 10] provide a comprehensive evaluation platform
and benchmark data to encourage and boost sound scene research
communities. DCASE 2021 Task 1a [11] focuses on developing
low-complexity acoustic modeling (AM) solutions for predicting
sounds recorded from multiple devices (e.g., electret binaural mi-
crophones, smartphones, and action cameras). The goal is to design
a device-robust ASC system preserving generalization power over
audios recorded by different devices, and highlighting the impor-
tance of low-complexity requirements.
†The authors have equal contribution on this work.
From previous DCASE challenges, we observed that several
competitive ASC systems [12, 13, 14] benefited from large-scale
convolutional neural models combined with several data augmenta-
tion schemes, but whether we can attain the generalization power of
those complex models with a low-complexity architecture is the re-
search goal to be addressed in DCASE 2021 challenge. To this end,
we focus on addressing two basic questions: (i) Are some well-
performed device-robust ASC models overparameterized? (ii) Can
we take advantage of some overparameterized models to design a
low-complexity ASC framework on multi-device data?
(d) Two-Stage Fusion
(c) Lottery Ticket Hypothesis






Figure 1: The proposed Acoustic Lottery (AL) framework.
In the quest for addressing the above questions, we deployed
a novel framework, namely “Acoustic Lottery,” for DCASE 2021
Task 1a, which will be described in the following sections. As
shown in Figure 1, our Acoustic Lottery system consists of (a) a
data augmentation process to improve model generalization, (b) a
teach-student learning mechanism to transfer knowledge, from a
large teacher model to a small student model, (c) a Lottery Ticket
Hypothesis [15] based pruning method to deliver a low-complexity
model, (d) a two-stage fusion technique [16] to improve model pre-
diction, and finally (e) a quantization block to deploy a final model
owing less than 128 KB non-zero parameters, which is the require-
ment of Task 1a. A detailed presentation of each block in Figure 1
is discussed in the following sections.
2. LOW-COMPLEXITY ACOUSTIC MODELING
FRAMEWORK
2.1. Data Augmentation Strategy
In some previous works [12, 16, 17, 18], data augmentation strate-
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Algorithm 1 LTH for Device-Robust Acoustic Modeling
1. Input: a model, G0; augmented sound data, D.
2. Randomly Initialize Weights (Θ0).
3. Initialize Model: G0(Θ0)→ G1
4. For t = 1, ..., T : # Pruning Searching Iterations
5. For e = 1, ..., E: # Gradient Training Epochs
6. Θe→Θ: TSL-train Gt with D for its final weights (Θt)
7. If t < T: # LTH Pruning Strategy
8. Mask(Θt) to get a pruned graph Gp from G0
9. Load homologous initial weights Θp ∈ Θ0 from Gp
10. Update target model Gp(Θp)→ Gt+1
11. Output: A well-trained pruned model GT (ΘT )
DCASE 2020 validation set [14]. The first module (Figure. 1 (a)) of
our DCASE 2021 system thereby builds upon eight data augmen-
tation methods investigated in Hu et al.’s work [12] with the goal
of deploying a seed model with good generalization capabilities to
deal with the multiple device acoustic condition.
2.2. Teacher-Student Learning (TSL)
Teacher-Student Learning (TSL), also named as Knowledge Dis-
tillation (KD), is a widely investigated approach for model com-
pression [19, 20]. Specifically, it transfers knowledge from a large
and complex deep model (teacher model) to a smaller one (stu-
dent model). The main idea is to establish a framework that makes
the student directly mimicking the final prediction of teacher. For-
mally, the soften outputs of a network can be computed by p =
softmax(α
τ
), where α is the vector of logits (pre-softmax activa-
tions) and τ is a temperature parameter to control the smoothness
[19]. Accordingly, the distillation loss for soft logits can be written
as the Kullback-Leibler divergence between the teacher and student
soften outputs. In this work, we followed the approaches in [12] to
build a large two-stage ASC system, serving as the teacher model.
Then a teacher-student learning method is used to distill knowledge
to a low-complexity student model, as shown in Figure 1 (b).
2.3. Lottery Ticket Hypothesis Pruning
Next we have investigated advanced pruning techniques to further
reduce non-zero model parameters of the student. Although neural
network pruning methods often negatively affect both model predic-
tion performance and generalization power, a recent study, referred
to as Lottery Ticket Hypothesis [15] (LTH), showed a quite surpris-
ing phenomenon, namely pruned neural networks (sub-networks)
could be trained attaining a performance that was equal to or bet-
ter than the not pruned original model if the not pruned parameters
were set to the same initial random weights used for the non-pruned
model. Interestingly, LTH-based low-complexity neural models had
proven competitive prediction performance on several image clas-
sification tasks [15] and recently have been supported with some
theoretical findings [21] related to overparameterization.
However, there is not any study on employing LTH for acoustic
modeling or speech processing To the best of the authors’ knowl-
edge, this is the first work concerned with LTH and neural acoustic
modeling.
Algorithm Design: In Algorithm 1, we detail our approach
under the Acoustic Lottery framework: In step (1), we first choose
a model with its original neural architecture (e.g., Inception in our
case) G0 and record its initial weights parameters Θ0 in step (2). In
our work, we incorporate teacher-student learning framework dis-
cussed in Section 2.2 with the goal of mimic prediction accuracy
and generalization adapted of the teacher acoustic model - a com-
plex model trained separately. At the end of each training phase, a
pruning iteration is started if the current iteration t is less than T .
The LTH pruning searches for a low-complexity model in steps (7)
through (10).
From our empirical findings in DCASE 2021 Task 1A data, we
found that the proposed Acoustic Lottery only needs one or two
(T=1 or 2 in Algorithm 1) searching iteration(s) to find a good low-
complexity acoustic model without a significant drop in the ASC
classification accuracy compared to the high-complexity teacher
model on the validation set. To select the mask function in step (8),
we evaluate three major LTH strategies, namely: (i) large-final; (ii)
small weights, and (iii) global small weights, which were proposed
in [15]. We found the small weights strategy allows us to attain bet-
ter trade-off between classification accuracy and compression rate
compared to the other two mentioned methods as shown in Fig-
ure 2. Therefore, we selected “small weights” as pruning strategy
to be used in our final submission. Finally, a well-trained pruned
student acoustic model is deployed in step (10) of Algorithm 1








































Figure 2: We compared empirical performance of different LTH-
masking strategies [22] versus sparsity level (weights remaining).
Visualization: To better interpret weights distribution in an
LTH-pruned neural acoustic model, we visualize a shallow incep-
tion model (excluding convolutional layers due to their dimensional
conflicts) on Index 3 in Table 1 and its LTH-pruned results as In-
dex 5 in in Table 1 shown in Figure 3. In Figure 3b, we can ob-
serve that the proposed Acoustic Lottery framework can discover
a well-trained model using only sparse weights with up to a 149×
compression rate.
2.4. Two-Stage Fusion and Multi-Task Learning
To boost ASC performance, we follow the investigation in the two-
stage ASC scheme discussed in [16], where the relationship be-
tween the 3-class and 10-class ASC systems were exploited to boost
the 10-class ASC system. This step is carried out in the module (d)
in Figure 1. The key idea is that the labels of the two subtasks, 3-
class and 10-class problems, differ in the degree of abstraction and
using the two labels together could be helpful. In our setup, the 3-
class classifier classifies an input scene audio into one of three broad
classes: in-door, out-door, and transportation. This 3-class classi-
fication way is from our prior knowledge that scene audios can be
roughly categorized into such three classes. The 10-class classifier
is actually the main classifier. Each audio clip should belong to one
of the three / ten classes. The final acoustic scene class is chosen
by the score fusion of those two classifiers. If we let C1 and C2 de-
note the set of three broad classes, and ten classes, respectively, and
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(a) Shallow Inception (SIC) (b) LTH-Pruned SIC
Figure 3: Visualized of layer-wise weights distribution by the LTH
approach applied to the student neural acoustic model: (a) Shallow
Inception (SIC) student and (b) LTH-Pruned (99.33%) SIC student.
let F 1 and F 2 indicate the output of the first and second classifier,
respectively. The final predicted class Class(x) for the input x is:
Class(x) = argmax
q,(p∈C1,q∈C2,p⊃q)
F 1p (x) ∗ F 2q (x),
where p ⊃ q means that p can be thought of a super set of q. For ex-
ample, transportation class is the super set for bus, tram, and metro
classes. Therefore, the probability of an input audio clip to be from
the public square scene is equal to the product of the probability of
out-door place, F 1p (x), and that of public square, F 2q (x).
However, the two ASC classifiers are trained separately, which
means the total parameters will be doubled. In [13], the authors
argued that joint training of two subtasks could be even more effi-
cient. Specifically, the 3-class classifier and the 10-class classifier
can be learned in a multi-task learning (MTL) [23] manner. The two
classifiers can share some parameters, where only output layers are
different. MTL is expected to perform as well as two-stage method
but save parameters. We thus study that setting as an ablation mod-
ule in our experimental section.
2.5. Quantization for Model Compression
As the main goal is to deploy a system with a size within 128 Kilo-
bytes (KB), we further use a post-training quantization method with
dynamic range quantization (DRQ), as shown in Figure 1 (e). DRQ
is the simplest form of post-training quantization, which statically
quantizes only weights from floating point to integer, which has 8-
bits of precision. Moreover, activations are dynamically quantize
based on their range to 8-bits. Leveraging upon DRQ, we thus con-
vert our neural acoustic model from a 32-bit format to a 8-bit for-
mat, which compresses the model size to about 1/4 of its original
size as our final model.
3. EXPERIMENTAL SETUP & RESULTS
3.1. Feature Extraction
We follow the same settings from DCASE 2020 Task-1a extract-
ing acoustic features for DCASE 2021 Task-1a [11] before using
the features to train low-complexity described in Section 2 and Fig-
ure 1. Log-mel filter bank (LMFB) features were used in our ex-
periments as audio features. The input audio waveform is analyzed
with a 2048 SFFT points, a window size of 2048 samples, and a
frame shift of 1024 samples. Thus the final input tensor size is thus
423×128×3 for Task 1a. Before feeding the speech feature tensors
into CNN classifier, we scaled each feature value into [0,1].
3.2. Model Training
All ASC systems are evaluated on the DCASE 2020 task1a devel-
opment data set [10], which consists of ∼14K 10-second single-
channel train audio clips and∼3K test audio clips recorded by 9 dif-
ferent devices, including real devices A, B, C, and simulated device
s1-s6. Only device A, B, C, s1-s3 are in the training set; whereas,
devices s4-s6 are unseen in the training phase. The greatest amount
of training audio clips are recorded with device A, namely over 10K
audio clips. In the test set, the number of waveforms from each de-
vice is the same.
We use two different Inception [25] models as our target mod-
els, namely Shallow Inception (SIC) and Large Inception (LIC).
SIC has two inception blocks whereas LIC has three inception
blocks and more filters. The size computed by the way recom-
mended in [24] of the original SIC and LIC are 503KB and 3528KB,
respectively. All Inception models in this work are built with Keras
[26] based on Tensorflow2 [27]. Stochastic gradient descent (SGD)
with a cosine-decay-restart learning rate scheduler is used to train
all deep models. Maximum and minimum learning rates are 0.1, and
1e-5, respectively. In our final submission, all development data is
used. And due to there is no validation data, we use the output of
model when learning rate hits the minimum number.
3.3. Results on Task 1a
In Table 1, we report only some of the evaluation results for low-
complexity models collected on Task 1a due to space constraints.
Two inception models: (i) shallow inception model (SIC) and (ii)
large inception model (LTC), are investigated under the proposed
Acoustic Lottery framework. By evaluating several low-complexity
strategies shown in 1. From the results, Index (0) is the official base-
line, which has the size of 90.3KB but very low accuracy and high
log loss. Index (1) and Index (2) are results from [12], where a two-
stage system is used. Although they achieve very good performance
(77.6% for two-stage FCNN and 81.9% for two-stage ensemble),
their size is very large, which are 132MB and 332MB, respectively.
The Index (3-11) in Table 1 are results of SIC. We here per-
form the ablation study for each method we propose. Index (3) is
the SIC baseline, which has the size of 503KB, accuracy of 67.8%,
and log loss of 0.954. With the use of TSL, shown as Index (4),
we can improve the accuracy and log loss while keeping the model
size unchanged. We use the two-stage FCNN model, shown as In-
dex (1), as the teacher model. Index (5) shows the result of us-
ing LTH, where we can significantly reduce the model size (around
149× compression rate. Although model parameters are reduced
in a huge scale, the model performance shows much better than the
SIC baseline: Index (3). This verifies our argument that the models
are overparameterized a lot.
Index (6) and (7) shows the results by only using two-stage fu-
sion or MTL. From the results, we can see the two-stage can boost
the performance, but the method will double the model size. By
using a compromise method, MTL, can work in the same manner
but save parameters. However, it’s slightly worse than using two-
stage. Index (8) shows the result by only using quantization. The
model parameters are quantized from float32 to float8. Although
it obtains a 4× compression rate, the performance worsens when
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Table 1: Experimental results on 2021 Task 1a. ’TSL’ means performing teacher-student learning. ’LTH’ means pruning with the Lottery
Ticket Hypothesis algorithm. ’Two-stage’ means using a two-stage fusion system. ’MTL’ means using multi-task learning system. ’Quant’
means using quantization on model parameters (float32 to float8). ’Aug’ means using extra augmented data (Method 3-8 in Section 2.1).
’System size’ is according to non-zero parameters [11]. All ’Y’ in the table means we used that method. Acc. indicates validation accuracy.
Idx. System TSL LTH Two-stage MTL Quant Aug System size Acc. % Log Loss
(0) Official Baseline [24] - - - - - - 90.3KB 47.7 1.473
(1) Two-stage FCNN [16] - - Y - - Y 132MB 77.6 0.795
(2) Two-stage Ensemble [16] - - Y - - Y 332MB 81.9 0.829
(3) SIC - - - - - - 503KB 67.8 0.954
(4) SIC Y - - - - - 503KB 68.9 0.919
(5) SIC - Y - - - - 3.4KB 68.2 0.914
(6) SIC - - Y - - - 1006 KB 68.9 0.914
(7) SIC - - - Y - - 504KB 68.0 0.915
(8) SIC - - - - Y - 126KB 66.9 0.972
(9) SIC Y - Y - - - 1006KB 69.2 0.874
(10) SIC Y - Y - Y - 252KB 68.4 0.906
(11) SIC - Y - - Y - 0.9KB 67.7 0.931
(12) LIC - - - - - - 3528KB 69.0 0.891
(13) LIC Y - - - - - 3528KB 69.9 0.880
(14) LIC - Y - - - - 23.6KB 69.2 0.878
(15) LIC - - Y - - - 7056 KB 70.0 0.848
(16) LIC Y Y Y - - - 47.2KB 70.8 0.833
(17) LIC Y Y Y - - Y 47.2KB 71.8 0.796
(18) LIC Y Y - - Y Y 5.9KB 71.1 0.852
(19) LIC Y Y Y - Y Y 11.8KB 71.8 0.794
(20) Ensemble of LICs Y Y Y - Y Y 47.2KB 72.9 0.780
(21) Ensemble of LICs Y Y Y - - Y 118KB 73.2 0.771
(22) Ensemble of LICs and SICs Y Y Y - - Y 122KB 74.0 0.760
compared with the SIC baseline. However, according to our ex-
periments, we find that the ensemble of 4 quantized models shows
better results than an unquantized model, which shows the potential
of quantization. With the combination of proposed approaches, we
can further boost the performance of SIC model, as shown in Index
(9) to (11) of Table 1. We can at most compress the SIC model to
0.9KB, shown as Index (11), with even better performance than SIC
baseline. As for LIC models, shown in Index (12) to (19), the same
conclusions as SIC can be observed. Furthermore, when training by
augmented data, system robustness can be further boosted. As for
LIC, we can at most compress it to 5.9KB, which a log loss of 0.852.
And the best log loss can be obtained by an 11.8KB system, shown
as Index (19), with an accuracy of 71.8% and log loss of 0.794. The
model size limitation of DCASE 2021 task 1a is 128KB. Thus we
investigate ensemble systems. As shown in Index (20) to (21), the
model ensemble can further increase the performance. Index (20) is
the ensemble of four quantized 10-class LICs and one unquantized
3-class LIC. Index (21) is the ensemble of three 10-class LICs and
two 3-class LICs. Index (22) is further ensembled with a SIC on
system of Index (21). The best ensemble system, shown as Index
(22), can obtain 74.0% accuracy and 0.760 log loss, with a model
size of 122KB.
For our final submitted four systems: four “two-stage en-
sembles” of different LIC and SIC models with LTH pruning are
selected. We obtain SICs and LICs from different training epochs
by training with different combinations of data augmentation strate-
gies and training criterion (one-hot labels or TS learning). Specifi-
cally, for system (a), we use two 3-class LICs, three 10-class LICs
and one 10-class SIC. So the total non-zero parameter size of Sys-
tem (a) is 122KB (23.6KB × 5 + 3.4KB × 1). System (b) uses
eight 3-class quantized-LICs, two 3-class quantized-SICs, ten 10-
class quantized-LICs, and three 10-class quantized-SICs. So the
total size of System (b) is 110KB (5.9KB× 18 + 0.9KB× 5). Sys-
tem (b) uses two 3-class LICs, two 3-class SIC, two 10-class LICs,
four 10-class quantized-LICs, and one 10-class quantized-SIC. So
the total size of System (c) is 125KB (23.6KB × 4 + 5.9KB × 4 +
3.4KB × 2 + 0.9KB × 1). System (d) uses two 3-class LICs, four
3-class quantized-LICs, one 10-class LIC, four 10-class quantized-
LICs, and one 10-class SIC. In System (d) we give non-quantized
models 4 times larger score weights than quantized models when
doing ensemble. And the total size of System (d) is 122KB (23.6KB
× 3 + 5.9KB × 8 + 3.4KB × 1). The results of system (1) on de-
velopment set is specified in Index (22) of Table 1.
4. DISCUSSION & CONCLUSION
As low-complexity acoustic modeling, a lottery ticket hypothesis
framework, Acoustic Lottery, is proposed and provides competi-
tive results. As the very first attempt on applying LTH for acous-
tic learning and modeling, our future works included theoretical
analysis on the success of LTH and its relationship between knowl-
edge distillation for different acoustic and robust speech processing
tasks [28]. We will open source our proposed framework and find-
ings to the community at https://github.com/MihawkHu/
Acoustic-Lottery.
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