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Abstract The paper introduces a technique that decomposes the dynamics
of a nonlinear system about an equilibrium into low order components, which
then can be used to reconstruct the full dynamics. This is a nonlinear ana-
logue of linear modal analysis. The dynamics is decomposed using Invariant
Spectral Foliations (ISF), which is defined as the smoothest invariant foliation
about an equilibrium and hence unique under general conditions. The conjug-
ate dynamics of an ISF can be used as a reduced order model. An ISF can
be fitted to vibration data without carrying out a model identification first.
The theory is illustrated on a analytic example and on free-vibration data of
a clamped-clamped beam.
Keywords Model order reduction, Invariant foliation, Non-linear system
identification
1 Introduction
In this paper we highlight how invariant foliations [14,27] of dynamical sys-
tems can be used to derive reduced order models (ROM) either from data
or physical models. We consider dynamics about equilibria only. We assume
a deterministic process, such that future states of the system are fully de-
termined by initial conditions. An invariant foliation is a decomposition of the
state space into a family of manifolds, called leaves, such that the dynamics
brings each leaf into another (see figure 1). If a leaf is brought into itself, then
it is also an invariant manifold. A foliation is generally characterised by its
co-dimension, which equals the number of parameters needed to describe the
family of leaves so that it covers the state space. The dynamics that maps one
leaf of an invariant foliation into another leaf has the same same dimension-
ality as the co-dimension of the foliation. We call this mapping the conjugate
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Figure 1 Two foliations act as a coordinate system. An initial condition (red dots) is
mapped forward by F , however each leaf of a foliation is brought forward by the lower
dimensional maps S1 and S2. Due to invariance of the foliation, the full trajectory can be
reconstructed from the two maps S1 and S2 and the leaves of the foliations.
dynamics, which is lower dimensional than the dynamics of the underlying
system and therefore suitable to be used as an ROM. Such ROM treats all
initial conditions within one leaf equivalent to each other and characterises the
dynamics of the whole system. In contrast, the conjugate dynamics (ROM) on
an invariant manifold captures the dynamics only on a low-dimensional subset
of the state space. The conjugate dynamics on an invariant manifold, however
describes the exact evolution of initial conditions taken from the invariant
manifold, while the conjugate dynamics on an invariant foliation is imprecise
about the evolution, it can only tell which leaves a trajectory goes through.
This ambiguity about the state has some advantages: for all initial conditions
there is a leaf and a valid reduced dynamics. In contrast, when using invari-
ant manifolds, the initial condition must come from the invariant manifold in
order to have a valid prediction.
Multiple foliations can act as a coordinate system about the equilibrium.
When individual leaves from different foliations intersect in one point, the
dynamics can be fully reconstructed from the foliations. Therefore invariant
foliations are fully paralleled with linear modal analysis of mechanical systems
[10]: it allows both the decomposition of the system and the reconstruction
of the full dynamics. To reconstruct the dynamics one needs to find inter-
section points of leaves from different foliations which is more complicated
than adding vibration modes of linear system. However, such composability
is not at all possible with invariant manifolds or any other nonlinear normal
mode (NNM) definition [15,23,12,22]. Therefore, an invariant foliation seems
to be the closest nonlinear alternative of linear modal analysis. The concept
of composition is illustrated in figure 1.
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Invariant foliations can be directly fitted to time-series data, because the
foliation acts as a projection, much like linear modes. This allows for another
parallel to be drawn with modal testing [10], which identifies linear vibration
modes from data. For invariant manifolds, such fitting is not available. In [25],
a two-step process was used to find invariant manifolds in vibration data. First
an underlying high-dimensional model was identified and then the invariant
manifold was extracted. Direct fitting of the manifold invariance equation to
data would require a projection that maps from the state space to the para-
meter space of the manifold, which is not a-priori available and cannot be
easily calculated. In fact, the calculation of such a projection is equivalent to
finding an invariant foliation. Moreover, a leaf of a foliation that is mapped
into itself or equivalently in our case contains the equilibrium, is an invariant
manifold. Therefore finding two complementary invariant foliations, one trans-
versal to an invariant manifold, another containing the invariant manifold as
a leaf can substitute for calculating the invariant manifold and ROM.
The condition for uniqueness of invariant foliations are different from in-
variant manifolds. Only invariant manifolds about equilibria that are suffi-
ciently smooth are unique. Unique invariant manifolds about equilibria, peri-
odic or quasi-periodic orbits are called spectral submanifolds (SSM) [12]. The
theory behind SSMs was mainly developed in [7], generalised to infinite di-
mensions in [6] and applied to mechanical systems in [12]. For an SSM to
exist, non-resonance conditions need to be satisfied and the dynamics must
be smoother than a so-called spectral coefficient, which is calculated from the
eigenvalues of the Jacobian about an equilibrium. For an SSM to be inter-
esting, it must contain the slowest dynamics, so that it captures long-term
behaviour, rather than just transients (see R2 in [13]). It turns out that the
spectral coefficient of such an SSM is also the highest and therefore the SSM
requires the highest order of smoothness to be unique. While the concept of
smoothness is theoretically well-understood, it is almost impossible to quantify
numerically or determine from data. This is one of the reasons why it is chal-
lenging to calculate SSMs numerically (in contrast to series expansion [20])
in a reproducible manner. Invariant foliations, as explained below, also need
to satisfy non-resonance conditions to exist and be sufficiently smooth to be
unique. We call a unique invariant foliation tangential to an invariant linear
subspace about an equilibrium an invariant spectral foliation (ISF). In con-
trast to SSMs, ISFs that capture the long term dynamics require the lowest
order of smoothness among all ISFs. This however does not mean that the
smoothness requirements of SSMs can be circumvented by extracting an SSM
as the leaf of the ISF going through the origin. In order to obtain the slowest
SSM, one would need to calculate the fastest ISF, both of which require the
same high-order of smoothness for uniqueness.
The existing literature on invariant foliations is rich and difficult to sum-
marise without distracting too much from the purpose of the paper (see e.g. [14,
2,21]). However, the setting used here is also different from most of the literat-
ure in that we are not dealing with stable or unstable fibres and hyperbolicity
is not an important aspect either. The closest results in the literature are the
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remarks of de la Llave in section 7.3 of [7] and section 2 of [6], that generalise
the parametrisation method to foliations.
The plan of the paper is as follows. We start with introducing invariant
foliations and describe their properties. We then state and prove theorems for
the existence and uniqueness of ISFs both for discrete-time systems and vector
fields. Finally, we describe a simple method that allows finding ISFs from time-
series data, which is then tested on a simple example alongside with two other
approaches.
2 Invariant foliations
Consider a dynamical system that is defined by the Cr map F : Rn → Rn.
A trajectory of the dynamical system is obtained by recursively applying F
to the initial condition x0, such that successive points along a trajectory are
generated by
xk+1 = F (xk) , k = 0, 1, . . . . (1)
We assume that the origin is a fixed point, that is F (0) = 0 and the Jacobian
at the origin, A = DF (0), is semisimple. The eigenvalues of A are denoted by
µi, i = 1, . . . , n and we have a full set of left and right eigenvectors, v?i and vi,
that satisfy v?iA = µiv?i andAvi = µivi, respectively. For convenience we also
assume that the eigenvectors are scaled such that v?i vi = 1. Let us denote the
linear subspace spanned by the first ν eigenvectors as E = span {v1, . . . ,vν}
and the dual subspace E? = span {v?1, . . . ,v?ν}. Finally, we assume that A is
a contraction, that is, |µi| < 1, ∀i = 1, . . . , n.
We are interested in how codimension-ν sets about the origin are brought
into each other by F . The manifold of sets is parametrised by an ν-dimensional
parameter z ∈ Rν and a single set at point z is denoted by Lz. We assume
that each Lz is a differentiable manifold and Lz and Lz˜ are disjointed if z 6= z˜.
In technical terms this is called a codimension-ν foliation of Rn [17] and each
Lz is a leaf. The foliation is a collection of leaves, that is F = {Lz : z ∈ Rν}.
A foliation F is invariant under F if there is a map S : Rν → Rν , which
brings the leaves into each other in the same way as the high-dimensional
dynamics, that is
F (Lz) ⊂ LS(z). (2)
A foliation can be represented by a function U : Rn → Rν , called submersion,
such that a leaf is the pre-image of the parameter z under the submersion U ,
that is,
Lz = {x ∈ Rn : U (x) = z} . (3)
Using definition (3), we find that the inclusion (2) translates into an algebraic
equation for the submersion U ,
U (F (x)) = S (U (x)) , (4)
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Figure 2 Invariant foliation. The leaf Lz (green solid line) is mapped onto LS(z) (red solid
line) by F . Leaf L0 (black solid line) is an invariant manifold, because it contains the origin
and it is mapped onto itself by F . Dashed lines are other leaves.
which is called the invariance equation. Similar to invariant manifolds, we
require a tangency condition to a linear subspace. To consider the dynamics
corresponding to the linear subspace E?, we require that
U (0) = 0 and spanDU (0) = E?, (5)
which means that DU (0) is a set of ν linearly independent row vectors from
the dual space of Rn (row vectors) spanning the whole space E?.
Figure 2 shows the geometry of an invariant foliation. Each leaf is mapped
into another, in particular, the green solid line representing Lz is mapped into
the red solid line by F . A leaf that corresponds to a fixed point of S is an
invariant manifold as it is mapped into itself. In particular, we have S (0) = 0,
hence L0 is an invariant manifold.
The solution of the invariance equation (4) with the tangency condition (5)
is not unique for a number of reasons. Firstly, assuming that there exist a pair
of functions U and S satisfying (4) and (5) a large class of diffeomorphism
Φ : Rν → Rν can be used, such that U˜ = Φ ◦ U and S˜ = Φ ◦ U ◦ Φ−1 are
also solutions of (4) and (5). However if two pairs of solutions of (4) and (5)
are conjugate through a diffeomorphism Φ, they represent the same invariant
foliation F . The kind of non-uniqueness that is problematic when multiple
solutions of (4) and (5) are not conjugate and do not represent the same foli-
ation. To fix possible non-uniqueness, we impose extra smoothness conditions
on the submersion U in addition to being differentiable and tangent to E?.
We then call the smoothest and unique foliation the invariant spectral foliation
(ISF) corresponding to the linear subspace E.
2.1 Vector fields
In many applications the dynamics is defined by a vector field. Here we recall
that there is a one-to-one relationship between invariant foliations of maps and
6 Robert Szalai
vector fields [1]. Consider the vector field x˙ = G (x), which has a fundamental
solution Φt (x), such that
d
dt
Φt (x) = G (Φt (x)) , Φ0 (x) = x.
HereΦt is a one-parameter group, becauseΦt (Φs (x)) = Φt+s (x) andΦ0 (x) =
x. IfG is Cr smooth then so is Φt. We can now define the map F (x) = Φt (x),
which brings the invariance equation (4) into
U (Φt (x)) = St (U (x)) . (6)
The conjugate dynamics S must also be a one-parameter group with St+s (x) =
St (Ss (x)) and S0 (x) = x in order to satisfy the invariance equation, that is,
U (Φt (Φs (x))) = St (U (Φs (x)))
U (Φt+s (x)) = St (Ss (U (x)))
U (Φt+s (x)) = St+s (U (x)) .
The infinitesimal generator of the group S is denoted byR, such that ddtSt (x) =
R (St (x)). On the other hand U must be independent of time, if it is to define
an invariant foliation. We now take the derivative of the invariance equation
(6) with respect to time and find
DU (Φt (x))G (Φt (x)) = R (St (U (x))) . (7)
Setting t = 0 in equation (7), we get the invariance equation for vector fields
in the form of
DU (x)G (x) = R (U (x)) . (8)
The next example, which aims to illustrate non-uniqueness of foliations, also
shows that occasionally, it is easier to find an invariant foliation using (8) than
using (4).
2.2 Example: smoothness and uniqueness of foliations
Let us consider the discrete-time map(
xk+1
yk+1
)
=
(
e−λxk
e−µyk
)
, λ > 0, µ > 0
for which we can find an equivalent vector field in the form of(
x˙
y˙
)
=
(−λx
−µy
)
, (9)
such that xk = x (k) and yk = y (k). The solutions of system (9) lie on the
curves y (x) = cexµ/λ, c ∈ R, x ≥ 0, as we only consider the right half-plane.
The invariance equation (8), when (9) is substituted, becomes
−λxD1u (x, y)− µyD2u (x, y) = r (u (x, y)) ,
Invariant Spectral Foliations 7
where r describes the dynamics among the leaves of the invariant foliation.
Here, we have used non-bold, lower-case letters to represent U = u and
R = r, because they assume scalar values. Without restricting generality,
we prescribe the parametrisation of the foliation by setting u (x, 0) = x, which
implies that r (x) = −λx. We note that any other parametrisation for which
uˆ (x, 0) is a strictly monotonous (invertible) and smooth function of x can
be brought into the special parametrisation that we have just chosen, that is
u (x, y) = uˆ
(
uˆ−1 (x, 0) , y
)
. Using this parametrisation, the invariance equation
then simplifies to
− λxD1u (x, y)− µyD2u (x, y) = −λu (x, y) . (10)
The solution of (10) is sought in the form of u (x, y) = xw (x, y), where w has
to satisfy the somewhat simpler equation
−λxD1w (x, y)− µyD2w (x, y) = 0.
Using the method of characteristics and assuming the boundary condition
w (1, y) = f (y) gives the general solution
u (x, y) = xf
(
x−µ/λy
)
, (11)
where f is an unknown, continuously differentiable function with f (0) = 1
due to the constraint on the parametrisation.
We now assume that f is m times differentiable, such that f (x) = 1 +∑m
k=1 akx
k+O (xm+1) and that λ/µ > m. In this case the k-th order term of f
leads to an order 1+k (1− µ/λ) > 1+k−k/m term in u, that are continuously
differentiable if and only if k ≤ m. This implies that if m < λ/µ ≤ m + 1,
function f must assume the form
f (x) = 1 +
m∑
k=1
akx
k
for u to be once differentiable. This means that the foliation is non-unique and
has m free parameters. Repeating the same argument but stipulating that the
foliation must be m-times continuously differentiable we find that f = 1,
which has no parameters and therefore the invariant foliation becomes unique.
Indeed, after differentiating (11) m-times, a k-th order term in f results in an
order 1 + k (1− µ/λ)−m > 1 + k−m− k/m term in Dmu, hence none of the
terms apart from the constant one will lead to an m-times differentiable u, and
the only solution is f = 1 meaning that the unique submersion is u (x, y) = x.
We also note that in this example, the ISF is as smooth as the vector field,
that is analytic.
The x variable represents the slow dynamics if λ < µ. In this case λ/µ < 1,
which means that a differentiable foliation is already unique. The result of this
section is graphically illustrated in figure 3.
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(a) (b) (c)
Figure 3 Uniqueness of foliations. Dashed blue lines are trajectories of (9), red continuous
lines are the contours of u (x, y) and represent the leaves of the foliation. (a) f = 1 + x/5,
λ = 2, µ = 3, the resulting u does not define a differentiable foliation; (b) f = 1 + x/5,
λ = 3, µ = 2, the foliation is once differentiable but not unique; (c) f = 1, λ = 2, µ = 3
leads to the unique and differentiable foliation.
3 Existence and uniqueness of invariant foliations
In this section we generalise the findings from the example in section 2.2 and
provide a sufficient condition for the existence of a unique invariant foliation,
i.e., an ISF. We start with a definition.
Definition 1 The number
iE? =
mink=1...ν log |µk|
maxk=1...n log |µk|
is called the ISF spectral coefficient of the linear subspace E? about the origin.
Theorem 1 Assume that maxk=1...n |µk| < 1 and that there exists an integer
2 ≤ σ ≤ r, such that iE? < σ. Further assume that
n∏
k=1
µmkk 6= µj , j = 1, . . . , ν (12)
for all integer mk ≥ 0, 1 ≤ k ≤ n with at least one ml 6= 0, ν + 1 ≤ l ≤ n and
with 2 ≤∑nk=0mk ≤ σ − 1.
Then the following are true:
1. In a sufficiently small neighbourhood of the origin there exists an invariant
foliation F tangent to the invariant linear subspace E? of the Cr map F .
The foliation F is unique among the σ-times differentiable foliations and
it is also Cr smooth.
2. The conjugate dynamics of the invariant foliation F , given by the map S
in equation (4) can be represented by a polynomial of order σ − 1. In its
simplest form S must include terms
∏ν
k=1 z
mk
k in dimension j for which
ν∏
k=1
µmkk = µj , j = 1, . . . , ν, 2 ≤
ν∑
k=0
mk ≤ σ − 1. (13)
Proof The proof is carried out in appendix A.
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Remark 1 From the conditions of theorem 1 it follows that iE? ≥ 1. In case
iE? = 1, an invariant foliations is unique if it is at least twice differentiable.
This is however not a necessary condition, because for example (9) of section
2.2 once differentiability already implied uniqueness.
Remark 2 In contrast to SSMs, DF (0) does not have to be invertible, only
DS (0) has to be invertible, that is, µk 6= 0 for k = 1 . . . ν. If one were to
extend the theory to Banach spaces, where typical dynamics is not invertible
(e.g. delay equations, analytic semigroups, etc), the lack of requirement on
invertibility would allow wider application of ISFs than SSMs. For example,
in [16], the requirement of invertibility demanded a special choice of damping
added to a beam model for an SSM to exist.
Remark 3 For simplicity of presentation, the paper focusses on equilibria.
However, theorem 1 is also applicable to periodic orbits of vector fields, both
autonomous and periodically forced, where F is the Poincaré map associated
with the periodic orbit.
The proof of theorem 1 follows the same lines that Cabré et al. [6] employ.
First, a low-order series expansion is carried out avoiding possible resonances.
For higher order terms, where no resonance is possible, Banach’s contraction
mapping principle is applied to find a unique correction. Since the series expan-
sion allows a number of free parameters, we also show that the choice of these
parameters does not influence the geometry of the foliation, only its para-
metrisation. This results in a unique foliation. Differentiability follows from
choosing σ = r.
Theorem 1 also applies to Cr vector fields x˙ = G (x). Again, we assume
that the origin is the equilibrium, that isG (0) = 0 and that the JacobianB =
DG (0) is semisimple. The eigenvalues of B are denoted by λi, i = 1, . . . , n
and we have a full set of left and right eigenvectors, v?i and vi, that satisfy
v?iB = λiv
?
i and Bvi = λivi, respectively. The invariant linear subspaces are
defined as before: E = span {v1, . . . ,vν} and E? = span {v?1, . . . ,v?ν}.
Using the spectral mapping theorem for the equivalence A = expBτ ,
τ > 0, we find that the ISF spectral coefficient for a vector field is
iE? =
mink=1...ν <λk
maxk=1...n<λk .
Due to the equivalence between discrete-time dynamics and vector fields, the
following corollary is a direct consequence of theorem 1.
Corollary 1 Assume that maxk=1...n<λk < 0 and that there exists an integer
2 ≤ σ ≤ r, such that iE? < σ. Further assume that
n∑
k=1
mkλk 6= λj , j = 1, . . . , ν (14)
for all integer mk ≥ 0, 1 ≤ k ≤ n with at least one ml 6= 0, ν + 1 ≤ l ≤ n and
with 2 ≤∑nk=0mk ≤ σ − 1.
Then the following are true:
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1. In a sufficiently small neighbourhood of the origin there exists an invariant
foliation F tangent to the invariant linear subspace E? of the Cr vector field
G. The foliation F is unique among the σ-times differentiable foliations
and it is also Cr smooth.
2. The conjugate dynamics of the invariant foliation F , given by the vector
field R in equation (8) can be represented as a polynomial of order σ − 1.
In its simplest form R must include terms
∏ν
k=1 z
mk
k in dimension j for
which
ν∑
k=1
mkλk = λj , j = 1, . . . , ν, 2 ≤
ν∑
k=0
mk ≤ σ − 1. (15)
Definition 2 We say that the invariant foliation has an internal resonance if
there exist non-negative integers mk, k = 1, . . . , ν for which (13) (or (15) for
vector fields) holds.
4 Fitting a codimension-two ISF to data
In this section we outline how to find the submersion U and conjugate map
S from a time-series without identifying map F first. The procedure is based
on the proof of theorem 1 in appendix A, which uses normalising conditions
to find a unique solution of the invariance equation (4). Here, we make the
normalising conditions applicable to a wide class of representations of the
submersion U and conjugate map S and not just polynomials.
4.1 Normalising the solution of the invariance equation
The construction of the fitting process is centred around near internal reson-
ances. We assume a pair of complex conjugate eigenvalues µ1 = µ2 corres-
ponding to the invariant linear subspace E?. If the dynamics is slow on the
ISF compared to the rest of the system, we have |µ1| ≈ 1, which implies that
µ1 ≈ µp+11 µp2
µ2 ≈ µp1µp+12
}
(16)
for integers 1 ≤ p < σ. According to theorem 1, we can choose to represent
the dynamics on the ISF in complex coordinates as
S˜ (z, z) =
(
µ1z +
∑bσ/2c
p=1 apz
p+1zp
µ2z +
∑bσ/2c
p=1 apz
pzp+1
)
, (17)
where z, ap ∈ C. The choice of terms in (17) avoids diverging terms in the
submersion U when |µ1| ≈ 1 as illustrated by formula (60) in the proof of
theorem 1. Using the transformation z = z1 + iz2, the dynamics on the ISF
(17) can be written in real coordinates as
Sˆ (z1, z2) =
(
z1
∑bσ/2c
p=0 bp
(
z21 + z
2
2
)p − z2∑bσ/2cp=0 cp (z21 + z22)p
z1
∑bσ/2c
p=0 cp
(
z21 + z
2
2
)p
+ z2
∑bσ/2c
p=0 bp
(
z21 + z
2
2
)p
)
, (18)
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where b0 = <µ1, c0 = =µ1 and bp = <ap, cp = =ap, p = 1, . . . , bσ/2c. To
generalise even further, and allow the limit |µ1| → 1, we can also write that
S (z1, z2) =
(
z1fr
(
z21 + z
2
2
)− z2fi (z21 + z22)
z1fi
(
z21 + z
2
2
)
+ z2fr
(
z21 + z
2
2
)) , (19)
where fr and fi are unknown functions. We note that theorem 1 does not
cover the case |µ1| = 1, however the invariance equation can be solved by the
asymptotic expansion described in appendix A.1 up to any order of accuracy
even when |µ1| = 1. This suggests that the invariance equation can also be
also be solved numerically up to any order of accuracy, when (12) holds and
near internal resonances are taken into account, even though the existence of
a unique solution is not known.
The dynamics on the ISF can be further analysed by introducing the polar
parametrisation z1 = r cos θ and z2 = r sin θ. In these coordinates equation
(19) is transformed into
S˘ (r, θ) =
 r
√
f2r (r
2) + f2i (r
2)
θ + tan−1
fi
(
r2
)
fr (r2)
 . (20)
For a similar analysis see [25, section 6]. The radial dynamics in (20) is de-
coupled from the angular motion, therefore we can identify that r = 0 is the
fixed point, and all solutions of f2r
(
r2
)
+f2i
(
r2
)
= 1 for r with r > 0 represent
periodic orbits. We assume that each iteration of F and of S˘ accounts for a
period of time T and therefore the instantaneous angular frequency of rotation
about the fixed point is given by
ωE? (r) = T
−1 tan−1
fi
(
r2
)
fr (r2)
. (21)
We also define the instantaneous damping ratio by
ζE? (r) = − log
√
f2r (r
2) + f2i (r
2)
TωE? (r)
, (22)
which agrees with the damping ratio of the linear dynamics about the equi-
librium at r = 0. Unfortunately we cannot easily determine what vibration
amplitude r represents, because there is no unique closed curve in the phase
space that is mapped by the submersion U to the circle r× [0, 2pi). This means
that we cannot define a backbone curve in the same way as in [25, section 6].
Instead, we define a surrogate for the amplitude in section 5.3.
Similarly, the submersion of the ISF needs to be normalised, because in case
of an internal resonance it is not fully specified. We are now looking for a U˜ ,
which together with S˜ satisfies the invariance equation (4), and also takes into
account the near internal resonances (16). In order to uncover the constraints
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on U˜ that eliminate the terms corresponding to near internal resonances, we
write that
U˜ (x) = U (v?1x,v
?
2x, . . . ,v
?
nx) ,
where U = (U1, U2)
T and U1, U2 form a complex conjugate pair, which have
real and imaginary parts, such that U1 = Ur + iUi. Note that U is the same
submersion that is used in appendix A, where F was assumed to have a di-
agonal Jacobian at the origin. Similarly, we decompose U˜ =
(
U˜1, U˜2
)T
and
U˜1 = U˜r + iU˜i and define Uˆ =
(
Uˆ1, Uˆ2
)
def
=
(
U˜r, U˜i
)
, which together with
Sˆ or S of equations (18) and (19), respectively, must satisfy the invariance
equation (4). Due to our assumptions, the left and right eigenvectors satisfy
v?jvk = δjk, where δjk is the Kronecker delta, hence we can write that
U˜
 n∑
j=1
vjzj
 = U (z1, z2, . . . , zn) .
As in appendix A.1, we recognise that the terms corresponding to internal
resonances are
zp+11 z
p
2 and z
p
1z
p+1
2 , p ≥ 1
in U1 and U2, respectively, whose coefficients need to vanish. To remove these
terms, we set z1 = reiθ, z2 = re−iθ and require that∫ 2pi
0
e−iθ · U1
(
reiθ, re−iθ, 0, . . . , 0
)
= 2pir, (23)
which stipulates the normalising condition (59) in appendix A.1. The con-
straint (23) can be expanded for the real valued submersion Uˆ , that is,∫ 2pi
0
Uˆ1 (vrr cos θ − vir sin θ) cos θ + Uˆ2 (vrr cos θ − vir sin θ) sin θdθ = 2pir∫ 2pi
0
Uˆ2 (vrr cos θ − vir sin θ) cos θ − Uˆ1 (vrr cos θ − vir sin θ) sin θdθ = 0
 ,
(24)
where vr = <v1 and vi = =v1. In what follows the constraints (24) will turn
into penalty terms added to the loss function of the optimisation problem,
whose minimum is the approximate pair of functions U and S.
4.2 The optimisation problem
Let us assume a set of data points, given by {(xk,yk) , k = 1, . . . , N}, with
the constraint that yk = F (xk). In practice, (xk,yk) may be part of a set
of trajectories, such that yk = xk+1 for ranges of subsequent indices Kj ≤
k < Kj+1, 1 = K1 < K2 < · · · < KM = N . We also assume that there is an
approximate knowledge of the Jacobian of F about the equilibrium. To find
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the Jacobian one can use standard linear regression that fits a linear model to
the data in the neighbourhood of the equilibrium [5].
We further assume parametric representations of the submersion U and
the map S, such that U (0) = 0 and S has the form of (19). In particular, we
use the notation U (x) = U (x;ΘU ) and S (z) = S (z;ΘS), where ΘU and
ΘS are the parameters we are looking for. Functions U and S must satisfy the
invariance equation (4) at each point along the time-series with the smallest
possible residual error rk, that is
U (yk;ΘU ) = S (U (xk;ΘU ) ;ΘS) + rk.
An obvious strategy to minimise the residual rk, is to use the least-squares
method. In particular, we use the scaled norm (67) from the proof of theorem
1 in appendix A.2, which guarantees a unique solution. The loss term from
the invariance equation is then
Li (ΘU ,ΘS) =
N−1∑
k=1
|xk|−2σ |U (yk;ΘU )− S (U (xk;ΘU ) ;ΘS)|2 . (25)
We also need to ensure that the normalising conditions (24) are satisfied. We
choose a two-dimensional mesh in polar coordinates, that is rj = rmaxj/Nj ,
θk = 2pik/Nθ and vjk = vrrj cos θk − virj cos θk and define
Ln (ΘU ) =
Nr∑
j=1
(
r−1j
Nθ∑
k=1
(U1 (vjk;ΘU ) cos θk + U2 (vjk;ΘU ) sin θk)− Nθ
2
)2
+
+
Nr∑
j=1
(
r−1j
Nθ∑
k=1
(U2 (vjk;ΘU ) cos θk − U1 (vjk;ΘU ) sin θk)
)2
. (26)
The value of rmax is proportional to maxk |xk|. Our version of the least-squares
optimisation problem can be written as
ΘU ,ΘS = arg min (Li (ΘU ,ΘS) + βLn (ΘU )) , (27)
where β > 0 is sufficiently large so that U continues to satisfy the normalising
conditions (24). The optimisation must be initialised such that
D1U (0;ΘU ) ≈
(<v?1
=v?1
)
and fr (0) ≈ <µ1, fi (0) ≈ =µ1. (28)
Remark 4 An alternative to the normalising conditions (24) is to fix the norm
of D1U (0;ΘU ), by defining
Ln (U) =
(
‖D1U (0;ΘU )‖2 − 1
)2
. (29)
In this case, the optimisation (27) will not yield a unique result for ΘU ,ΘS ,
however according to theorem 1 the foliation defined by the resulting U should
represent the unique foliation. The non-uniqueness comes from the possible
choices of terms in U and S relative to each other at near internal resonances
as described in appendix A.1.
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4.3 Polynomial representation for optimisation
Here we use a polynomial representation to carry out the optimisation given
by equation (27). We represent the unknown functions as polynomials of finite
order α, such that
U (x;Um1 , . . . ,Um#[n,α]) =
∑
m∈Mn,α
Umxm,
S (z;Sm1 , . . . ,Sm#[2,α]) =
∑
m∈M2,α
Smzm,
where the finite set is Mn,α = {m ∈ Nn : 1 ≤
∑n
k=1mk ≤ α}, the unique ele-
ments of Mn,α are denoted by m1,m2, . . . ,m#[n,α] and # [n, α] =
(
n+α
n
)− 1
is the cardinality of Mn,α. The scalar values xm are defined as
xm = xm11 · · ·xmnn (30)
and Um,Sm ∈ R2. We further define that |m| = ∑nk=1mk. The multi-index
notation implies that coefficients of linear terms have indices given by unit
vectors
ek =
(
0
1
, . . . , 0
k−1
, 1
k
, 0
k+1
. . . , 0
n or ν
)
.
Matrices are consequently denoted as multi-indexed vectors, that is, the ele-
ment of a matrix in the j-th row and k-th column is written as Uekj or just
simply the k-th column vector of a matrix is written as Uek . In order to arrive
at the form of S given by (18), we need to set
S
(1+2p,2(k−p))
1 =
(
k
p
)
bk
S
(2p,1+2(k−p))
1 = −
(
k
p
)
ck
S
(1+2p,2(k−p))
2 =
(
k
p
)
ck
S
(2p,1+2(k−p))
2 =
(
k
p
)
bk

0 ≤ k ≤ bα/2c , 0 ≤ p ≤ k.
Finally, as per the notation of section 4.2, the parameter arrays are given by
ΘS =
(
b0, . . . bbα/2c, c0, . . . cbα/2c
)
,
ΘU = (U
m1 , . . . ,Um#[n,α]) .
The starting point of the optimisation is using the eigenvalues and left eigen-
vectors of the Jacobian at the origin
Uek1 = [<v?1]k , Uek2 = [=v?1]k , b0 = <µ1, c0 = =µ1, (31)
while the rest of the parameters can be initialised either randomly or to zero.
During the optimisation the values (31) are allowed to change to fit the data,
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the initialisation ensures that the ISF converges to the chosen linear subspace
E?.
The polynomial representation of the objective function in the optimisation
problem (27) can be written as
loss (ΘU ,ΘS) = βLn (ΘU ) +
+
N∑
k=1
|xk|−2σ
∣∣∣∣∣∣
∑
m∈Mn,α
Umymk −
∑
p∈M2,α
Sp
 ∑
m∈Mn,α
Umxmk
p∣∣∣∣∣∣
2
, (32)
where
Ln (ΘU ) =
Nr∑
j=1
 ∑
m∈Mn,α
Nθ∑
k=1
(
Um1 c
m
jk + U
m
2 s
m
jk
)− Nθ
2
2 +
+
Nr∑
j=1
 ∑
m∈Mn,α
Nθ∑
k=1
(
Um2 c
m
jk − Um1 smjk
)2 (33)
and
cmjk = r
|m|−1
j (vr cos θk − vi cos θk)m cos θk,
smjk = r
|m|−1
j (vr cos θk − vi cos θk)m cos θk.
The penalty term Ln uses the approximate right eigenvectors vr ± ivi, which
do not adapt during the optimisation. We do not expect that this causes inac-
curacies, because this is just one possible way of normalising the submersion U
which still represents the unique ISF. An inaccuracy of the a-priori estimated
eigenvectors vr ± ivi however will affect the conjugate map S.
From experience with other model identification studies, we believe that
accuracy can be improved if not just two consecutive points, but multiple
points along a trajectory are taken into account. This leads to a so-called
’multiple shooting’ technique [3], which will be part of a further investigation.
In our implementation we use the Optim.jl [18] package of the Julia pro-
gramming language and choose the BFGS method to find an optimal solution.
This only requires the gradient of loss, which can be calculated by automatic
differentiation.
5 Analysis of ISFs
5.1 Reconstructing the dynamics
Two or more carefully selected ISFs can act as a nonlinear coordinate system
of the state space and therefore can be used to reconstruct the dynamics of F .
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Let E?j , j = 1, . . . , q be invariant linear subspaces, satisfying the conditions of
theorem 1, such that
E?j ∩ E?k = {0} , ∀j 6= k
E?1 ⊕ E?2 · · · ⊕ E?q = Rn
}
(34)
and let the corresponding submersions of the ISFs be denoted by U j . Further,
assume trajectories xk, and zj,k, k ∈ N satisfying xk+1 = F (xk), zj,k+1 =
Sj (zj,k) with matching initial conditions, that is, zj,0 = U j (x0). Because of
the invariance of ISFs, the trajectories satisfy the equationz1,k...
zq,k
 = Û (xk) def=
U
1 (xk)
...
U q (xk)
 , k = 1, 2, . . . . (35)
Due to our assumptions about E?j , we can invert Û in a neighbourhood of the
origin and therefore there exist a function h, such that
Û (h (z1, . . . ,zq)) =
z1...
z2
 . (36)
Using h, the equivalence of the trajectories is expressed as
xk = h (z1,k, . . . ,zq,k) , k = 1, 2, . . . . (37)
Equation (37) can be used to reconstruct the full dynamics of the system from
the lower order conjugate dynamics of the ISFs. The equivalence is the same
between the trajectories of the vector fields G, Rj , except that the subscript
k is replaced by time t.
Function h can be obtained by a fixed point iteration in a small neigh-
bourhood of the origin. Let us denote A = DÛ (0) and decompose Û (x) =
Ax + ÛN (x), such that ÛN (x) = O
(
|x|2
)
. Due to our assumptions (34),
we infer that A is invertible, therefore the iteration makes sense
hl+1 (z1, . . . ,zq) = A
−1
z1...
zq
−A−1ÛN (hl (z1, . . . ,zq)) , h0 (z1, . . . ,zq) = 0.
(38)
The iteration (38) converges in a neighbourhood of the origin, whereA−1ÛN is
a contraction. For polynomials of a given order the iteration always converges
in finite number of steps if the resulting polynomial is truncated to a finite
order at each iteration.
Finding function h recovers all the SSMs of the system at the same time.
Let j ∈ {1, . . . , q}. It is quick to show that
W j (zj) = h (0, . . . ,0, zj ,0, . . . ,0) (39)
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is the immersion of the SSM and Sj is the SSM conjugate dynamics. Indeed,
applying W j to the invariance equation (4) from both sides gives
W j ◦U j ◦ F ◦W j = W j ◦ Sj ◦U j ◦W j ,
where we notice that U j ◦W j is the identity, by construction, and W j ◦U j
is a projection, and also the identity on the range of F ◦W j . Therefore we
are left with the SSM invariance equation
F ◦W j = W j ◦ Sj ,
which proves our statement.
5.2 The leaves of an ISF
Each leaf of an ISF is given implicitly by (3). It is however possible to describe a
leaf explicitly as a forward image of a manifold immersion. Such construction
allows us to find an SSM as L0 or visualise the leaves of the foliation as a
surfaces (or lines). It will also aid us to define backbone curves in section 5.3.
We construct the family of immersions W z : Rn−ν → Rn from a submer-
sion U : Rn → Rν , such that a leaf within a foliation is given by
Lz =
{
W z (y) : y ∈ Rn−ν
}
. (40)
To achieve this we are solving the under-determined equation
z = U (W z (y)) (41)
under additional constraints, which allows a unique solution. We assume that
the immersion has the form
W z (y) = V ⊥y + V ‖g (z,y) , (42)
where g : Rν × Rn−ν → Rν is an unknown function. First we choose matrices
V ⊥ and V ‖, such that
DU (0)V ⊥ = 0, DU (0)V ‖ = I, V
T
⊥V ‖ = 0 and V
T
⊥V ⊥ = I. (43)
This choice constrained by (43) allows for a unique solution of g in formula
(42) through the defining equation (41). Note that the linear subspace E‖
spanned by V ‖ can also be defined as
E‖ =
{
arg min
x
|DU (0)x− ξ| : ξ ∈ R2
}
. (44)
The construction of W z is illustrated in figure 4. We also decompose the
submersion U into a linear and nonlinear part, such that U (x) = DU (0)x+
UN (x), then expand equation (41) into
z = g (z,y) +UN
(
V ⊥y + V ‖g (z,y)
)
. (45)
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Figure 4 Finding the immersion W z of a leaf Lz in the form of equation (42). The leaf
Lz is represented as a graph over the linear subspace spanned by V ⊥. This representation
breaks down at points where the tangent space of Lz is parallel with E‖.
Equation (45) can be rearranged into a contraction mapping iteration, that is
gj+1 (z,y) = z −UN
(
V ⊥y + V ‖g (z,y)
)
, g0 (z,y) = z. (46)
Due to UN (x) = O
(
|x|2
)
, the iteration is indeed a contraction within a
sufficiently small neighbourhood of the origin. If U is a polynomial of order
α, and we seek g as another polynomial of order α, then the iteration (46)
finishes in α steps.
We now show that V ⊥ and V ‖ can be found using singular value decom-
position [26]. The singular value decomposition in our case can be written
as (
DU (0)
0(n−ν)×n
)
=
(
Υ ‖ 0
0 Υ⊥
)(
Σ 0
0 0
)(
V˜ ‖ V˜ ⊥
)T
, (47)
where Σ is diagonal, Υ ‖, Υ⊥ and
(
V˜ ‖ V˜ ⊥
)T
are orthonormal matrices. We
now multiply (47) by
(
V˜ ‖ V˜ ⊥
)
from the left to check the constraints (43) and
we find that
DU (0) V˜ ‖ = Υ ‖Σ, DU (0) V˜ ⊥ = 0,
where Υ ‖Σ is invertible. Therefore, we find that V ‖ = V˜ ‖
(
Υ ‖Σ
)−1 and
V ⊥ = V˜ ⊥.
5.3 The backbone and damping curves of an ISF
We can accurately identify the dynamics on an ISF and determine its in-
stantaneous damping ratio (22) and angular frequency (21). It is however not
possible to attach a unique amplitude to a leaf within a foliation. In this section
we go around this restriction and define a surrogate for the amplitude, which
measures the distance of a leaf from the equilibrium. This is extracted purely
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from the submersion U , therefore it will not measure the amplitude even if
the system is linear, because eigenvectors are not orthogonal, in general.
In section 4.1 we have parametrised the ISF in polar coordinates as z =
(r cos θ, r sin θ). Then in section 5.2 we described the leaves of an ISF as an
immersion. Picking a point on the leaf Lz and taking its norm can act as an
instantaneous amplitude. The simplest option is to pick the intersection point
Lz ∩ E‖, which is W z (0) as per definition (42) and illustrated in figure 4.
Using the same polar parametrisation that describes the instantaneous natural
frequency and damping, we define our surrogate for the amplitude as
∆E? (r) = sup
θ∈[0,2pi)
∣∣W (r cos θ,r sin θ) (0)∣∣ . (48)
Definition 3 We call the parametrised curve
BE? = {ωE? (r) , ∆E? (r) : 0 ≤ r < rmax} (49)
the ISF backbone curve of the dynamics associated with the codimension-two
ISF corresponding to the linear subspace E?.
We can similarly construct a curve that describes instantaneous damping.
Definition 4 We call the parametrised curve
DE? = {ζE? (r) , ∆E? (r) : 0 ≤ r < rmax} (50)
the ISF damping curve of the dynamics associated with the codimension-two
ISF corresponding to the linear subspace E?.
If a full set of ISFs are calculated that satisfy the conditions (34), and one
is willing to solve equation (36) for the function h or its values for a set of
arguments, then the SSM backbone and damping curves can also be calculated.
The amplitude of a vibration represented by the conjugate dynamics Sj on
the corresponding SSM is given by
∆Ej (r) = sup
θ∈[0,2pi)
∣∣W j (r cos θ, r sin θ)∣∣ ,
whereW j is defined by (39). This allows us to make the following definitions.
Definition 5 We call the parametrised curve
BEj =
{
ωEj (r) , ∆Ej (r) : 0 ≤ r < rmax
}
(51)
the SSM backbone curve of the dynamics associated with the two-dimensional
SSM corresponding to the linear subspace E.
We can similarly construct a curve that describes instantaneous damping.
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Definition 6 We call the parametrised curve
DEj =
{
ζEj (r) , ∆Ej (r) : 0 ≤ r < rmax
}
(52)
the SSM damping curve of the dynamics associated with the two-dimensional
SSM corresponding to the linear subspace E.
Remark 5 The backbone and damping curves are not unique, they depend on
the choice of parametrisation of the ISF or SSM. This is illustrated by the
fact that S can be chosen linear if there are no internal resonances in the
strict sense of (13), which is the case of most damped systems. For linear S
the damping and backbone curves are straight lines, which is not the expected
result for a nonlinear system. In [25] a special parametrisation was chosen,
such that all near resonances are fully represented in the conjugate dynamics
on the SSM, which made the backbone curves unique. We use an equivalent
normalisation in the optimisation problem (27), which results in unique back-
bone and damping curves. However the alternative normalising loss function
(29) can leave near internally resonant terms in the submersion U , which leads
to non-unique representations of the unique ISF. The amount of variation in
the submersion U and map S can be reduced if during optimisation various
terms of the submersion U assume similar magnitudes as the nonlinear terms
of S. This strategy leads to smaller variations as the linear damping vanishes
and the near internal resonances are getting closer to strict internal reson-
ances. Therefore the uncertainty in the location of the backbone curve will
also vanish as damping vanishes, making the backbone curve unique in the
limit, if the limit exists. We must stress that this argument only mentions the
linear damping, that is, only ζE? (0) → 0 is assumed, therefore the damping
curve need not vanish.
6 Examples
We illustrate the application of the theory on two examples, one based on a
mathematical model, the other is purely data driven.
6.1 Shaw-Pierre example
We use a modified two-degree-of-freedom oscillator studied by Shaw and Pierre
[23], which has appeared in [25]. The modification makes the damping matrix
proportional to the stiffness matrix in the linearised problem. The first-order
equations of motion are
x˙1 = v1,
x˙2 = v2,
v˙1 = −cv1 − k0x1 − κx31 − k0(x1 − x2)− c(v1 − v2),
v˙2 = −cv2 − k0x2 − k0(x2 − x1)− c(v2 − v1).
 (53)
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training E1 training E2 testing E1 testing E2
DATA O(3) σ = 2 1.1800× 10−5 3.6622× 10−5 1.5712× 10−5 4.5403× 10−5
DATA O(3) σ = 3 1.2877× 10−5 3.7610× 10−5 1.7158× 10−5 4.9812× 10−5
DATA O(5) σ = 2 3.7609× 10−6 9.3560× 10−6 6.3557× 10−6 1.4281× 10−5
DATA O(5) σ = 3 4.2710× 10−7 4.1703× 10−6 1.1541× 10−6 1.0405× 10−5
DATA O(7) σ = 2 4.0612× 10−6 9.7153× 10−6 6.7263× 10−6 1.5472× 10−5
DATA O(7) σ = 3 8.3854× 10−8 6.4913× 10−7 5.1314× 10−7 3.2731× 10−6
Table 1 The residual of the fitting procedure is calculated as res =
1
N
∑N
k=1 |xk|−1 |U (yk)− S (U (xk))|, which are compared for the training and test-
ing data. DATA O(n) means that order-n polynomial was fitted to the generated
data.
where the parameters are c = 0.003, k0 = 1, and κ = 0.5. The natural fre-
quencies and damping ratios are
ω1 =
√
k0, ω2 =
√
3k0, ζ1 =
c
2
√
k0
, ζ2 =
√
3c
2
√
k0
,
yielding the complex eigenvalues
λ1,2 = − c
2
± i
√
k0
(
1− c
2
4k0
)
, λ3,4 = −3c
2
± i
√
3k0
(
1− 3c
2
4k0
)
,
where we have assumed that both modes are underdamped, i.e., c < 2
√
k0/3.
The spectral coefficients corresponding to these natural frequencies are
iE?1 = 1, iE?2 = 3.
The data for this problem was generated from 100 trajectories of 16 points
each with time step T = 0.8. The initial conditions for each trajectory was
uniformly drawn from a cube of width 0.4 about the origin and scaled, such
that x0 7→ x0/ |x0|2. This ensures a higher density of data about the origin
and that max |xk| ≤ 0.2. Testing data was also created by the same procedure
in order to check whether we overfit the data. The fitting procedure used
σ = 2 and σ = 3 values with order 3, 5 and 7 polynomials representing the
submersion U and dynamics Sˆ in equation (32). The optimisation was carried
out using the first-order BFGS method. The parameters for the penalty term
(33) were Nr = 10, Nθ = 24 and rmax = 0.2. The accuracy of fitting can be
seen in table 1, which also shows that as the order of polynomials grows, the
ratio between of testing and training residual slightly increases.
In figure 5 various ISF backbone and damping curves are compared to
each other and to the SSM backbone and damping curves. We treat the order-
7 SSM calculation as a reference. It can be seen that the ISF backbone curves
are very close to the SSM backbone curve. The ISF damping curves seemingly
display a larger variation, however that is due to the scale of the horizontal
axis, the relative error is small.
The calculated ISFs can be used to reconstruct the full dynamics. The
accuracy of this reconstruction is illustrated in figure 6 for a single trajectory.
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Figure 5 Backbone and damping curves of equation (53). The curves were identified using
SSMs, series expanded ISFs calculated from the vector field and identified from data. The
relative error of the backbone and damping curves are roughly the same, but due to the
scaling of the figure the damping curves appear less accurate.
We compare the sampled trajectory xk = x (kT ), which is the solution of
the differential equation (53) to the reconstructed dynamics using the map
h as defined by (36). The initial conditions for the reduced order models are
set by zj,0 = U j (x0) and then iterated under the reduced models, such that
zj,k+1 = S
j (zj,k). First, we evaluate the inaccuracies of the fitting of the
invariance equation by
errfwk = |xk|−1
∣∣(z1,k −U1 (xk) , z2,k −U2 (xk))∣∣ , (54)
where the subscript fw refers to forward prediction. The result of this can be
seen in figure 6(a). Second, we use equation (37) to reconstruct the dynamics
from the two ISFs and compare the reconstructed trajectories it to the solution
of the differential equation (53). The relative reconstruction error is calculated
as
errbwk = |xk|−1 |xk − h (z1,k, z2,k)| (55)
and illustrated in figure 6(b). When comparing figures 6(a) and 6(b), one can
see that the accuracy of satisfying the invariance equation is better than the
accuracy of the reconstruction, which is due to the added inaccuracy of the
post-processing step that produces the map h. It is also clear that the er-
ror in the invariance equation increases about one order of magnitude over
the 32 steps of the comparison, while the reconstruction error remains roughly
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Figure 6 Reconstruction error as a function of time. Solid lines correspond to the ISF
obtained directly from the vector field (53). The × markers denote the error from the
ISFs of the identified map and the O corresponds to the directly identified ISFs. The
same comparison is carried out for orders α = 3 (black) α = 5 (green) and α = 7 (red)
polynomial expansions. The scaling order parameter is σ = 3 and the initial condition is
x =
(
1.1088× 10−4, 1.9023× 10−5,−0.0739,−0.0126). (a) errors of reconstruction using
equation (54) and (b) using (55).
constant at least for order-3 and 5 polynomials. We note that the described be-
haviour is consistent with other trajectories, however the absolute magnitude
of the errors will increase as |x0| increases. The dependence of the errors on
|x0| can be controlled by the value of σ. However, the error also depends on
the distribution of the data within the state space, which we may not have
control over. We note that the errors in figure 6(b) can be reduced to the er-
rors displayed in figure 6(a) if equation (36) is solved using a Newton’s method
instead of the iteration (38) (data not shown as it is indistinguishable from
figure 6(a)).
6.2 Clamped-clamped beam
Here we analyse the free-decay vibration of a clamped-clamped beam. The
data was collected by Ehrhardt and Allen [9] using the device depicted in
figure 7. The data contains three tracks of velocity information, measured at
the midpoint of the beam, which correspond to the first three vibration modes
of the structure. The initial conditions were set by applying a carefully tuned
forcing that compensates for the damping within the structure, and intends to
recover the sustained vibration that would have occurred if the structure did
not have damping. Such vibration is thought to be near an SSM [25], which
makes it unusual as hammer impact tests would not single out specific modes
of vibration. The data was re-sampled with time period T = 0.97656 ms. We
use the same phase-space reconstruction through delay-embedding of velocity
data as in [25], where full justification is given for the choice of phase space
dimensionality.
We have fitted ISFs to all three modes of vibration captured by the data,
however we only show the first and third backbone curves, which can be com-
pared to the analysis in [9]. We have used order 3 polynomials for the submer-
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mode 1 mode 2 mode 3
MAP O(3) 7.3574× 104 8.3796× 102 2.2908× 102
DATA O(3) 4.0804× 10−2 1.6425× 10−2 6.6652× 10−3
DATA O(5) 2.4294× 10−2 1.0230× 10−2 3.6994× 10−3
DATA O(7) 1.9384× 10−2 8.7304× 10−3 2.8668× 10−3
Table 2 Residuals of the fitting process, calculated as res =
1
N
∑N
k=1 |xk|−1 |U (yk)− S (U (xk))|. O(α) means that the conjugate map S is an
order-α polynomial, while the submersion U is always an order-3 polynomial.
sion U , order 3, 5 and 7 polynomials for the conjugate map S and set σ = 1
throughout the calculation. Setting a higher value of σ would over-emphasise
the importance of the data near the equilibrium and therefore the backbone
curves would follow less accurately the actual frequency variations at higher
amplitudes. We have found that using higher order polynomials for the sub-
mersion U makes the composite map Û of equation (36) non-invertible close
to the equilibrium, which is a likely symptom of over fitting. The parameters
for the penalty term (33) were Nr = 12, Nθ = 24 and rmax = 0.7. The resid-
uals of the fitting process are gathered in table 2. When a polynomial model
is first fitted to the data, just as in [25], and the ISF is directly calculated
from the model, the residuals are high, because the ISF only asymptomatic-
ally satisfies the invariance equation 4 about the equilibrium with respect to
the fitted model. When the ISF is directly fitted to the data, the loss function
(32) is minimised, which is closely related to the residual.
The fitting procedure also recovers the natural frequencies and the damping
ratios of the linear modes of the structure. The identified natural frequencies
can be seen in table 3, which show very little variation from the linearly iden-
tified values in [9]. The damping ratios in table 4 show a wider variation, and
there seems to be a systematic error of a factor 2 . . . 3. The ISF spectral coef-
ficients are also shown in table 4, which indicate that all ISFs are unique if
they are twice differentiable, when considering the results of the order 5 and
7 fittings.
Figure 7 The clamped-clamped beam, whose free-vibration was measured, which in turn
was used to carry out our analysis. Reproduced from [9].
Using the fitted ISFs, we have calculated the backbone curves correspond-
ing to the first and third vibration modes. The ISF calculations are compared
to the force appropriation results and free decay analysis of [9], denoted by
’Forcing’ and ’Decay’ in figure 8, respectively. We have also calculated the
SSMs and ISFs indirectly, from a third order polynomial model that is fitted
to the data, as in [25], which is denoted by ’MAP’ in figure 8. To obtain the
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ω1 ω2 ω3
MAP O(3) 2.8644× 102 1.0466× 103 2.3124× 103
DATA O(3) 2.9854× 102 1.0423× 103 2.3148× 103
DATA O(5) 2.8714× 102 1.0431× 103 2.3121× 103
DATA O(7) 2.8561× 102 1.0433× 103 2.3115× 103
Ref [9] 2.8777× 102 1.0782× 103 2.3354× 103
Table 3 Natural frequencies of the three ISFs are compared to the estimates in [9]. MAP
means a polynomial model fit was carried out first, DATA means that the ISF was directly
fitted to the data, O(α) indicates that order-α polynomials were used for the map S.
ζ1 ζ2 ζ3 i1 i2 i3
MAP O(3) 4.0957× 10−2 1.0379× 10−2 1.6871× 10−3 3.007 2.784 1.000
DATA O(3) 2.9466× 10−4 2.6684× 10−3 1.9934× 10−3 1.000 31.62 52.45
DATA O(5) 1.3519× 10−2 3.4533× 10−3 1.8234× 10−3 1.078 1.000 1.170
DATA O(7) 1.3930× 10−2 3.3550× 10−3 1.7797× 10−3 1.137 1.000 1.175
Ref [9] 3.8× 10−3 1.2× 10−3 9.0× 10−4 1.127 1.333 1.0
Table 4 Damping ratios and ISF spectral coefficients estimated by polynomial fitting are
compared to [9]. MAP means a polynomial model fit was carried out first, DATA means
that the ISF was directly fitted to the data, O(α) indicates that order α polynomials were
used for the map S.
backbone curves, we have applied the post-processing steps in sections 5.2 and
5.3. In figures 8(a,b) the leaves of the foliation were recovered as polynomials as
described in section 5.2, however in figures 8(c,d), the equation 45 was solved
for g in a pointwise manner with fixed y, z values using Newton’s method,
which gives accurate results. In figures 8(e,f), we have used Newton’s method
to solve the even more accurate equation (36), and calculated the SSM back-
bone curves from the collection of three ISFs. It can be seen in figure 8(c,d,e,f),
that Newton’s method is unable to find a solution for higher vibration amp-
litudes in the vicinity of previous iterations. This indicates for figure 8(c) that
some leaves of the foliation become tangential to E‖ (defined by (44)) or the
leaves of the three ISFs do not always intersect, in case of figure 8(e). We be-
lieve that the latter problem can be partly blamed on the lack of data outside
the neighbourhoods of the three SSMs. The fitting method is arbitrarily pick-
ing the submersions in these regions of the phase space, which can be highly
distorted. This problem was not encountered in section 6.1, where the data
was better distributed in the phase space.
7 Conclusions
The paper has introduced invariant spectral foliations (ISF) as a tool to derive
reduced order models (ROM) of dynamic systems about equilibria. The major
advantage of this approach over other methods is that the full dynamics can
be reconstructed from a set of ISFs. ISFs can also be fitted to data directly as
opposed to SSMs. Direct fitting ensures that the invariance equation is satis-
fied for the data points with maximum accuracy, without using intermediate
representations, such as a black-box model. We have shown that the indir-
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Figure 8 Backbone curves for the clamped-clamped beam. Definition (49) andW z calcu-
lated by the polynomial iteration (46) were used in (a,b). Definition (49) andW z calculated
by Newton’s method from (45) were used in (c,d). Definition (51) was used in (e,f) with
W j calculated using Newton’s method. MAP means a polynomial model fit was carried out
first, DATA means that the ISF was directly fitted to the data, O(α) indicates that order α
polynomials were used.
ect fitting of ISFs can result in high residuals compared to direct fitting. The
major disadvantage of an ISF is that is requires a submersion (function) that
depends on the same number of parameters as the dimensionality of the phase-
space. Therefore for high-dimensional problems a polynomial representation
will not be suitable, because the number of parameters required to represent
the ISF will be in the order of ν
(
n+α
n
)
, where n is the dimension of the phase
space, ν is the con-dimension of the ISF and α is the order of the polynomial.
SSMs in contrast are represented by immersions that depend on small num-
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ber of parameters even though they map into high dimensional spaces, so the
required number of parameters are about n
(
ν+α
ν
)
, where ν is the dimension
of the SSM. Therefore SSMs can be efficiently represented. However finding
SSMs requires a model, be it black-box or physical, that might also be difficult
to represent efficiently. In essence, the problem of dimensionality occurs at dif-
ferent levels of representations with ISFs and SSMs. One promising approach
to represent submersions with minimum number of parameters is to use deep
neural networks [4,11], or other kind of nonlinear approximation methods [8],
that allow to represent high dimensional functions with reasonable efficiency
as opposed to polynomials. The challenge with nonlinear approximations, in
particular with neural networks is that they can be difficult to fit to data,
because the distance between parameters that provide small improvements in
accuracy can be large and therefore not easy to find [19]. Nevertheless, deep
neural networks have enabled great advances in many fields of engineering and
therefore this approach will be explored elsewhere.
One important aspect of any calculation or prediction is whether it is
repeatable. In particular, the mathematically defined object should be the
same regardless of what numerical method is used to calculate it. This aspect
is determined by the uniqueness properties of the mathematical object one
wants to calculate. One particularly desirable feature of an ISF is that its
representation only needs to be once differentiable when it is calculated for
the slowest dynamics (as in section 2.2) or twice differentiable as per theorem
1 to be unique. This is in contrast with SSMs, where the SSM containing the
slowest dynamics must be many times differentiable (as given by the SSM
spectral coefficient). The required order of smoothness gets higher if there is
a time-scale separation with an increasingly fast dynamics in the system. As
smoothness is difficult to quantify numerically, calculating unique SSMs can
be a challenge. In this aspect, ISFs offer a theoretical advantage over SSMs,
which needs to be verified in practical examples.
A Proof of theorem 1
A.1 Polynomial expansion
In this section we find an approximate solution to the invariance equation (4) in the form
of a power series. Here we employ a complexification [1] of the vector space Rn which is
isomorphic to Cn and therefore the complexified map F may not be defined on the whole
of Cn, because F is not an entire function. We now apply a linear transformation T to the
map F , such that its Jacobian about the equilibrium becomes a diagonal matrix and the
map assumes the form
F (x) = Ax+
(
N1 (x)
N2 (x)
)
, (56)
where,
A =
(
A1 0
0 A2
)
, A1 =
µ1 . . .
µν
 , A2 =
µν+1 . . .
µn
 .
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If there is a complex conjugate pair of eigenvalues µk = µk+1 the corresponding components
of the state variable must also be complex conjugate xk = xk+1. Similarly, if µk is real, xk
must also be real.
To arrive at an approximate solution of the invariance equation (4), we represent the
unknowns as power series in the form of
S (z) =
∑
0<|m|<σ
Smzm +O
(
|z|σ+1
)
,
U (x) =
∑
0<|m|<σ
Umxm +O
(
|x|σ+1
)
,
where the powers are interpreted as
xm = xm11 · · ·xmnn , zm = zm11 · · · zmνν ,
with m ∈ Nn or m ∈ Nν , respectively. The notation used here is explained in section 4.3.
The equation for the linear terms in the invariance equation becomes
n∑
k=1
U
ek
j A
el
k =
ν∑
k=1
S
ek
j U
el
k ,
which does not have a unique solution, however we choose Uekj = δjk, S
ek
j = µkδjk. This
is a normalising constraint that will be taken into account when we prove the uniqueness of
the foliation F . The equations for the order |m| terms in the invariance equation are written
as
Umj
(
ν∏
k=1
µ
mk
k
)
xm = µjU
m
j x
m + Smj x
m +Hmj x
m, mν+1 = · · · = mn = 0, (57)
Umj
(
n∏
k=1
µ
mk
k
)
xm = µjU
m
j x
m +Hmj x
m, ∃l ∈ {ν + 1, . . . , n} : ml 6= 0, (58)
where Hmj are the terms which are composed of lower order terms of U and S and known
|m|-th order terms of F . The equations are written for two different kinds of exponents.
Equation (57) is for exponents that exist for both U and S and therefore part of the
conjugate dynamics, equation (58) is for exponents that only identify terms in U and they
correspond to dynamics that occurs inside the leaves. Equations (57) and (58) are solved
recursively starting with |m| = 2 and then in increasing order for |m| > 2.
Equation (57) can be solved under any circumstances, but there are multiple solutions.
The terms Umj and S
m
j can be chosen relative to each other. If there is an internal resonance
or near internal resonance, that is
∏ν
k=1 µ
mk
k ≈ µj we can choose the solution
Umj = 0, S
m
j = H
m
j , (59)
otherwise we can also choose
Umj =
1∏ν
k=1 µ
mk
k − µj
Hmj , S
m
j = 0 (60)
or some other combination of Umj , S
m
j . The choice made here is another normalising con-
dition and as we see it will not affect the uniqueness of the foliation. Equation (58) has a
unique solution if
∏n
k=1 µ
mk
k 6= µj , which is
Umj =
1∏n
k=1 µ
mk
k − µj
Hmj , (61)
otherwise no solution exists, unless Hmj vanishes, which is unlikely.
Invariant Spectral Foliations 29
Now we examine what is the order of expansion after which no resonances are possible.
All resonances are excluded when
n∏
k=1
µ
mk
k 6= µj , j = 1 . . . ν (62)
We describe two cases when (62) is satisfied. The first is given by∣∣∣∣∣
n∏
k=1
µ
mk
k
∣∣∣∣∣ < |µj | (63)
|m| max
k=1...n
log |µk| < min
j=1...ν
log |µj | ,
which holds when maxk=1...n log |µk| < 0 and |m| > iE . Note that maxk=1...n log |µk| = 0
implies that minj=1...ν log |µj | > 0, which are mutually exclusive conditions. Similarly,
assuming maxk=1...n log |µk| > 0 yields that |m| < iE , which is an upper bound and
therefore not applicable. The second case of (62) occurs when∣∣∣∣∣
n∏
k=1
µ
mk
k
∣∣∣∣∣ > |µj |∑
k=1...n
mk log |µk| > max
j=1...ν
log |µj | ,
which yields a meaningful condition if mink=1...n log |µk| > 0, that is
|m| > maxj=1...ν log |µj |
mink=1...n log |µk|
, (64)
However case (64) is equivalent to (63) when the inverse F−1 is considered.
In summary, we do not need to consider resonances for |m| > iE whenmaxk=1...n log |µk| <
0. Therefore we choose the smallest σ ∈ N+, such that iE < σ and denote the truncated
series expanded solution of the invariance equation by U≤ and S≤.
A.2 Contraction mapping
Here we show that once an order σ − 1 asymptotic solution of the invariance equation is
found, then there is a unique Cσ correction of the asymptotic solution U≤ and S≤, so that
the invariance equation (4) is exactly satisfied. For the following argument we re-scale the
map F , such that F γ (x) = γ−1F γ (γx), where γ > 0. We have now solved the invariance
equation up to order σ− 1 and therefore the invariance equation (4) has an order σ residual
when the approximation is substituted.
Let us now fix S = S≤ and decompose the exact solution into U = U≤ + U>, where
U> is a Cσ function. To obtain an iterative solution, we apply the inverse S−1 to the
invariance equation (4) and find that
U> (x) = S−1
(
U≤ (F γ (x)) +U> (F γ (x))
)
−U≤ (x) . (65)
Equation (65) can be re-cast as a fixed point iteration using a nonlinear operator. This
nonlinear operator is defined as[T (U>)] (x) = S−1 (U≤ (F γ (x)) +U> (F γ (x)))−U≤ (x) . (66)
We define operator T on the spaceXσ = {U ∈ Cσ (Bn,Rν) : DkU (0) = 0, k = 0, 1, . . . , σ − 1},
where Bn = {x ∈ Rn : |x| ≤ 1} is the closed unit ball. The norm on Xσ is chosen to be
‖U‖σ = sup|x|≤1
|x|−σ |U (x)| , (67)
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which makes Xσ a Banach space.
Next, we show that operator T is a contraction. In particular, we show that there exists
a constant L < 1, such that
‖T (U2)− T (U1)‖σ ≤ L ‖U2 −U1‖σ (68)
and that ‖T (U)‖σ ≤ 1 for all ‖U‖σ ≤ 1. The latter criteria can be demonstrated through
the Lipschitz condition (68) using the estimate
‖T (U)‖σ = ‖T (U)− T (0) + T (0)‖σ ≤ ‖T (U)− T (0)‖σ + ‖T (0)‖σ
≤ L ‖U‖σ + ‖T (0)‖σ ,
which means that we need to have ‖T (0)‖σ < 1− L for T to be a contraction.
We start by estimating ‖T (0)‖σ . Due to the polynomial approximation, we have
S−1
(
U≤ (F (x))
)
−U≤ (x) = O (xσ) ,
which implies that there exists M > 0 such that∣∣∣S−1 (U≤ (F (x)))−U≤ (x)∣∣∣ ≤M |x|σ .
Using the scaled nonlinear map F γ and the scaled approximate solutions, the estimate now
scales with γ as
∣∣∣S−1γ (U≤γ (F γ (x)))−U≤γ (x)∣∣∣
=
∣∣∣γ−1S−1 (U≤ (F (γx)))− γ−1U≤ (γx)∣∣∣ ≤Mγσ−1 |x|σ .
This result implies that ‖T (0)‖ ≤ γσ−1M. Since σ ≥ 2, the norm ‖T (0)‖ can be made
arbitrarily small and therefore any Lipschitz constant 0 ≤ L < 1 is sufficient to demonstrate
a unique fixed point of T .
Next we need to show that there is a Lipschitz constant 0 ≤ L < 1 in equation (68). We
use the fundamental theorem of calculus to make a calculation similar to
f (x2)− f (x1) =
∫ 1
0
f ′ (x1 + s (x2 − x1)) ds (x2 − x1) .
For our operator T , we write that
U>2 (x)−U>1 (x) =
=
∫ 1
0
DS−1
(
U≤ (F γ (x)) +U>1 (F γ (x)) + s
(
U>2 (F γ (x))−U>1 (F γ (x))
))
ds×
× (U>2 (F γ (x))−U>1 (F γ (x))) .
Due to the scaling, S becomes linear as γ → 0, hence we can find 1 (γ) such that limγ→0 1 (γ) =
0 and
sup
|z|≤1
∣∣DS−1 (z)∣∣ = ( min
k=1...ν
µk
)−1
+ 1 (γ) .
This implies the estimate
∣∣U>2 (x)−U>1 (x)∣∣ ≤
((
min
k=1...ν
µk
)−1
+ 1 (γ)
)∣∣U>2 (F γ (x))−U>1 (F γ (x))∣∣ .
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In the next step, we are estimating the effect of the inner function F γ of U>1,2 by way of
the σ-norm, that is
|x|−σ ∣∣U>2 (x)−U>1 (x)∣∣ ≤
((
min
k=1...ν
|µk|
)−1
+ 1 (γ)
)
|x|−σ ∣∣U>2 (F γ (x))−U>1 (F γ (x))∣∣
≤
((
min
k=1...ν
|µk|
)−1
+ 1 (γ)
)
|F γ (x)|σ
∥∥U>2 −U>1 ∥∥σ .
Similar to the previous estimates, there exists 2 (γ) such that limγ→0 2 (γ) = 0 and
sup
|x|≤1
|F γ (x)| = max
k=1...n
|µk|+ 2 (γ) .
Putting together the previous estimates we find that
‖T (U2)− T (U1)‖σ ≤
((
min
k=1...ν
|µk|
)−1
+ 1 (γ)
)(
max
k=1...n
|µk|+ 2 (γ)
)σ ∥∥U>2 −U>1 ∥∥σ .
(69)
Since 1 → 0 and 2 → 0 as γ → 0, we only need to show that(
max
k=1...n
|µk|
)σ (
min
k=1...ν
|µk|
)−1
< 1, (70)
so that the Lipschitz constant in equation (69) is less than one. After rearranging the criterion
(70) we find that
σ log max
k=1...n
|µk| < log min
k=1...ν
|µk| .
Therefore operator T is a contraction if there exists σ ≥ 2 such that one of the following
cases apply:
max
k=1...n
|µk| < 1 =⇒ iE < σ, (71)
max
k=1...n
|µk| = 1 =⇒ min
k=1...ν
|µk| > 1, (72)
max
k=1...n
|µk| > 1 =⇒ iE > σ, (73)
where
iE =
mink=1...ν log |µk|
maxk=1...n log |µk|
.
It turns out that only case (71) is possible, because case (72) stipulates mutually exclusive
conditions and (73) would allow resonances. In fact, when maxk=1...n |µk| > 1 holds one
needs to consider the inverse map F−1 instead, when applying theorem 1.
A.3 Uniqueness
In section A.1 we have made some normalising assumption, which restricted the paramet-
risation of the foliation. Here we show that those assumptions can be removed and that
any sufficiently smooth submersion U satisfying the invariance equation (4) can be trans-
formed so that it satisfies the normalising assumptions and yet represents the same invariant
foliation, which then implies uniqueness.
Let us write variable x as a tuple x = (x1,x2) such that x1 ∈ Cν and x2 ∈ Cn−ν
with the restrictions due to complexification. When finding a solution of (4) as per the
argument in sections A.1 and A.2, we can use normalising conditions such that the solution
of (57) satisfies Umj = 0 when |m| ≥ 2. This then implies that U (x1,0) = x1 +O (|x1|σ).
Let us now denote the unique solution of (4) under these normalising conditions by U and
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S and another σ-times differentiable solution of (4) and (5) by Uˆ and Sˆ. We now define
the transformation Φ such that U (x1,0) = Φ
(
Uˆ (x1,0)
)
. The function Ψ : Cν → Cν ,
Ψ (z) = Uˆ (x1,0) is an invertible and σ-times differentiable function in a sufficiently small
neighbourhood of the origin, because its Jacobian at the origin is invertible due to the
tangency condition (5). Consequently, we define Φ (z) = U
(
Ψ−1 (z) ,0
)
, which is again an
invertible σ-times differentiable transformation. Let us now define
U˜ (x1,x2) = Φ
(
Uˆ (x1,x2)
)
, S˜ = Φ ◦ Sˆ ◦Φ−1,
which satisfy the invariance equation (4), the tangency condition (5) and our normalising
conditions. However we have shown that there is a unique solution to (4) and (5) under the
normalising conditions, hence U˜ = U and S˜ = S. This means that solutions of (4) and (5)
can be re-parametrised into each other, therefore the invariant foliation F represented by
the submersions U or Uˆ is unique in a sufficiently small neighbourhood of the origin.
This conclude the proof of theorem 1.
B Series expansion of ISFs for vector fields
In section A.1 we have provided an algorithm to find a power-series expansion of an ISF
for a discrete map. Here we modify the algorithm for vector fields. We assume a first order
differential equation x˙ = G (x), whose vector field is transformed into the frame of the
eigenvectors of its Jacobian about the origin, such that
G (x) = Bx+
(
N1 (x)
N2 (x)
)
, (74)
where,
B =
(
B1 0
0 B2
)
, B1 =
λ1 . . .
λν
 , B2 =
λν+1 . . .
λn
 .
To arrive at an approximate solution of the invariance equation (4), we represent the
unknowns as power series in the form of
S (z) =
∑
0<|m|≤α
Smzm +O
(
|z|α+1
)
,
U (x) =
∑
0<|m|≤α
Umxm +O
(
|x|α+1
)
,
where the powers are interpreted as
xm = xm11 · · ·xmnn , zm = zm11 · · · zmνν ,
with m ∈ Nn or m ∈ Nν , respectively. Using the notation in section 4.3, the equation for
the linear terms in the invariance equation becomes
n∑
k=1
U
ek
j B
el
k =
ν∑
k=1
S
ek
j U
el
k ,
which does not have a unique solution, however we choose Uekj = δjk, S
ek
j = λkδjk, where
δjk is the Kronecker delta. The equations for the order |m| terms in the invariance equation
are written as
Umj
(
ν∑
k=1
mkλk
)
xm = λjU
m
j x
m + Smj x
m +Hmj x
m, mν+1 = · · · = mn = 0, (75)
Umj
(
n∑
k=1
mkλk
)
xm = λjU
m
j x
m +Hmj x
m, ∃l ∈ {ν + 1, . . . , n} : ml 6= 0, (76)
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where Hmj are the terms which are composed of lower order terms of U and S and known
|m|-th order terms of F . The equations are written for two different kinds of exponents.
Equation (75) is for exponents that exist for both U and S and therefore part of the
conjugate dynamics, equation (76) is for exponents that only identify terms in U and they
correspond to dynamics that occurs insides the leaves. Equations are solved recursively
starting with |m| = 2 and then in increasing order for |m| > 2.
Equation (75) can be solved under any circumstances, but it is clear that there are
multiple solutions. The terms Umj and S
m
j can be chosen relative to each other. If there is
a resonance or near resonance, that is
∑ν
k=1mkλk ≈ λj we can choose the solution
Umj = 0, S
m
j = H
m
j ,
otherwise we can also choose
Umj =
1∑ν
k=1mkλk − λj
Hmj , S
m
j = 0
or some other combination of Umj , S
m
j . Equation (76) has a unique solution if
∑n
k=1mkλk 6=
λj , which is
Umj =
1∑n
k=1mkλk − λj
Hmj ,
otherwise no solution exists, unless Hmj vanishes.
Computer code: The computer code that reproduces the figures and calculations alongside
the experimental data can be found at https://github.com/rs1909/ISFpaper.
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