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a b s t r a c t
In this paper, we consider the Cauchy problem for the Helmholtz equation in a rectangle,
where the Cauchy data is given for y = 0 and boundary data are for x = 0 and x = pi .
The solution is sought in the interval 0 < y ≤ 1. A quasi-reversibility method is applied to
formulate regularized solutions which are stably convergent to the exact one with explicit
error estimates.
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1. Introduction
The Helmholtz equation arises in many areas, especially in practical physical applications, such as acoustic, wave
propagation and scattering, vibration of the structure, electromagnetic scattering and so on. Several numerical methods
have been proposed to solve this problem, such as alternating iterative algorithm based on the boundary element method
(BEM) [1], the conjugate gradient method [2], the method of fundamental solutions (MFS) [3–5,2,6,7], modified method [8].
Although there exists a vast literature on the Cauchy problem for the Helmholtz equation, to the authors’ knowledge, there
are much fewer papers devoted to the error estimates. The main aim is to give a regularization method and investigate the
error estimates between the regularization solution and the exact one.
Consider the Cauchy problem for the Helmholtz equation in a rectangle: determine the solution w(x, y) for 0 < y ≤ 1
from the input data φ(·) := w(·, 0), h(·) := wy(·, 0), whenw(x, y) satisfies
∆w(x, y)+ k2w(x, y) = 0, 0 < x < pi, 0 < y < 1,
w(x, 0) = φ(x), 0 ≤ x ≤ pi,
wy(x, 0) = h(x), 0 ≤ x ≤ pi, (1.1)
w(0, y) = w(pi, y) = 0, 0 ≤ y ≤ 1.
Physically,φ, h can only bemeasured, therewill bemeasurement errors, andwewould actually have as data some functions
φδ(x), hδ(x) ∈ L2(0, pi), for which
‖φδ − φ‖ + ‖hδ − h‖ ≤ δ, (1.2)
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where the constant δ > 0 represents a boundon themeasurement error,‖·‖denotes the L2-norm, and there exists a constant
E > 0, such that the following a priori bound exists (e.g., say, the energy of the solutionw(x, y) at the right boundary y = 1
is finite.)
‖w(·, 1)‖ ≤ E. (1.3)
In order to solve this problem, we split the Cauchy problem into two independent Cauchy problems:
∆u(x, y)+ k2u(x, y) = 0, 0 < x < pi, 0 < y < 1,
u(x, 0) = φ(x), 0 ≤ x ≤ pi,
uy(x, 0) = 0, 0 ≤ x ≤ pi, (1.4)
u(0, y) = u(pi, y) = 0, 0 ≤ y ≤ 1
and
∆v(x, y)+ k2v(x, y) = 0, 0 < x < pi, 0 < y < 1,
v(x, 0) = 0, 0 ≤ x ≤ pi,
vy(x, 0) = h(x), 0 ≤ x ≤ pi, (1.5)
v(0, y) = v(pi, y) = 0, 0 ≤ y ≤ 1,
solve them and then takew = u+ v.
It is easy to verify that the function
um(x, y) = sin(mx)m sinh
(√
m2 − k2y
)
, (1.6)
is the exact solution of problem (1.5) with
um(x, 0) = φm(x) = sin(mx)m , (1.7)
where m > k are positive integers. Note that supx∈(0,pi) |φm(x)| tends to zero as m → ∞, but supx∈(0,pi) |um(x, y)| →∞(m→∞) for fixed y > 0. Thus Eq. (1.5) is an ill-posed problem so that it is impossible to solve using classical numerical
methods and requires special techniques, i.e., regularization method to be employed. Eq. (1.4) is also an ill-posed problem.
At the other hand, separation of variables leads to the solution of problem (1.4)
u(x, y) =

∞∑
n=1
cn sin(nx) cosh
(√
n2 − k2y
)
, 0 < k < 1,
[k]∑
n=1
cn sin(nx) cosh
(√
k2 − n2y
)
+
∞∑
n=[k]+1
cn sin(nx) cosh
(√
n2 − k2y
)
, k ≥ 1,
(1.8)
where
cn = 2
pi
∫ pi
0
φ(t) sin(nt)dt. (1.9)
The solution of problem (1.5)
v(x, y) =

∞∑
n=1
dn sin(nx) sinh
(√
n2 − k2y
)
, 0 < k < 1,
[k]∑
n=1
dn sin(nx) sinh
(√
k2 − n2y
)
+
∞∑
n=[k]+1
dn sin(nx) sinh
(√
n2 − k2y
)
, k ≥ 1,
(1.10)
where
dn = 2√
n2 − k2pi
∫ pi
0
h(t) sin(nt)dt. (1.11)
We shall use perturbation method to construct stable solutions of the problems (1.1) and then obtain error estimate.
2. Modified regularization method
For system (1.4), if 0 < k < 1 we consider the system
∆uδ(x, y)+ k2uδ(x, y)− µ2uδxxyy(x, y) = 0, 0 < x < pi, 0 < y < 1,
uδ(x, 0) = φδ(x), 0 ≤ x ≤ pi,
uδy(x, 0) = 0, 0 ≤ x ≤ pi, (2.1)
uδ(0, y) = uδ(pi, y) = 0, 0 ≤ y ≤ 1.
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Separation of variables leads to the solution
uδ(x, y) =
∞∑
n=1
cδn sin(nx) cosh
√ n2 − k2
1+ µ2n2 y
 , (2.2)
where
cδn =
2
pi
∫ pi
0
φδ(t) sin(nt)dt. (2.3)
If k ≥ 1, we modified the exact solution u as follows:
uδ(x, y) =
[k]∑
n=1
cδn sin(nx) cosh
(√
k2 − n2y
)
+
∞∑
n=[k]+1
cδn sin(nx) cosh
√ n2 − k2
1+ µ2n2 y
 , (2.4)
where cδn is defined by (2.3).
Lemma 2.1. Suppose u be the solution of problem (1.4) with the exact data φ and uδ be the modified solution defined by (2.2)
and (2.4) with the noise data φδ , let φδ satisfy ‖φδ − φ‖ ≤ δ and let the exact solution u at y = 1 satisfy (1.3). If we select
µ = 1
ln( E
δ
)
, then for fixed 0 < y < 1 we get the error bound
‖uδ(·, y)− u(·, y)‖ ≤

Eyδ1−y + C1 E
(ln(E/δ))2
, 0 < k < 1,
δ + Eyδ1−y + C1 E
(ln(E/δ))2
, k ≥ 1,
(2.5)
where C1 = ( 4(1−y)e )4 + k2( 2(1−y)e )2, i.e.,
‖uδ(·, y)− u(·, y)‖ ≤ O((ln(E/δ))2), for δ→ 0. (2.6)
For system (1.5) we consider the system
∆vδ(x, y)+ k2vδ(x, y)− µ2vδxxyy(x, y) = 0, 0 < x < pi, 0 < y < 1,
vδ(x, 0) = 0, 0 ≤ x ≤ pi,
vδy(x, 0) = hδ(x), 0 ≤ x ≤ pi, (2.7)
vδ(0, y) = vδ(pi, y) = 0, 0 ≤ y ≤ 1.
Separation of variables leads to the solution
vδ(x, y) =

∞∑
n=1
dδn sin(nx) sinh
√ n2 − k2
1+ µ2n2 y
 , 0 < k < 1,
[k]∑
n=1
dδn sin(nx) sinh
(√
k2 − n2y
)
+
∞∑
n=[k]+1
dδn sin(nx) sinh
√ n2 − k2
1+ µ2n2 y
 , k ≥ 1, (2.8)
where
dδn =
2√
n2 − k2pi
∫ pi
0
hδ(t) sin(nt)dt. (2.9)
Lemma 2.2. Suppose v be the solution of problem (1.5) with the exact data h and vδ be the modified solution defined by (2.8)
with the noise data hδ , let hδ satisfy ‖hδ − h‖ ≤ δ and let the exact solution v at y = 1 satisfy (1.3). If we select µ = 1
ln( E
δ
)
, then
for fixed 0 < y < 1 we get the error bound
‖vδ(·, y)− v(·, y)‖ ≤

1
2
Eyδ1−y + C2 E(
ln E
δ
)2 , 0 < k < 1,
δ + 1
2
Eyδ1−y + C2 E(
ln E
δ
)2 , k ≥ 1, (2.10)
i.e.,
‖vδ(·, y)− v(·, y)‖ ≤ O((ln(E/δ))2), for δ→ 0. (2.11)
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Theorem 2.3. Suppose that w = u+v is the solutionwith exact data [φ, h] and that wδ = uδ+vδ is the solutionwithmeasured
data [φδ, hδ].If we have a bound ‖w(·, 1)‖ ≤ E, and the measured function satisfies ‖φ − φδ‖+ ‖h− hδ‖ ≤ δ and if we choose
µ = 1ln(E/δ) , then for fixed 0 < y < 1, we get the error bound
‖wδ(·, y)− w(·, y)‖ ≤

3
2
Eyδ1−y + (C1 + C2) E(
ln E
δ
)2 , 0 < k < 1,
2δ + 3
2
Eyδ1−y + (C1 + C2) E(
ln E
δ
)2 , k ≥ 1, (2.12)
i.e.,
‖wδ(·, y)− w(·, y)‖ ≤ O((ln(E/δ))2), for δ→ 0. (2.13)
Proof. ‖w −wδ‖ = ‖(u+ v)− (uδ + vδ)‖ ≤ ‖u− uδ‖ + ‖v − vδ‖, then the theorem is straightforward by using triangle
inequality and Lemmas 2.1 and 2.2. 
From Theorem 2.3, we find that wδ is an approximation of exact solution w. The approximation error depends
continuously on the measurement error for fixed 0 < y < 1. However, as y → 1, the accuracy of regularized solution
becomes progressively lower. This is common in the theory of ill-posed problems, if we do not have additional conditions
on the smoothness of the solution.
To retain the continuous dependence of the solution at y = 1, instead of (1.3),we introduce a stronger a priori assumption,∥∥∥∥∥ ∂pw(·, y)∂yp
∣∣∣∣
y=1
∥∥∥∥∥ ≤ E, (2.14)
where p > 0 is an integer. This priori condition shows that L2-norm of w(·, y)’s p-order derivatives with respect to the
variable y at the boundary y = 1 are bounded.
Theorem 2.4. Suppose that w is given with exact data [φ, h] and that wδ is given with measured data [φδ, hδ]. If we have an a
priori bound (2.14), and the measured function [φδ, hδ] satisfies ‖φ − φδ‖+ ‖h− hδ‖ ≤ δ. The parameter µ ∈ (0, 1) is chosen
as
µ = 1
ln
(
E
δ
(
ln E
δ
)−p) . (2.15)
Then for p > 0, we get the error bound
‖wδ(·, 1)− w(·, 1)‖ ≤

3
2
E(
ln E
δ
)p + ε, 0 < k < 1,
2δ + 3
2
E(
ln E
δ
)p + εk2, k ≥ 1, (2.16)
where ε = max{3µ2p/3, 32µ2}E.
Remark 2.5. Since the regularization parameter µ → 0 as the measured error δ → 0, we can easily find that, for
p > 0, ε→ 0(δ→ 0), thus
lim
δ→0 ‖w(·, 1)− w
δ(·, 1)‖ = 0, p > 0.
Remark 2.6. We separately consider the case 0 ≤ y ≤ 1 and the case y = 1 in order to emphasize the following facts. For
the case 0 ≤ y ≤ 1, the a priori bound ‖w(·, 1)‖ is sufficient. However, for the case y = 1, the stronger a priori bound for
‖ ∂pw(·,y)
∂yp |y=1‖where p > 0 must be imposed.
Remark 2.7. For the quasi-reversibility method (2.1), the method is not unique, e.g., we can use the following method to
replace (2.1):
∆uδ(x, y)+ k2uδ(x, y)− µ2uδxxxxyy(x, y) = 0, 0 < x < pi, 0 < y < 1,
uδ(x, 0) = φδ(x), 0 ≤ x ≤ pi,
uδy(x, 0) = 0, 0 ≤ x ≤ pi, (2.17)
uδ(0, y) = uδ(pi, y) = 0, 0 ≤ y ≤ 1.
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To demonstrate the usefulness of the above method, we consider a special case (Please see Ref. [9]):
uxx + uyy + k2u = 0 x ∈ R
u(x, 0) = φ(x) x ∈ R,
∂yu(x, 0) = 0 x ∈ R,
u(·, y) ∈ L2(R) y ∈ (0, 1).
(2.18)
We use the quasi-reversibility method:
uxx + uyy + k2u− µ2uxxxxyy = 0 x ∈ R
u(x, 0) = φδ(x) x ∈ R,
∂yu(x, 0) = 0 x ∈ R,
u(·, y) ∈ L2(R) y ∈ (0, 1).
(2.19)
By using Fourier transform technique with respect to variable x ∈ R, we can easily obtain the regularization solution
uˆ(ξ , y) = cosh(y
√
(ξ 2 − k2)/(1+ µ2ξ 4))φˆδ(ξ). (2.20)
3. Proofs of Lemmas 2.1 and 2.2, Theorem 2.4
Proof of Lemma 2.1. From (1.8), (2.2) and (2.4) we have
φ(x) = u(x, 0) =
∞∑
n=1
cn sin(nx), φδ(x) = uδ(x, 0) =
∞∑
n=1
cδn sin(nx), (3.1)
where
cn = 2
pi
∫ pi
0
φ(t) sin(nt)dt, cδn =
2
pi
∫ pi
0
φδ(t) sin(nt)dt. (3.2)
Thus the condition ‖φ − φδ‖ ≤ δ is equivalent to
pi
2
∞∑
n=1
(cn − cδn)2 ≤ δ2. (3.3)
For the case 0 < k < 1, by the first equation of (1.8), the assumption ‖u(·, 1)‖ ≤ E is equivalent to
‖u(·, 1)‖2 = pi
2
∞∑
n=1
c2n cosh
2
(√
n2 − k2
)
≤ E2. (3.4)
By the first equation in (1.8), (2.2), (2.4), (3.3) and (3.4), we have
∥∥u(·, y)− uδ(·, y)∥∥ ≤
pi
2
∞∑
n=1
(cn − cδn)2 cosh2
√ n2 − k2
1+ µ2n2 y
 12
+
pi
2
∞∑
n=1
c2n
cosh (√n2 − k2y)− cosh
√ n2 − k2
1+ µ2n2 y
2
1
2
≤ δ sup
n≥1
A(n)+ E sup
n≥1
B(n),
where
A(n) = cosh
√ n2 − k2
1+ µ2n2 y
 , B(n) =
∣∣∣∣∣∣∣
cosh
(√
n2 − k2y
)
− cosh
(√
n2−k2
1+µ2n2 y
)
cosh
(√
n2 − k2
)
∣∣∣∣∣∣∣ . (3.5)
We now estimate A(n). Since A(n) ≤ cosh( y
µ
) ≤ e yµ , so
δ sup
n≥1
A(n) ≤ δe yµ = Eyδ1−y. (3.6)
In the following, we estimate B(n). Let ξ = √n2 − k2, τ =
√
n2−k2
1+µ2n2 , note that ξ > τ and
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1− e−r ≤ r(r ≥ 0), (3.7)
we get
ξ 2 − τ 2 = n2 − k2 − n
2 − k2
1+ µ2n2 ≤ (n
2 − k2)n2µ2, (3.8)
then
B(n) =
∣∣∣∣ cosh(ξy)− cosh(τy)cosh(ξ)
∣∣∣∣ = (eξy − eτy)− (eξy − eτy)/e(ξ+τ)yeξ + e−ξ ≤ (eξy − eτy)(1− e−(ξ+τ)y)eξ
≤ e−ξ(1−y)(ξ + τ)y(1− e−(ξ−τ)y) ≤ (ξ 2 − τ 2)y2e−ξ(1−y) = µ2n2(n2 − k2)y2e−ξ(1−y)
= µ2y2ξ 2(ξ 2 + k2)e−ξ(1−y) ≤ ξ 4µ2e−ξ(1−y) + ξ 2k2µ2e−ξ(1−y) := a(ξ)+ b(ξ).
The function a(ξ) attains its maximum
amax(ξ) = a
(
4
1− y
)
= µ2
(
4
(1− y)e
)4
,
b(ξ) attains its maximum
bmax(ξ) = b
(
2
1− y
)
= µ2k2
(
2
(1− y)e
)2
.
Consequently, for fixed 0 < y < 1,
B(n) ≤ C1µ2, (3.9)
where C1 = ( 4(1−y)e )4 + k2( 2(1−y)e )2.
Hence, for fixed 0 < y < 1,
‖uδ(·, y)− u(·, y)‖ ≤ Eyδ1−y + C1 E(
ln E
δ
)2 . (3.10)
In the following, we consider the case k ≥ 1. Note that ‖u(·, 1)‖ ≤ E is equivalent to
‖u(·, 1)‖2 = pi
2
[k]∑
n=1
c2n cosh
2
(√
k2 − n2
)
+ pi
2
[∞]∑
n=[k]+1
c2n cosh
2
(√
n2 − k2
)
≤ E2. (3.11)
Then, by the second equation in (1.8), (2.4), (3.3) and (3.11), we have
‖u(·, y)− uδ(·, y)‖ ≤
(
pi
2
[k]∑
n=1
(cn − cδn)2 cosh2
(√
k2 − n2y
)) 12
+
pi
2
∞∑
n=[k]+1
(cn − cδn)2 cosh2
√ n2 − k2
1+ µ2n2 y
 12
+
pi
2
∞∑
n=[k]+1
c2n
cosh (√n2 − k2y)− cosh
√ n2 − k2
1+ µ2n2 y
2
1
2
≤ δ + δ sup
n≥[k]+1
A(n)+ E sup
n≥[k]+1
B(n),
where A(n) and B(n) is defined by (3.5). Similar to the case 0 < k < 1, we have
δ sup
n≥[k]+1
A(n) ≤ Eyδ1−y, (3.12)
B(n) ≤ C1
(
ln
E
δ
)−2
. (3.13)
Therefore, for fixed 0 < y < 1 and k ≥ 1,
‖uδ(·, y)− u(·, y)‖ ≤ δ + Eyδ1−y + C1 E(
ln E
δ
)2 .  (3.14)
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Proof of Lemma 2.2. Note that condition ‖h− hδ‖ ≤ δ gives
(n2 − k2)pi
2
∞∑
n=1
(dn − dδn)2 ≤ δ2. (3.15)
For the case 0 < k < 1, by the first equation of (1.10), the assumption ‖v(·, 1)‖ ≤ E is equivalent to
‖v(·, 1)‖2 = pi
2
∞∑
n=1
d2n sinh
2
(√
n2 − k2
)
≤ E2. (3.16)
By the first equation in (1.10), (2.8), (3.15) and (3.16), we have
‖v(·, y)− vδ(·, y)‖ ≤
pi
2
∞∑
n=1
(dn − dδn)2 sinh2
√ n2 − k2
1+ µ2n2 y
 12
+
pi
2
∞∑
n=1
d2n
sinh (√n2 − k2y)− sinh
√ n2 − k2
1+ µ2n2 y
2
1
2
≤ δ sup
n≥1
(C(n)/
√
n2 − k2)+ E sup
n≥1
D(n) ≤ δ 1√
1− k2 supn≥1(C(n))+ E supn≥1 D(n),
where
C(n) = sinh
√ n2 − k2
1+ µ2n2 y
 , D(n) =
∣∣∣∣∣∣∣
sinh
(√
n2 − k2y
)
− sinh
(√
n2−k2
1+µ2n2 y
)
sinh
(√
n2 − k2
)
∣∣∣∣∣∣∣ . (3.17)
We now estimate C(n).Since C(n) ≤ sinh( y
µ
) ≤ 12e
y
µ , so
δ sup
n≥1
C(n) ≤ 1
2
Eyδ1−y. (3.18)
In the following, we estimate D(n). Similar to (3.12) and (3.13), note that ξ > τ and√
1+ µ2n2 ≤ 1+ 1
2
µ2n2, 1− e−r ≤ r(r ≥ 0), (3.19)
we get
ξ − τ =
√
n2 − k2 −
√
n2 − k2
1+ µ2n2 ≤
1
2
µ2n2
√
n2 − k2, (3.20)
we have
D(n) =
∣∣∣∣ sinh(ξy)− sinh(τy)sinh(ξ)
∣∣∣∣ = (eξy − e−ξy)/2− (eτy − e−τy)/2(eξ − e−ξ )/2
≤ (e
ξy − e−ξy)/2− (eτy − e−τy)/2
eξ/2
(when n ≥ 2)
= (e
ξy − eτy)+ (e−τy − e−ξy)
eξ
≤ 2e
ξy − eτy
eξ
= 2e−ξ(1−y)(1− e−(ξ−τ)y)
≤ µ2n2
√
n2 − k2e−ξ(1−y) = µ2(ξ 2 + k2)ξe−ξ(1−y)
= µ2ξ 3e−ξ(1−y) + µ2k2ξe−ξ(1−y) := c(ξ)+ d(ξ).
The function c(ξ) := µ2ξ 4e−ξ(1−y) attains its maximum
cmax(ξ) = c
(
3
1− y
)
= µ2
(
3
(1− y)e
)3
,
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d(ξ) attains its maximum
dmax(ξ) = d
(
1
1− y
)
= µ2k2
(
1
(1− y)e
)
.
Consequently, for fixed 0 < y < 1,
D(n) ≤ C2µ2, (3.21)
where C2 = ( 3(1−y)e )3 + k2( 1(1−y)e ).
Hence, for fixed 0 < y < 1,
‖vδ(·, y)− v(·, y)‖ ≤ 1
2
Eyδ1−y + C2 E(
ln E
δ
)2 . (3.22)
In the following, we consider the case k ≥ 1. Note that ‖v(·, 1)‖ ≤ E is equivalent to
‖v(·, 1)‖2 = pi
2
[k]∑
n=1
d2n sinh
2
(√
k2 − n2
)
+ pi
2
[∞]∑
n=[k]+1
d2n sinh
2
(√
n2 − k2
)
≤ E2. (3.23)
Then, by the second equation in (1.10), (2.8), (3.3) and (3.23), we have
‖v(·, y)− vδ(·, y)‖ ≤
(
pi
2
[k]∑
n=1
(dn − dδn)2 sinh2
(√
k2 − n2y
)) 12
+
pi
2
∞∑
n=[k]+1
(
dn − dδn
)2
sinh2
√ n2 − k2
1+ µ2n2 y
 12
+
pi
2
∞∑
n=[k]+1
d2n
sinh (√n2 − k2y)− sinh
√ n2 − k2
1+ µ2n2 y
2
1
2
≤ δ + δ sup
n≥[k]+1
C(n)+ E sup
n≥[k]+1
D(n),
where C(n) and D(n) is defined by (3.17). Similar to the case 0 < k < 1, we have
δ sup
n≥[k]+1
C(n) ≤ 1
2
Eyδ1−y, (3.24)
D(n) ≤ C2
(
ln
E
δ
)−2
. (3.25)
Therefore, for fixed 0 < y < 1 and k ≥ 1,
‖vδ(·, y)− v(·, y)‖ ≤ δ + 1
2
Eyδ1−y + C2 E(
ln E
δ
)2 .  (3.26)
Proof of Theorem 2.4. Firstly, consider 0 < k < 1, from (1.8) and (2.14), we have
∥∥∥∥∥ ∂pu(·, y)∂yp
∣∣∣∣
y=1
∥∥∥∥∥
2
=

pi
2
∞∑
n=1
(cn)2(n2 − k2)p cosh2(n) ≤ E2, p is even,
pi
2
∞∑
n=1
(cn)2(n2 − k2)p sinh2(n) ≤ E2, p is odd.
From (1.10) and (2.14), we have
∥∥∥∥∥ ∂pv(·, y)∂yp
∣∣∣∣
y=1
∥∥∥∥∥
2
=

pi
2
∞∑
n=1
(dn)2(n2 − k2)p sinh2(n) ≤ E2, p is even,
pi
2
∞∑
n=1
(dn)2(n2 − k2)p cosh2(n) ≤ E2, p is odd.
In the following, we only discuss the case that p is even, i.e.,
pi
2
∞∑
n=1
(cn)2(n2 − k2)p cosh2(n) ≤ E2, pi2
∞∑
n=1
(dn)2(n2 − k2)p sinh2(n) ≤ E2. (3.27)
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Since the procedure of proof is completely similar when p is odd. Note thatw = u+ v andwδ = uδ + vδ , we have
‖w(·, 1)− wδ(·, 1)‖ ≤
√√√√pi
2
∞∑
n=1
(cn)2
(
cosh
(√
n2 − k2
)
− cosh
( √
n2 − k2√
1+ µ2n2
))2
+
√√√√pi
2
∞∑
n=1
(cn − cδn)2 cosh2
( √
n2 − k2√
1+ µ2n2
)
+
√√√√pi
2
∞∑
n=1
(dn − dδn)2 sinh2
( √
n2 − k2√
1+ µ2n2
)
+
√√√√pi
2
∞∑
n=1
(dn)2
(
sinh
(√
n2 − k2
)
− sinh
( √
n2 − k2√
1+ µ2n2
))2
.
Now the condition (3.37) and ‖φ − φδ‖ ≤ δ and ‖h− hδ‖ ≤ δ lead to
‖w(·, 1)− wδ(·, 1)‖ ≤ sup
n≥1
A˜(n)E + sup
n≥1
C˜(n)δ + sup
n≥1
D˜(n)δ + sup
n≥1
B˜(n)E, (3.28)
where
A˜(n) = cosh(ξ)− cosh(τ )√
n2 − k2p cosh(ξ) , C˜(n) = cosh(τ ),
B˜(n) = sinh(n)− sinh(τ )√
n2 − k2p sinh(ξ) , D˜(n) =
1√
n2 − k2 sinh(τ ).
We now start estimating the second and third terms on the right-hand side of (3.28). Since cosh(·), sinh(·) are monotone
increasing functions in the interval [0,∞) and µ is chosen in Theorem 2.4, we have
C˜(n)δ = cosh
(√
n2 − k2/
√
1+ µ2n2
)
δ ≤ cosh(1/µ)δ ≤ e1/µδ = E
(
ln
E
δ
)−p
, (3.29)
D˜(n)δ = 1√
n2 − k2 sinh
( √
n2 − k2√
1+ µ2n2
)
δ ≤ 1
2
1√
1− k2 e
1
µ δ = 1
2
1√
1− k2
E(
ln E
δ
)p .
We now consider A˜(n)+ B˜(n), taking the similar procedure of Lemmas 2.1 and 2.2, then
A˜(n)+ B˜(n) ≤ 3(1− e−(ξ−τ))/ξ p. (3.30)
For estimating (3.30), we now distinguish between two cases.
Case 1: for large values of n, i.e., for ξ = √n2 − k2 ≥ 1
µ2/3
, note that ξ ≥ τ , we have
A˜(n)+ B˜(n) ≤ 3 1
ξ p
≤ 3µ 2p3 . (3.31)
Case 2: for ξ < 1
µ2/3
, using inequalities 1− er ≤ r(r ≥ 0), we have
A˜(n)+ B˜(n) ≤ 3
2
µ2ξ 3−p. (3.32)
If 0 < p < 3, from (3.32), we have
A˜(n)+ B˜(n) ≤ 3
2
µ2
(
1
µ2/3
)3−p
= 3
2
µ
2p
3 . (3.33)
If p ≥ 3, note that n ≥ 1, from (3.32), we have
A˜(n)+ B˜(n) ≤ 3
2
µ2 = 3
2
µ2. (3.34)
Summarizing (3.31), (3.33) and (3.34), we complete the estimate of the first term and the forth term on the right-hand side
of (3.28), i.e.,
A˜(n)+ B˜(n) ≤ max
{
3µ2p/3,
3
2
µ2
}
E =: ε, p > 0. (3.35)
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Secondly, consider k ≥ 1, from (1.8) and (2.14), we have
pi
2
[k]∑
n=1
(cn)2(k2 − n2)p cosh2
(√
k2 − n2
)
+ pi
2
∞∑
[k]+1
c2n (n
2 − k2)p cosh2
(√
n2 − k2
)
≤ E2, p is even,
pi
2
[k]∑
n=1
(cn)2(k2 − n2)p sinh2
(√
k2 − n2
)
+ pi
2
∞∑
[k]+1
c2n (n
2 − k2)p sinh2
(√
n2 − k2
)
≤ E2, p is odd.
(3.36)
From (1.10) and (2.14), we have
pi
2
[k]∑
n=1
(dn)2(k2 − n2)p sinh2
(√
k2 − n2
)
+ pi
2
∞∑
[k]+1
d2n(n
2 − k2)p sinh2
(√
n2 − k2
)
≤ E2, p is even,
pi
2
[k]∑
n=1
(dn)2(k2 − n2)p cosh2
(√
k2 − n2
)
+ pi
2
∞∑
[k]+1
d2n(n
2 − k2)p cosh2
(√
n2 − k2
)
≤ E2, p is odd.
(3.37)
In the following, we only discuss the case that p is even, since the procedure of proof is completely similar when p is odd.
Note thatw = u+ v andwδ = uδ + vδ , we have
‖w(·, 1)− wδ(·, 1)‖ ≤
√√√√pi
2
[k]∑
n=1
(cn − cδn)2 cosh2
(√
k2 − n2
)
+
√√√√pi
2
[k]∑
n=1
(dn − dδn)2 sinh2
(√
k2 − n2
)
+
√√√√pi
2
∞∑
[k]+1
(cn)2
(
cosh
(√
n2 − k2
)
− cosh
( √
n2 − k2√
1+ µ2n2
))2
+
√√√√pi
2
∞∑
[k]+1
(cn − cδn)2 cosh2
( √
n2 − k2√
1+ µ2n2
)
+
√√√√pi
2
∞∑
[k]=1
(dn − dδn)2 sinh2
( √
n2 − k2√
1+ µ2n2
)
+
√√√√pi
2
∞∑
[k]+1
(dn)2
(
sinh
(√
n2 − k2
)
− sinh
( √
n2 − k2√
1+ µ2n2
))2
.
Now the condition (3.36), (3.37) and ‖φ − φδ‖ ≤ δ and ‖h− hδ‖ ≤ δ lead to
‖w(·, 1)− wδ(·, 1)‖ ≤ 2δ + sup
n≥[k]+1
cosh ξ − cosh τ
ξ p cosh ξ
E + δ sup
n≥[k]+1
cosh τ
+ sup
n≥[k]+1
sinh ξ − sinh τ
ξ p sinh ξ
E + δ
√
1+ µ2n2
n2 − k2 supn≥[k]+1 sinh τ .
Similar to the case 0 < k < 1, note that ξ ≥ 1, by (3.29), we have
δ sup
n≥[k]+1
cosh τ ≤ cosh(1/µ)δ ≤ e1/µδ = E
(
ln
E
δ
)−p
(3.38)
δ
√
1
n2 − k2 supn≥[k]+1 sinh τ ≤
1
2
δ
1√
n2 − k2 e
1
µ ≤ 1
2
E(
ln E
δ
)p (3.39)
sup
n≥[k]+1
cosh ξ − cosh τ
ξ p cosh ξ
E + sup
n≥[k]+1
sinh ξ − sinh τ
ξ p sinh ξ
E ≤ 3(1− e−(ξ−τ))ξ−pE. (3.40)
Case 1: for large values of n, i.e., for ξ = √n2 − k2 ≥ 1
µ2/3
, note that ξ ≥ τ , we have(
sup
n≥[k]+1
cosh ξ − cosh τ
ξ p cosh ξ
+ sup
n≥[k]+1
sinh ξ − sinh τ
ξ p sinh ξ
)
E ≤ 3ξ−pE = 3µ 2p3 E. (3.41)
Case 2: for ξ < 1
µ2/3
, note that ξ > 1, we have
1. if p ≥ 3, sup
n≥[k]+1
cosh ξ − cosh τ
ξ p cosh ξ
+ sup
n≥[k]+1
sinh ξ − sinh τ
ξ p sinh ξ
E ≤ 3
2
µ2k2; (3.42)
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2. if 0 < p < 3, sup
n≥[k]+1
cosh ξ − cosh τ
ξ p cosh ξ
+ sup
n≥[k]+1
sinh ξ − sinh τ
ξ p sinh ξ
E ≤ 3
2
µ2p/3k2. (3.43)
Therefore, for k ≥ 1, by (3.41)–(3.43), the second estimate in (2.16) is satisfied. 
4. Concluding remark
In this paper, we consider the non-characteristic Cauchy problem for the Helmholtz equation. Some logarithmic stability
estimates are proved. The logarithmic stability estimates are much weak. We hope to obtain the Hölder stability estimates
by the spectral cut-off method. This will be studied in the forthcoming paper.
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