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a b s t r a c t
Thomassen conjectured that every 4-connected line graph is Hamiltonian. Lai et al.
(in 2006) [5] considered whether the high essential connectivity of the 3-connected line
graphs can guarantee the existence of the Hamiltonian cycle in graphs and they showed
that every 3-connected, essentially 11-connected line graph is Hamiltonian. In this note,
we show that every 3-connected, essentially 10-connected line graph is Hamiltonian-
connected. The result strengthens the known result mentioned above.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Unless stated otherwise, we follow [1] for terminology and notation not defined here, and we consider finite connected
graphs. In particular, we use κ(G) andλ(G) to denote respectively the connectivity and edge-connectivity of a graphG. A graph
is trivial if it contains no edges. A vertex-cut (edge-cut) X of G is essential if G − X has at least two non-trivial components.
For an integer k > 0, a graph G is essentially k-connected (essentially k-edge-connected) if G does not have an essential vertex-
cut (essential edge-cut) X with |X | < k. In particular, the essential edge-connectivity of G, denoted by λ′(G), is the minimum
cardinality over all essential edge-cuts of G. We use dG(u) for the degree of u ∈ V (G), or simply d(u) if no confusion arises.
For e = uv ∈ E(G), define dG(e) = dG(u) + dG(v) − 2 as the edge-degree of e, and ξ(G) = min{dG(e) : e ∈ E(G)} (if e is a
loop of G, then u = v and dG(e) = 2dG(u)− 2). Esfahanian and Hakimi in [3] proved that if a connected graph G of order n is
not a star K1,n−1, then λ′(G) exists and λ′(G) ≤ ξ(G). Thus, an essentially k-edge-connected graph has edge-degree at least
k. Denote by Di(G) and di(G) the sets of vertices of degree i and |Di(G)|, respectively. We use Di and di for Di(G) and di(G) if
no confusion arises. For a subgraph A ⊆ G, v ∈ V (G),NG(v) denotes the set of the neighbors of v in G and NG(A) denotes
the set (

v∈V (A) NG(v)) \ V (A). We denote by G[X] the subgraph of G induced by the vertex set X of V (G).
The line graph of a graph G, denoted by L(G), has E(G) as its vertex set, where two vertices in L(G) are adjacent if and
only if the corresponding edges in G have at least one vertex in common. From the definition of a line graph, if L(G) is not a
complete graph, then a subset X ⊆ V (L(G)) is a vertex-cut of L(G) if and only if X is an essential edge-cut of G.
A subgraph of G isomorphic to a K1,2 or a 2-cycle is called a P2-subgraph of G, where a 2-cycle is a graph consisting of
two edges sharing two end-vertices. An edge-cut X of G is a P2-edge-cut of G if at least two components of G − X contain
P2-subgraphs. The minimum size over all the P2-edge-cuts of G is called the conditional-P2-edge-connectivity, denoted by
P2-λ(G). In particular, a graph is conditional-P2-k-edge connected if P2-λ(G) ≥ k. By the definition of a line graph, if L(G) is
not a complete graph, then L(G) is essentially k-connected if and only if G does not have a P2-edge-cut with size less than k.
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Unless stated otherwise, we consider the graphs whose line graphs are 3-connected, essentially 10-connected in this paper,
i.e., the graphs are essentially 3-edge-connected and conditional-P2-10-edge-connected.
Thomassen in 1986 posed the following conjecture.
Conjecture 1 (Thomassen [9]). Every 4-connected line graph is Hamiltonian.
Lai et al. in [5] considered the Hamiltonicity of the 3-connected line graphs and showed that the high essential
connectivity of a 3-connected line graph can guarantee the existence of a Hamiltonian cycle as follows.
Theorem 2 (Lai et al. [5]). Every 3-connected, essentially 11-connected line graph is Hamiltonian.
Theorem 2 was improved by Yang et al. in [11] as follows.
Theorem 3 (Yang et al. [11]). Every 3-connected, essentially 11-connected line graph is Hamiltonian-connected.
In this note, we shall improve Theorem 3 by proving that every 3-connected, essentially 10-connected line graph is
Hamiltonian-connected.
2. The main result
A subset D of the vertex set V (G) is a dominating set if every edge has at least one end-vertex in D. We use ‘‘(x, y)-trail’’
to denote a trail having the end-vertices x and y. A trail is a dominating trail if each edge of G is incident with at least one
internal vertex of the trail. A trail is a spanning trail if it is a dominating trail which contains all the vertices of G. A graph is
dominating trailable if for each pair of x and y of edges of G there exists a dominating trail with end-edges x and y. Similarly,
one can define the spanning trailable graphs.
Let G be an essentially 3-edge-connected graph such that L(G) is not a complete graph. The core of the graph G, denoted
by G0, is obtained from G by deleting all the vertices (and its incident edges) of degrees at most 3 but are adjacent to at most
one vertex, and contracting exactly one of the two edges xy or yz for each path xyz in Gwith dG(y) = 2.
Lemma 4 ([8,13]). Let G be an essentially 3-edge-connected graph G. Then the core G0 of G satisfies the following.
(i) G0 is uniquely defined and λ(G0) ≥ 3.
(ii) If G0 is spanning trailable, then L(G) is Hamiltonian-connected.
Theorem 5 (Nash-Williams [6] and Tutte [10]). A finite graph G can be decomposable into n connected factors if and only if
|S| ≥ n(ω(G− S)− 1)
for each subset S of the edge set E(G).
We shall prove the following theorem by using Theorem 5.
Theorem 6. The core of an essentially3-edge-connected and conditional-P2-10-edge-connected graph contains two edge-disjoint
spanning trees.
Proof. Let S be a subset of E(G0) and let G1, . . . ,Gω be the components of G0− S. By Theorem 5, to prove that the core G0 of
an essentially 3-edge-connected and conditional-P2-10-edge-connected graph G contains two edge-disjoint spanning trees,
it is sufficient to show that
|S| ≥ 2(ω(G0 − S)− 1) = 2(ω − 1) (1)
for each subset S of the edge set E(G0).
Letm(Gi) denote the number of edges having exactly one of its endpoints in V (Gi). Ifω ≤ 5, one can show that |S| ≥ 8 in
this case. In fact, if at least two components in G− S contain P2-subgraphs, then the claim clearly holds; if there is at most
one of the components G− S containing a P2-subgraph, then we have |S| ≥ 8 by counting the sum of the degrees of isolated
vertices in G− S. Thus, (1) is true. So we may assume ω ≥ 6 in the following arguments.
Assume Ga is a component withm(Ga) = 3 in G0 − S (in fact, each such component consists of a single vertex of degree
3 since δ(G0) ≥ 3 and P2-λ(G0) ≥ 10) and let Gb be a component in G0 − S which contains a vertex adjacent to the vertex
of Ga. If G0 − V (Ga ∪ Gb) − S contains no P2, then (1) holds (since G0 − V (Ga ∪ Gb) − S consists of some isolated vertices
and single edges, and each of them satisfiesm(Gi) ≥ 3, thus |S| ≥ 2(ω − 1)). So we may assume that G0 − V (Ga ∪ Gb)− S
contains a P2 for any pair of the components Ga and Gb.
If G0−V (Ga∪Gb)− S contains a P2, then Gb is either a component withm(Gb) ≥ 9, or a component consisting of a single
vertex since P2-λ(G0) ≥ 10. By the arguments above, we assume that G1, . . . ,Gs1 , . . . ,Gs2 , . . . ,Gs3 , . . . ,Gω denote all the
components of G0 − S, where G1, . . . ,Gs1 are the components consisting of a single vertex of degree 3 in G0; Gs1+1, . . . ,Gs2
(if they exist) are the components consisting of a single vertex of degree either 4 or 5 and each of them is adjacent to a vertex
of a component in G1, . . . ,Gs1 ; Gs2+1, . . . ,Gs3 (if they exist) are the components such thatm(Gi) ≥ 6 for i = s2 + 1, . . . , s3
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and each of them contains a vertex which is adjacent to a vertex in some components of G1, . . . ,Gs1 ; Gs3+1, . . . ,Gω (if they
exist) are the remaining components of G0 − S (note thatm(Gi) ≥ 4, i = s3 + 1, . . . , ω).
Let G be a graph with minimum degree δ ≥ 3, T (G) = NG(D3(G)) and R(G) = V (G)−D3(G)− T (G). To prove Theorem 6,
a new claim is needed.
Claim 1. Let G be a graph with minimum degree δ ≥ 3. If dG(e) ≥ 7 for every edge e ∈ E(G[D3(G) ∪ T (G)]) and dG(v) ≥ 4 for
any v ∈ R(G), then |E(G)| ≥ 2|V (G)|.
Proof. Note that if a component of G has no vertex of degree 3, then the component satisfies the inequality. So we assume
that each of the components of G contains some vertices of degree 3. Let T = NG(D3), R = V \ (N ∪D3). Note that dG(e) ≥ 7
for any edge e ∈ E(G[D3(G) ∪ T (G)]) and dG(v) ≥ 4 for any v ∈ R(G); then D3 is an independent set of G, the degrees of the
vertices in T are at least 6, and the degrees of the vertices in R are at least 4.
If |T | > 12d3, we have
|E(G)| =

idi
2
≥ 3d3
2
+ 6|T |
2
+ 4|R|
2
= 3d3
2
+ 6(|V (G)| − d3 − |R|)
2
+ 4|R|
2
= 2|V (G)| − 3
2
d3 − |R| + |V (G)|
= 2|V (G)| − 3
2
d3 + d3 + |T |
> 2|V (G)| − 3
2
d3 + d3 + 12d3
= 2|V (G)|. (2)
Next, we consider the case |T | ≤ 12d3. Since the edges adjacent to D3 and the edges adjacent to R are necessarily disjoint,
and D3 is an independent set, it is easy to see that
|E(G)| ≥ 3d3 + 4|R|2
= 2d3 + d3 + 2|R|
≥ 2d3 + 2|T | + 2|R|
= 2|V (G)|. (3)
We complete the proof of the claim. 
Nowweprove Theorem6 by using Claim 1.We denote byG0/Gi the graph obtained fromG0 by contractingGi, i.e., identify
the two ends of each edge in Gi and then delete the resulting loops. Let G′ be the graph obtained from G0 by contracting
all the subgraphs Gi, i ∈ {1, . . . , ω}. Denote by vGi the vertex obtained by contracting Gi. Clearly, |S| ≥ |E(G′)| and
ω(G0 − S) = |V (G′)|. Note that if s2 = s1, then |E(G′)| ≥ 2|V (G′)| by Claim 1, that is, |S| ≥ 2(G0 − S). We are done.
So we assume s2 ≠ s1 from now on.
Note that each component of Gs1+1, . . . ,Gs2 is a single vertex. So each vertex of Gs1+1, . . . ,Gs2 is adjacent to at most one
vertex in G1, . . . ,Gs1 (otherwise, assume that there is a vertex of Gs1+1, . . . ,Gs2 which is adjacent to at least two vertices of
G1, . . . ,Gs1 and the vertices may be the same; in this case, either we can pack a P2-subgraph which induces a P2-edge-cut
with size at most 8, or (1) holds by counting the sum of the degrees of the isolated vertices and edges in G − S). Let Ga,Gb
be two components of G0 − S and a ∈ {1, . . . , s1}, b ∈ {s1 + 1, . . . , s2}. Note that Gb is a single vertex and there is a vertex
of degree 3 which is adjacent to Gb. Let v = Ga and u = Gb (uv ∈ S, dG0(v) = 3).
Suppose that Gt is a component of G0 − {u, v} − S in which there is a vertex which is adjacent to at least one of u and v
in G0. If G0 − {v} ∪ {u} ∪ Gt contains no P2-subgraph, it is not difficult to see that (1) holds; we are done. So we may assume
that G0 − {v} ∪ {u} ∪ Gt contains a P2-subgraph; then m({v} ∪ {u} ∪ Gt) ≥ 10, that is, m(Gt) ≥ 6 and then dG′(vGt ) ≥ 6.
Assume that NG0(u) = {v, u1, u2, u3} and ui ∈ V (Gai), i = 1, 2, 3 (note that ai = aj, i ≠ j, may arise).
Now we define two operations for removing the vertices of degrees 4 and 5 in T (G′).
(O1): Assume that vGb ∈ T (G′) is a vertex of degree 4 in G′ and vGbvGa , vGbvGa1 , vGbvGa2 , vGbvGa3 ∈ E(G′) (the multiedges
are allowed in our arguments). Remove vertex vGb and the edges vGbvGa , vGbvGa1 , vGbvGa2 , vGbvGa3 , and add new edges
vGavGa1 , vGa2 vGa3 (note that the loops are allowed); see Fig. 1.
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Fig. 1. Remove a vertex of degree 4.
Fig. 2. Remove a vertex of degree 5.
(O2): Assume that vGb ∈ T (G′) is a vertex of degree 5 in G′ and that vGbvGa , vGbvGa1 , vGbvGa2 , vGbvGa3 , vGbvGa4 ∈ E(G′).
Remove vertex vGb and edges vGbvGa , vGbvGa1 , vGbvGa2 , vGbvGa3 , vGbvGa4 , and add new edges vGavGa1 , vGa2 vGa3 , vGa4 vGa4
(vGa4 vGa4 denotes a loop on vertex vGa4 ); see Fig. 2.
Apply operations O1 (or O2) on a graph G and denote the resulting graph by G∗. By the definitions of O1 and O2, we have
that if |E(G∗)| ≥ 2|V (G∗)|, then |E(G)| ≥ 2|V (G)|.
Apply respectively the operations O1 and O2 to the vertices of degree 4 and 5 in T (G′) and denote the resulting graph
by G∗. Note that if |E(G∗)| ≥ 2|V (G∗)|, then Inequality (1) holds. Since m(Gai) ≥ 6, we have dG∗(vGai ) ≥ 6. By Claim 1,|E(G∗)| ≥ 2|V (G∗)|. We complete the proof. 
Theorem 7 (Catlin and Lai [2]). Let G be a graph and let e1, e2 ∈ E(G). If G has two edge-disjoint spanning trees, then exactly
one of the following holds:
(a) G has a spanning (e1, e2)-trail.
(b) {e1, e2} is an edge-cut of G.
Theorem 8. The core G0 of an essentially 3-edge-connected and conditional-P2-10-edge connected graph G is spanning trailable.
Proof. By Theorem 6, G0 contains two edge-disjoint trees. Note that G is essentially 3-edge-connected; then we have that
G0 is 3-edge-connected by (i) of Lemma 4. By Theorem 7, G0 is spanning trailable since there is no edge-cut of size 2 in G0.
Then, we complete the proof. 
Combining (ii) of Lemma 4 with Theorem 8, we have the following.
Theorem 9. Every 3-connected, essentially 10-connected line graph is Hamilton-connected.
Using the closure introduced by Ryjáček [7] on claw-free graphs, we have the following corollary.
Corollary 10. Every 3-connected, essentially 10-connected claw-free graph is Hamiltonian.
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3. Open problems
Finally in this paper,we pose somequestions for future research. It iswell known that the line graph of the graph obtained
by subdividing each edge of the Petersen graph exactly once is a 3-connected claw-free graph without a Hamiltonian cycle.
So Lai et al. conjectured that the minimum essential connectivity that guarantees the existence of a Hamiltonian cycle in a
3-connected line graph is 4. We investigated the 3-connected and essentially 4-connected line graphs in [12]; in that note
we pointed out that the conjecture is incorrect since a counterexample can be obtained by subdividing a perfect matching
of a snark. It is natural to consider the following problem:
Problem 1. What is theminimum integer k ≥ 5 such that a 3-connected, essentially k-connected line graph is Hamiltonian?
In [4], Kužel and Xiong show that every 4-connected line graph is Hamilton if and only if it is Hamilton-connected.
Combining this with the main result in this paper we naturally pose the following problem:
Problem 2. What is the minimum integer k ≥ 5 such that a 3-connected, essentially k-connected line graph is Hamiltonian
if and only if it is Hamilton-connected?
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