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COMPLETE INTERSECTIONS WITH GIVEN HILBERT POLYNOMIALS
CHRISTOPHER EUR, LIM SUNG HYUN
Abstract. The Hilbert polynomial of a homogeneous complete intersection is determined by the
degrees of the generators of the defining ideal. The degrees of the generators are not, in general,
determined by the Hilbert polynomial – but sometimes they are. When? We give some general
criteria and completely answer the question up to codimension 6.
1. Introduction
Let X = X(a1, . . . , ac) ⊂ P
n
C be a complete intersection of codimension c in P
n
C defined by
homogeneous polynomials (f1, . . . , fc) of degrees (a1, . . . , ac) = (deg f1, . . . ,deg fc). Can one recover
up to symmetry the degree sequence (a1, . . . , ac) given only the Hilbert polynomial PX(t) of X?
The Hilbert polynomial PX(t) = µ0t
n−c + µ1t
n−c−1 + · · · + µn−c has n− c+ 1 coefficients, so if
the codimension c is large relative to the ambient dimension n, then one expects the answer to be
no. For example, consider codimension-2 complete intersections in the plane; X(2, 2), X(1, 4) ⊂ P2
both have Hilbert polynomial PX(t) = 4. However, for codimension-2 complete intersections in P
3,
the degree sequence is always recoverable: For X = X(a1, a2) ⊂ P
3 a complete intersection, one can
recover (a1, a2) from the degree degX = a1a2 and the arithmetic genus pa =
1
2a1a2(a1+a2−4)+1
and hence from the Hilbert polynomial PX(t) = (degX)t+ (1− pa).
We explore this behavior in general; for what values of codimension c and ambient dimension n
do the Hilbert polynomial always determine the degree sequence of the complete intersection?
We say that a pair (c, n) is firm if the degree sequence of any codimension c complete intersection
in Pn is determined by its Hilbert polynomial. We will see in Proposition 3.8 that (c, n) firm implies
(c, n + 1) firm, so we are interested in
Nc := min{n : (c, n) firm} (Nc :=∞ if no such n exists for c).
Determining Nc in general seems difficult. In fact, we do not know whether Nc is finite for all c.
Question 1. Is Nc finite for all c?
Since X(a1, . . . , ac) ⊂ P
n has the same Hilbert polynomial as X(1, a1, . . . , ac) ⊂ P
n+1, once we
have Nc = ∞ for some c we have Nc′ = ∞ for any c
′ ≥ c also. The difficulty in Question 1 stems
from the degrees being unbounded; if the degrees in the degree sequence are bounded, then for
sufficiently large n the Hilbert polynomial determines the degree sequence:
Corollary 2.2. For a complete intersection X(a1, . . . , ac) ⊂ P
n such that regX ≤ dimX (equiva-
lently
∑c
i=1 ai ≤ n), the Hilbert polynomial recovers the degree sequence.
Our main result concerns Nc for c ≤ 6, proven in section §4:
Theorem 4.1. We have N1 = 1, N2 = 3, N3 = 5, N4 = 8, N5 = 11, N6 = 14.
Moreover, we have the following parity restriction on Nc:
Corollary 3.9. Nc ≡ c mod 2 for c > 2 and Nc finite.
which follows from a rigidity among the coefficients of Hilbert polynomials of a certain class of
projective varieties which complete intersections are part of:
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Theorem 3.5. Let X ⊂ Pn be a d-dimensional smooth projective variety whose total Chern class
of the normal bundle c(NX/Pn) is a polynomial in c1(OX(1)) with Z-coefficients. Let PX(t) =
µ0t
d + µ1t
d−1 + · · · µd−1t+ µd be its Hilbert polynomial. Then {µ2i}2i≤d ∪ {µ1} determine PX(t).
The other side of asking whether Nc is finite is giving lower bounds for Nc. Clearly for c > 1
the condition n > c is necessary for firmness. Also, PX(t) has n− c+ 1 coefficients, but for n > c
Theorem 3.5 implies that PX(t) has ⌈
n−c+1
2 ⌉ + 1 “irredundant” coefficients. Thus, one may guess
that ⌈n−c+12 ⌉ + 1 ≥ c is necessary for (c, n) to be firm, but since firmness is a matter of existence
of positive solutions to a system of Diophantine equations, this is not clear.
For example, the two sequences (46, 36, 32, 15, 12, 5), (45, 40, 24, 23, 8, 6) in Example 4.11 give
the smallest example for non-firmness of (6,13) in the sense that the sum of the degrees is the
minimum possible. Note that there are
(51
6
)
= 18009460 sequences of positive integers of length 6
(up to symmetry) with each entry ≤ 46.
Question 2. Suppose c > 1 and n > c. If (c, n) is firm, then is
⌈
n− c+ 1
2
⌉
+ 1 ≥ c?
Theorem 4.1 shows that
⌈
n−c+1
2
⌉
+ 1 ≥ c is necessary and sufficient condition for (c, n) to be
firm for 1 < c ≤ 6 (given n > c).
1.1. Structure of the paper. In section §2 we note that in the case of bounded degrees, (c, n) is
firm for large enough n. In section §3 we define quantities Λci ’s which encode the same information
as the Hilbert polynomial for complete intersections; these quantities have the advantage that they
are independent of the ambient dimension n and are simpler to compute. In section §4 we use these
Λci ’s to determine Nc for c ≤ 6.
Note on the ground field. Throughout this paper we may assume the ground field to be any al-
gebraically closed field of characteristic zero. The Hilbert polynomial of a complete intersection
is entirely determined the degree sequence regardless of the ground field, and for any field k and
degrees (a1, . . . , ac) there is at least one complete intersection in P
n
k with the prescribed degrees,
namely one given by the ideal 〈xa10 , x
a2
1 , . . . , x
ac
c−1〉 ⊂ k[x0, . . . , xn].
2. The case of bounded degrees
We start by noting that the Hilbert function, as opposed to the Hilbert polynomial, always
recovers the degree sequence.
Proposition 2.1. Let X(a1, . . . , ac) ⊂ P
n be a complete intersection. The Hilbert function of X
determines the degree sequence.
Proof. Hilbert function determines the Hilbert series HX(t) of X, which for complete intersection
X(a1, . . . , ac) is
HX(t) =
(1− ta1)(1− ta2) · · · (1− tac)
(1− t)n+1
.
Without loss of generality, assume a1 ≤ a2 ≤ · · · ≤ ac. From the numerator of the Hilbert series of
X written with denominator (1− t)n+1, the smallest nonzero degree of t that appears is a1. Divide
the numerator then by (1− ta1), and continue the process. 
Corollary 2.2. For complete intersection X(a1, . . . , ac) ⊂ P
n such that regX ≤ dimX (equiva-
lently
∑
i ai ≤ n), the Hilbert polynomial recovers the degree sequence.
Proof. Complete intersections are arithmetically Cohen-Macaulay, so the projective dimension of
the coordinate ring SX of X over S = k[x0, . . . , xn] is equal to the codimension c. If regX ≤ dimX,
then [Eis05, Theorem 4.2.2] implies the Hilbert polynomial PX(t) is equal to the Hilbert function
for t ≥ 0 ≥ regX + c− n = regX − dimX. 
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Thus, if the degrees in the degree sequence are bounded, then for a large enough ambient dimen-
sion n, the Hilbert polynomial always recovers the degree sequence.
3. Modified Todd classes
In this section we use the Hirzebruch-Riemann-Roch theorem to encode information equivalent
to the Hilbert polynomial in a way that is both computationally and theoretically useful.
3.1. The invariants ΛXi . We introduce a certain collection of numbers which we call Λ
X
i ’s that
contain the same information as the Hilbert polynomial of X for certain kinds of projective schemes
X. We first set up some notations regarding the Hirzebruch-Riemann-Roch theorem.
Let X ⊂ Pnk be a d-dimensional smooth projective variety over an algebraically closed field k.
Denote by A(X) its Chow ring graded by codimension and by c(E ) ∈ A(X) the total Chern class
of a coherent sheaf E on X. For α ∈ A(X) denote by αℓ its ℓ-th graded part of α. Note that the
embedding i : X →֒ Pn induces i∗ : A(Pn) → A(X) where the hyperplane class h := c1(OPn(1)) ∈
A(Pn) pulls back to hX := c1(OX(1)). Denote by
∫
X : A(X)
d → Z the degree map sending a class
of a point [pt] ∈ Ad(X) to 1, and by degX :=
∫
X h
d
X the degree of X in P
n. Lastly, by
∫
X α we
mean
∫
X αd where αd is the d-th graded part of α ∈ A(X).
Recall that the Chern character Ch and the Todd class Td are two maps from K(X), the
Grothendieck group of vector bundles on X, to A(X) given by the characteristic power series
Q(x) = ex and Q(x) = x
1−e−x
(respectively). Here we will view them as group homomorphisms
(1 + A>0(X)) → (1 + A>0(X)) where 1 + A>0(X) denotes multiplicative subgroup of A(X)∗
consisting of elements in A(X) of the form 1 + α with α0 = 0 ∈ A
0(X); this is justified by the
splitting principle.
We recall the statement of the Hirzebruch-Riemann-Roch theorem. For a topological proof, see
[Hir95]; a more algebraic proof of its generalization due to Grothendieck is given in [BS58]. For an
exposition of its use and examples see [EH16, Chapter 14] or [Har77, Appendix A].
Theorem 3.2 (HRR). Let E be a locally free sheaf of finite rank on a smooth projective variety
X over an algebraically closed field k with tangent bundle TX . Then
χ(E ) =
∫
X
Ch(E ) · Td(TX),
and in particular, if X ⊂ Pn then its Hilbert polynomial PX(t) is
PX(t) = χ(OX(t)) =
∫
X
Ch(OX(t)) · Td(TX).
We now modify the Hirzebruch-Riemann-Roch theorem slightly to encode information equivalent
to the Hilbert polynomial in a way that is convenient for analyzing complete intersections. We first
restrict to a subclass of projective varieties satisfying the following condition:
Condition (∗). X is a d-dimensional smooth projective variety over an algebraically closed field k
whose total Chern class of the normal bundle c(NX/Pn) satisfies c(NX/Pn) ∈ Z[hX ] = i
∗(A(Pn)).
Note that a complete intersection X(a1, . . . , ac) ⊂ P
n
k certainly satisfy (∗) since c(NX/Pn) =∏c
i=1(1 + aihX) ([EH16, Example 5.19]).
Definition 3.3. Let X ⊂ Pn satisfy the condition (∗). Define
ΛXi :=
∫
X
hd−iX · Td
(
1
c(NX/Pn)
)
i
where NX/Pn is the normal bundle of X in P
n.
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We’ll drop the superscript X when it is understood. First, we note that knowing Λi’s is the same
as knowing the Hilbert polynomial for X satisfying (∗).
Proposition 3.4. Let X ⊂ Pn satisfy (∗) and let PX(t) = µ0t
d + · · · + µd−1t + µd be its Hilbert
polynomial. Then (Λi)0≤i≤d and (µi)0≤i≤d are related by a lower triangular matrix whose entries
depend only on d, n, and degX.
Proof. As we have a short exact sequence 0 → TX → TPn |X→ NX/Pn → 0, we have c(TX) =
c(TPn )
c(NX/Pn )
= (1+hX)
n+1
c(NX/Pn )
. Then by the Hirzebruch-Riemann-Roch theorem 3.2 we have
PX(t) =
∫
X Ch(OX(t)) · Td(TX)
=
∫
X(1 + hX t+
h2X t
2
2! + · · ·+
hdX t
d
d! ) · Td(
1
c(NX/Pn )
) · Td((1 + hX)
n+1).
Note that Td((1 + hX)
n+1) is a polynomial in hX that depend only on d and n. Thus, denoting
Td(1 + hX)
n+1) = 1 + (n+1)2 hX + · · · =
∑d
i=0 qih
i
X , we have that

1
d! 0 0 0 · · · 0
q1
(d−1)!
1
(d−1)! 0 0 · · · 0
q2
(d−2)!
q1
(d−2)!
1
(d−2)! 0 · · · 0
...
...
...
. . .
...
...
...
...
. . .
...
qd qd−1 qd−2 · · · · · · 1




Λ0
Λ1
Λ2
Λ3
...
...
Λd


=


µ0
µ1
µ2
µ3
...
...
µd



Kleiman had shown that the coefficients of the Hilbert polynomial of a projective variety satisfy
certain rigid structure; for details see [Kle71]. For X satisfying (∗), we note another rigidity in the
coefficients of the Hilbert polynomial.
Theorem 3.5. Let X ⊂ Pn be a d-dimensional smooth projective variety satisfying (∗). Let
PX(t) = µ0t
d + µ1t
d−1 + · · · µd−1t + µd be its Hilbert polynomial. Then for each ℓ ≤ d odd, µℓ
is a Q-linear combination (independent of X) of
{
µℓ−i
1
µi
µℓ−i
0
}
i<ℓ
. In particular, for each ℓ ≤ d odd,
{µ2i}2i<ℓ together with µ1 determine µℓ; likewise, {Λ2i}2i<ℓ together with Λ1 determine Λℓ.
Proof. Since we have c(TX) =
c(TPn)
c(NX/Pn )
= (1+hX)
n+1
c(NX/Pn)
, the condition (∗) implies that the canonical
bundle ωX = detT
∨
X of X satisfies c(ωX) = 1 − c1(TX) = c(OX(k)) for some k ∈ Z. Then Serre
duality gives hi(X,OX (t)) = h
d−i(X,ωX ⊗ OX(−t)) for t ∈ Z, so that we have
PX(t) = χ(OX(t)) = (−1)
dχ(OX(k − t)) = (−1)
dPX(k − t)
so that for each 0 ≤ ℓ ≤ d we have
P
(d−ℓ)
X (t) = (−1)
ℓP
(d−ℓ)
X (k − t)
where P
(m)
X (t) is the m-th formal derivative of PX(t). Hence,
(1) (d− ℓ)!µℓ = P
(d−ℓ)
X (0) = (−1)
ℓP
(d−ℓ)
X (k).
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Now, as a degree ℓ polynomial f(t) satisfies f(t) = f (ℓ)(0) t
ℓ
ℓ! + f
(ℓ−1)(0) t
ℓ−1
(ℓ−1)! + · · ·+ f
(1)(0)t+ f(0),
we have a manipulation
(2)
P
(d−ℓ)
X (0) =
(
P
(d−ℓ)
X (0) − P
(d−ℓ)
X (k)
)
+ P
(d−ℓ)
X (k)
= −
(
P
(d)
X (0)
kℓ
ℓ!
+ P
(d−1)
X (0)
kℓ−1
(ℓ − 1)!
+ · · ·+ P
(d−ℓ+1)
X (0)k
)
+ P
(d−ℓ)
X (k).
For ℓ odd, adding (1) with (2) gives
(3)
2(d− ℓ)!µℓ = 2P
(d−ℓ)
X (0) = −
(
P
(d)
X (0)
kℓ
ℓ! + P
(d−1)
X (0)
kℓ−1
(ℓ−1)! + · · · + P
(d−ℓ+1)
X (0)k
)
= −
(
d!
ℓ!k
ℓµ0 +
(d−1)!
(ℓ−1)! k
ℓ−1µ1 + · · ·+ (d− ℓ+ 1)! kµℓ−1
)
.
Lastly, by Hirzebruch-Riemann-Roch Theorem 3.2, we have
µ1 =
∫
X
hd−1X
(d− 1)!
Td(TX)1 =
∫
X
hd−1X
(d− 1)!
c1(TX)
2
=
∫
X
hd−1X
(d− 1)!
·
−khX
2
= −
(degX)k
2(d− 1)!
=
−d
2
µ0k.
Combining this with (3), we have that µℓ for ℓ odd is a Q-linear combination of {
µℓ−i
1
µi
µℓ−i
0
}i<ℓ
where the coefficients only depend on d and ℓ. The second statement of the theorem about Λi’s
then follows immediately from the first via Proposition 3.4. 
3.6. ΛXi ’s for X a complete intersection. We now discuss the use of Λ
X
i ’s in analyzing the
complete intersection cases.
Let X := X(a1, . . . , ac) ⊂ P
n be a complete intersection. In regards to the firmness of (c, n), it
is harmless to assume that X is smooth via the classical Bertini theorem as we assume our ground
field to be algebraically closed with characteristic zero. Then, as c(NX/Pn) =
∏c
i=1(1 + aihX), we
have that X satisfies the condition (∗). In the case of complete intersections, we have 1c(NX/Pn )
=∏c
i=1
1
(1+aihX)
=
∑n−c
j=0 Cj(a)h
j
X where Cj(a) is (−1)
j times the degree j complete homogeneous
symmetric polynomial in (a1, . . . , ac).
We now recall the j-th formal Todd polynomial Tj(ǫ1, . . . , ǫj) in formal variables ǫ1, . . . , ǫj, which
is obtained by the following process. Let b1, . . . , bj be formal variables and set ǫ1, . . . , ǫj be their
elementary symmetric functions, and consider the power series T˜ :=
∏j
i=1
bi
1−e−bi
∈ Q[[b1, . . . , bj ]];
then, define Tj to be the degree j part of T˜ written in terms of the elementary symmetric functions
ǫ1, . . . , ǫj . For example, T2 =
ǫ2
1
+ǫ2
12 since (
b1
1−e−b1
)( b2
1−e−b2
) = (1 + b12 +
b2
1
12 + · · ·)(1 +
b2
2 +
b2
2
12 + · · ·)
and b21 +3b1b2 + b
2
2 = (b1 + b2)
2 + b1b2. For α =
∑d
i=0 αihX ∈ Q[hX ] ⊂ A(X) with α0 = 1, we have
Ti(α1, . . . , αi) ∈ Q given by Td(α)i = Ti(α1, . . . , ai)h
i
X .
Now, noting the value of 1c(NX/Pn)
for complete intersections as discussed above, we have:
Proposition 3.7. Let X(a1, . . . , ac) ⊂ P
n be a (smooth) complete intersection. Then
ΛXi = (degX)Ti(C1(a), . . . , Ci(a))
where Cj(a) is the degree j complete homogeneous symmetric polynomial in (a1, . . . , ac). In par-
ticular, the values of ΛXi for 0 ≤ i ≤ n− c are independent of the ambient dimension n.
As an immediate corollary, combining Proposition 3.7 above with Proposition 3.4 gives us
Proposition 3.8. If (c, n) is firm, then so is (c, n+ 1).
Corollary 3.9. Suppose c > 2, and c ≡ n mod 2. Then (c, n) not firm implies (c, n+1) not firm.
Nc ≡ c mod 2 for c > 2 and Nc finite.
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Proof. As n− c is even, this implies that {Λi}i≤n−c determine Λn+1−c by Theorem 3.5. 
Lastly, in preparation for the next section, we define Λ˜ci as follows.
Definition 3.10. Fix c ∈ N and let ξ = (ξ1, . . . , ξc) be formal variables, and set ej for j = 1, . . . , c
to be the j-th elementary symmetric polynomial in the ξi’s. Define for 0 ≤ i ≤ n−c the polynomial
Λ˜ci ∈ Q[e1, . . . , ec] by
Λ˜ci :=
{
ec if i = 0
Ti(C1(ξ), . . . , Ci(ξ)) written in elementary symmetric polynomials if i > 0
Proposition 3.7 implies the following two facts about Λ˜ci . When (ξ1, . . . , ξc) = (a1, . . . , ac) for
a complete intersection X = X(a1, . . . , ac) ⊂ P
n, the coefficients {µi}0≤i≤n−c of PX(t) is again
related to {Λ˜ci}0≤i≤n−c by a lower triangular matrix. Moreover, Λ˜
c
i does not depend on n.
Sometimes, we will convert from writing symmetric functions in elementary symmetric polynomi-
als to writing them in monomial symmetric polynomials Mλ as defined in [FH91, Appendix A]: for
λ = (λ1, . . . , λp) a partition of d with p ≤ c parts, defineMλ ∈ Q[a1, . . . , ac] as Mλ :=
∑
aλ1i1 · · · a
λp
ip
.
For the conversions between the two families of symmetric polynomials, see [Mac15, I.6].
Remark 3.11. As with symmetric functions, there are other ways to encode the information in the
Hilbert polynomial PX(t) of a complete intersection such that similar properties in Proposition 3.4
and Proposition 3.7 are satisfied, but they seem to make for a lengthier exposition and computation.
For example, as the Koszul complex of the defining homogeneous forms of a complete intersection
forms the minimal free resolution of the coordinate ring, one can interpret the resulting Hilbert
polynomial and successive first differences as some combinatorial quantities via inclusion-exclusion
principle. Another way is to write the Hilbert polynomial as sums of Hilbert polynomials of
projective spaces PX(t) =
∑
i ciPPi(t).
4. Codimension ≤6 cases
In this section, we prove the following theorem.
Theorem 4.1. We have N1 = 1, N2 = 3, N3 = 5, N4 = 8, N5 = 11, N6 = 14.
Remark 4.2. The computations for Λ˜i’s and other relevant equations in this sections were done on
Macaulay2. The code used is available on the first author’s website at https://math.berkeley.edu/~ceur/code/ciHilbPoly.m2.
The command most used is ciToddPoly(c,n), which prints out Λ˜ci for 0 ≤ i ≤ n− c.
To find an example showing that (4,7), (5,10), and (6,13) are not firm, a naive search by compar-
ing Hilbert polynomials for various sequences proves unfruitful. For example, two sequences given
in Example 4.11 are the smallest in the sense that the sum of the entries in degree sequences is
minimum possible, but there are
(
51
6
)
= 18009460 sequences of positive integers of length 6 (up to
symmetry) with each entry ≤ 46. A more efficient search algorithm exploiting the nature of Λ˜i’s is
implemented as iterSearch.
4.3. Codimension ≤ 4. That N1 = 1 is obvious and N2 = 3 was done in the introduction. For
N3, we have
Λ˜30 = e3
Λ˜31 = (e1)(−1/2)
Λ˜32 = (2e
2
1 − e2)(1/12)
so that e1, e2, e3 are recoverable. Hence (3, 5) is firm, and N3 = 5 is the minimum since (3, 4) is
not firm as the following example shows:
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Example 4.4. Consider two complete intersection curves X(2, 5, 9),X(3, 3, 10) ⊂ P4. Both have
PX(t) = 90t− 495 as the Hilbert polynomial.
Up to c ≤ 3, the condition n− c+1 ≥ c is necessary and sufficient condition for (c, n) to be firm.
Starting with c = 4 however, n− c+ 1 ≥ c is no longer sufficient.
Example 4.5. ConsiderX(2, 6, 7, 15) andX(3, 3, 10, 14) in P7, which both have Hilbert polynomial
210t3 − 6930t2 + 92295t − 456225.
In fact, Theorem 3.5 explains why. Computing Λ˜4i for i = 0, 1, 2, 3 we get
Λ˜40 = e4
Λ˜41 = (e1)(−1/2)
Λ˜42 = (2e
2
1 − e2)(1/12)
Λ˜43 = (e1)(e
2
1 − e2)(−1/24)
As expected from Theorem 3.5, Λ˜43 is determined from Λ˜
4
0, Λ˜
4
1, Λ˜
4
2. While we can determine e4, e1, e2
of (a1, . . . , a4), we see that e3 is not recoverable from the Hilbert polynomial in this case. The two
sequences (2,6,7,15) and (3,3,10,14) have the same e1, e2, e4 but different e3.
Increasing n to 8, one computes that Λ˜44 = (6e
4
1 − 9e
2
1e2 + 2e
2
2 − e1e3 + e4)(1/720), so that
Proposition 4.6. (4, 8) is firm.
Proof. We already know that e4, e1, e2 are determined, and Λ˜
4
4 is of degree 1 with respect to e3. 
4.7. Codimension = 5 case. We first confirm by example that (5, 10) is not firm.
Example 4.8. By Proposition 3.9, it suffices to show that (5, 9) is not firm. Let X(4, 4, 15, 15, 22)
and X(3, 6, 11, 20, 20) be two complete intersections in P9. They have Hilbert polynomial 3300t4 −
330000t3 + 13952400t2 − 285120000t + 2328530380. As expected, the same pair of sequences
shows that (5, 10) is not firm; they both have Hilbert polynomial 660t5 − 80850t4 + 4486900t3 −
135666300t2 + 2188295670t − 14860251560 as complete intersections in P10.
Proposition 4.9. (5, 11) is firm.
Proof. We have that Λ˜50, Λ˜
5
1, Λ˜
5
2, Λ˜
5
4, Λ˜
5
6 are
Λ˜50 = e5
Λ˜51 = (e1)(−1/2)
Λ˜52 = (2e
2
1 − e2)(1/12)
Λ˜54 = (6e
4
1 − 9e
2
1e2 + 2e
2
2 − e1e3 + e4)(1/720)
Λ˜56 = (12e
6
1 − 30e
4
1e2 + 24e
2
1e
2
2 − 12e
3
1e3 − 3e
3
2 + 3e1e2e3 + 12e
2
1e4 + e
2
3 − 5e2e4 + 2e1e5)(1/60480)
As usual, we know that e5, e1, e2 can be recovered from Λ˜
5
0, Λ˜
5
1, Λ˜
5
2. We note that Λ˜
5
4 is linear in
e3, e4 as −e3e1+ e4 = 720Λ˜
5
4−6(e
4
1−9e
2
1e2+2e
2
2). As the value of K := 720Λ˜
5
4−6(e
4
1−9e
2
1e2+2e
2
2)
is known, we substitute e4 = e3e1 +K into Λ˜
4
6 to get a quadric equation in terms of e3:
e23 − 2e1e2e3 + 12e
6
1 − 30e
4
1e2 + 24e
2
1e
2
2 − 3e
3
2 + 12e
2
1K + 2e1e5 − 5e2K = 60480Λ˜
5
6
This shows that there are potentially two values of e3, but the average of the two values for e3 is
e1e2. Since e1e2− e3 =M2,1+3M1,1,1−M1,1,1 =M2,1+2M1,1,1 > 0 for any elementary symmetric
functions of positive integers, we take the smaller root, and recover e3. 
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4.10. Codimension = 6 case. We first list Λ˜6i for i = 0, 1, 2, 4, 6, 8.
Λ˜60 = e6
Λ˜61 = (e1)(−1/2)
Λ˜62 = (2e
2
1 − e2)(1/12)
Λ˜64 = (6e
4
1 − 9e
2
1e2 + 2e
2
2 − e1e3 + e4)(1/720)
Λ˜66 = (12e
6
1− 30e
4
1e2+24e
2
1e
2
2− 12e
3
1e3− 3e
3
2+3e1e2e3+12e
2
1e4+ e
2
3− 5e2e4+2e1e5− 2e6)(1/60480)
Λ˜68 = (10e
8
1−35e
6
1e2+50e
4
1e
2
2−25e
5
1e3−25e
2
1e
3
2+25e
3
1e2e3+25e
4
1e4+2e
4
2−3e1e
2
2e3+9e
2
1e
2
3−42e
2
1e2e4
+ 17e31e5 − 2e2e
2
3 + 7e
2
2e4 − e1e3e4 − 4e1e2e5 − 17e
2
1e6 + 2e
2
4 − 3e3e5 + 7e2e6)(1/3628800)
Example 4.11. Again by Proposition 3.9, we only need show that (6, 12) is not firm to show that
N6 ≥ 14. From the first five polynomials listed above, we see that this amounts to finding two
different positive integer sequences of length 6 such that e6, e1, e2, e1e3 − e4, e
2
3 − 2e2e4 + 2e1e5 are
the same. A computer search via iterSearch(6,150,6) produces
X(46, 36, 32, 15, 12, 5), X(45, 40, 24, 23, 8, 6)
which both have Hilbert polynomial:
PX(t) = 66240t
6 − 26429760t5 + 4792795200t4 − 495690148800t3
+ 30434011089120t2 − 1041907113767520t + 15429613604601120
as complete intersections in P12. This is the “smallest” example in the sense that the sum of the
degree sequence (= 146) is the minimum possible.
Proposition 4.12. (6, 14) is firm.
Proof. As before, e6, e1, e2 are recovered from Λ˜
6
0, Λ˜
6
1, Λ˜
6
2 as usual. Just as in the c = 5 case, Λ˜
6
4 is
linear in e3, e4 so that we again make the substitution e4 = e3e1 +K into Λ˜
6
6 and Λ˜
6
8 to obtain
Λ˜66 = (12e
6
1 − 30e
4
1e2 + 24e
2
1e
2
2 − 3e
3
2 − 2e1e2e3 + 12e
2
1K + e
2
3 + 2e1e5 − 5e2K)(1/60480)
Λ˜68 = (10e
8
1 − 35e
6
1e2 + 50e
4
1e
2
2 − 25e
2
1e
3
2 − 17e
3
1e2e3 + 25e
4
1K + 2e
4
2 + 4e1e
2
2e3 + 10e
2
1e
2
3 + 17e
3
1e5
− 42e21e2K − 2e2e
2
3 − 4e1e2e5 + 7e
2
2K + 3e1e3K − 3e3e5 + 2K
2)(1/3628800)
Noting that the first equation is linear in e5, we can make another substitution e5 = −
e23
2e1
+
e2e3 +K
′ into the second equation (where K ′ is a known quantity). We then obtain
7257600e1Λ˜
6
8 = 3e
3
3 + (3e
3
1 − 6e1e2)e
2
3 + (6e
2
1K − 6e1K
′)e3 + 20e
9
1 − 70e
7
1e2 + 100e
5
1e
2
2 − 50e
3
1e
3
2
+ 50e51K + 4e1e
4
2 − 84e
3
1e2K + 34e
4
1K
′ + 14e1e
2
2K − 8e
2
1e2K
′ + 4e1K
2
Call the left-hand-side of above f := 7257600e1Λ˜
6
8, and view the right-hand-side as a cubic form
F in e3. We wish to pick out which root of F (e3) = f is the true value of e3. We first note that
2e1e2 − e
3
1 = 2(M2,1 + 3M1,1,1) −M3 − 3M2,1 − 6M1,1,1 = −M3 −M2,1 < 0. Thus, we have that
the average of the three roots of F = f is negative. Hence, we are done once we know the sign of
the larger root of F ′(t) = 0 minus e3. Well, we have
1
3F
′(t) = 3t2 +2(e31 − 2e1e2)t+2e
2
1K − 2e1K
′.
Thus, the larger root of F ′(t) = 0 minus e3 is:
−3e3 + (2e1e2 − e
3
1) +
√
(2e1e2 − e
3
1)
2 − 3(2e21K − 2e1K
′)
3
Since −3e3 + (2e1e2 − e
3
1) < 0, the sign of the above is determined by the sign of
−(−3e3 + (2e1e2 − e
3
1))
2 + ((2e1e2 − e
3
1)
2 − 3(2e21K − 2e1K
′))
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Using K = −e1e3+ e4 and K
′ =
e23
2e1
− e2e3+ e5, the above simplifies to the following (after division
by 6):
−e23 + e1e2e3 − e
2
1e4 + e1e5 = (e1e2 − e3)e3 − e1(e1e4 − e5).
We claim that the above quantity is always positive as a symmetric function of (a1, . . . , a6) when ai’s
are positive real numbers. To see this, we convert the above expression into monomial symmetric
polynomials:
(e1e2 − e3)e3 − e1(e1e4 − e5) = M1,1,1(M2,1 + 3M1,1,1 −M1,1,1)
−M1(M2,1,1,1 + 5M1,1,1,1,1 −M1,1,1,1,1)
= 2M21,1,1 +M2,1M1,1,1 −M1M2,1,1,1 − 4M1M1,1,1,1,1
= 2
(6
3
)
M1,1,1,1,1,1 + 2
(4
2
)
M2,1,1,1,1 + 2
(2
1
)
M2,2,1,1 + 2M2,2,2
+4M2,1,1,1,1 + 2M2,2,1,1 +M3,1,1,1 +M3,2,1
−(4M2,1,1,1,1 + 2M2,2,1,1 +M3,1,1,1)
−4(6M1,1,1,1,1,1 +M2,1,1,1,1)
= 16M1,1,1,1,1,1 + 8M2,1,1,1,1 + 4M2,2,1,1 + 2M2,2,2 +M3,2,1 > 0
as we note that
M21,1,1 =
(
6
3
)
M1,1,1,1,1,1 +
(
4
2
)
M2,1,1,1,1 +
(
2
1
)
M2,2,1,1 +M2,2,2
M2,1M1,1,1 = 4M2,1,1,1,1 + 2M2,2,1,1 +M3,1,1,1 +M3,2,1
M1M2,1,1,1 = 4M2,1,1,1,1 + 2M2,2,1,1 +M3,1,1,1

4.13. Codimension = 7 case. We conclude with some remarks about determining N7. Taking the
same approach taken in c = 6 case, we compute Λ˜7i for i = 0, 1, 2, 4, 6, 8, 10 and make some substitu-
tions. One then obtains the following to equations of e3, e6, with coefficients in e1, e2, e7,K,K
′—all
known quantities.
7257600e1Λ˜
7
8 = 3e
3
3 + (3e
3
1 − 6e1e2)e
2
3 + (42e
2
1 − 15e2 − 6)e3e6 + 4e1e
2
6 − 6e1K
′e3
+ (−154e51 + 49e
3
1e2 − 6e1e
2
2 + 6e1e2)e6 + 20e
9
1 − 70e
7
1e2
+ 100e51e
2
2 − 50e
3
1e
3
2 + 4e1e
4
2 + 34e
4
1K
′ − 8e21e2K
′ − 6e21e7
1916006400e21Λ˜
7
10 = 5e
4
3 + (112e
3
1 − 46e1e2)e
3
3 + (120e
2
1 − 50e2 − 20)e
2
3e6
+ (112e61 − 250e
4
1e2 + 72e
2
1e
2
2 − 20e1K
′)e23
+ (1568e51 − 1164e
3
1e2 − 264e
3
1 + 230e1e
2
2 + 92e1e2)e3e6
+ (820e41 − 620e
2
1e2 − 280e
2
1 + 125e
2
2 + 100e2 + 20)e
2
6
+ (−224e41K
′ + 92e21e2K
′ + 40e21e7)e3 + (−1600e
8
1 + 1788e
6
1e2 − 414e
4
1e
2
2
+ 224e41e2 + 32e
2
1e
3
2 − 52e
2
1e
2
2 − 232e
3
1K
′ + 100e1e2K
′ + 40e1K
′)e6
+ 48e121 − 216e
10
1 e2 + 448e
8
1e
2
2 − 420e
6
1e
3
2 + 144e
4
1e
4
2 + 304e
7
1K
′
− 8e21e
5
2 − 292e
5
1e2K
′ − 224e51e7 + 32e
3
1e
2
2K
′ + 52e31e2e7 + 20e
2
1K
′2
The symmetry of solutions of polynomials is harder to exploit here than the codimension 6 case.
Computer trials evaluating e1, e2, e7,K,K
′ to integers suggest that the degree of the ideal generated
by the two resulting polynomials in e3, e6 is 5.
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