We study the stationary Kac equation in the presence of an external force field and a Gaussian thermostat, and investigate the behavior of a solution to this equation for varying field strength. We prove that for a weak field, the stationary density is continuous, but for a strong field the density has a singularity. Monte Carlo simulations illustrating the same are also presented.
Introduction
In a first successful attempt to derive the non-linear Boltzmann equation from a manyparticle system, Kac [7] introduced a stochastic model that evolves due to the random interactions between pairs of particles. He considered a spatially homogeneous gas consisting of N point-particles with one-dimensional velocities v 1 , v 2 , . . . , v N ; with v j ∈ R. The evolution of the gas forms a stochastic process, where at exponentially distributed time intervals, binary collisions take place as follows: a pair of velocities v i and v j are selected randomly, and are assigned new velocities, v i and v j , by a random rotation in R 2 , namely
In the original Kac model, the scattering angle θ is chosen from a uniform distribution over [−π, π), but more recently distributions favoring some collisions over others have also been considered [6] . Clearly v is conserved in the process. Hence the Kac model defines a jump process on the (N − 1)-dimensional sphere S N −1 , which is normalized to have radius √ N . For this process to mimic a system of real particles, one takes the collision frequency, i.e. the rate in the exponential distribution, to be proportional to 1/N . A probability density ψ N (V, t) of points in phase space, each of which evolves according to the Kac process satisfies the master equation,
where V ≡ (v 1 , v 2 , . . . , v N ) ∈ S N −1 √ N denotes the master vector, i.e. a point in the phase space, and K is the linear operator on
Here I denotes the identity operator, andK is defined bỹ
1 2π
with A ij (θ)V = v 1 , . . . , v i , . . . , v j , . . . , v N .
The main result in [7] concerns the behavior of the single-particle marginal defined by
where dσ(v 2 , . . . , v N ) denotes the surface element on S N −2 N − v 2 1 . Kac proved rigorously that, under suitable conditions on the initial data, this single-particle marginal converges, as N → ∞, to a solution f of the Kac equation, which is a one-dimensional caricature of the (spatially homogeneous) Boltzmann equation. This equation is
where the collision integral Q has the form
The steady states to equation (2) are the constant functions
It is then easy to see that, the corresponding single-particle marginal converges, in the limit N → ∞, to a Maxwellian distribution, which is a stationary state to (5).
The Kac model has attracted much interest recently. One example is [3] , where the spectral gap of the operator K is computed rigorously which directly gives an estimate on the rate of convergence towards the steady state.
In this paper the original stochastic model is modified by incorporating an external force field E which is accelerating the particles between the collisions. The field is supposed to be acting equally on each particle, but in order to keep the total energy constant, it must then be projected onto the tangent plane to the energy surface S N −1 √ N at the point V. More precisely, between collisions, the master vector V evolves according to
where E = E (1, 1, . . . , 1) T . This equation can be solved analytically (the solution is stated in Section 3, where it is part of the numerical simulation).
This particular kind of force fields are sometimes called Gaussian iso-kinetic thermostats, and have been studied in connection with the Lorentz model for conduction in metals [4, 5, 10] . Detailed numerical and analytical studies of a system where one or several particles are moving in a two-dimensional array of fixed hard disk scatterer under the influence of an electric field, are also made in [1, 2] .
The introduction of the force field gives a modified master equation
where K is as in (3), and
with
This is the main topic of [12] , where it is formally shown that the single-particle marginal f 1 N of ψ N (V, t), converges, in the limit N → ∞, to f (v, t), the solution of a modified Kac equation
with ζ ≡ ζ(t) = R v f (v, t) dv denoting the current density, and Q is as in (6) .
The result in [12] assumes what Kac proved rigorously, namely that the k-particle marginals factorize in the limit N → ∞; this is of course one of the key issues in the validation of kinetic equations [7, 9, 11] . A proof in the present case is the topic of an ongoing work.
This paper deals with the existence of stationary solutions to (11) , and how these solutions depend on the strength E of the force field. All the rigorous results are stated and proved in Section 2. In Section 3, we present some numerical results, and discuss further problems to be addressed.
Stationary States
Consider the stationary case of (11), i.e.
where ζ ≡ R v f (v) dv is now the stationary current density, and
With the condition R f (v) dv = 1, the collision integral can be rewritten as
where
A first calculation gives the value of ζ in terms of E. Noting that Q + is always an even function of v, we multiply (12) by v and integrate to get
which in turn gives that ζ 2 + 1 E ζ − 1 = 0. Of the two roots to this equation, only one allows
It is also easy to see that for any E > 0, we have 0 < ζ < 1.
With the notations κ = 
or, when v = κ,
One then finds the integrating factor |v − κ| −γ , so that
Any solution to (12) with
The mapping f → A(f ) is a well defined operator from 
ii. iii. f ∈ C R {κ} .
Before presenting the proof of this theorem, we develop some preliminary results and study some estimates on A, which then will allow us to pass to the limit in the sequence generated by the iteration
Lemma 1. The mapping f → A(f ) extends to a mapping on the space of bounded measures. This mapping satisfies
and A(µ) restricted to R {κ} has a density which is bounded by C |v − κ| −1 , for some constant C > 0. Moreover, the mapping is weakly continuous, i.e.
Proof : We first assume that ψ and f belong to
which after changing the order of integration becomes
This in turn equals
We define the mapping ψ → Λ(ψ), as
This Λ is linear, and maps continuous bounded functions into continuous bounded functions. Moreover, if ψ ≡ 1 then Λ(ψ) ≡ 1, which justifies (20). We then rewrite (22) as
It is a standard result for the Kac equation, just like for the full Boltzmann equation, that for any sufficiently regular function g(v),
Hence (24) is the same as
This remains well defined also if f (v)dv is replaced by a measure µ(dv), because
is a continuous and bounded function of v. It is easy to see that Λ(ψ)(v, v * ) is uniformly continuous in v and v * , and then if f n µ we have that,
is a continuous and bounded function of v, so that
as n → ∞. We then define the measure A(µ) by the relation
and see that
as n → ∞, from which we conclude (21).
The stated bound follows by noting that |w − κ| −γ−1 ≤ |v − κ| −γ−1 , for all w in the respective cases of v in the defining integrals in (18), and that
Lemma 2. Let ζ, κ, and γ be as stated above. Let m be an arbitrary positive integer. Assuming that R µ(dv) = 1, the following holds:
where M 2m−1 depends on moments of order ≤ 2m − 1, and
Remark 1. Lemma 1 and Lemma 2 show that the iteration in (19) gives a tight set of unit measures, and by weak compactness it implies existence of a measure µ that satisfies
Restricted to R {κ}, this measure has a locally bounded density.
Proof of Lemma 2 :
The linear map ψ → Λ(ψ) defined in (23) maps any polynomial P to a polynomial of the same degree. First we observe that
from which we directly see that 1 → 1, and if ψ is a monomial of degree m ≥ 1, then
where P m−2 is a polynomial of degree m − 2.
For m an even integer,
and if m is odd,
Hence the first of the integrals in (28) is equal to
By repeated partial integration, one shows that the second integral in (28) is a polynomial of lower degree.
Inserting this into (26) and using the fact that
But
The constant coefficient C is irrelevant, because the odd term does not contribute anyway, and the constant term simplifies to 2 3+γ . In (26), we find the integral
Finally, using the normalization of the measure f (v) dv gives the result
as stated in the lemma.
As to the general case we only replace v 2 by v 2m in the foregoing calculation to arrive at the statement in the lemma.
We continue by doing a sequence of calculations that in particular improve the estimates on A(µ) near the singular point v = κ. From (18) it follows directly that if
In what follows C denotes a positive constant which may vary from one step to the other.
Then there is another constant C > 0 such that
in a neighborhood of v = κ. The constant C depends only on κ.
Proof: We recall that
By a change of variables Q + can be rewritten as
Let η ≥ 6 be fixed, and let M = η κ. Because we are only considering a neighborhood of v = κ, we can assume that |v − κ| ≤
and B ≡ Ω G. Then
In B we have that
For the remaining part of the integral,
For the first term on the right hand side we note that u 2 + u 2 * − v 2 > C κ 2 , which makes that part of the integral bounded by
because of the L 1 -bound for f .
For the other two terms we note that f (u * ) < C κ , and it remains to estimate
Making the change of variables t = u 2 * /|u 2 − v 2 | one finds that the above integral is bounded by
where the constant C depends only on M . We also note that, i. log |u 2 − v 2 | ≤ log |u + v| + log |u − v| , and
ii. log |u − v| ≤ log |v − κ| + log
Assuming v > κ (the case v < κ is identical) we have
again using the L 1 -bound of f , and a direct evaluation of the last integral. The required estimate in (29) then follows from adding the terms.
is Hölder-continuous with exponent 1/2.
Proof:
In estimating the integral in (31), it is only the integral over G that needs a new calculation, and this can be treated directly with Hölder's inequality:
which is then bounded, for example with p = 3/2 and q = 3. This shows that Q + (f, f ) is bounded.
To obtain the Hölder continuity, we take |w| > |v| and than
which is the desired result, at least locally.
Next we consider the "homogeneous" integral in the definition of A(f ).
It then follows that i. For
ii. Proof: All statements are obvious, except perhaps the last one. We consider thus γ > 0, and compute
which converges to γ −1 g(0) as v → 0, because the Hölder continuity of g makes the last integral convergent, and v γ vanishes together with v.
We now present the proof of the main result.
Proof of Theorem 1:
Let f 0 ≥ 0 be such that it has unit mass and energy. Recall the iteration f n+1 (v) = A(f n )(v) as defined in (19). As stated in Remark 1, this sequence has a limit f , which is a unit measure, and which is locally bounded, when restricted to R {κ}. It also has the correct value for the first moment, and satisfies all the bounds on higher moments. It also satisfies the trivial a priori bound f (v) ≤ C|v − κ| −1 . It is, therefore, enough to study the behavior of f near the singularity point v = κ.
We first consider the case E < √ 2, i.e. γ > 0. We know a priori that f n satisfies f n (v) ≤ C |v − κ| −1 , uniformly in n. Lemma 3 then shows that,
and Lemma 5 implies that, the same holds for f n+1 . In a next iteration, Lemma 4 shows that, Q + (f n+1 , f n+1 ) is actually bounded. By Lemma 5, this bound carries over to f n+2 , and finally Q + (f n+2 , f n+2 ) is Hölder continuous and then f n+3 is continuous in the whole of R. All these estimates depend only on the (constant) mass and energy, and on the parameter E, but not on n, and hence it also holds for the limit f , i.e. the limiting measure has a density f which is a continuous function.
Next we consider E ≥ √ 2, i.e. γ ≤ 0. The same reasoning as for γ > 0 can be carried out so far as to say that Q + (f n , f n )(v) ≤ C 1 + log |v − κ| 2 , uniformly in n, but not further. However, Lemma 5 directly shows that, f n+1 (v) is bounded by C |v − κ| γ , for γ < 0, and by C 1 + (log |v − κ|) 3 for γ = 0. It is always the case that γ > −1, and so also here the limiting measure has a density f , which satisfies the bounds stated in the theorem.
To see that there really is a singularity when γ ≤ 0, it is now enough to prove that Q + (f, f ) is strictly positive in a neighborhood of v = κ, or to see that the same holds uniformly for the sequence Q + (f n , f n ). But that can be proved easily by a method similar to the one that was used in [8] . A first observation is that
where R is chosen so large that the integral contains at least half of the total mass. This is always possible because of the uniform bound on the energy. Because Q + (f, f ) is continuous, it is then strictly positive in some neighborhood I of v = 0.
which obviously implies that f n+1 (v) ≥ C > 0 in |v| < κ − for an arbitrarily small > 0. But then
which is strictly positive in |v| < √ 2 (κ−2 ), because the domain of integration will intersect the square 0 < u, u * < κ − , which implies the stated result. The Maxwellian lower bound for solutions to the Boltzmann equation was obtained in [8] by carefully keeping track of how this lower bound decreases as the procedure is iterated.
Numerical Results
In this section we present some numerical approximations of the stationary solution to equation (11) . We do the simulations by a particle method, which of course means that in fact we are simulating (a large number of) trajectories to the jump process on S N −1 √ N , as described in Section 1; with N large, this should give a good result. In the simulations we are also interested in the stationary states to the N -dimensional master equations (8) , or at least in the single-particle marginals. When N is small, it is then necessary to compute a rather large number of trajectories to get good results.
A random trajectory on S N −1 √ N can be computed exactly thanks to the fact that there is an explicit solution to the evolution of the vector V(t) in between the jumps. Before discussing the results, we give these formulas, and describe the method of simulation.
¿From the definitions of J and U in (10), we directly see that U is constant in time, while J evolves according to
Having all the states at time t 0 , v i (t 0 ), and thus J 0 ≡ J(t 0 ), we solve for J at a later time t:
The evolution in (7) can then be rewritten, component-wise, as the equations
which have the solutions
Next we briefly describe the algorithm used in the simulations. Fixed here are the initial distribution, the collision frequency, the terminal time, and N -the total number of particles in the system. i. Choose a waiting time randomly with an exponential distribution (with rate proportional to N ).
ii. Let all the v i 's evolve according to (32) during the chosen time interval.
iii. Perform collision:
a. Choose a pair of indices i and j, i = j, randomly from {1, 2, . . . , N }.
b. Choose a collision parameter θ, randomly from [−π, π).
c. Compute the post-collisional velocities v i and v j according to (1) .
iv. This is repeated, until the terminal time is reached, with all random variables taken independently of the previous ones. In presenting the simulation results, it is illustrative to first look at the case N = 3. This is shown in Figure 1 , for a rather strong field. The simulation clearly demonstrates the competition between the collision process, which tends to spread out the density uniformly on the sphere, and the force field, which tries to concentrate the density at (1, 1, 1) (for any N , v j (t) → 1 as Et → ∞). For an extremely strong field E, the thermostat would concentrate most of the density to the point (1, 1, 1) in the time interval between two collisions. A collision is a random rotation in a randomly chosen coordinate plane, and then the collisions would draw circles around the sphere, along the planes v j = 1, j = 1, 2, 3. On the other hand, a very weak field would hardly move the particles between two collision events, and then the stationary distribution would remain almost uniform. Figure 1 shows an intermediary case, where the field is strong enough to indicate the concentration along the three circles
Next we consider a large number of particles, and study the single-particle distribution; when N is sufficiently large, we expect the simulated result to approach f (v), the stationary solution to (12) . According to the theory, when the force field satisfies E ≥ √ 2, the stationary state has a singularity, and in the first simulation we study the limiting case E = √ 2 for a range of different N . A very large number of particles is needed to show the singularity. Figure 2 shows the single-particle marginal for simulations with a varying number of velocities. The last one, with N = 10 6 corresponds to several hundred CPUhours on a 2 GHz Pentium PC. √ 2. For 500 particles, one clearly sees how the maximum of the density moves with a varying field E, but it takes many particles before one can begin to see the qualitative difference between fields smaller and bigger than E = √ 2. Figure 4 shows the densities for a larger interval of f .
When E → ∞, the stationary distribution should approach a Dirac mass at v = 1. Figure 5 shows how the density peaks for E = 10 √ 2; the number of particles in that simulation is 10 4 .
While these simulations show that a very large number of particles is needed to accurately demonstrate the singularity, a rather much smaller number of particles is enough if all that one is interested in is computing moments,
The last graph, Figure 6 , shows the time evolution of the first few moments of the stationary state f , for E = √ 2. The number of particles is 5000 which is more than sufficient to get an accurate estimation of the stationery values.
In a coming paper we will extend this work to the more realistic case when the particles move in three dimensions. This gives a much large freedom in choosing different force fields, for example. 
