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CHAPTER 1. INTRODUCTION 
Problem Statement 
We will consider the stochastic control problem with state and system equation 
respectively 
O i  =  O i _ i  +  u i _ i  +  d V I  i  =  l , 2 , . . .  ( 1 . 1 )  
yt = i = 0,1,. . . ,  (1.2) 
where 0^ is the process mean at time t, is the control action taken at time t, d  is 
a non-random drift per time period, and yf is 9^ observed with error e^. 
We will assume the following for the error terms and i/f. 
ut ~ iV(0,(r2) < = 1,2,... (1.3) 
2 
H ~ < = 0,1,..., (1.4) 
when Nf ^ 0, and all and vi are independent. We can think of iV^ as a sample size 
chosen prior to taking the observation y^. We will assume > 0 is potentially non-
integer and note that the variance of the observation error, is inversely proportional 
to the sample size iV^ when Nf ^ 0. 
For the /-period problem, our goal is to maintain a given target value T for OI 
by choosing appropriate sample sizes Ni and taking appropriate control actions u^. 
2 
ui a function of I/Q, T/J , f o r  f  =  0 , 1,/ — 1 so as to minimize the expected cost 
function 
W 9 9 
r(0 = E[J: (73iVi + 72"? + 71 - ^) )] (1-5) 
i=0 
r(/) 
or, the limiting average cost, lim —where is the sampling cost associated 
/—»oo ' 
with using the sample size Nf, 72"^ is the adjustment cost associated with the 
adjustment Uf, and — T)^ is the cost associated with being off target by the 
amount — T) at the next time period. 
Without loss of generality we will assume that T = 0. Then (1.5) becomes 
rm = £|E (73JV( + -*2"? + 71«?+l))- (1-6) 
t=Q 
Note that minimizing (1.6) is equivalent to minimizing 
C{1) = £(1; (CjAff + Cjuf + (1.7) 
f = 0  
where 
^2 = 73/71 (1-S) 
and 
Cl =72/71- (1-9) 
So Ci is the ratio of the unit adjustment cost to the ofF-target cost and C2 is the 
ratio of the unit sampling cost to the unit ofF-target cost associated with the problem. 
We will use the expected cost function C{1) given in (1.7) throughout the dis­
cussion which follows. 
3 
Distributional Results 
Several distributional results are necessary in discussing sampling strategies and 
establishing the optimal adjustment strategies for the above problem. As in Jensen 
(1989), the following two theorems will be used in developing these distributional 
results. 
Theorem 1.1: Suppose A'"] and Xi are bivariate normal random variables. That is 
^1 
~ N 
/ 
N 
1 
to
 \ 
. ^ 2 .  \ ^2 
0 (Tl2 ^2 / 
Then the conditional distribution of given X2 is given by 
—9 9  —9 
'^1 1 2^ = 2^ ~+ ^12^ 2 (®2-/^ 2)'<^ r - ^ 12*^ 2 '^ 12]-
Theorem 1.2: If (1.11) holds and X2 ~.iV(/^2'^2^' holds. 
We will now derive the distributions of 61 j for < > 0 and 61 \ yt—i and 
Of 1 yt—l for i > 1. Let yi = (j/Qi •••) 2/^)? the vector of all observations made 
through time t where respresents a no information observation if iV^, = 0 for some 
0 < k <i. Suppose we initialize the process mean at i = 0 as 
O Q N { h q , P Q )  ( 1 . 1 2 )  
for some prior mean, f iQ ,  and prior variance, pQ,  and suppose JVq  > 0. Since 
2 
?/0 = 00 + ^ 0 ^0 ~ 7^)' follows that 
2 
2/0 1 ^0 ~ 
A natural predictor of J/Q is 
YO = ^ (YO) = 
4 
The error suffered in using YG to predict ?/Q is 
eo = 2/0 - YO = (^0 - /'O) + ^fl­
it follows that 
eg ~ iV(0,pg + 
and 
e g  | 6 ' g ~ J V ( 0 g - / i g , ^ ) .  
Further, using (1.12), the form of eg ] 0g, and Theorem 1.2 we have 
PO PO 
PO PO + 7^ 
" " / • 
^0 
~ N A'O 
^0 \ 0 
And by Theorem 1.1 we have 
^0 I ®0 = ^0 12/0 ~ ^(^0'"0) 
where 
0g = kQVQ + (1 - kQ)FIQ 
vg = KQCTE 
NQ 
kQ = PO 
_2 • 
PO + LT 
(1.13) 
(1.14) 
(1.15) 
5 
Rewriting (1.14) and (1.15) we obtain 
^0 = ^'02/0 + 
PO<^e 
^OPO + 
^QPQ 
^OPO + 
»0 = ''"'"f ^2 (117) 
H = (118) 
Now, suppose NQ = 0. Then 
^0 I ^0 ~ •^(/'O'PO) 
and, since 
^1 — ^0 ^0 "I" '^l' 
it follows that 
<?! I 3^0 ~ ^(^0 + "0 + ^ 'PO + 
Letting NQ be zero in (1.16)-(1.18), we see that A;Q = 0, VQ = PQi ^.nd, declaring zero 
times a no information observation to be zero, 6q = Hq- Hence, we could write 
^0 I ^0 ~ ^(^O'^^O) 
and 
01 I 3^0 ~ ^(^0 + U0 + d,VQ + cr^). 
In summary, for NQ > 0 we have 
00 Uo ~ ^ (^O'^O) 
r-
and 
^1 I 3^0 ~ ^ (i9o + UQ + VQ + 
where 0Q, VQ, and A;Q are as given in (1.16)-(1.18). 
 ^ A Q 
Now, suppose Ni > 0. Since | 3^0 -^(^0 + ^0 ^ natural 
predictor of yj based on iVg 
h = ^ ivi 1 ^O) = -^(^1 + ^1 I ^o) = ^0 + "0 + ^ ' 
and the corresponding error of prediction is 
ei = 2/1 - yi = ^1 - (^0 + UQ + d) + ei. 
It follows that 
2 , ^ 
ei I 3^0 ~ •^(0,^0 + <^U + 7^) 
and 
ei I (^1 > >b) ~ (^1 - (^0 + "0 + ^ )' 
Applying Theorem 1.2 and the forms of the conditional distributions of 9^ | and 
ei I (^1,3^0) 
^1 
. . 
/ 
1 3^0 ~ 
\ 
^0 + "0 + 
0 
? 
^0 + 
2 
"0 + ^0 + ^ 
\ 
/ 
And then by Theorem 1.1 we have 
<^11 (^I'^O) = H 3^1- iV(0i,i;i) 
7 
where 
h = %2/l + (1 - ^'l)(^0+ '"0 + ^) (1-19) 
Wi 
VI = (1.20) 
,, = J±£i^. (1.21) 
VQ + (^U + ^  
Again, by rewriting (1.20) and (1.21) we obtain 
^1 = ^'12/1 + (1 - ^l)(^0 + WQ + <^) (1.22) 
(^^0 + (rg)o-| 
N\{vQ +  CTl ) - \ - (T ' i  
_ M oo\ 
''I - . .2x^^2 (1-23) 
If iV^ = 0, then 
k, = ... (1.24) 
^l(vo + <7^) + o'e 
01 1 3^1 ~ A^(flo + WQ + "0 + 
or 
0 1  | 3 ^ i ~ m , i ; i )  
where 0^ and vi are obtained by letting Ni be zero in equations (1.22)-(1.24). 
In summary, for A'^i > 0, we have 
01 1 3^0 ~ ^(^0 + "0 + ^ '^0 + '^3) (1-25) 
and 
0 1 1 3 ^ 1  ~ i V ( 0 1 , n )  ( 1 - 2 6 )  
8 
where 0-^ and vj are as given in (1.22)-(1.24). 
Similar arguments show that in general for Ni > 0, letting pt = we 
have 
e t \ y t  ~  N { O t , v t )  ( 1 . 2 7 )  
e t i y t ^ i  ~  N { e t _ - ^ + u t _ i  +  d , p t )  ( 1 . 2 8 )  
e t \ y t . i  ~  N { 0 t _ i + u t _ i + d , h t p t )  ( 1 . 2 9 )  
where 
h  ~  hv t  + (1 - h) {h - \  + (1-30) 
», = (1.31) 
k  = 2- (1-82) 
Relevant Literature 
Specialization of a problem considered by Astrom (1970) involves the model 
described by equations (1.1) and (1.2) with d = 0, Ni = I, for all < > 0, and expected 
cost function 
1-1  „  „  
C(/) = £[X:(Citz? + 0?^l)], (1.33) 
t=0  
which corresponds to (1.7) with no sampling cost. He determined that the optimal 
adjustment strategy to minimize C{1) consisted of taking 
n  = -B i - t h  
9 
for 0 < < < / — 1 where < 1 is a feedback constant at time t .  
Bather (1963), Box and Jenkins (1963), and Crowder (1986) considered the 
problem described above with (1.33) replaced by 
/ - I  
C(/) = £:[i:(Ci«(u,) + 9?^l)l (1.34) 
(=0 
where 
1 if X ^ 0 
<5(x) = 
0 if a; = 0. 
This expected cost function involves a fixed cost of adjustment whenever an adjust­
ment is made, regardless of the size of the adjustment. In (1.33) the cost of an 
adjustment is proportional to the square of the size of the adjustment. This change 
leads to optimal adjustment strategies which call for adjustment only when the per­
ceived deviation from target is significant. Vander Wiel (1991) considered a discrete 
adjustment version of the problem and Jensen (1989) incorporated a nonrandom 
drift, d, and adjustment error into the problem. Sampling costs have been incorpo­
rated into this problem by researchers including Abraham and Box (1979), Adams 
and Woodall (1989), and Kramer (1989) with the goal of determining an optimal 
sampling interval. 
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CHAPTER 2. FIXED SAMPLE SIZE AND PROPORTIONAL 
ADJUSTMENTS 
We consider first the cost associated with the /-period problem in which a con­
stant sample size, N, is used at each time period t and the adjustment made at each 
t is 
Uf  =  —b(Oi  +  d )  — ad  
for some 0 < 6 < 1 and a  for which 0 < a 4- 6 < 1. We will call this cost Ci{fiQ,pQ). 
The following proposition gives an expression for C'^(^O'PO)-
2 
Using (1.2),(1.4), and (1.12), we see that YQ ~ N{FIQ,PQ + ^ ) for NQ ^ 0. So, 
using the expression for 6q in (1.13) we have 
E(e l )  = i;(|%o + (1 -
= - '^0)!'0/'0 + (' " I ' o f l ' h  
2 
= +P0 + + (^^0 ~ 2A;Q)/zq -1- (1 - 2kQ 4- A;Q)/IQ 
2 
And using the expression for kQ in (1.15) we have 
E{0L) =  kQPQ +  l i l  (2.1) 
» 
11 
Note that if NQ = 0, then fcg = 0 and 0q = /iq. So ^(^q) = //q. This expression is 
needed in the proof of Proposition 2.1. 
Proposition 2.1: With a fixed sample size N and adjustment strategy 
Uf  =  —b(6 f  d )  — ad  
for < > 0, the corresponding /-period cost is given by 
C/(/'0'P0) = IC2N +  Di{b ) { f iQ  +  d ) ^+  2Fi {a ,b ) { f tQ  +  d)d  +  Gi{a ,b )d ' ^  
I  l - l  
+ E Pi + E Di_i{b)kiPi (2.2) 
i=l i=0 
where {-D^(^)}|_2) {Fiic-i b)}j_^, and {Gj(a, ^ )}|_i are defined recursively according 
to 
Di+lW =  Ci62  +  ( l+Bj ( ( , ) ) ( l - i , ) 2  
F i+ lM =  C iab -a{ l -b )  +  Di{b ) { \ -a ) { l -b )  +  F i (a ,b ) { l -b )  
Gi+l(",') = (l + Ci)a2 + Bi(6)(l-a)2 + 2Fi(<»,J)(l-a) + Gi(a.6) 
with DQ{b)  = 0, i^o(a, b)  = 0, and GQ{a ,  b )  = 0. 
Proof: Let / = 1. Then 
Ci{ f i o ,po )  =  E{E[C2N +  Ciu l  +  e l \ yo] }  
=  £ { 0 2 ^ C ^ U Q { 6 Q  +  U Q d y ^  P i )  
=  E{C2N - f  C j  [^>(00  " i "  ' ^ )  " ^  " i "  1 (1  ~  ^ )0O  d )  — ad]^  +  P i }  
= E{C2N -i- Ci [62(00 + df 4- 2ab{6Q + d)d -t-
-t-[(l — 6)2(00 + d)^  — 2a(l — 6)(0o + d)d  4- + pj^}  
= E{C2N -t- [C ib^  +  { l -  6)2] (0o  4-  d)^  +  2[Ciab  -  a( l  -  6)] (0o  +  d)d  
12 
- \ - \C \a"  " t "  cP ' \ (P '  +  }  
=  C2N +  Di{b ) { f iQ  +  d f  +  Di{b )kQPQ +  2Fi {a ,b ) {nQ +  d)d  
+G]^(a ,  b)d^  + Pi  
where the last expectation follows from (2.1). So (2.2) is true for / = 1. 
We now assume (2.2) is true for the /-period problem and consider the /4-1-period 
problem. 
C/+l(/^0'P0) = -^{[^2-^ + ^ 1"0 + ^ 1 + ^ /(^O + "0 + ^ >Pl) I 3^0]} 
= E{C2N + Cj^o (^0 "l" Pi "t" ^^2^  2d )^  
0 ' 
+2Fi{a ,b ) {6Q +  UQ +  2d)d  +  Gi{a ,b )d  +  XI Pi-)-l + ^ ^ l - i i ^ )h+lP i+ l )  
i=l i=0 
= EW -}-  l)C2iV - } -  C i  [b{0o  +  d )  +  ad \ ^  -f [(1 - b) {OQ +  d)  -  -}-
D i {b ) [ { l  -  b){0Q • \ - d )  +  { l -  a)c / ]2  4 -  2F i {a ,  b ) [ { l  -  fe) (0o  +  d )  +  {1  -  a)d \d  +  
I '-1 
Gi{a ,b)d  +  +  Y .  
i = l  i =0 
= E{{1  +  1)C2N +  [Cib ' ^  -I- (1 + D/(6))(l - 6)2](0O + d) ' ^  + 
2[Ciab -a{ l -b )  +Di{b ) { l -b ) { l -a )  +Fi {a ,b ) { l -b ) ] {eQ  +  d)d  +  
[Cia^  4- -f D/(6)(1 - a f  -j- 2F/(a, b) { l  - a )  +  G/(a, b) ]d ' ^  +  
1+1 1-1 
E Pi + S Di_ i {b )k i ^ iP i ^ i ]  
i= l  i=0 
= E{{1  +  1)C2N +  £>/+i (6 ) (0o  +  d) ' ^  +  2F /+ i (a ,  6 ) (0o  +  d)d  
0 /+1 /—I 
+Gi^ l {a ,b )d  +  Y  Pi+  ^ l - i i ^ )h+lP i+ l )  
2=1 i=0 
= (/ -f 1)C2N + Di_^i{b){fiQ -1- d)^ + Di_^i{b)kQPQ + 2F/^j(a,6)(^o + 
13 
+Gi^ l {a ,b )d  + X] Pi + XI ^ l - iW^ i+ lP i+1  
2 = 1 z=0 
= ( /+  1)C2A ' ^  +  Di_^ - ^^ {b ) { f iQ  +  d)^  +  2Fi^ - ^ {a ,b ) { f iQ  +  d)d  +  Gi^ l {a ,b )d ' ^  +  
/+1 I  
E Pi + E Di^i_i{b)kiPi. 
i=l 2=0 
Hence, (2.2) is true for the I + 1-period problem and, by the principle of induction, 
(2.2) is true for all /.• 
Lemma 2.1: The sequence {£)f(6)}^g is increasing. 
Proof: We first note that Di{b) = Ci6^ + (1 — 6)^ > 0 = DQ{b). Assume 
D t { b ) > D i _ i { b ) .  T h e n  
J ) t + l W - D t { b )  =  C i i ^ +  { l + Z ) , ( 6 ) ) ( l - 6 ) 2  -  | C j i 2  +  ( 1  +  c , _ , ( ( , ) ) ( !  _ i , ) 2 ]  
= (1-6)2(£I,(6)-C(_i(6)) 
> 0. 
Hence, Di^i{b) > Di{b) and it follows by the principle of induction that {Di{b)}^Q 
is increasing.• 
For 0 < 6 < 1, we can show that 
D t W  =  E  ( C  -  i f ) '  ( C l i ^  +  ( 1  -  i f )  
i=0 
< (Ci62 + (I_6)2) 2  
i=l 
< CO 
for i > 0 since 0 < (1 — 6)^ < 1. 
So ^ bounded, increasing sequence and, hence, has a finite limit. 
14 
Using the recursive definition of {Di{b)}'^Q we obtain 
lim (2.3) 
i—>oo 1 - (1 — 6)-
We can also show that 
t - l  .  t - l  
F t {a ,  b) = [Ciab - a(l - 6)1 5: (1 - 4)' + (1 - a)(l - 6) E D,_i _ i ( 6 ) ( l  -  b f .  
i=Q i=0  
i-1 . 1 
Since 0 < 6 < 1, 5^ (1 — 6)^ —» 7 as i » oo. Furthermore, since 
<=0 '  
z  |B(6) - - 6)' = 'i; D{b){ \  -  b) '  -  'f; -  by  
t=0 i=0 z=0 
t - l  
and 5;|D( 6 ) - £ I,_i_,(6)1(1- 6 ) ' - . 0  a s  f  — >  00 by Lemma B.4 in Appendix B, 
i=0 
and ^ — by follows that ^ — bY —> as 
i=0 . i=0 
i ^ 00. Hence, it follows that 
r . /  i \  ^  a ( l  — b )  D{b ) { l  — a ) { l  — b )  .  .  lim F4{a ,b )  =  C \a  1 r = F{a ,b ) .  (2.4) 
t—*oo  b  0 
For 6 = 1, Df{b )  = Ci  and Fi{a ,b )  = Cia  for all t> \ .  Hence, 
Dt[ \ ) - ^C i  =  D[ \ )  
and 
Ft{a , l )  ->  C ia  =  F{a , l ) .  
Crowder (1986) shows that 
2 ^ + J  ( 4  +  
VI = (v^_l + ^ u) 2 9 
»-
15 
cy  
where vi =Var(0i ] y i ) .  Since Var(0/ | = Pt  =  ' ^ t—1  + follows that 
Furthermore, since 
+ +  4^(7^) 
Pt  =  P(^ ) -  (2 -6 )  
, _ P? 
HPt ~ 2 
it follows that 
hPt  - = 4. (2.7) 
P{N)  +  ^  
Using Lemmas B.l and B.2 in Appendix B, we now derive an expression for the 
limiting average cost for this problem. 
Proposition 2.2: As  I  ^  oo ,  
_  C2N +  D{b)<Tl  +  p{N)  (2.8) 
+[Cia2  +  a2  +  (1  _  a fD{b )  +  2(1  -  a)F[a ,  b ) \d^ .  
Proof: First, note that 
eW Dj (b )  
' \ '—• ^ (i.) 
and 
E ~i Fj{a , b )  
J=Y ' J ' ( - . l ' )  
as / —> 00 by Lemma B.l and (2.3) and (2.4). We can show that 
Gi+l (a ,b )  =  ( i  + l)[Cia2 + a2] ^ _ ^)2 ^ + 2(1 - a) ^ Fj (a ,  b ) .  
i=i j=i 
16 
It follows from the results above that 
Gi ia ,  b )  ^  ^ 2  ^  (J  _  ^  2(1  -  a)F{a ,b )  
I  
as I —> oo. 
Also, by Lemma B.l and (2.6) 
^L lP i  
I  
By Lemma B.2 and (2.7) 
p { N ) .  
Now, —> C2N and the remaining terms in (2.8) tend to 0 as / —> 00. 
Combining these results establishes (2.8). • 
The limiting average cost given in (2.8) is a function of a, b  and N.  Suppose we 
optimize (2.8) with respect to these variables. 
Proposition 2.3; The limiting average cost given in (2.8) is minimized when 
- 1  +  V 1 + 4 C 1  
' - 2Ci 
a  =  I  — B ,  
and 
N =  
2^2 A^a  V 
Aa^  + cr^ 
where A is the unique positive root of the polynomial 
—4 4 I 9^ ^2 2 3 ^2 4 2 0^4 2 6 ^9 Q^ 
17 
Proof: Clearly, the value of N that minimizes (2.8) is the value of N that minimizes 
C 2 N  + p { N )  since the other terms in (2.8) do not involve N .  That C o N  + p { N )  is 
^2^2 
minimized when N  = —a ^ .1 follows from Lemma A.l in Appendix A. 
Now, let 
71 (a, 6) = (l + Ci)a2 + (l-a)2D(6) + 2(l-«)F(a,6) 
=  ( l  +  C i ) a 2  +  ( l - a ) 2 D ( / , )  
i - n  .  a{ l  -  b)  D{b ) { l  -  a){ l  -  b)  
+2(1 - a)[Cia + J, 
the coefficient of in (2.8). For a fixed b  G (0,1], considering 7^ as a function of a  
on (—6,1 — 6], we can show 
^  =  2 ( l  +  C j ) a - 2 ( l - o ) D ( 6 )  +  2 ( l - a ) [ C i - i ^ - i i ^ ^ ^ ^ |  
-2 [D{h )  +  ^  _  Ci | .  
0 0 
So < 0 when 
a  <  
D{b)  +  ^  + -  Ci  
1 + D{b)  +  -  Ci  
2D{b)  - bD{b ) -bCi -b+l  
2D{b) -bD{b) -bCi -b  +  2  
or, equivalently, when 
2D{b) -bD{b) -bCi -b+l  
2D{b) -bD{b) -bCi -b  +  2 '  
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Note that 
2D{b)  -  bD{b)  - 6CI - 6 + 1 
2D{b)  -  bD{b)  - bC i -b  +  2  
1 
2D{b) -bD{b)~bCi -b  +  2  
2 - 6  
It follows that 7J is decreasing on (—6,1 — 6] and, hence, is minimized when 
7 i ( 1 - 6 , 6 )  =  { \+Ci ) { l -b f+  b^D{b)+  2C ib{ l -b ) -2 (1 -b f  +  2D{b)b{ l -b )  
= (Ci - 1)(1 - 6)2 + 2Ci6(1 - 6) + D{b){2b - 6^) 
So regardless of the value of 6, the minimum of 7^ is Cj which occurs when a = 1 — 6. 
So to find the values of a  and 6 that minimize (2.8), it suffices to minimize D{b)  
on (0,1]. A straightforward argument will show that D is minimized when 
and our choice for a  would, therefore, be 1 — B .O  
Evaluating (2.8) at these values of a, 6, and iV, we obtain 
a = 1 — 6. 
Now 
= q-[CI62 + (1-6) 
= Ci. 
—1 + ^1 + 4CJ 
6 =  ^  -  =  B  
(2.10) 
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where 
— 1 + J\ + 4C]^ 
D =  D{B)  =  
So a reasonable adjustment and sampling strategy under these conditions would 
be to take 
u i  =  —B[6 i - \ -d )  — { l  — B )d  (2.11) 
= -BOt -d  
and a sample of size 
at each time period t  > 0 .  
N = A^a  
Aa l  + o-f 
(2.12) 
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CHAPTER 3. OPTIMAL CONTROL ACTIONS AND SAMPLE 
SIZES 
Optimal Control Actions 
Let us now consider the problem of finding control actions G 3? and sample 
sizes Ni > 0 ioT t = 0,1,! which minimize the cost function C{1) given in (1.7). 
Let Ri{hq,pq) represent the minimum value of C(l). Note that this notation reflects 
this value's potential dependence on /XQ and pQ, the mean and variance of the prior 
distribution of 0Q, respectively. The proposition developed here gives an expression 
for Rf(^ Q,pQ) and identifies the optimal initial control action WQ. 
The following notation is needed in the proof of Proposition 3.L Let Dq = 0, 
Bq = Bi =0 and define and 
recursively according to 
1 Df 1 
+ + ' = ' <=•" 
B t -  1  +  C i + B , _ i  ( 3 . 2 )  
and 
Dt=[{ \  +  D ,_ i ) ( l -B t f  +  CiB f ]  ( = 1,2,...,/. (3.3) 
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Proposition 3.1: For the /-period problem, 
+  < 1 ) -  B , d  =  - B i i a  -  ( B ,  +  B i ) d  (3.4) 
and 
-R/C/'O'PO) = mp{C2iVo + D/^oPO + Pi + ™n{C2iVi + Di_-^knpi + p2 
ivo a^i 
+•••+ {c'2a^/_i + +p/}...} + z)/(/to + (/)^ 
1 - 1  ^  
+ 2 C i B i { f i Q  +  d ) d +  ^ [Z)^(l - + C i B i { 2  -  (3.5) 
t = 0  
Proof: Due to the structure of the expressions that are to be minimized, we are able 
to first minimize with respect to UQ for a fixed NQ and then minimize with respect 
to NQ. 
Suppose / = 1. Then 
^l(/^0'p0) = .pi" c"!!) 
NQ,UQ 
= min jE;{C2A^o + ^1'^0 + ^ i} 
ivo,uo 
=  m m  E { E { C 2 N Q  +  C i u l  +  0 l \ y Q ) }  
N Q,UQ 
= min{c72a^0 + min£;{£;(ciu§ + OF \  yg)}}-
vvq "0 
Now, 
mmE{E{Ciul + e'^ | i/g)} = min E{Ciu§ + (^o + "0 + ^ )^ + Pi} (3-6) 
"0 "0 
where (3.6) follows from (1.28). Let ^i(tio) = C'^uq + (0q + uq + Then 
/ ^ 
^L('^O) ~ 2C]^UO + 2(0Q + WQ + C?) and it is easy to see that this quadratic in UQ is 
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minimized at 
_  o p t  - ( ^ 0  +  ^ )  n  / n  ,  j \  
0 = i + q =--gl(^0 + ri) 
which is clearly a measurable function of ?/Q. It follows therefore that 
E{Ciuq + (^0 + "0 + + Pi} 
is minimized when = — BI{9Q + d ) .  Hence, it follows that 
•rl(/^0'p0) = + +(l--®l)^)(^0 + ^ 0^+pl]} 
NQ 
= M\N{C2NQ + E[DI{0Q + DF+PI]}.  
NQ 
Then using (2.1), we see that 
RLIF^O^PO) = N-IM{C2NQ + DIKQPQ + DIINQ + DF + PI)  
NQ 
= min{<^2^0 + ^1 Vo + Pi) + ^ l(/^0 + 
NQ 
So (3.4) and (3.5) are true for / = 1. 
Now, assume (3.4) and (3.5) are true for I and consider RI_^-^{^Q ,PQ). 
^/+l(/^0'P0) = min E{C2NQ + Ciul + el +Ri{0Q + UQ + d,pi)}. (3.7) 
^0,u0 
Note that the arguments of Ri in (3.7) are the mean and variance of the conditional 
distribution of 0^ given j/q- It follows from the inductive assumption that 
RI[9Q + uq + D,PI)  = miin{c2a^i + £>/a:ipi +p2 
NI 
+ min{C2A''2 + ^/_i^'2P2 +P3 + - + + ^1^7P/ + P/+l}-}} 
N2 NI 
• \ -D^{6Q + UQ + 2D)^ + 2C\B^{0Q + UQ + 2D ) d  
+ E mi - fli+l) + 
i=0 
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We then obtain 
R l + l i t ^ O ^ P o )  =  n ? j n { C 2 A ^ o  +  +  D i i O Q  +  u q  +  2 d f  
JVQ "0 
+ 2 C i B I { 0 Q +  u q  +  2 d ) d  +  m i n { C 2 A ^ i  +  D ^ k i p i  +  p 2  
NI 
+. . . - I -NUN{C2NI + DIKIPI + PI^L}. . . ]  | ^q])) 
= n?/n{C2^0 + "}}n-^{[<^l"0 + (^0 + "0 + + Pi (^-S) 
VVQ "0 
+£)^(0Q + UQ + 2 d ) ^  + 2 C i B i { 9Q + UQ + 2 d ) d  
+ MM{C2NI + +P2 + -  + min{<^2^/ + DIKIPI + p/+i}...}]}}. 
tvj 
Let 
< 5 / ^ ] ^ ( u o )  ~  ^ 1 ^ 0  ( ^ 0  " t "  ^ 0  ^ / ( ^ O  " t "  ^ 0  2 ( / ) ^  +  2CIBI{6Q +  I IQ +  2 d ) d .  
Since Di is positive, this quadratic in UQ has a positive second derivative and is 
minimized at 
o p t  ^  - j l  +  D l )  ( g ^ ^ ) _ ( ^ /  +  <^l^/)^ 
0  1+CI+D /  0^ ^ L + CI+DI 
Therefore from (3.8), applying (2.1) and reasoning as in the I = 1 case, we obtain 
RL+LIM^PO) =  ^ ^"{^2^0 + ^ {<^l['S/+l('^0 + ^ )  +  ^ /+1^]^ 
+[(1 - -b/4.1 )(^0 + d ) -  B i ^ i d ] ^  + P I  
+£>/[(l -  B/+l)(0O + ^ ) + (1 -
+2CIBI[{L — BI_^ I ){OQ + (/)  +  (1 — BI^-^)D\D 
U - - - 9 
+  Y ,  [ D i i l  -  B , - + i )  +  C i B i { 2  -  B i + i ) ] d ^  
i = 0  
CO 
+ 
cq" 
1 
+ 
-cq" cq" 
1 
O 
1 
+ 
+ + 
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1 
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1-H 
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+ 
+ 
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o 
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1-H 
o 
I 
.cq 
I 
1-H 
"S 
o" 
c^j 
+ 
+ 
.cq* 
I 
+ 
.cq 
+ 
1—H 
oji 
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1-H 
o 
o (m 
+ 
+ 
'cq* 
(m 
c) 
+ 
.cq 
o (M 
+ 
+ 
q* 
+ 
.cq* 
r-H 
o 
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I 
+ 
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o 
cv| 
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+ 
im 
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+ 
.cq 
o 
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+ 
o 
+ 
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.cq" 
-J_ 'Cq* 
r-H 1 
1-H 
p—^  
O 
+ 
1-H 
o 
+ 
-a 
c 
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= D i  +  2 C i B i - i C i B i  +  D i ) B i ^ - ^  
So (3.9) would give 
•r/^l(/'0'/'0) = + 2^^/4-1(^0 + 
+|j3,(1-b,+i) + cib,(2-%i)1''^ 
/ - I  
+ [-^^(1 ~ •®?'+l) + ^ 1 A'(2 - A'+l)]'^ +Pl 
i = 0  
+ n?in{c2^1 + +p2 + - + + ^1^7?/ + p/+1 }•••}}} 
J\L I \^  
= ^^{^"2-^0 + •^/+l(^0 + + ^ l+l^OPQ + 
I  
+  Y :  [ D i i l  -  B i ^ i )  +  Ci4-(2 -  4+1)]^^ +  PI 
i=0 
+ rnin{c2^1 + bfypi +p2 + ... + min{c2yv/ + di^/p/ + p/+i}...}}} 
JV^ J \[  
= ™n{C2^0 + ^ l+lkPO + PI 
+ MM{C2NI+DIKIPI+P2 + . . .  + T[UN{C2NI + DIKIPI + PI,-^]}  jvj  I \ I  
+^/+l(/^0 + 
+ E l®i(l - -Bi+l) + CiBi{2 - Bi^i)]d'^. 
i = 0  
It follows that (3.4) and (3.5) are true for / + 1 and, by the principle of induction, 
(3.4) and (3.5) are true for all /.• 
In light of Proposition 3.1, we could express the optimal control actions 
0<i</ — 1, as the optimal first adjustments used to obtain 
Rl—ti^t—1 1 +^)P<)) respectively. That is, 
u f  =  - B i _ t ( 6 t + d ) - B i _ t d  
r 
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= (3.10) 
Suppose we were interested in the optimal adjustment strategy for the "infinite 
horizon" problem, li B and B^ B for some B < oo and J5 < oo as / —> oo, 
for < < / and / very large, we might take 
= -B{EI + D)-BD 
=  - B O t - { B  +  B ) d  (3.11) 
as the optimal adjustment at time i .  
From (3.1) and (3.3) we can show that 
C]IL + DI i) 
Ci(l+x) Let g { x )  = and consider it a function from [0, oo) into [0, oo). Since 
0 < g ' i x )  =  —'—-jy < J, ,0 < 1 on [O.oo), it follows that {L+CI+X)^ -  {L+CI)^  "  
g  :  [0, oo) —> [0, oo) is a contraction mapping. By the Fixed Point Theorem, which can 
be  found in  Appendix  B,  g  has  a  unique  f ixed  poin t  in  [0 ,oo)  and  s ince  D j  =  g { D i _ ^ )  
for all / > 0 it follows from the proof of this principle that converges to this 
fixed point. Solving the equation 
Ci(l+ x )  
1 + cj + x 
— 1-|-^/l-i-4c^ 
we obtain x  =  ^  eis the unique fixed point for the function g  on [0,oo). 
Hence, it follows that 
— 1 + + ac\ 
Di^D = ^^ (3.13) 
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as / —> oo. Now, from (3.12) we see that Bi = D^IC\ and thus it follows that 
— 1 + j\ + \cy 
(3.14) 
as / CO. 
Now, consider It is easily shown that B i  <\ for all t  > 0 .  Let 
F(N^\  -  + 
for X G [0,1] and 
/(x)= + ® 
1 + cj + d 
for X G [0,1]. 
Note, that 
/'(-) = i + ci'+g ^ ' 
on (0,1). By the Fixed Point Theorem, since / is a contraction mapping, / has a 
unique fixed point in [0,1]. 
We also note that fi is a continuous function on [0,1] for all < > 1, > / 
uniformly on [0,1], and 
for all < > 1 and BQ = 0. So, applying Lemma B.6 from Appendix B, it follows that 
{Bt)^Q converges to the fixed point of / in [0,1]. 
Hence, 
•  -  D "L" \ /L  + 4CJ 
lim Bt = B = -^ = ) . (3.15) 
<->oo 1 + B 1 + ^ 1+ 4Ci 
It can be shown that B + 5 = 1, so (3.11) becomes 
= -B6T - d .  (3.16) 
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We note that this adjustment strategy agrees with (2.11) and calls for full ad­
justment of the drift d at each time period. We should also note that it agrees with 
a result given in Astrom (1970), specified to one dimension, with d = 0 and = 1 
f o r  a l l  t  > 0 .  
We now consider the determination of the optimal sample sizes N f  >  0  which 
minimize the cost function in (1.7). To this end, the following results will be useful. 
Lemma 3.1: The sequences and {DI}^Q given by (3.1) and (3.3) are 
strictly increasing. 
Proof: First, consider {DI}'^Q . Clearly, DI > DQ. Assume DI > DF_I and 
C FL+X) 
consider the function o(x) = , | . /v • Since g ' i x )  = —'—> 0 on [0, oo), it 
' l+x+gi ^ ^ l " 
follows that g is a strictly increasing function on [0, oo). So g{Di) > ). Using 
(3.12) we see that g{Di) = and g{Di_i) = Df. So we have > Di and, 
by the principle of induction, it follows that is strictly increasing. 
Furthermore, by (3.12) we have D i  = C \ B i  for every t  >  I .  Since is 
strictly increasing, it follows that ^1®° strictly increasing. • 
Lemma 3.2: The sequence {1 — is positive and strictly increasing. 
Proof: Using (3.12) we have 
Optimal Sample Sizes 
,2 
I  +  CI + DI 
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It follows that \ — D i j^i D i  > 0 for all t  >  0. And since and 
are strictly increasing, it follows that {(1 + is strictly increasing and, 
therefore, {1 — is strictly increasing.n 
Now consider the following polynomials, hi{z), defined by 
hiiz) = C2z'^-{l-Di+DQ)a'i (3.17) 
and, for t >  2 ,  
ih(') = c2''iz* 
-2(1 - + D , _ i ) < r l 4 z  - ( 1 - D t +  D , _ i ) a l  (3.18) 
By Lemma 3.2, 1  —  >  0 for all t  >  I ,  which implies that each of the 
polynomials above has one sign change in the coefficients. Therefore, each polynomial 
has one positive root. Let Af represent the unique positive root of hi{z) for < > 1. 
Lemma 3.3: The sequence is strictly increasing. 
Proof: First, we will show that A 2 >  A i .  Since h i { z )  ^  ( x >  a s  z  o o ,  and Aj is 
the unique positive root of hi, it must be the case that hi{z) < 0 for z G [0, /tj) and 
hi{z) > 0 for z 6 (A2,oo). The same arguments show that h2{z) < 0 for z € [0,>i2) 
and h2{z) > 0 for 2 G (/l2,oo). If we can show that /i2(Aj) < 0, then it will follow 
that A2 > Ai. 
Since is the root of h i { z ) ,  it follows that 
cj/lf = (1 - + da)<rl 
and, therefore, 
024^1 = (1 - cl + do)<r^4'^l 
K-
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So 
= {L-DI+DA)C'L4AL + HL-DI+DO)CJ4AI 
- (1 - c2 + di)c14ai - 2(1 - dj + di)4<''ial -{i-d^ + di )4 
=  [ ( \  -  D i +  D ^ ) - ( l  -  D 2  +  D i ) \ a l 4 A \  
+ 21(1 - ci + do) - (1 - £>2 + di)]4<'ui - (1 - dj + d,)4-
Since {1 — DI + is positive and strictly increasing as shown in Lemma 3.2 
it follows that h2{Ai) < 0. Hence, A2> A-^. 
Now we will show that A ^ j ^ i  > A f  for t  > 2 .  As in the argument above, it must 
be the case that hf{z) < 0 for z 6 [0, and hi{z) > 0 for z 6 (A^,oo). If we can 
show that hi^i{Ai) < 0 then it will follow that > A^ and the proof will be 
complete. 
Since AI is a root of LIT{Z) it follows that 
c24at + 2c2crhu^t = (1 " + di_^)<t\4a^i 
+2(1 - + di_i)a\gl,ai + {\ - di + di_i)af. 
So 
IN+LI^T)  = -  DF + DI_I)A^AF,AF+ 2{1 -  DI + DI_I)(TJAYAI 
+(1 - di + di_i)(t^ - (1 -
-2(1 - + di)crjcr^ai - (1 - + di)(t^ 
= [{l-DT + DT^I)  - (1 - Di+i + Dt)][cTlaUf + 2AULAT + erf] 
< 0 
since {1 — strictly increasing. Hence, it follows that > AF 
for all t  >  ! . •  
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Proposition 3.2: A s  t  ^  o o ,  A f  A  where A  is the unique positive root of the 
polynomial 
C2cr'^z'^ + 2C20'|(7y2^ — crfcr^ar^ — 2afcr'^z — erf. (3.19) 
—1+^1+4(7]^ 
Proof: We showed in Section 3.1 that D i  ^  D  = =  ^  a s  t  — *  o o .  Hence, 
\ — Di — Di_i ^ 1 as < —+ CO. Therefore, as < —+ oo, the unique positive root of 
(3.18) will tend to the unique positive root of (3.19).n 
With these results we can proceed with the determination of the optimal initial 
sample size JVQ for the /-period problem. 
c\ 
Using (1.31) and the fact that + cr^, we obtain 
_ _ , _2 
~ M , 2 '^  +(T^ 
and 
PT-L(^E + + (X'JAL 
^ 2 ^ 1 - 1  +  ^ l - t + l h - l P t - l  +  P t  
-  C2NT_I+ 
NT-IPT-I  +0-?. 
P t - l  
NI_IPI_I  +CRI 
Using (3.21) we can rewrite (3.5) as follows: 
• , •d/^opo+po'^? . 
^/(/^o'po) = mm{c2ivo + . " o + 
^0 ^opo + <^e 
D i  iiVip? + o-? 
min{C2^1 + 9 
ivl NIPI+A^ 
(3.20) 
pt-l^e , _2 
H 9 + CTjy 
NI_IPT_I +(7I  
^ , ^/-<+l^<-lp?-l+p<-l'^? . _2 
= <^2^T-I + r;:— r~2 ^ ^ ^ 
32 
D I N I I P F  , + erf 
+...+ min (C2W1-I+ ' /}...}) 
^v/_l NL_LPL_L+CT^ 
+z)^(//q + f/)^ + 26'-[s^(/iq + (/)(/ 
+ ^  [DTIL -  5^+1) + CIFIF(2 -  BT+^)]<P + LAL 
t = 0  
Proposition 3.3: Let Ai be the unique positive root of the polynomial 
C2Z'^-{L-DI)A1 
and, for t  >  2, let A i  be the unique positive root of the polynomial 
(3.22) 
^2°"^^^ + 2c2£rfor223 _ (1 _ 
-2(1 -dt + di_i)(7jalz ~{1-dt + (3.23) 
9 Suppose further that > •^. 
i . )  If pQ > for some q  >  I ,  then for / > q ,  the optimal initial sample size 
> 0 for the /-period problem is given by 
N"P'  = A,  
U PO 
(3.24) 
and 
RIIM^PO) - 02<RI J :  
t = l  t = 2  +  < ^ e  
L-L 
+  E D T  
t= l  
t = l  
AT+IAL+A-L 
^I+L 
+ DIPO -  C2 
PO 
+ ICRL 
+ £ ) ^ ( ^ q +  <i) 2CIB^ { HQ +  d ) d  
l - l  
+ e [^((l - b,+i) + cib,(2 - b,+i)1<(2. 
t=0  
(3.25) 
r 
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i i . )  If PQ < for some q  >  I ,  then for the /-period problem with / < q ,  
nqp'- = 0 and NF = 
PI 
^L(/^0 'P0)  = PO + 
(3.26) 
(3.27) 
and 
1-1 O'-L 
^/(/'O'PO) = PO + <^2 L ^ < + E A ^ ~ E AT 
t= l  
AT+1 
t= l  
+ DL_L{PQ + CTy) - C2 
1-2 
+ e a 
t= l  
+ e [^(1 - St+l )  +  CIBT(2 -  bi+i)]rf2. 
<=0 
i=2 
+ 
PO +  ^ V.  
(3.28) 
Proof: i . )  Suppose <7=1 and let 
^/^QPq + PQ^E 
//(^o'po) = {<^2^0 + — —"2 
^opo + 
+ 
jvl ' 
^/-l a^/_1p/_1+£^e 
(3.29) 
From (3.22) we see that 
^/(/^o'po) = min//(no,po) + ^ /(/^o + D) + 2cifi/(//o + </)</ 
ivo 
+ e [b,(l - b,+l) + cib((2 - + ,„2 (3 30) 
i=0 
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So the initial optimal sample size > 0 is the A^q — ^ which minimizes /^(A^q,pq). 
Suppose / = 1. Then 
FL{NO,PO) = C2NQ + -pi^qpq +poq"l 
^opo + <^6 
Now, 
d 
ONQ /l(^o'po) = C 2 - { L - D I )  
2 2 
(NQPQ+A^) '^^  
C2X^-IL -DI)CTJPL 
where x = NQPQ + cr|. To solve the equation 
d 
DNQ FLI^O^PO) = 0 
it suffices to find the roots of the polynomial 
(72^2 - (1 - di)a'}pl 
or, using the substitution ^ ^ and simplifying, the roots of the polynomial 
C2Z^ -  [1 -  DI)A-L 
We are interested in the unique positive root, Ai, of this polynomial. 
Solving for A^q, it follows that fli^QiPo) = 0 when 
^2 
iVg = i4i — ^ and it can be shown that /i(A^O'PO) ^ relative minimum at this 
point. Sincepo > 3^) it follows that Aj — > 0 and that /i(A^O'PO) minimized 
2 
on [0,00) at = AI — So (3.24) is true for I  = 1. Furthermore, 
FLIAI -  -^.po) = <^2^1 +<^e i--p1 [ J + DIPQ -  C2 PO 
I-
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and (3.30) implies 
^l(/'0'p0) = ^ 2^1 L - D ^  
^1 
+ ^ ipo - ^2 
PO 
Hence, (3.25) is true for / = 1. 
Let 
AT 
t  =  l  
1-1 
+  E D T  
t= l  ^<+1 
(3.31) 
and assume (3.24) and (3.25) are true for the /-period problem and consider the 
/ -f 1-period problem. Then 
//-m(^o'po) = <^2^0 + + min//(a^i,pi). 
^opo + <^e 
2 
Since ^ follows that 
and 
n^n//(7vi,pi) = FI[AI - ^ ,pl) 
/((•4/-^.pl) = c2e-4, + <,2ei^ 
t= l  PI i=l 
I  / - I  
•c2'^e i] 
i=2 + <^6 i=l 
= r ;  +  DIPI -  C2 
01 
(3.32) 
+ -c>/pi - C2 
PI 
<^1 
Pi 
So 
//-fl(^o'po) = <^2^0 + ^/-t-l^opo+pq^e 
^opo + 
+ 7-/ + DIPI -  c2^. 
r 
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Using (3.20) we obtain 
r  . A r  „  X  ^  a:  ,  ^ I+ I^ OPQ +  PO'^T ,  n  //+l(^0'p0) =, <-2^0 + -"2 +^/ 
NQPQ + ai  
^opo + 
po^e + 
PQ(^E + 
NQPQ + 
+ Ti. (3.33) 
It can be shown that 
d  
DNQ //+l(a^0'p0) = <^2 - (1 - ^ /+1 + DL)^E 
po 
(iVoPo + 
-c24 
po 
.(pqo'e + ^ opo^^ + o-e<^b)^ 
= <^2 ~ ~ -^z+l + ^L)^E 
r„2i 
2 -c24 
9 
po (3.34) 
.(o^epo + 
0 . . . 
where x  =  N Q P Q  +  a f .  Combining the terms in (3.33), the numerator of the combined 
expression is 
c2cr^a;^ + '^c2(tjcrlpqx^ - (1 - -0/+1 + di)a'^crf,pqx^ 
-2(1 - di^i + diyjalp^x - (1 - di^i + di)a^p^. 
r\ 
Solving the equation ^^^//-|-i(^0'PO) = 0 is accomplished by finding the roots of 
the polynomial. 
the polynomial 
i l above or, using the substitution ^ and simplifying, the roots of 
c20-^z^ + 2c2crf£r^2^ " (1 " + di)a^(7yz^ 
-2(1 - + di)ajalz - (1 - + d/)^®. 
We are interested in the unique positive root, /In of this polynomial. It follows that 
1 ^2 
^?^//+l(^0'P0) = 0 when NQ = and it can be shown that //+i(iVo,Po) 
37 
has a relative minimum at this point. By Lemma 3.3 we know that Ai > Ai_i for 
all t  >  1 .  Since pQ > ^ it follows that pQ > which implies - ^  > 0. 
Hence, //^.i(^O'Po) minimized on [0, oo) at = ^/+1 — ^ 
true for the I + l-period problem. 
Furthermore, 
Hence, (3.24) is 
//-fi(^/+i - = N + (^2^1+1 - ^ 2 
PO 
+(1 - DI_^I)  A /+lj + ^/ 
and (3.30) and (3.31) imply that 
/+1 
9 9* 
AI^IAP + ctg 
^/+1 
'+1 1 - di 
+ ^/+1p0 
- 0-2^! ^/+1 
,/+l AT 
%l(/^0>p0) =  < ^ 2 E A T  +  4  x: - C2<TI e t-9t-2 
t= \  t= \  <=2^i^P +  '^e  
i= l  
AJ^IAL + gf 
^i+1 
+ -^/+1p0 - <^2 
PO 
+ (/ + l)(7jy 
+-0/^1  ( /XQ +  +  2Ci  5 /^]^  ( / /Q +  d)d  
+ 2: [£><(! - BT+I)  + CIBT{2 -
t=0  
So (3.25) is true for the /+ l-period problem. Hence, by the principle of induction it 
follows that (3.24) and (3.25) are true for all / > 1. 
2 2 
Now, suppose  q  > 1 and le t  I  > q. Since cr^ > it follows that pj > 
Using the results of the </ = 1 case, we obtain 
min//_i(ivi,pi) = //_i(a/_i - ^ ,pi) = -f i>/_ipi - C2 
I\l PI 
fi 
pi 
It follows that 
FM.PO) = C2N0 + + N'!  ^  ^ 
^opo + 
<t5 
Pi 
+ r/_i 
ir 
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which is minimized when 
F^^P' = A, 
9 
i  
PO 
since pQ > ^ implies that PQ > ^ since is an increasing sequence. This 
2 
establishes (3.24). Evaluating fi[Ai — ^)Po) using (3.30) establishes (3.25). 
2 
i i . )  Since is increasing, it follows that P Q  < -^ for all i  <  q .  However, 
2 2 ^ 
Pi >  ^ for alH > 1 and j  >  \  since cr^ > •^. If / = 1, then /i(iVO'PO) 
^ 2 
minimized on [0, oo) at = 0 since PQ — ^ /l(^o^^Po) PO- Therefore, 
^iC/'O'Po) PO -^1(^0 •'" (3.26) and (3.27) are true for / = 1. 
Now, suppose 9 > 2, and consider the /-period problem for 1 < / < g. As in 
(3.29) 
DiNnVn -f »ncr? (3.35) //(^o'po) = <^2^0 + + n^'n//_i(ivi,pi). 
^opo + ^ E ^1 
It follows from the proof of Proposition 3.3(i) that the min fi_i{Ni,pi) occurs at 
NI 
N 2^^ = ^ since pj > ^ takes value 
t = l  t = l  +  +  
1-2 
+  E ^ T  
t = l  
AT+IO-J + C^ 
^T+L 
+ DI_IPI -  C2 
Pi 
. (3.36) 
Now, 
^/(mo'po) = min//(ivo,po) + ^ /(/^0+<^) +2qb/(/io + <^)(/ 
NQ 
1-1  
+ e - BT+I)  + cifl,(2 - b(+i)|<;2 +14 
t = 0  
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= MIN{C2NQ + ^^^0^0+^0^^ ^ £) p _ g 
^0 NQPQ + AL ' ^ 
/ - I  
Pi 
+ Y: [a(1 - BI+I)  + CIM - 5i+i)]f/^ + LAF; 
t = 0  
)  +  l - l  
(3.37) 
for Ti_^ as given in (3.31). 
Since PQ <  i i  follows that this minimum occurs at = 0 and that 
^/(/'o'po) = p0 + ^ /-l(p0 + °'/")~^2 
1-1 
PO + 
1-1 1-1 
+ c2e'!(+-? 
t = l  t = l  
1-2 +o-| 
^T+1 
. 9' 2 + S:^I 
f = 2  t = l  
+£)^(//q + </)^ + 2c]^5^(/zq + </)(/ 
+  ^  [ D t ( l  -  +  C i B t { 2  -  B t + i ) ] c f i  +  l a l  
T=0 
(3.38) 
So (3.26) and (3.28) are true for all / < q . O  
2 2 2 
Note that if pQ < then pg < ^ for all 9 > 1. And if pQ > then 
2 2 2 ^ 
either pg > or ^ ^ ^ < pg < for some q > 2 .  
Corollary 3.1: Under the conditions of proposition 3.3, it follows that 
P t  
for all < > 1. 
The discussion which follows concerns problems which involve parameter values 
which satisfy the conditions of Proposition 3.3i. 
Tables 3.1-3.4 give the values of which are needed to determine the optimal 
9 9 initial sample size for the /-period problem for some values of (Tp,(T£,Cj, and C2. 
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Table 3.1: Values of Ai for Cj = 2, C2 = .5, and cr| = 10 
I <7^ = 5 
0
 II b II 0
 
0
 
= 1000 a'l = 15000 a- = 100000 
1 2.58199 2.58199 2.58199 2.58199 2.58199 2.58199 
2 4.11873 3.97364 3.89372 3.89251 3.89249 3.89249 
3 4.53580 4.39438 4.31932 4.31822 4.31821 4.31821 
4 4.64836 4.50796 4.43412 4.43305 4.43304 4.43304 
5 4.67706 4.53693 4.46340 4.46233 4.46232 4.46232 
6 4.68428 4.55421 4.47075 4.46969 4.46968 4.46968 
7 4.68609 4.54603 4.47259 4.47153 4.47152 4.47152 
8 4.68654 4.54649 4.47305 4.47199 4.47198 4.47198 
9 4.68665 4.54660 4.47317 4.47211 4.47210 4.47210 
10 4.68668 4.54663 4.47320 4.47214 4.47213 4.47213 
Table 3.2: Values of Ai for Cj = .5, C2 = 3, and (t| = .1 
/ 2 1 Orp = 1 = 15 = 120 a'i = 2000 
1 .14907 .14907 .14907 .14907 
2 .19141 .17990 .17979 .17979 
3 .19394 .18248 .18237 .18237 
4 .19412 .18267 .18256 .18256 
5 .19414 .18269 .18258 .18257 
Table 3.3: Values of Ai for Ci = 2, C2 = .001, and ct| = 4 
/ = .5 <T^ = 5 a^ = 25 a'l = 500 Ci 11 CO
 
0
 
0
 
0
 
1 36.51484 36.51484 36.51484 36.51484 36.51484 
2 55.49046 55.05384 55.04842 55.04819 55.04819 
3 61.47761 61.07381 61.06891 61.06871 61.06871 
4 63.09339 62.69763 62.69285 62.69265 62.69265 
5 63.50548 63.11172 63.10698 63.10677 63.69265 
6 63.60902 63.21576 63.21102 63.21082 63.21082 
7 63.63494 63.24180 63.23707 63.23687 63.23687 
8 63.64142 63.24832 63.24358 63.24338 63.24338 
9 63.64304 63.24994 63.24521 63.24501 63.24501 
10 63.64344 63.25035 63.24562 63.24542 63.24542 
11 63.64354 63.26045 63.24572 63.24552 63.24552 
12 63.64357 63.25048 63.24.575 63.24554 63.24554 
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The values were obtained using a Fortran program employing the Birge-Vietta root 
finding routine, Borse (1985). The limiting behavior of as / —> oo can be seen in 
these tables and the limiting root, A, is approximately equal to the last entry in each 
column of the tables. 
Consideration of the polynomial in (3.23) leads to a couple of observations con-
cerning Ai for / > 1. First, for fixed values of and ap, Ai increases as C2 
decreases. So the criterion for choosing the optimal initial sample size for the /-period 
problem, and also for the "infinite horizon" problem, calls for larger sample sizes to 
be used when the sampling to ofT-target cost ratio is small and smaller sample sizes 
to be used when this ratio is large. Second, given Cj, C2, and <t^, A^ increases as 
0 . 
cTg mcreases. 
Table 3.4 looks at the values of Ai for fixed values of C2, , and crfi for differ­
ent values of Cj. We note that the values of tend to A more quickly for smaller 
values of Cj, the adjustment to off-target ratio, than for larger values of Cj. It is 
important to note that Cj will only affect the optimal initial sample sizes for the 
"finite horizon" problems. The optimal initial sample size in the "infinite horizon" 
Table 3.4: Values of A^ for C2 = .1, = 4, and = 1 
I  Ci = .01 Ci = .l 0
 
II GO
 Ci = .5 Ci =1 
1 6.29317 6.03023 5.54700 5.16398 4.47214 
2 6.80797 6.80582 6.77559 6.71347 6.49034 
3 6.80795 6.80674 6.80110 6.76017 
4 6.80797 6.80792 6.80748 6.80096 
5 6.80797 6.80793 6.80696 
6 6.80797 6.80782 
7 6.80795 
8 6.80797 
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problem does not depend on Cj^. 
Looking at Tables 3.1-3.3, it appears that for each / > 2, considering Ai as a 
. 0  .  .  0  function of tends to a limit as —> oo, which leads to the following propo­
sition. 
(1— D ] - \ - D i  11cr? Q  
Proposition 3.4: For / > 2, A/ —> \ — as ap oo. 
Proof: Recall that A[ is the unique positive solution of the following equation 
C2(TF,Z'^  -t- 2C2CR'^CR^Z^ — {1 — DI + DI_I)A^AF,Z^ 
-2(1 -Di + Di_^)(rUh - (1 - £>/ + = 0. (3.39) 
Dividing both sides of equation (3.39) by gives the following equation 
C2Z'^ + 2C2(TH^ 1(^1 - - DI^ DI_^)GIZ'^ 
-2(1 -Di + Di_i)4z/(rl -{l-DI + Di_^)a^j4 = 0. (3.40) 
c\ 
A s  ( T y  oo, the left side of (3.40) tends to 
c22^-(l-i}/-fd^_l)afz2. (3.41) 
So as —> oo, the unique positive solution of (3.40) will tend to the unique positive 
solution of the equation 
C 2 Z ' ^ - { 1 - D I  +  D I _ I ) < T ' ^ Z ' ^  = 0 .  (3.42) 
^ which completes the The unique positive solution of (3.42) is 
proof. • 
As in Chapter 2, let us consider the limiting average cost associated with the 
optimal strategies we have identified. Using Lemma B.l in Appendix B, we can 
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establish the following result. 
Proposition 3.5: Under the conditions of Proposition 3.3i, 
ACT^ + cr| + ^  + (l+d)cr^ 
+ [ D { 1  -  B )  +  C i B i 2  -  B ) ] d ^  
= C2 
A^A 
+ + (1 + D)(7iy + C^d (3.43) 
AA-^ + o-f _ 
as I —)• oo. 
Proof: Arguments similar to those used to establish Proposition 2.2 will show that 
/ 
C2A + 
C R L I L - D )  C 2 < T U  
ACT^ + cr^ 
2 , dai , 2 , h R CTY -T 
[ D [ l  -  B )  ^  C i B { 2  -  B ) ] d ^ .  
Combining terms and noting that 
D { \  -  B )  ^  C i B [ 2  -  B )  =  C i  
completes the proof. • 
In (3.16), our suggestion for an optimal adjustment strategy in the "infinite 
horizon" problem was to take 
uJ'P' = -BOt - d 
as the adjustment at time t ,  t  >  0 .  An analogous choice of sample size at each time 
period t,t>0, in the "infinite horizon" problem, would be to take 
N ^ '  = A - ^ .  
P t  
(3.44) 
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Consider the sequence of sample sizes 
For t  >  I ,  v f e  obtain 
. _ pf-l"? , .2 
P t  -  —  ; — 2  
^ 2 
~ + ft/ 2 ^ i' (yf , -2 
2 
4- ^2 
AAL, + (7£ 
Therefore, 
/v, = 
P t  
..2 
=  A  
AAL-YA} 
A 
_ a2.2 
ACRL + cr| 
for alH > 1. So, in the "infinite horizon" problem, the initial sample size at / = 0 is 
I 
po 
which is dependent on pQ, and a constant sample size of 
2J1 A^A V (3.45) 
AAL + AL 
is used thereafter. That is, in an approximate or limiting sense (at least under the 
9 a2 
assumption that Oy > ^), optimal strategies in this control problem are of the 
"fixed sample size and proportional adjustments" variety studied in Chapter 2. 
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An Example Where the Hypotheses of Proposition 3.3 Do Not Hold 
Proposition 3.3 gives us the form of the optimal initial sample size for an l-
9 C\ 
period problem under the restriction that cr^ > Looking at examples where this 
condition doesn't hold suggests that after a number of initial periods of the problem 
where the sample sizes may not agree with those given in the previous section, the 
sample sizes do agree with those given in the previous section. The example which 
follows details the first four periods of a problem where cr^ < 
Let the parameters of the problem have the following values: Cj = 10, 
C2 = 3, cr| = 4, cr^ = 5, /XQ = 0, c/ = 0, and pQ = 13. 
Then for z = 1, • • • ,4 we obtain the following values for and DF. 
Ai = 0.3481553 Di = 0.9090909 
A2 = 0.7464297 £>2 = 1-6030534 
A3 = 0.9517205 D3 = 2.0654149 
A4 = 1.0818881 I>4 = 2.3462056 
2 
We note that 5 = crp < = 11.48912569, and, hence, the condition of Proposition 
3.3 is not met. 
Suppose / = 1. We want to minimize the function 
F  ( J S R  ^  \  r fyr i -^l^opo+po^? , ^2 
^opo + 
for NQ > 0. As in the proof of Proposition 3.3, the minimum would occur at 
2 
No = A]- ^  = .04046299 
PO 
»-
46 
and the minimum value would be 17.98403675. 
Now, suppose I = 2. We want to minimize the function 
/2(^0'p0) = ^ "2^0 + ^ + min/i(a^i,pi) 
NQPQ + A^ NI 
for NQ > 0. The function FI{NI,PI)  is minimized at 
\  ^ 1 - 4  
Ni = \ (3.46) 
No ambiguity arises from the equality that appears in both parts of the function's 
definition because the two formulas agree at that point. 
2 
Since pi = —n  +  c r ^  =  +  5 ,  w e  c o u l d  e x p r e s s  ( 3 . 4 6 )  a s  
Nnpn+af io;vQi- t  ^opo+<^e 
ivi = 
A i - ^  \ { N q <  .3087235 PI 
0 if iVg > .3087235. 
For 0 < iVo < .3087235, 
^opo + 
+OIPI -  + C2/I1 + + 4-
Over all NQ>0 this function would be minimized at 
2 
Nq = A2 - — = .4387374 
PO 
which means that on [0, .3087235], the function is minimized at NQ = .3087235. 
For NQ > .3087235, 
H{NA,PO) = C2N0 + ^ 2^2 
^opo + 
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For NQ > 0, we can show that this function is minimized at 
2 
iVo = /I9 - ^  = .419811735 
" PO 
where — -727504043. It follows that for A^q > 0, the function is 
minimized when 
JVq = .419811735 and Afj = 0 
and has value 39.28164154. 
Suppose / = 3. We want to minimize the function 
/3(jvo.po) = C2N0 + + "? + min/acvl.pl) 
-'^^opo + ^ E 
for A'^g > 0. 
„2 , 2 
Now, C2N2 + + ^2 ig minimized at 
^2P2+^E 
N2 = 
which is equivalent to 
N2 = 
0 IF P2 ^  ^  
2 
Ai - ^  if iVi < .616415861 - ^  
0 if iVi > .616415861 
We now note that if NQ > 2.378447638, then .616415861 — ^ < 0, which means we 
must have A'^2 = 0 o" this interval. 
So for NQ > 2.378447638, 
/2(A'I .Pl) = C2N1 + + P2 + 2"^-
ivipi + <te 
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This function is minimized at 
ivi = 
which is equivalent to 
N^ = 
2 2 O" F  » C  " ^ ^ 6  
^ 2 - I N  p i  - ^  
2 
0 if p \  <  ^  
^2 
2 
if iVo < 7.720386264 
0 if iVg > 7.720386264. 
It follows that for NQ in [2.378447638,7.720386264], 
r _ X ^ , D^NQPI+PQCT^ , _2 , r. _ 
/3(^0'p0) = <^2^0 + —Z ;—2— + + ^ 2p1 
^opo + 
-m + c2a| + li::^ + 3,2. 
PI ^2 
On [0, GO), this function is minimized at 
2 
Nn = A-i-^ = .644028192 
PO 
which means that on [2.378447638,7.720386264], the function is minimized at 
NQ = 2.378447638. 
For NQ > 7.720386264, 
/3(%.p0) = + 2p1 + *"1 
^opo + 
For NQ > 0, this function would be minimized at 
2 [I  
PO 
where = 1.116291539. It follows that on [7.720386264, oo), 
function is minimized at = 7.720386264. 
Nq = AI-^ = .808599231 
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Since the two forms of /3(A^0'P0) 3't)ove are equal at NQ = 7.720386264, it 
follows that on [2.378447638, oo), the function is minimized when NQ = 2.378447638. 
We now consider NQ < 2.378447638. Then .616415861 — ^ > 0. For 
Ni < .616415861 -
/2(JVl.Pl) = CjJVi + ^2^1?? +PI'^1 ^  
ivipi + (te 
<^2^e , R A \ i n^2 
For N^ > 0, this function is minimized at 
^2 4 
iVi = Ao - = .7464297 
PI PI 
It follows that for Ni < .616415861 — the function is minimized at 
± 
Pi 
ifii _ 
PI 
Ni = .616415861 - ^  
For A^i > .616415861 -
F2INL,N) = c2jv1 + ^2^"'!+pi"? + + 2^2 
a^lpl +AI 
This function is minimized at 
N] =A%-^ = .727504043 - —. 
^ Pi Pi 
Since these two forms of /2(^iiPi) agree at iVj = .616415861 — it follows that 
for iVj > 0, the function is minimized at 
iVi = .727504043 -
Pi 
So, for NQ < 2.378447638, we want to minimize 
H{NO,PO) = + O2P1 
NQPQ + AT 
50 
pi A2 
This function is minimized at 
iVn = Aq - = .644028192. 
PO 
Since the form of /3(A^0'P0) [0,2.378447638] agrees with the form of /3(iVQ,po) 
on [2.378447638,7.720386264], it follows that the function is minimized when 
A^O = .644028192. 
To summarize these results for the 3-period problem, /3(^0'P0) minimized 
2 2 
when iVg = A3 - ^  = .644028192, Ni = - ^  = .239872489, and N2 = 0, and 
it has value 62.11848352. 
Now, suppose I = 4. We want to minimize the function 
/4(JV0.P0) = C2N0 + ^ min /3(iVi,p,) 
iVQPO + CTf >0 
for NQ > 0. 
We know that 
^2^3 + — ^ 2 + 
^3p3 + 
is minimized at 
N-P^ i f p 3 > ^  
0 
or, equivalently, at 
iv3 
A i - ^  i f  i V 2  < . 6 1 6 4 1 5 8  - ^  P2 
0 if A^2 ^-6164158-^, 
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We note that if Ni > 2.686139386 — then .6164158 — ^ < 0 and we must take 
yv3 = 0. 
So for Ni > 2.686139386 -
F2[N2,P2) = C2N2 + ^2^2p2+''2°t-
^2P2 + 
This function is minimized at 
N2 = 
or, equivalently, 
N2 = 
So for Ni in [2.686139386 - ^ ,8.02807851 - ^ ], 
2 
0 if P2 ^ 
2 
-  g -  i i n i <  8 . 0 2 8 0 7 8 5 1  -  ^  p2 " - i - p2 
02807851 - ^  
4 Q nocn70t;i 4 
/3(Wl ,Pl) = CaWi + ^3^1"!+"!'"? + i)2P2 
a^ipi + AT 
p2 ^ ^ ^2 
Over all Ni > 0, the function is minimized at 
2 
AT, =Ao-^ = .9517205 - — 
pi pi 
and it follows that on [2.686139386— ^,8.02807851 — the function is minimized 
at Ni = 2.686139386 -
For Ni > 8.02807851 -
/3(wl.pl) = cjjvi + + 21.2 
^ipi + o-e 
r 
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This function is minimized AT NI = — ^ = 1.115291539 — ^ over all NI > 0 
and hence is minimized at = 8.02807851 — ^ on [8.02807851 — ^,oo). 
Since the two forms of f^{Ni,pi) agree at Ni = 8.02807851 — it follows that 
on [2.686139386 — ^,oo), is minimized at iVj = 2.686139386 — 
Now, consider Ni in [0,2.686139386 — ^]. For N2 < .616415861 — 
/2(jv2.p2) = C2N2 + ^2^2p2 + pyf ^ 
N2P2 + N 
+C2A1++ 24. 
^1 
For N2 > 0, this function is minimized at 
2 2 
N o  =  A n -  — = .7464297 -
P2 P2 
so that on [0,-616415861 — ^], the minimum occurs at N2 = .616415861 — 
For N2 > .616415861 -
p2^' ^ p2' 
P2' 
^2^2p2 + p2^e /2(^2'P2) = ^2^2 + 2— +P3 + 3(7,,. 
^2P2 + 
2 
This function is minimized at N2 = A^ — ^  = .727504043 — Since these two 
forms of /2(A^2'P2) ^.t N2 = .616415861 — it follows that the function is 
minimized at 
2 
P2 N2 = .727504043 - ^  over all N2 > 0. 
So for Ni < 2.686139386 — ^ we want to minimize 
HINUPL) = C2N1 + PI"!  ^  ^ 
ivipi + AT 
- ^ h - ( 2 " ^ + c 2 a |  +  4 4  
P2 ^2 
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This function is minimized at iVj^ = /I3 — ^ = .9517205 — Since f^{Ni,pi) on 
[0,2.686139386 — agrees with /3(A'^i,Pi) on [2.686139386 — ^,00) at 
iVj = 2.686139386 — it follows that /3(^l,Pi) is minimized at 
2 2 
N.=A'i-^ = .9517205 -
PI PI 
Finally, we want to minimize the function 
f r/v' n , r i ^4^0p0+p0'^? I n „ ^2-^? HI^O^PQ) =  ^ 2^0 + —TR , 2 + ^3p1 - —— 
^opo + pi 
D2(T^ C2CT^A^ 
+c2.43 + _5—+ — 
^(2-fl2vf ^ £.2-4^ + (i)2 +1)"? 
^2 
which is minimized at 
2 
iVn = ^4 - — = -7741957 
PO 
and has value 85.620843. 
To summarize these results for the 4-period problem, f^iNQ.pQ) is minimized 
2 2 2 
when NQ = A^-^ = .7741957, - ^  = .4918045, N2 = - ^  = 
.292859, iVg = 0 and it hcis value 85.620843. 
2 
It appears that for I  > 3,  NQ = AI — which would agree with the result in 
Proposition 3.3. 
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CHAPTER 4. DISCRETE SAMPLE SIZES 
Throughout the previous discussions concerning optimal sample sizes, in both 
the fixed sample size case and the case in which the optimal sample size is chosen 
at each time period, we have considered potentially non-integer sample sizes. A con­
sequence of this choice that deserves some investigation is the penalty that would 
result from being restricted to integer sample sizes. 
Consider the limiting average cost given in (2.8) for the fixed sample size case. 
In this section we will assume that the drift parameter c? = 0. Due to the behavior 
of the function given in (2.8) as noted in the proof of Lemma A.l, the minimum of 
the function over all positive integers N, will occur at either NJ^ or NFJ, where 
is the nearest integer below and is the nearest integer above . For 
various values of the parameters , C2, Cg, and cr^, we have computed the penalties 
associated with the use of the optimal integer sample size rather than the optimal 
real-valued sample size. These penalties are expressed as the percentage increase in 
the limiting average cost dissociated with the optimal integer sample size as compared 
to the optimal real-valued sample size, N^PK The results are given in the Table 4.1. 
We found that the optimal real-valued sampling strategy for the "infinite hori-
zon" problem was to take a fixed sample size N = —R, ^ N at all time periods 
acrp-fcr^ 
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Table 4.1: Penalties Associated with Optimal Integer Sample Sizes® 
^1 ^2 % Increase ^1 ^^2 o"e % Increase 
0.1 0.1 0.1 0.5 .2874673 0.1 0.1 1.0 0.5 * .0783415 
0.1 0.1 0.1 1.0 .0546262 0.1 0.1 1.0 1.0 * .4576483 
0.1 0.1 0.1 2.0 .0087094 0.1 0.1 1.0 2.0 * .0627544 
0.1 0.1 0.1 10.0 .865E-04 0.1 0.1 1.0 10.0 * .0012521 
0.1 0.1 0.1 1000.0 .908E-10 0.1 0.1 1.0 1000.0 * .794E-04 
0.1 0.1 0.5 0.5 * .5845488 0.1 0.1 4.0 0.5 * .2687419 
0.1 0.1 0.5 1.0 * .0545883 0.1 0.1 4.0 1.0 * .0783416 
0.1 0.1 0.5 2.0 * .880E-03 0.1 0.1 4.0 2.0 * .268E-03 
0.1 0.1 0.5 10.0 * .0151544 0.1 0.1 4.0 10.0 * .213E-03 
0.1 0.1 0.5 1000.0 * .254E-03 0.1 0.1 4.0 1000.0 * .157E-03 
0.1 0.1 100.0 0.5 * .0147077 0.1 0.5 0.5 0.5 5.1861961 
0.1 0.1 100.0 1.0 * .0221024 0.1 0.5 0.5 1.0 1.7784072 
0.1 0.1 100.0 2.0 * .0086160 0.1 0.5 0.5 2.0 .4674376 
0.1 0.1 100.0 10.0 * .268E-03 0.1 0.5 0.5 10.0 .0087094 
0.1 0.1 100.0 1000.0 * .645E-04 0.1 0.5 0.5 1000.0 .114E-07 
0.1 0.5 0.1 0.5 22.5028246 0.1 0.5 1.0 0.5 1.3963515 
0.1 0.5 0.1 1.0 12.3719362 0.1 0.5 1.0 1.0 .0830475 
0.1 0.5 0.1 2.0 6.5462909 0.1 0.5 1.0 2.0 * .0980637 
0.1 0.5 0.1 10.0 1.3795652 0.1 0.5 1.0 10.0 * .3953854 
0.1 0.5 0.1 1000.0 .0139944 0.1 0.5 1.0 1000.0 * .0078030 
0.1 0.5 4.0 0.5 * .9850764 0.1 1.0 0.1 0.5 54.7648488 
0.1 0.5 4.0 1.0 * 1.3963515 0.1 1.0 0.1 1.0 32.4904169 
0.1 0.5 4.0 2.0 * .0830475 0.1 1.0 0.1 2.0 18.2577415 
0.1 0.5 4.0 10.0 * .2820189 0.1 1.0 0.1 10.0 4.1274291 
0.1 0.5 4.0 1000.0 * .469E-03 0.1 1.0 0.1 1000.0 .0428142 
0.1 0.5 100.0 0.5 * .1688568 0.1 1.0 0.5 0.5 21.6661890 
0.1 0.5 100.0 1.0 * .1423270 0.1 1.0 0.5 1.0 11.3155173 
0.1 0.5 100.0 2.0 * .0271735 0.1 1.0 0.5 2.0 5.4370724 
0.1 0.5 100.0 10.0 * .0211163 0.1 1.0 0.5 10.0 .8931697 
0.1 0.5 100.0 1000.0 * .598E-05 0.1 1.0 0.5 1000.0 .0078714 
0.1 1.0 1.0 0.5 12.0109174 0.1 1.0 100.0 0.5 * .5111793 
0.1 1.0 1.0 1.0 5.1861961 0.1 1.0 100.0 1.0 * .0185057 
0.1 1.0 1.0 2.0 1.7784072 0.1 1.0 100.0 2.0 * .1778812 
0.1 1.0 1.0 10.0 .0546262 0.1 1.0 100.0 10.0 * .768E-04 
0.1 1.0 1.0 1000.0 .911E-07 0.1 1.0 100.0 1000.0 * .865E-04 
®Entries marked by asterisks correspond to cases in which > 1. 
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Table 4.1 (Continued) 
C2 % Increase ^2 4 
•; % Increase 
0.1 1.0 4.0 0.5 1.3170188 0.1 10.0 0.1 0.5 482.0753383 
0.1 1.0 4.0 1.0 .0080882 0.1 10.0 0.1 1.0 334.1237530 
0.1 1.0 4.0 2.0 * .6042083 0.1 10.0 0.1 2.0 219.1870792 
0.1 1.0 4.0 10.0 * .2874673 0.1 10.0 0.1 10.0 63.8584597 
0.1 1.0 4.0 1000.0 * .724E-06 0.1 10.0 0.1 1000.0 .7407587 
0.1 10.0 0.5 0.5 277.0455623 0.1 10.0 4.0 0.5 115.8649787 
0.1 10.0 0.5 1.0 195.2785561 0.1 10.0 4.0 1.0 78.6212638 
0.1 10.0 0.5 2.0 131.9335229 0.1 10.0 4.0 2.0 50.6040234 
0.1 10.0 0.5 10.0 42.8222645 0.1 10.0 4.0 10.0 13.7497401 
0.1 10.0 0.5 1000.0 .5503822 0.1 10.0 4.0 1000.0 .1245013 
0.1 10.0 1.0 0.5 211.8612813 0.1 10.0 100.0 0.5 13.5457952 
0.1 10.0 1.0 1.0 148.6769148 0.1 10.0 100.0 1.0 5.6602111 
0.1 10.0 1.0 2.0 100.0681834 0.1 10.0 100.0 2.0 1.3385231 
0.1 10.0 1.0 10.0 32.4904172 0.1 10.0 100.0 10.0 * 1.7922457 
0.1 10.0 1.0 1000.0 .4266617 0.1 10.0 100.0 1000.0 * .0012521 
0.1 50.0 0.1 0.5 1658.6908678 0.1 50.0 1.0 0.5 775.5230728 
0.1 50.0 0.1 1.0 1219.0600132 0.1 50.0 1.0 1.0 582.1116008 
0.1 50.0 0.1 2.0 862.5117547 0.1 50.0 1.0 2.0 427.0469554 
0.1 50.0 0.1 10.0 307.3383930 0.1 50.0 1.0 10.0 180.0612521 
0.1 50.0 0.1 1000.0 4.1632952 0.1 50.0 1.0 1000.0 3.3378402 
0.1 50.0 0.5 0.5 983.7486866 0.1 50.0 4.0 0.5 470.1622159 
0.1 50.0 0.5 1.0 736.5217727 0.1 50.0 4.0 1.0 351.5459991 
0.1 50.0 0.5 2.0 537.4123524 0.1 .50.0 4.0 2.0 257.3704903 
0.1 50.0 0.5 10.0 219.1870801 0.1 50.0 4.0 10.0 109.8315842 
0.1 50.0 0.5 1000.0 3.6787625 0.1 50.0 4.0 1000.0 2.3128678 
0.1 50.0 100.0 0.5 121.1072247 1.0 0.1 0.5 0.5 * .4548870 
0.1 50.0 100.0 1.0 84.1290345 1.0 0.1 0.5 1.0 * .0403925 
0.1 50.0 100.0 2.0 55.9254525 1.0 0.1 0.5 2.0 * .627E-03 
0.1 50.0 100.0 10.0 15.9923587 1.0 0.1 0.5 10.0 * .0103551 
0.1 50.0 100.0 1000.0 .3953854 1.0 0.1 0.5 1000.0 * .171E-03 
1.0 0.1 0.1 0.5 .2112174 1.0 0.1 1.0 0.5 * .0626868 
1.0 0.1 0.1 1.0 .0387292 1.0 0.1 1.0 1.0 * .3468435 
1.0 0.1 0.1 2.0 .0060370 1.0 0.1 1.0 2.0 * .0454823 
1.0 0.1 0.1 10.0 .587E-03 1.0 0.1 1.0 10.0 * .860E-03 
1.0 0.1 0.1 1000.0 .612E-04 1.0 0.1 1.0 1000.0 * .535E-04 
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Table 4.1 (Continued) 
^2 % Increase cl c2 
V % Increase 
1.0 0.1 4.0 0.5 * .2272577 1.0 0.5 0.1 0.5 17.5113557 
1.0 0.1 4.0 1.0 * .0626868 1.0 0.5 0.1 1.0 9.1546093 
1.0 0.1 4.0 2.0 * .203E-03 1.0 0.5 0.1 2.0 4.6635619 
1.0 0.1 4.0 10.0 * .149E-03 1.0 0.5 0.1 10.0 .9426683 
1.0 0.1 4.0 1000.0 * .106E-03 1.0 0.5 0.1 1000.0 .0094426 
1.0 0.1 100.0 0.5 * .0137211 1.0 0.5 0.5 0.5 4.3062040 
1.0 0.1 100.0 1.0 * .0198799 1.0 0.5 0.5 1.0 1.3962619 
1.0 0.1 100.0 2.0 * .0074078 1.0 0.5 0.5 2.0 .3484438 
1.0 0.1 100.0 10.0 * .203E-03 1.0 0.5 0.5 10.0 .0060370 
1.0 0.1 100.0 1000.0 * .436E-04 1.0 0.5 0.5 1000.0 .770E-10 
1.0 0.5 1.0 0.5 1.1907623 1.0 0.5 100.0 0.5 * .1615629 
1.0 0.5 1.0 1.0 .0670583 1.0 0.5 100.0 1.0 * .1330853 
1.0 0.5 1.0 2.0 * .0749390 1.0 0.5 100.0 2.0 * .0245944 
1.0 0.5 1.0 10.0 * .2767720 1.0 0.5 100.0 10.0 * .0170508 
1.0 0.5 1.0 1000.0 * .0052665 1.0 0.5 100.0 1000.0 * .405E-05 
1.0 0.5 4.0 0.5 * .8802464 1.0 1.0 0.1 0.5 43.8213855 
1.0 0.5 4.0 1.0 * 1.1907623 1.0 1.0 0.1 1.0 24.6239074 
1.0 0.5 4.0 2.0 * .0670582 1.0 1.0 0.1 2.0 13.2326228 
1.0 0.5 4.0 10.0 * .2031900 1.0 1.0 0.1 10.0 2.8343428 
1.0 0.5 4.0 1000.0 * .316E-03 1.0 1.0 0.1 1000.0 .0288901 
1.0 1.0 0.5 0.5 18.4762081 1.0 1.0 4.0 0.5 1.1998910 
1.0 1.0 0.5 1.0 9.1369248 1.0 1.0 4.0 1.0 .0070694 
1.0 1.0 0.5 2.0 4.1549394 1.0 1.0 4.0 2.0 * .5016864 
1.0 1.0 0.5 10.0 .6252237 1.0 1.0 4.0 10.0 * .2112174 
1.0 1.0 0.5 1000.0 .0053127 1.0 1.0 4.0 1000.0 * .489E-06 
1.0 1.0 1.0 0.5 10.4980151 1.0 1.0 100.0 0.5 * .4933065 
1.0 1.0 1.0 1.0 4.3062040 1.0 1.0 100.0 1.0 * .0175228 
1.0 1.0 1.0 2.0 1.3962619 1.0 1.0 100.0 2.0 * .1638585 
1.0 1.0 1.0 10.0 .0387292 1.0 1.0 100.0 10.0 * .638E-04 
1.0 1.0 1.0 1000.0 .615E-07 1.0 1.0 100.0 1000.0 * .587E-04 
1.0 10.0 0.1 0.5 421.3528439 1.0 10.0 1.0 0.5 197.2060806 
1.0 10.0 0.1 1.0 277.4297409 1.0 10.0 1.0 1.0 133.7267035 
1.0 10.0 0.1 2.0 172.0880174 1.0 10.0 1.0 2.0 86.0360850 
1.0 10.0 0.1 10.0 45.2747983 1.0 10.0 1.0 10.0 24.6239075 
1.0 10.0 0.1 1000.0 .5000509 1.0 10.0 1.0 1000.0 .2883873 
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Table 4.1 (Continued) 
^2 o-e % Increase ^2 o-e % Increase 
1.0 10.0 0.5 0.5 253.8377246 1.0 10.0 4.0 0.5 110.5127823 
1.0 10.0 0.5 1.0 171.9505370 1.0 10.0 4.0 1.0 73.1827505 
1.0 10.0 0.5 2.0 110.5116688 1.0 10.0 4.0 2.0 45.5155344 
1.0 10.0 0.5 10.0 31.6863179 1.0 10.0 4.0 10.0 11.0021788 
1.0 10.0 0.5 1000.0 .3718088 1.0 10.0 4.0 1000.0 .0830812 
1.0 10.0 100.0 0.5 13.3166860 1.0 50.0 0.5 0.5 931.49871.52 
1.0 10.0 100.0 1.0 5.5114261 1.0 50.0 0.5 1.0 678.4601557 
1.0 10.0 100.0 2.0 1.2844838 1.0 50.0 0.5 2.0 476.6017977 
1.0 10.0 100.0 10.0 * 1.6120264 1.0 50.0 0.5 10.0 172.0880180 
1.0 10.0 100.0 1000.0 * .860E-03 1.0 50.0 0.5 1000.0 2.4892137 
1.0 50.0 0.1 0.5 1519.7439458 1.0 50.0 1.0 0.5 742.0239960 
1.0 50.0 0.1 1.0 1073.4308376 1.0 50.0 1.0 1.0 544.3134699 
1.0 50.0 0.1 2.0 722.4669764 1.0 50.0 1.0 2.0 386.5146242 
1.0 50.0 0.1 10.0 227.4149244 1.0 50.0 1.0 10.0 145.3938057 
1.0 50.0 0.1 1000.0 2.8124999 1.0 50.0 1.0 1000.0 2.2612534 
1.0 50.0 4.0 0.5 456.9073566 5.0 0.1 0.1 0.5 .1327443 
1.0 50.0 4.0 1.0 336.3608076 5.0 0.1 0.1 1.0 .0234924 
1.0 50.0 4.0 2.0 240.6587061 5.0 0.1 0.1 2.0 .0035852 
1.0 50.0 4.0 10.0 93.6607356 5.0 0.1 0.1 10.0 .342E-04 
1.0 50.0 4.0 1000.0 1.5732176 5.0 0.1 0.1 1000.0 .355E-10 
1.0 50.0 100.0 0.5 119.8910321 5.0 0.1 0.5 0.5 * .3044019 
1.0 50.0 100.0 1.0 82.8046552 5.0 0.1 0.5 1.0 * .0255717 
1.0 50.0 100.0 2.0 54.5551894 5.0 0.1 0.5 2.0 * .382E-03 
1.0 50.0 100.0 10.0 14.9539302 5.0 0.1 0.5 10.0 * .0060705 
1.0 50.0 100.0 1000.0 .2767720 5.0 0.1 0.5 1000.0 * .994E-04 
5.0 0.1 1.0 0.5 * .0433712 5.0 0.1 100.0 0.5 .0118883 
5.0 0.1 1.0 1.0 * .2252798 5.0 0.1 100.0 1.0 .0162403 
5.0 0.1 1.0 2.0 * .0281901 5.0 0.1 100.0 2.0 .0056440 
5.0 0.1 1.0 10.0 * .506E-03 5.0 0.1 100.0 10.0 .132E-03 
5.0 0.1 1.0 1000.0 * .310E-04 5.0 0.1 100.0 1000.0 .253E-04 
5.0 0.1 4.0 0.5 * .1690863 5.0 0.5 0.1 0.5 11.7182741 
5.0 0.1 4.0 1.0 * .0433712 5.0 0.5 0.1 1.0 5.7956032 
5.0 0.1 4.0 2.0 * .132E-03 5.0 0.5 0.1 2.0 2.8419301 
5.0 0.1 4.0 10.0 * .889E-03 5.0 0.5 0.1 10.0 .5526202 
5.0 0.1 4.0 1000.0 * .613E-04 5.0 0.5 0.1 1000.0 .0054742 
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Table 4.1 (Continued) 
^2 % Increase ^1 ^2 
'2 0-^ % Increase 
5.0 0.5 0.5 0.5 3.1245862 5.0 0.5 4.0 0.5 * .7114967 
5.0 0.5 0.5 1.0 .9441169 5.0 0.5 4.0 1.0 * .8965633 
5.0 0.5 0.5 2.0 .2223133 5.0 0.5 4.0 2.0 * .0469235 
5.0 0.5 0.5 10.0 .0035852 5.0 0.5 4.0 10.0 * .1251970 
5.0 0.5 0.5 1000.0 .447E-08 5.0 0.5 4.0 1000.0 * .184E-03 
5.0 0.5 1.0 0.5 .8965633 5.0 0.5 100.0 0.5 * .1473751 
5.0 0.5 1.0 1.0 .0469235 5.0 0.5 100.0 1.0 * .1162605 
5.0 0.5 1.0 2.0 * .0491223 5.0 0.5 100.0 2.0 * .0203002 
5.0 0.5 1.0 10.0 * .1658705 5.0 0.5 100.0 10.0 * .0193114 
5.0 0.5 1.0 1000.0 * .0030540 5.0 0.5 100.0 1000.0 * .236E-05 
5.0 1.0 0.1 0.5 30.3187437 5.0 1.0 1.0 0.5 8.1968974 
5.0 1.0 0.1 1.0 15.9935818 5.0 1.0 1.0 1.0 3.1245862 
5.0 1.0 0.1 2.0 8.2016272 5.0 1.0 1.0 2.0 .9441169 
5.0 1.0 0.1 10.0 1.6689918 5.0 1.0 1.0 10.0 .0234924 
5.0 1.0 0.1 1000.0 .0167496 5.0 1.0 1.0 1000.0 .356E-07 
5.0 1.0 0.5 0.5 13.9113325 5.0 1.0 4.0 0.5 1.0014042 
5.0 1.0 0.5 1.0 6.3934918 5.0 1.0 4.0 1.0 .0055198 
5.0 1.0 0.5 2.0 2.7235492 5.0 1.0 4.0 2.0 * .3640242 
5.0 1.0 0.5 10.0 .3746989 5.0 1.0 4.0 10.0 * .1327443 
5.0 1.0 0.5 1000.0 .0030808 5.0 1.0 4.0 1000.0 * .284E-06 
5.0 1.0 100.0 0.5 * .4576447 5.0 10.0 0.1 0.5 328.9941941 
5.0 1.0 100.0 1.0 * .0156681 5.0 10.0 0.1 1.0 201.3033175 
5.0 1.0 100.0 2.0 * .1393716 5.0 10.0 0.1 2.0 116.3615549 
5.0 1.0 100.0 10.0 * .463E-04 5.0 10.0 0.1 10.0 27.4628083 
5.0 1.0 100.0 1000.0 * .342E-04 5.0 10.0 0.1 1000.0 .2900164 
5.0 10.0 0.5 0.5 213.9026658 5.0 10.0 4.0 0.5 100.1972788 
5.0 10.0 0.5 1.0 135.7958598 5.0 10.0 4.0 1.0 63.4073525 
5.0 10.0 0.5 2.0 81.1468057 5.0 10.0 4.0 2.0 37.1825964 
5.0 10.0 0.5 10.0 20.0599848 5.0 10.0 4.0 10.0 7.6120879 
5.0 10.0 0.5 1000.0 .2157772 5.0 10.0 4.0 1000.0 .0490305 
5.0 10.0 1.0 0.5 170.8642457 5.0 10.0 100.0 0.5 12.8329385 
5.0 10.0 1.0 1.0 109.2441536 5.0 10.0 100.0 1.0 5.2064121 
5.0 10.0 1.0 2.0 65.5501802 5.0 10.0 100.0 2.0 1.1178449 
5.0 10.0 1.0 10.0 15.9935819 5.0 10.0 100.0 10.0 * 1.3168982 
5.0 10.0 1.0 1000.0 .1674439 5.0 10.0 100.0 1000.0 * .506E-03 
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Table 4.1 (Continued) 
^1 ^2 4 % Increase <^2 
•) % Increase 
5.0 50.0 0.1 0.5 1280.6499978 5.0 50.0 1.0 0.5 676.8622020 
5.0 50.0 0.1 1.0 847.7290399 5.0 50.0 1.0 1.0 475.5005831 
5.0 50.0 0.1 2.0 530.4949969 5.0 50.0 1.0 2.0 319.0290641 
5.0 50.0 0.1 10.0 143.9719170 5.0 50.0 1.0 10.0 101.7381808 
5.0 50.0 0.1 1000.0 1.6322190 5.0 50.0 1.0 1000.0 1.3155619 
5.0 50.0 0.5 0.5 832.9044353 5.0 50.0 4.0 0.5 429.8960551 
5.0 50.0 0.5 1.0 577.0718076 5.0 50.0 4.0 1.0 306.8228496 
5.0 50.0 0.5 2.0 380.6149346 5.0 50.0 4.0 2.0 210.2342885 
5.0 50.0 0.5 10.0 116.3615552 5.0 50.0 4.0 10.0 70.5201862 
5.0 50.0 0.5 1000.0 1.4466555 5.0 50.0 4.0 1000.0 .9185393 
5.0 50.0 100.0 0.5 117.2664466 20.0 0.1 0.5 0.5 * .1875801 
5.0 50.0 100.0 1.0 79.9979303 20.0 0.1 0.5 1.0 * .0151245 
5.0 50.0 100.0 2.0 51.7303452 20.0 0.1 0.5 2.0 * .220E-03 
5.0 50.0 100.0 10.0 13.0634330 20.0 0.1 0.5 10.0 * .0034124 
5.0 50.0 100.0 1000.0 * .1658705 20.0 0.1 0.5 1000.0 * .555E-04 
20.0 0.1 0.1 0.5 .0781115 20.0 0.1 1.0 0.5 * .0274489 
20.0 0.1 0.1 1.0 .0134965 20.0 0.1 1.0 1.0 * .1357265 
20.0 0.1 0.1 2.0 .0020318 20.0 0.1 1.0 2.0 * .0164303 
20.0 0.1 0.1 10.0 .191E-04 20.0 0.1 1.0 10.0 * .285E-03 
20.0 0.1 0.1 1000.0 .198E-10 20.0 0.1 1.0 1000.0 * .173E-04 
20.0 0.1 4.0 0.5 * .1141026 20.0 0.5 0.1 0.5 7.2210958 
20.0 0.1 4.0 1.0 * .0274489 20.0 0.5 0.1 1.0 3.4278387 
20.0 0.1 4.0 2.0 * .796E-04 20.0 0.5 0.1 2.0 1.6376763 
20.0 0.1 4.0 10.0 * .506E-04 20.0 0.5 0.1 10.0 .3106450 
20.0 0.1 4.0 1000.0 * .342E-04 20.0 0.5 0.1 1000.0 .0030562 
20.0 0.1 100.0 0.5 * .0092995 20.0 0.5 0.5 0.5 2.0602975 
20.0 0.1 100.0 1.0 * .0120777 20.0 0.5 0.5 1.0 .5865471 
20.0 0.1 100.0 2.0 * .0038971 20.0 0.5 0.5 2.0 .1322151 
20.0 0.1 100.0 10.0 * .796E-04 20.0 0.5 0.5 10.0 .0020318 
20.0 0.1 100.0 1000.0 * .141E-04 20.0 0.5 0.5 1000.0 .249E-08 
20.0 0.5 1.0 0.5 .6119393 20.0 0.5 4.0 0.5 * .5228137 
20.0 0.5 1.0 1.0 .0299782 20.0 0.5 4.0 1.0 * .6119393 
20.0 0.5 1.0 2.0 * .0297974 20.0 0.5 4.0 2.0 * .0299782 
20.0 0.5 1.0 10.0 * .0945491 20.0 0.5 4.0 10.0 * .0726789 
20.0 0.5 1.0 1000.0 * .0017053 20.0 0.5 4.0 1000.0 * .102E-03 
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^^2 4 % Increase C2 % Increase 
20.0 0.5 100.0 0.5 * .1264676 20.0 1.0 0.5 0.5 9.4950247 
20.0 0.5 100.0 1.0 * .0939103 20.0 1.0 0.5 1.0 4.0846428 
20.0 0.5 100.0 2.0 * .0152783 20.0 1.0 0.5 2.0 1.6520927 
20.0 0.5 100.0 10.0 * .0076225 20.0 1.0 0.5 10.0 .2135851 
20.0 0.5 100.0 1000.0 * .132E-05 20.0 1.0 0.5 1000.0 .0017202 
20.0 1.0 0.1 0.5 19.1882385 20.0 1.0 1.0 0.5 5.8025090 
20.0 1.0 0.1 1.0 9.6358044 20.0 1.0 1.0 1.0 2.0602975 
20.0 1.0 0.1 2.0 4.7802280 20.0 1.0 1.0 2.0 .5865471 
20.0 1.0 0.1 10.0 .9407972 20.0 1.0 1.0 10.0 .0134965 
20.0 1.0 0.1 1000.0 .0093515 20.0 1.0 1.0 1000.0 .199E-07 
20.0 1.0 4.0 0.5 .7636069 20.0 10.0 0.1 0.5 232.8919933 
20.0 1.0 4.0 1.0 .0039074 20.0 10.0 0.1 1.0 132.7358849 
20.0 1.0 4.0 2.0 * .2400312 20.0 10.0 0.1 2.0 72.2913980 
20.0 1.0 4.0 10.0 * .0781115 20.0 10.0 0.1 10.0 15.7774836 
20.0 1.0 4.0 1000.0 * .159E-06 20.0 10.0 0.1 1000.0 .1619550 
20.0 1.0 100.0 0.5 * .4028235 20.0 10.0 0.5 0.5 165.0263392 
20.0 1.0 100.0 1.0 * .0130648 20.0 10.0 0.5 1.0 97.2868585 
20.0 1.0 100.0 2.0 * .1087714 20.0 10.0 0.5 2.0 54.0896914 
20.0 1.0 100.0 10.0 * .305E-04 20.0 10.0 0.5 10.0 11.8645792 
20.0 1.0 100.0 1000.0 * .1914947 20.0 10.0 0.5 1000.0 .1205444 
20.0 10.0 1.0 0.5 135.5316784 20.0 10.0 100.0 0.5 12.0115143 
20.0 10.0 1.0 1.0 81.2432078 20.0 10.0 100.0 1.0 4.7151653 
20.0 10.0 1.0 2.0 45.2616038 20.0 10.0 100.0 2.0 1.0199434 
20.0 10.0 1.0 10.0 9.6358044 20.0 10.0 100.0 10.0 * .9793571 
20.0 10.0 1.0 1000.0 .0935701 20.0 10.0 100.0 1000.0 * .285E-03 
20.0 10.0 4.0 0.5 85.2219456 20.0 50.0 0.1 0.5 988.0240638 
20.0 10.0 4.0 1.0 50.6666109 20.0 50.0 0.1 1.0 607.3299660 
20.0 10.0 4.0 2.0 27.6521288 20.0 50.0 0.1 2.0 353.6098610 
20.0 10.0 4.0 10.0 4.8175663 20.0 50.0 0.1 10.0 85.1529163 
20.0 10.0 4.0 1000.0 .0274261 20.0 50.0 0.1 1000.0 .9118422 
20.0 50.0 0.5 0.5 694.5162538 20.0 50.0 4.0 0.5 386.8434230 
20.0 50.0 0.5 1.0 450.3705755 20.0 50.0 4.0 1.0 263.2952055 
20.0 50.0 0.5 2.0 275.9792741 20.0 50.0 4.0 2.0 169.8183669 
20.0 50.0 0.5 10.0 72.2913981 20.0 50.0 4.0 10.0 48.1327660 
20.0 50.0 0.5 1000.0 .8088788 20.0 50.0 4.0 1000.0 .5150481 
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^1 ^2 % Increase <^V % Increase 
20.0 50.0 1.0 0.5 580.8386592 20.0 50.0 100.0 0.5 112.6249732 
20.0 50.0 1.0 1.0 384.0892611 20.0 50.0 100.0 1.0 75.1994169 
20.0 50.0 1.0 2.0 240.1072131 20.0 50.0 100.0 2.0 47.1356660 
20.0 50.0 1.0 10.0 64.9979926 20.0 50.0 100.0 10.0 10.5520887 
20.0 50.0 1.0 1000.0 .7360557 20.0 50.0 100.0 1000.0 .0945491 
100.0 0.1 0.1 0.5 .0385321 100.0 0.1 1.0 0.5 * .0143243 
100.0 0.1 0.1 1.0 .0065455 100.0 0.1 1.0 1.0 * .0681313 
100.0 0.1 0.1 2.0 .976E-03 100.0 0.1 1.0 2.0 * .0080495 
100.0 0.1 0.1 10.0 .913E-05 100.0 0.1 1.0 10.0 * .137E-03 
100.0 0.1 0.1 1000.0 .943E-11 100.0 0.1 1.0 1000.0 * .824E-05 
100.0 0.1 0.5 0.5 * .0958106 100.0 0.1 4.0 0.5 * .0629849 
100.0 0.1 0.5 1.0 * .0074887 100.0 0.1 4.0 1.0 * .0143243 
100.0 0.1 0.5 2.0 * .107E-03 100.0 0.1 4.0 2.0 * .399E-04 
100.0 0.1 0.5 10.0 * .0016305 100.0 0.1 4.0 10.0 * .244E-04 
100.0 0.1 0.5 1000.0 * .264E-04 100.0 0.1 4.0 1000.0 * .163E-04 
100.0 0.1 100.0 0.5 * .0063267 100.0 0.5 0.5 0.5 1.1136073 
100.0 0.1 100.0 1.0 * .0073657 100.0 0.5 0.5 1.0 .3015288 
100.0 0.1 100.0 2.0 * .0021987 100.0 0.5 0.5 2.0 .0657301 
100.0 0.1 100.0 10.0 * .399E-04 100.0 0.5 0.5 10.0 .976E-03 
100.0 0.1 100.0 1000.0 * .673E-05 100.0 0.5 0.5 1000.0 .119E-08 
100.0 0.5 0.1 0.5 3.6883290 100.0 0.5 1.0 0.5 .3414234 
100.0 0.5 0.1 1.0 1.6972487 100.0 0.5 1.0 1.0 .0157673 
100.0 0.5 0.1 2.0 .7959233 100.0 0.5 1.0 2.0 * .0150351 
100.0 0.5 0.1 10.0 .1484329 100.0 0.5 1.0 10.0 * .0456066 
100.0 0.5 0.1 1000.0 .0014537 100.0 0.5 1.0 1000.0 * .811E-03 
100.0 0.5 4.0 0.5 * .3145947 100.0 0.5 100.0 0.5 * .0933983 
100.0 0.5 4.0 1.0 * .3414234 100.0 0.5 100.0 1.0 * .0634616 
100.0 0.5 4.0 2.0 * .0157673 100.0 0.5 100.0 2.0 * .0094461 
100.0 0.5 4.0 10.0 * .0355060 100.0 0.5 100.0 10.0 * .0040091 
100.0 0.5 4.0 1000.0 * .488E-04 100.0 0.5 100.0 1000.0 * .628E-06 
100.0 1.0 0.1 0.5 10.0134476 100.0 1.0 1.0 0.5 3.3559052 
100.0 1.0 0.1 1.0 4.8369363 100.0 1.0 1.0 1.0 1.1136073 
100.0 1.0 0.1 2.0 2.3419308 100.0 1.0 1.0 2.0 .3015288 
100.0 1.0 0.1 10.0 .4503716 100.0 1.0 1.0 10.0 .0065455 
100.0 1.0 0.1 1000.0 .0044481 100.0 1.0 1.0 1000.0 ,947E-08 
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.4794535 
.0022599 
* .1297388 
* .0385321 
* .755E-07 
105.0933039 
56.9676007 
29.5219894 
5.8745883 
.0573607 
90.9306772 
49.5472928 
25.5357663 
4.8369363 
.0445337 
629.2008522 
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42.1623322 
.4338977 
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163.6767136 
37.1631510 
.3851248 
309.4882617 
194.4475909 
114.7578567 
26.8550384 
.2456892 
7.1307662 
* .0456066 
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following an initial sample of A^q = ~ PO ~ ^5—sample sizes 
would be A'^ = —^ ^2' found that this is the sample size which minimizes 
/l(tj/+(tg 
the limiting average risk in the fixed sample size case. A natural question to ask is 
whether this phenomenon holds when we focus on integer sample sizes. Is an optimal 
integer-valued sample size strategy essentially a fixed sample size strategy employing 
that integer sample size minimizing the limiting average cost? Although in some 
cases this may hold, in general it does not. 
In Table 4.1, the entries marked by asterisks correspond to the cases in which 
j\fopt > i _ Of these entries, only five resulted in penalties of more than one percent of 
the optimal limiting average cost associated with and all of these penalties were 
less than two percent of this cost. The larger penalties occur when 0 < < 1 
and the optimal fixed integer sample size is A'^ = 1, especially for large values of C2-
In the following discussion, we will concentrate on these cases. 
Consider the class of sampling strategies consisting of a repeated pattern of j  
zeros followed by k ones, for integers j > l,k > 1. Let 
Then this sampling strategy will produce the sequence of posterior variances 
+ CR^-
where Pt = PQ + iov 1 <t < j and for integers m > 1 
PTn{j+k)—i '  '^^P{m—l){j+k) (4.1) 
for 1 < i < A;, 
^TN{J+K) ' '^^P{M—L){J+K) (4.2) 
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and 
2 
Pm{j-i-k)+i ~ Pm{j+k) (4-3) 
•  •  9  0 0 •  0 for 1 < i < j.  Since < X{p) < af, for all p > 0, it follows that o-p < 
2 
x(^)[p) < cTg + (Ty for all p > 0. And since A'(p) = —^  >  0 ,  i t  f o l l o w s  t h a t  (p+cr^)" 
^a(^')(p) > 0. Therefore, a(^') is an increasing function of p. Depending on the 
prior variance pQ, the sequence {Pfn{j+k)^m=l either increasing or decreasing. If 
PQ > p^j^f,y then it follows that 
Pj+k = ^ ^'^hpo + j(^i) > >^^^hpj+k+j^l) = P2(j+k) 
and, continuing in this manner, that 
P m { j + k )  >  P { m + l ) ( j + k )  
for all m > 1. If PQ < P ^ j ^ f . y  then we can similarly show that 
Pm{j+k)  ^  P{m+l){j+k) 
for all m > 1. 
Therefore, there exists a p* > 0 such that 
J^C^FMU+K) = P* 
and it follows from (4.2) that p* must be a solution to the equation 
p == X^^\p + jal). (4.4) 
Lemma 4.1: For any integer k, k >1, 
x^%) = 
hkP + kk 
R 
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for some nonnegative constants ^2/t'^3it' '4/t" 
Proof: First, note that 
\ p^t , _2 
Kp) — 9 + 
P + (TI 
{C^E + <^l)P + 
P + A} 
which shows that the claim is true for k = 1. 
Now, assume that the claim is true for k and consider We have 
ac'+i)!?) = X(\^' ' \P)) 
= x(hkP + hk\ 
W P  +  K K L  
[(o-f + (TL)LIF, + + (a| + O-^)/2A; + Q-HLKK 
IHK + ^HSK)P + (HK + '^EKK) 
^l(fc+l)P + ^ 2(fc+l) 
k{k+l)P + k{k-\-l) 
where '2(it+l)' h{k+l)^ '4(^+1) nonnegative. Hence, the claim 
is true for A: + 1 and, by the principle of induction, is true for all integers A: > 1. • 
Lemma 4.2: Equation (4.4) can be expressed as 
«ibp^ + HP - = 0 
where a f ^ >  0  and c j .  >  0. 
Proof: From Lemma 4.1 we have 
P = + 
HKIP +  ^ '^I)  + HK 
+ + KK 
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So we obtain the equation 
hkP^ + + kk)p = hkP + U'^lkk + hk)-
or, equivalently, 
kkP^ + ij<^ikk + kk -  hk)p -  ii'^'ihk + hk) = 0-
Taking a j ,  = b f ,  =  "  k h  %  =  j ^ i k k  +  h h  
a^, and Cj, are nonnegative, the lemma is proved. • 
As a consequence of Lemma 4.2, it follows that equation (4.4) has one positive 
root which would be p*. 
It follows from (4.1) and (4.3) that 
jtoopn^(j+it)-i = >^^^~'\P*+34) (4.5) 
for I < i < k, and 
JISI^MI+KJ+I = f + '"I  f"'-®' 
for 1 < i < J. 
Now, let us consider the sequence Since 
,  _  P m { j + k ) - { k - i )  
' ^ m { j + k ) — { k — i )  , 2 
^ '  Pmij+k)-{k-i) + ''t  
for 1 < i < fc — 1, it follows that 
H N = 
m { j + k ) - { k - i ) P m { j + k ) - { k - i )  , 2 
T'MIJ+KJ-IK-I)  ^  "e 
for 1 < i < A; — 1. 
For i  = 0, m { j  +  k )  —  { k  —  i )  = (m — l)(j + A:) + j .  And by (4.6) we have 
2 
^ { m - l ) { j + k ) + j  { p * + j o - u f  
P(^_l)(j+it)+j +^? P* +j4 + ^i 
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as m —> oo. 
For 1 < i < k — l ,hy (4.5) we have 
^ m { j + k ) - { k - i )  ^ + jal)]'^ 
P m { j  +  k )  —  { k  - i) + (Tf + jcr^) + cr^ 
as m —> oo. 
Since Ni = 0, and therefore k^ = 0, for all other t ,  it follows that kipi = 0 for 
these values of t .  
Although it is difficult to show analytically, in the general case, that 
( p * + j 4 ) ^  ,  y  ^  ,  2  
p* + JCRL + a(^'-0(p* + JAL) + A} 
working through specific cases should convince one that it is true. 
It follows that the limiting average cost under this strategy is given by 
ETUCINT + DL-THN+PW) ^ ^  ^ ^2 ,4.7) 
I k J 
{ j  +  l)p* + + Ejt/ X ^^\p* + j a -l) 
k + j 
using the lemmas in Appendix B and the limits derived above. 
We considered the subclass of this class of sampling strategies consisting of those 
strategies for which either j = 1 or /; = 1 and found the strategy that minimized 
the limiting average cost. Restricting our attention to the entries in Table 4.1 that 
have penalties of one percent or more over optimal and for which 0 < < 1, 
we observed substantial decreases in the limiting average costs over those obtained 
. . .  9  
under the fixed integer strategy for many of these entries. For entries with <7^ = .5, 
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Table 4.2: Penalties Associated with the Current Sam­
pling Strategy as Compared to the Fixed Integer 
Strategy with cr^ = .5 
Current Fixed Integer 
^1 ^'2 
9  
N i Penalty Penalty 
0.1 1.0 0.1 1 1 31.6336 54.7648 
0.1 1.0 0.5 1 1 9.0070 21.6662 
0.1 1.0 1.0 1 1 4.7856 12.0109 
0.1 1.0 4.0 1 5 1.0053 1.3170 
0.1 10.0 0.1 5 1 94.8795 482.0753 
0.1 10.0 0.5 5 1 35.4317 277.0456 
0.1 10.0 1.0 5 1 20.0983 211.8613 
0.1 10.0 4.0 4 1 4.8082 115.8650 
0.1 10.0 100.0 1 1 .0612 13.5458 
0.1 50.0 0.1 13 1 159.3284 1658.6909 
0.1 50.0 0.5 13 1 66.9872 983.7487 
0.1 50.0 1.0 13 1 41.5825 775.5231 
0.1 50.0 4.0 12 1 12.2940 470.1622 
0.1 50.0 100.0 5 1 .2590 121.1072 
1.0 1.0 0.1 1 1 25.3124 43.8214 
1.0 1.0 0.5 1 1 7.6809 18.4762 
1.0 1.0 1.0 1 1 4.1828 10.4980 
1.0 1.0 4.0 1 5 .9159 1.1999 
1.0 10.0 0.1 5 1 82.9284 421.3528 
1.0 10.0 0.5 5 1 32.4636 253.8377 
1.0 10.0 1.0 1 1 18.7081 197.2061 
1.0 10.0 4.0 4 1 4.5861 110.5128 
1.0 10.0 100.0 1 1 .0602 13.3167 
1.0 50.0 0.1 13 1 145.9816 1519.7439 
1.0 50.0 0.5 13 1 63.4293 931.4987 
1.0 50.0 1.0 13 1 39.7863 742.0240 
1.0 50.0 4.0 12 1 11.9473 456.9074 
1.0 50.0 100.0 5 1 .2564 119.8910 
5.0 1.0 0.1 1 1 17.5129 30.3187 
5.0 1.0 0.5 1 1 5.7832 13.9113 
5.0 1.0 1.0 1 1 3.2660 8.1969 
5.0 1.0 4.0 1 5 .7644 1.0014 
5.0 10.0 0.1 5 1 64.7509 328.9942 
5.0 10.0 0.5 5 1 27.3562 213.9027 
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Table 4.2 (Continued) 
Current Fixed Integer 
^^1 ^2 i Penalty Penalty 
5.0 10.0 4.0 5 16.2091 170.8642 
5.0 10.0 4.0 4 4.1580 100.1973 
5.0 10.0 100.0 1 .0580 12.8329 
5.0 50.0 0.1 13 123.0150 1280.6500 
5.0 50.0 0.5 13 56.7156 832.9044 
5.0 50.0 1.0 13 36.2924 676.8622 
5.0 50.0 4.0 12 11.2410 429.8960 
5.0 50.0 100.0 5 .2508 17.2664 
20.0 1.0 0.1 1 11.0836 19.1882 
20.0 1.0 0.5 1 3.9472 9.4950 
20.0 1.0 1.0 1 2 3119 5.8025 
20.0 10.0 0.1 5 45.8366 232.8920 
20.0 10.0 0.5 5 21.1054 165.0263 
20.0 10.0 1.0 5 12.9521 135.5317 
20.0 10.0 4.0 4 3.5366 85.2219 
20.0 10.0 100.0 1 .0543 12.0115 
20.0 50.0 0.1 13 94.9063 988.0241 
20.0 50.0 0.5 13 47.2922 694.5162 
20.0 50.0 1.0 13 31.1438 580.8386 
20.0 50.0 4.0 12 10.1153 386.8434 
20.0 50.0 100.0 5 .2409 112.6250 
100.0 1.0 0.1 1 5.7840 10.0134 
100.0 1.0 0.5 1 2.2023 5.2976 
100.0 1.0 1.0 1 1.3371 3.3559 
100.0 10.0 0.1 5 26.5098 134.6941 
100.0 10.0 0.5 5 13.4405 105.0933 
100.0 10.0 1.0 5 8.6262 90.9307 
100.0 10.0 4.0 4 2.5758 62.0691 
100.0 10.0 100.0 1 .0468 10.3570 
100.0 50.0 0.1 13 60.4390 629.2008 
100.0 50.0 0.5 13 33.4330 490.9354 
100.0 50.0 1.0 13 23.0002 428.9584 
100.0 50.0 4.0 12 8.0926 309.4883 
100.0 50.0 100.0 5 6.7206 102.4996 
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Table 4.2 gives the strategy in this subclass that minimizes the limiting average cost 
and the penalty associated with this strategy, expressed as the percentage increase 
over the limiting average cost associated with . The penalty associated with the 
fixed integer strategy from Table 4.1 is included for comparison. 
9  9  In Table 4.3, we consider some entries with values of cr^ = 2 and erf} = 10. 
Table 4.3: Penalties Associated with the Current Sampling Strategy as Compared 
to the Fixed Integer Strategy 
Current Fixed Integer 
Ci <^2 
9  
i k Penalty Penalty 
0.1 10.0 0.1 2.0 2 1 97.9523 219.1871 
1.0 10.0 0.1 2.0 2 1 76.9042 172.0880 
5.0 10.0 1.0 2.0 2 1 19.6260 65.5502 
0.1 50.0 0.1 10.0 2 1 151.5688 307.3384 
0.1 50.0 1.0 10.0 2 1 74.6142 180.0613 
1.0 50.0 0.1 10.0 2 1 121.1533 227.4149 
1.0 50.0 1.0 10.0 2 1 60.2486 145.3938 
5.0 50.0 0.1 10.0 2 1 71.0020 143.9719 
In the case where = 1, it is easy to see that 
-U - + \/U - 1)^^^ + 4[(j + 
= 2 
and the limiting average cost under this strategy is 
-^ + Da-l + p* + 
J + 1 ^ 
Most of the entries in Table 4.2 and all of the entries in Table 4.3 involve strategies 
with = 1. 
Three of the entries in Table 4.2 involve strategies with i = 1 and k = 5. In this 
case, we can show that 
p* = 
T 
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where 
/  2  _ 2 \  j .  / t ^ v / t ^  j .  r r ' ^ \ ' ^  j .  / t ^  r r ^  ( r r ^  - u  / r ^  I<^U) — + '^E + <^i/) + '^E^VWE + 
i / o  4  2  i  o _ 2  6  1  ^ 6  2 \ /  2  •  _ 2 \ 2  •  6  4  •  9 _ 4  6  i  ^ s ^ 2 \ /  2  i  _ 2 \  + (8cr£crjy + .i<t(:(7j; + (tgcr;y)((r£ +ltj/j + (0(t£<7j/ + jctfctf/ + (t£<7i,){<7£ +<7j,) 
1 / 4 6  i  i  _ 2 \  + (crccr^ + cr£(tj^)(2cre +<7^^) 
and 
/  2  _ 2 \  / ^ 2  1  ^ 2 \ 4  i  _ 2 /  2  •  _ 2 \ 3  •  / ^ 4  •  o — 2  2 \ /  2  •  _ 2 \ 2  
<^2(®^e'<'^1/) — v^e +(^e ++ (^'^e +'''^e o-^)(^£ + ^i/) 
/  j  4  2  i  — 2  4  i  — 6 \ /  2  i  _ 2 \  i  o ~ 4  4  •  / i , t 6 _ 2  #  8  [ACR^AI^ -T CR^CTI,  -T A^){CR^ -|-(tj/j + 2(t£crjy + 4(7££r^ + cr£. 
The corresponding limiting average cost is given by 
sco „ 2 2p* + ct? + e?-i a(0(p* + AL) 
--^ + DA^ + . 
Of course, these arguments do not purport to show that optimal integer-valued 
sampling strategies belong to the class of "repeated pattern of j zeros followed by 
k ones". They do, however, show that once one restricts to integer sample sizes, 
optimal strategies need not be essentially fixed sample size strategies. 
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APPENDIX A 
Lemma A.l: Let > 0,« > 0, and 6 > 0 and let 
Then 
f{x) = <5ix + L{x) 
is minimized on (0, oo) at 
A^b 
X = 
Ab a 
where A is the unique positive root of the polynomial 
S^b'^z^ + 26iabz^ — alP'z'^ — 2cP'bz — (A.l) 
Proof: First, consider 
X^ 
Using (A.l) we obtain 
f A'^ b A^ab  ^+ 2Aa'^ b'^  + a^b 
^Ab + a' " 1 Ah'^{2a + Ab) 
S-^b'^A'^ +  2 ( ? i -  ab^A^ - 2a^6^/l - a^b 
A^b'^{2a + Ab) 
+ 2SiabA^ -  ah^A^ -  2a^bA -
AH{2a + Ab) 
= 0. (A.2) 
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2 
Now, suppose f { y )  = 0 for some y  >  0  and y  quadratic 
formula to solve the equation 
a^b 
ab+ a 
for Q G (0, GO), we obtain the solution a = ag where 
by + (6^1/2 ^  Aaby)^/'^ OQ = 
26 
a b 
which shows that we can express y  in the form Since f [ y )  = 0, arguments 
similar to those used to establish (A.2) show that 
+ 28iabc^ — ab^oq — 20^ baq — = 0 
which is a contradiction since A is the unique positive root of (A.l). Hence, it follows 
that f^{x) = 0 on (0,oo) if and only if x = ^b+a' 
Finally, since lim f { x )  =  o o  =  lim f { x )  and / is a continuous, differentiable 
X—>0 x-^oo 
2 
function on (0, oo) and f ' { x )  = 0 if and only if a; = it follows that / is 
minimized on (0, oo) at 
A^b 
A b + a °  
77 
APPENDIX B 
The following results from real analysis are used in the paper. Lemmas B.l, B.2, 
B.4, and B.5 can be found in Stromberg (1981). 
LemmaB.l: For any sequence let = {{si+s2+—+sn)/n}^_-^, 
the sequence of arithmetic means. If sn 5, then in —> s. 
Lemma B.2: Let and be two convergent sequences such that 
ai ^ a and 6^ —> 6 as I —> CXD, then 
/ - I  
Y. (a-1) 
t=0 
Lemma B.3: If {pt}^i is a sequence for which there exists a A: > 1 and numbers 
9 1  ?  9 2 '  • '  • '  %  
Pl'P)k+l'P2fc+l' '91 
P2'Pit+2'P2ifc+2' '92 
then 
PhP2hP3h ' 9k 
^i=l Pt 91 + 92 "I 
I k 
as / —> oo. 
Proof: The proof for A; = 2 is given. Suppose P2t+l 91 P2t 92-
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Case I: Suppose I = 2n for integers n. Then 
^i=l Pt _  ( g l  +  q 2 )  
i 2 
P \ +  P 2  + + P 2 n  _  (<71 + *72) 
2 2n 
(P1+P3 + ---+P2n-l) . (P2+P4 + --- + P2n) (^1 + <?2) 
2n 2n 2 
< 
PI + P3 + ••• + P2n-1 -"91 
2n + 
P2 + P4 + • • • + P2n - "<72 
2n 
(Pl -9l) + (P3 -<7l) + --- + (P2n-l -9l) 
n 
+ 9 
0 
(P2 - 92) + (P4 - 92) + • • • + (P27z - 92) 
n 
2n 
.2n -f- i] + 
P2n+l 
2n +1 
as n —> oo by Lemma B.l. 
Case II: Let / = 2n + 1 for integers n. Then 
PI + P2 + --- + P2n+1 ^ Pl + P2 + • • • + P2n 
2n + 1 2n 
91 + (12 
2 • 
It follows from the results of Case I and Case II that 
^i=l Pt 91 +<72 
i 2 
as / ^ oo and the Lemma is proved for k = 2. •  
Lemma B.4: Let and be sequences such that af > 0 and 6^ > 0 
oo t  
for all t ,  lim ay = 0, and ^ 6^ = 6 < oo. Then Y ]  a 4 _ j b j  — >  0  BLS t  —* oo. 
t^oo •' t = l  
Lemma B.5: (Fixed Point Theorem) Let X be a complete metric space with metric 
p and \et f : X ^ X satisfy 
p { f { ^ ) J { y ) )  <  o c p { x , y )  
r 
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for all x , y  E  X ,  where a  is some constant independent of x  and y  with 0 < q < 1, 
i.e / is a contraction mapping. Then there is a unique p G A' such that /(p) = p. 
Lemma B.6: Let / : [0,1] —> [0,1] be a differentiable function with 
sup |/'(a:)l < 1. Let {fi : [0,1] —> [0, l];i = 1,2, • • •} be a sequence of continu-
{0<T<1} 
ous functions such that fi  —* f uniformly on [0,1]. Then the sequence 
y t  =  
f t i V t - l )  i f < > l  
0 if i = 0 
converges to the unique fixed point of / in [0,1]. 
Proof: By the proof of the Fixed Point Theorem, the sequence 
xt = 
i f / > l  
0  \ i t  =  0  
converges to the unique fixed point of / in [0,1]. But 
\ y t - x t \  =  U t i v t - i )  -
<  I f t i v t - i )  -  f { y t - i ) \  +  \ f i y t - i )  -
< sup \ f t { x ) - f { x ) \ +  sup |/'(a;)||j/<_i 
{0<x<l} {0<ar<l} 
which follows from the Mean Value Theorem for Derivatives. Applying this bound 
to \yi—i — ll we obtain 
\y i - x t \  <  sup |/i(a;)-/(®)l+ sup \ f ' { x )  
{0<x<l} {0<a;<l} 
2 
( 
sup \ f t - l { x )  -  f i x )  
+ sup l/(x)ll \ y t - 2 - H - 2 \ -
[ { 0 < x < l }  
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Repeatedly applying this bound, we would obtain 
sup \ f ' { x ) \ \  (  sup -  f { x ) \  
j = o \ { o < x < i }  I  
( , V Let a f  = sup \ f t { x )  —  /(a:)| and 6^ = sup |/ (a;)| 1 . Then —> 0 by 
{0<x<l} V{0<a;<l} I 
CO 
the uniform convergence of {/^} to / and ^ 6^ < oo because sup l/'l-'c)! < 1-
i=l {0<x<l} 
t - 1  
So by Lemma B.4, ^ a^_jbj —> 0 as i > oo. • 
i=o 
r 
