Abstract: In this paper we investigate the coupled focusing-defocusing complex short pulse equation, which describe the propagation of ultra-short optical pulses in cubic nonlinear media. Through the unified transform method, the initial-boundary value problem for the coupled focusing-defocusing complex short pulse equation with 4 × 4 Lax pair on the half-line are to be analyzed. Assuming that the solution {q 1 (x, t), q 2 (x, t)} of the coupled focusing-defocusing complex short pulse equation exists, we show that {q 1,x (x, t), q 2,x (x, t)} can be expressed in terms of the unique solution of a 4 × 4 matrix Riemann-Hilbert problem formulated in the complex λ-plane. Thus, the solution {q 1 (x, t), q 2 (x, t)} can be obtained by integration with respect to x. Moreover, we also get that some spectral functions are not independent and satisfy the so-called global relation.
Introduction
One of the most important integrable systems in mathematics and physics is the following short plus (SP) equation
information, Following this spirit, Feng [34] proposed a complex short pulse (CSP) equation
where, = ±1 represents focusing-and defocusing-type, q(x, t) is the complex function. It can be derived from the Maxwell equation. The CSP equation has been studied extensively on the integrability associated with explicit form of the Lax pair [34] , geometrically and algebraically [35, 36] , multiply smooth soliton, loop soliton, cuspon soliton, breather soliton and rogue wave solutions given by the DT method [37, 38] , periodic traveling wave solutions given by the F -expansion method [39] , To describe the propagation of optical pulses in birefringence fibers, Feng [34] also proposed a coupled complex short-pulse (CCSP) equation Similarly, where i = ±1 means focusing case and defocusing case, 1 = − 2 = 1 means focusing-defocusing case, q 1 (x, t) and q 2 (x, t) are the complex functions of x and t, which indicate the magnitudes of the electric fields. The CCSP equation has been studied extensively on the integrability associated with explicit form of the Lax pair, conservation laws [34] , bi-Hamiltonian structure, bilinearization [36] , soliton solutions given by the Hirota's bilinear method [34, 40, 41] , rogue waves solutions given by the DT method [42] . Most recently, Yang and Zhu consider the following coupled focusing-defocusing complex short pulse equation [41] by Hirota's bilinear method, the bright-bright, bright-dark, dark-dark soliton solutions and rogue waves solutions to be constructed. In this paper, we investigate the IBV problems for the following coupled focusing-defocusing complex short pulse equation on the half-line via a unified transform method. The IBV problems of system (1.4) on the interval are presented in anothers paper. For the focusing case ( 1 = 2 = 1) and defocusing case ( 1 = 2 = −1) which can be study by the same ways. Throughout this paper, we consider the half-line domain Ω and the IBV problems for the system (1.4) as follows Half-line domain (see Figure 1) : Ω = {0 < x < ∞, 0 < t < T }; Initial values: u 0 (x) = q 1 (x, t = 0), v 0 (x) = q 2 (x, t = 0); Dirichlet boundary values: g 0 (t) = q 1 (x = 0, t), h 0 (t) = q 2 (x = 0, t); Neumann boundary values: g 1 (t) = q 1,x (x = 0, t), h 1 (t) = q 2,x (x = 0, t). The outline of the present paper is organized as follows. In section 2, we define two sets of eigenfunctions {µ j } 3 1 and {M n } 2 1 of Lax pair for spectral analysis and we also get some spectral functions satisfies the so-called global relation in this part. In section 3, we show that {q 1,x (x, t), q 2,x (x, t)} can be expressed in terms of the unique solution of a 4 × 4 matrix Riemann-Hilbert problem formulated in the complex λ-plane, and the solution {q 1 (x, t), q 2 (x, t)} of coupled focusing-defocusing complex short pulse equation can be obtained by integration with respect to x. The last section is devoted to giving some conclusions and discussions.
The spectral analysis
The coupled focusing-defocusing complex short pulse equation (1.4) admits the 4 × 4 Lax pair [41] 
where I 2 is a 2 × 2 identity matrix, and Q, R are 2 × 2 matrices defined as
Notice that
Direct computations reveal that the zero-curvature equation U x − V t + U V − V U = 0 exactly gives back system (1.3).
By replacing λ by iλ, the Lax pair equation (2.1) can be rewritten as
where σ 4 = diag{1, 1, −1, −1} is a 4 × 4 matrix, ψ = ψ(x, t, λ) is a 4 × 4 matrix-valued or a 4 × 1 column vector-valued spectral function, the 4 × 4 matrix-valued functions U 0 , V 0 and V 1 are defined by
The closed one-form
We find that Lax pair Eq.(2.2) can be rewritten as
where
Introduce a new eigenfunction µ(x, t, λ) is defined by the transform 6) then the Lax pair Eq.(2.4) becomes
and Eq.(2.7) leads to a full derivative form 8) where the closed one-form W (x, t, λ) defined by We assume that {q 1 (x, t), q 2 (x, t)} is a sufficiently smooth function in the half-line region Ω = {0 < x < ∞, 0 < t < T }, and decays sufficiently when x → ∞. {µ j (x, t, λ)} 
where I = diag{1, 1, 1, 1} is a 4 × 4 unit matrix, W j is determined Eq.(2.9), it is only used µ j in place of µ, and the contours {γ j } 3 1 are smooth curve from (x j , t j ) to (x, t), and (x 1 , t 1 ) = (0, T ), (x 2 , t 2 ) = (0, 0), (x 3 , t 3 ) = (∞, t) (see Figure 2) .
Thus, for the point (ξ, τ ) on the each contour, we have that the following inequalities hold true
Since the one-form W j is closed, thus µ j is independent of the path of integration. If we choose the paths of integration to be parallel to the x and t axes, then the integral Eq.(2.10) becomes (j = 1, 2, 3)
Let [µ j ] k denote the k-th column vector of µ j , Eq.(2.11) implies that the first, second, third and fourth columns of the matrices equation(2.10) contain the following exponential term
(2.13) Figure 3 : The sets D n , n = 1, 2, which decompose the complex λ−plane
Thus, we can show that the eigenfunctions {µ j (x, t, λ)} 3 1 are bounded and analytic for λ ∈ C such that λ belongs to µ 1 is bounded and analytic for λ ∈ ∅, µ 2 is bounded and analytic
where D 1 , D 2 denote up-half plane and low-half plane, respectively, pairwisely disjoint subsets of the Riemann λ-plane shown in figure 3.
And these sets {D n } 2 1 have the following properties: σ 4 . We note that µ 1 (x, t, λ) and µ 2 (x, t, λ) are entire functions of λ. Moreover, in their corresponding regions of boundedness
The symmetry of eigenfunctions
For the convenience, we write a 4 × 4 matrix X = (X ij ) 4×4 as
(2.17)
Then the symmetry properties of U (x, t, λ) and V (x, t, λ) imply that the eigenfunction µ(x, t, λ) have the symmetries
where P β = diag(1, β) and β 2 = 1.
where P α ± = diag(±α, ±α, ∓1, ∓1) and α 2 = 1.
According to Eq.(2.23) (see the similar proof in Ref. [12] ), we know that the eigenfunction ψ(x, t, λ) of the Lax pair (2.4) and µ(x, t, λ) of the Lax pair (2.7) are of the same symmetric relation
Moreover, In the domains where µ(x, t, λ) is bounded, we have
The adjugated eigenfunction
We also need to consider the bounded and analytical properties of the minors of the matrices {µ j (x, t, λ)} 3 1 . We recall that the cofactor matrix B A of a 4 × 4 matrix B is defined by It follows from Eq.(2.7) that be shown that the matrix-valued functions µ A 's satisfies the Lax pair
where the superscript T denotes a matrix transpose. Then the eigenfunctions {µ are solutions solutions can be expressed as by using the Volterra integral equations, respectively. Thus, we can obtain the adjugated eigenfunction which satisfies the following analytic properties µ A 1 is bounded and analytic for λ ∈ ∅, µ A 2 is bounded and analytic for λ
The spectral functions and the global relation
We also define the 4 × 4 matrix value spectral function s(λ), S(λ) and S(λ) as follows
as µ 2 (0, 0, λ) = I, we obtain
(2.27)
These relations among µ j are displayed in Figure 4 . Thus these three functions s(λ), s(λ) and S(λ) are dependent such that we only consider two of them, e.g. s(λ) and S(λ)
According to the definition (2.12) of µ j , Eq.(2.27) implies that
τσ 4 (U 2 µ 1 )(0, τ, λ)dτ 28) where µ j (0, t, λ)(j = 1, 2) and µ 3 (x, t, λ), 0 < x < ∞, 0 < t < T satisfy the Volterra integral equations
Thus, it follows from Eqs.(2.28) and (2.29) that s(λ) and S(λ) are determined by U (x, 0, λ) and V (0, t, µ), that is to say, determined by the initial data u 0 (x), v 0 (x) and the boundary data g 0 (t), h 0 (t), g 1 (t), h 1 (t). Indeed, the eigenfunctions µ 3 (x, 0, λ) and µ j (0, t, λ), j = 1, 2 satisfies the x-part and t-part of the Lax pair (2.7) at t = 0 and x = 0, respectively. Then, we have and S A (λ) have the following bounded properties
(2.32)
The spectral functions S(λ) and s(λ) are not independent which is of important relationship each other. In fact, from Eq.(2.27), we have 33) as µ 1 (0, t, λ) = I, when (x, t) = (0, T ). We can evaluate the following relationship which is the global relation as follows 34) where µ 3 (0, t, λ) satisfy the Volterra integral equation
The definition of matrix-valued functions M n 's
For each n = 1, 2, the solution M n (x, t, λ) of Eq.(2.7) is defined by the following integral equation
where W n (x, t, λ) is given by Eq.(2.9), it is only used M n in place of µ, and the contours γ n ij (n = 1, 2; i, j = 1, 2, 3) are defined as follows
(2.37)
According to the definition of γ n , we have
Next, the following proposition guarantees that the previous definition of M n has properties, namely, M n can be represented as a RH problem. Proposition 2.1 For each n = 1, 2 and λ ∈ D n , the function M n (x, t, λ) is defined well by Eq.(2.36). For any identified point (x, t), M n is bounded and analytical as a function of λ ∈ D n away from a possible discrete set of singularities {λ j } at which the Fredholm determinant vanishes. Moreover, M n admits a bounded and continuous extension to Reλ-axis and
Proof: The associated bounded and analytical properties have been established in Appendix B in [18] . Substituting the following expansion . The Fokas method in [10] analyzed the 2 × 2 Lax pair related to two kinds of eigenfunctions µ j , which is used for spectral analysis, and the other eigenfunction is used to be shown RH problem, our definition on M n is similar to the latter eigenfunction.
The jump matrix and computations
The new spectral functions S n (λ)(n = 1, 2) are defined by
(2.41)
Let M (x, t, λ) be a sectionally analytical continuous function in Riemann λ-sphere which equals M n (x, t, λ) for λ ∈ D n . Then M (x, t, λ) satisfies the following jump conditions
Remark 2.3 As the integral equation (2.36) defined by M n (0, 0, λ) involves only along the initial half-line {0 < x < ∞, t = 0} and along the boundary {x = 0, 0 < t < T } , so S n 's can only be determined by the initial data and boundary data, therefore, equation (2.43) represents a jump condition of RH problem. In the absence of singularity, the solution q 1 (x, t), q 2 (x, t) of the equation can be reconstructed from the initial data and boundary values data, but if the M n have pole singularities at some point {λ j }, λ j ∈ C, the RH problem should be included the residue condition in these points, so in order to determine the correct residue condition, we need to introduce three eigenfunctions {µ j (x, t, λ)} 3 1 in addition to the M n 's.
Proposition 2.4
The matrix-valued functions S n (x, t, λ), (n = 1, 2) defined by
can be expressed with s(λ) and S(λ) elements as follows 
where n i1j1,i2j2 (X) denotes the determinant of the sub-matrix generated by taking the cross elements of i 1,2 th rows and j 1,2 th columns of the 4 × 4 matrix X. that is to say
3 is a contour when (X 0 , 0) → (x, t) in the (x, t)-plane, here X 0 is a constant and X 0 > 0, for j = 3, we introduce µ 3 (x, t, λ; X 0 ) as the solution of Eq.(2.10) with the contour γ 3 replaced by γ X 0 3 . Similarly, we define M n (x, t, λ; X 0 ) as the solution of Eq.(2.36) with γ 3 replaced by γ X 0 3 . Then, by simple calculation, we can use S(λ) and s(λ; X 0 ) = µ 3 (0, 0, λ; X 0 ) to derive the expression of S n (λ, X 0 ) = M n (0, 0, λ; X 0 ) and the Eq.(2.45) will be obtained by taking the limit X 0 → ∞.
Firstly, we have the following relations:
Secondly, we can get the definition of R n (λ; X 0 ) and T n (λ; X 0 ) as follows
Tσ M n (0, T, λ; X 0 ),
These equations constitute the matrix decomposition problem of {s, S} by use {R n , S n , T n }. In fact, by the definition of the integral equation (2.36) and {R n , S n , T n }, we obtain
(2.49) Thus equation (2.47) contains 32 scalar equations for 32 unknowns. The exact solution of these system can be obtained by solving the algebraic system. In this way, we can get a similar {S n (λ), s(λ)} as in Eq.(2.45) which just that {S n (λ), s(λ)} replaces by {S n (λ; X 0 ), s(λ; X 0 )} in Eq.(2.45).
Finally, taking X 0 → ∞ in this equation, we obtain the Eq.(2.45).
The residue conditions
Because µ 2 (x, t, λ) is an entire function, and from Eq.(2.44) we know that M (x, t, λ) only produces singularities in S n (λ) where there are singular points, from the exact expression Eq.(2.45), we know that M (x, t, λ) may be singular as follows We use {λ j } N 1 denote the possible zero point above, and assume that these zeros satisfy the following assumptions Assumption 2.5 Suppose that
• n 11,22 (s)(λ) admits n 1 possible simple zeros in D 1 denoted by {λ j } n 1 1 ,
• n 33,44 (s)(λ) admits N − n 1 possible simple zeros in D 3 denoted by {λ j } N n 1 +1 . And these zeros are each different, moreover assuming that there is no zero on the boundary of D n 's(n = 1, 2). 
We can deduce the residue conditions at these zeros in the following expressions:
Proposition 2.7 Let {M n (x, t, λ)} 
(2.50)
(2.51)
and θ ij defined by 
The Riemann-Hilbert problem
In section 2, we define the sectionally analytical function M (x, t, λ) that its satisfies a RH problem which can be formulated in terms of the initial and boundary values of {q 1 (x, t), q 2 (x, t)}. For all (x, t), the solution of system (1.4) can be recovered by solving this RH problem. So we can establish the following theorem.
Theorem 3.1 Suppose that {q 1 (x, t), q 2 (x, t)} is solution of system (1.4) in the half-line domain Ω, and it is sufficient smoothness and decays when x → ∞. Then the solution u(x, t) and v(x, t) of system (1.4) can be reconstructed from the initial values {u 0 (x), v 0 (x)} and boundary values {g 0 (t), h 0 (t), g 1 (t), h 1 (t)} defined as follows Initial values: u 0 (x) = u(x, t = 0), v 0 (x) = v(x, t = 0); Dirichlet boundary values: g 0 (t) = u(x = 0, t), h 0 (t) = v(x = 0, t); Neumann boundary values: g 1 (t) = u x (x = 0, t), h 1 (t) = v x (x = 0, t). Like Eq.(2.26) using the initial and boundary data to define the spectral functions s(λ) and S(λ), we can further define the jump matrix J(x, t, λ). Assume that the zero points of the n 11,22 (s)(λ) and n 33,44 (s)(λ), just like in Assumption 2.5. We also have the following results q 1,x (x, t) = −2i lim λ→∞ (λM (x, t, λ)) 13 , q 2,x (x, t) = −2i lim λ→∞ (λM (x, t, λ)) 14 .
(3.2)
where M (x, t, λ) satisfies the following 4 × 4 matrix RH problem:
• M (x, t, λ) is a sectionally meromorphic on the Riemann λ-sphere with jumps across the contours on Reλ-axis (see figure 3 ).
• M (x, t, λ) satisfies the jump condition with jumps across the contours on Reλ-axis M 2 (x, t, λ) = M 1 (x, t, λ)J(x, t, λ), λ ∈ R. (3.3)
• M (x, t, λ) = I + O(
• The residue condition of M (x, t, λ) is showed in Proposition 2.7.
Proof: We can use similar method like ref. [22] to prove this Theorem. It only remains to prove Eq.(3.2) and this equation hold true from the large λ asymptotic of the eigenfunctions. We omit this proof in here because of the length of this article.
Thus, the solution of the coupled focusing-defocusing complex short pulse equation {q 1 (x, t), q 2 (x, t)} can be obtained by integration with respect to x.
Conclusions and discussions
In this paper, we consider IBV of the coupled focusing-defocusing complex short pulse equation on the half-line. Using the Fokas method for nonlinear evolution equations which taking the form of Lax pair isospectral deformations and whose corresponding continuous spectra Lax operators, assume that the solution {q 1 (x, t), q 2 (x, t)} exists, we show that it can be represented in terms of the solution of a 4 × 4 matrix RH problem formulated in the plane of the complex spectral parameter λ. The spectral functions s(λ) and S(λ) are not independent, but related by a compatibility condition, the so-called global relation. For other integrable equations with high-order matrix Lax pair, can we construct their solution of a matrix RH problem formulated in the plane of the complex spectral parameter λ by the similar method? This question will be discussed in our future paper.
