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BICONED GRAPHS, EDGE ROOTED FORESTS, AND h-VECTORS OF
MATROID COMPLEXES
PRESTON CRANFORD, ANTON DOCHTERMANN, EVAN HAITHCOCK, JOSHUAMARSH,
SUHO OH, AND ANNA TRUMAN
ABSTRACT. A well-known conjecture of Richard Stanley posits that the h-vector of the
independence complex of a matroid is a pure O-sequence. The conjecture has been estab-
lished for various classes but is open for graphic matroids. A biconed graph is a graph
with two specified ‘coning vertices’, such that every vertex of the graph is connected to at
least one coning vertex. The class of biconed graphs includes coned graphs, Ferrers graphs,
and complete multipartite graphs. We study the h-vectors of graphic matroids arising from
biconed graphs, providing a combinatorial interpretation of their entries in terms of ‘edge-
rooted forests’ of the underlying graph. This generalizes constructions of Kook and Lee
who studied the Mo¨bius coinvariant (the last nonzero entry of the h-vector) of graphic ma-
troids of complete bipartite graphs. We show that allowing for partially edge-rooted forests
gives rise to a pure multicomplex whose face count recovers the h-vector, establishing Stan-
ley’s conjecture for this class of matroids.
1. INTRODUCTION
Amatroid is a combinatorial structure that generalizes various notions of independence
that arise in linear algebra, field extensions, graph theory, matching theory, and other
areas. A graphic matroid M(G) has its ground set given by the edge set of some finite
connected graph G, with independent sets given by the sets of edges that do contain a
cycle. Given a matroidM, of particular interest is the number of independent sets ofM
of a certain size. The h-vector ofM encodes this information in a convenient format. The
h-vector of a matroid provides topological information regarding underlying simplicial
complexes and also relates to the notion of activity of bases.
In his work surrounding the Upper Bound Conjecture [18], Stanley proved that if a
simplicial complex is Cohen-Macaulay (an algebraic condition on its associated face ring)
then its h-vector is necessarily an O-sequence: the entries hi are given by the number of
degree i monomials in some order ideal (see Section 2 for details). Motivated by these
results and the orderly structure of matroids (a type of Cohen-Macaulay simplicial com-
plex), Stanley conjectured [18] that the h-vectors of matroids satisfy a stronger condition.
Conjecture 1.1. The h-vector of a matroid is a pure O-sequence.
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Here an O-sequence is pure if the maximal elements of the underlying order ideal can
be chosen to all have the same degree; again we refer to Section 2 for details. Despite re-
ceiving considerable attention for over four decades, the conjecture remains mostly wide
open today. It has been established for some specific classes of matroids, in particular
for cographic matroids by Merino in [13], lattice-path matroids by Schweig in [17], co-
transversal matroids by Oh in [16], rank 3 matroids by Ha´, Stokes, and Zanello in [6],
paving matroids by Merino, Noble, Ramirez-Ibanez, and Villarroel-Flores [14], and rank
4matroids by Klee and Samper in [7].
In [11] Kook established Stanley’s conjecture for the graphic matroid of a coned graph,
by definition a graph G^ = G ∗ {v} obtained from connecting a vertex v to every vertex
of an arbitrary finite graph G. Kook proved the conjecture by explicitly constructing a
multicomplex of ‘partially edge-rooted forests’ in G. A spanning tree T of G^ corresponds
to a partially edge-rooted forest of G in such a way that the number of internally passive
edges in T is given by the cardinality of edges and edge roots in its corresponding partially
edge-rooted forest.
In [12] Kook and Lee studied the h-vectors of complete bipartite graphs Km+1,n+1 and
provided a combinatorial interpretation for theirMo¨bius coinvariant µ⊥(Km+1,n+1), which
can be seen to coincide with the last nonzero entry of the h-vector of the underlying ma-
troid. They showed that the set of such trees correspond to certain ‘edge-rooted forests’ of
the subgraph Km,n. These constructions provide bijective combinatorial proofs for the for-
mulas for µ⊥(Km+1) and µ
⊥(Km+1,n+1) previously established by Novik, Postnikov, and
Sturmfels in [15].
In this paper we study h-vectors of biconed graphs. By definition a biconed graph GA,B
has a pair of vertices 0 and 0 such that every vertex in GA,B is adjacent to one of 0 or 0 (or
both). Loops and some, but not all, parallel edges are admissible (see Definition 3.1 for a
precise statement, and in particular the meaning of A and B). The class of biconed graphs
includes coned graphs, complete multipartite graphs, and Ferrers graphs.
In the concluding section of [12] the authors suggest biconed graphs as a class of graphs
for which their ‘edge-rooted forests’ may naturally generalize. In this paper we confirm
this, showing that the set of completely passive spanning trees of a biconed graph GA,B is
in correspondence with the collection of maximal ‘2-edge-rooted forests’ ofGA,Bred , a certain
‘reduced’ subgraph of GA,B.
Furthermore, we show that by allowing for partially rooted forests this construction
gives rise to a notion of ‘degree’ (in terms of the number of edge roots), in such a way that
that the number of internally active edges in a spanning tree ofGA,B is given by the degree
in the corresponding partially 2-edge-rooted forest. Our main results can be summarized
as follows. We refer to later sections for technical definitions.
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Theorem 1.2 (Corollary 3.10, Lemma 4.2). Suppose GA,B is a biconed graph with h-vector
h = (h0,h1, . . . ,hd). Then hi is given by the number of partially 2-edge-rooted forests in G
A,B
red of
degree i.
We let F(GA,Bred ) denote the set of partially 2-edge-rooted forests in G = A ∪ B. The set
F(GA,Bred ) has a pleasing combinatorial structure, as our next result indicates.
Theorem 1.3 (Lemma 4.3, Lemma 4.4). For any biconed graph GA,B the set F(GA,Bred ) is a pure
multicomplex on the set of edges of GA,Bred .
From these we obtain our main result.
Theorem 1.4 (Corollary 4.5). Stanley’s conjecture holds for graphic matroids of biconed graphs.
The rest of the paper is organized as follows. In Section 2 we recall some basic notions
from matroid theory and the study of pure O-sequences, and establish some notation. In
Section 3we describe ourmain objects of study and establish bijections between three sets:
spanning trees of a biconed graphGA,B, birooted forests inGA,Bred , and 2-edge-rooted forests
in GA,Bred . In Section 4, we prove that the set of the 2-edge-rooted forests is a pure multi-
complex. Here we also prove that the pure O-sequence arising from this multicomplex is
the h-vector of the (graphic matroid of the) underlying biconed graph, thus establishing
Stanley’s conjecture. In Section 5, we suggest some further applications of 2-edge-rooted
forests and also discuss some open questions.
2. PRELIMINARIES
In this section we recall some basic definitions and set some notation.
2.1. Matroids. We first review some basic notions of matroid theory, referring to [2] for
more details. For the purposes of this paper, a matroidM = (E, I) on a finite ground set E
is a nonempty collection I of subsets of E satisfying
(1) If A ∈ I and B ⊂ A then B ∈ I.
(2) If A,B ∈ I and |A| > |B| then there exists some e ∈ A \B such that B ∪ e ∈ I.
The collection I is called the set of independent sets of the matroid, and a maximal in-
dependent set (under inclusion) is called a basis. The number of elements in any (and
hence every) basis ofM is called the rank of the matroid. Given any matroidM = (E, I)
one defines the dual matroid M∗ as the matroid with ground set E and independent sets
I∗ = {E \ I : I ∈ I}.
An important example of a matroid, particularly relevant for us, comes from graph
theory. If G is a finite connected graph with vertex set V(G) and edge set E(G) (possibly
with loops and multiple edges) one defines the graphic matroid M(G) with ground set
4 P. CRANFORD, A. DOCHTERMANN, E. HAITHCOCK, J. MARSH, S. OH, AND A. TRUMAN
E = E(G) and independent sets given by acyclic collections of edges. The bases are then
spanning trees of G, and hence the rank ofM(G) is given by |V(G)|− 1.
2.2. Activity and h-vectors. The collection of independent sets of a matroid form a sim-
plicial complex called the independence complex ofM. Associated to a simplicial complex of
dimension d− 1, and therefore to a matroid of rank d, is its f-vector f = (f−1, f0, . . . , fd−1),
where fi−1 is the number of simplices of cardinality i. The h-vector of the independence
complex of M (which we will simply refer to as the h-vector of M) encodes the same
information as f in a form that is more convenient, especially in algebraic contexts.
We can define the entries of h = (h0, . . . ,hd) according to the linear relation
d∑
i=0
fi−1(t− 1)
d−i =
d∑
k=0
hkt
d−k.
The h-vector of a simplicial complex is related to a presentation of the Hilbert function
of its Stanley-Reisner (face) ring, and in the case of matroids encodes combinatorial data
regarding any shelling of its independence complex.
In the case of a matroid M the h-vector is also related to a certain expression for the
Tutte polynomial of M, expressed in terms of activity of elements in the collection of
bases. For this we fix a linear ordering < on the ground set E of of the matroidM. Now
suppose B is a basis for M. For any element e ∈ B we say that e is internally passive in
B if it can be replaced by a smaller element to obtain another basis; that is, if (B \ e) ∪ f
is a basis ofM for some f < e. We say that e ∈ B is internally active if it is not internally
passive, that is, if it cannot be replaced by any smaller element from the ground set to
get another basis. An edge e /∈ B is said to be externally active (passive) if it is (is not) the
smallest element in the unique circuit containing T ∪ e.
In the case of a graphic matroid M = M(G) these constructions can be more explic-
itly described. Suppose G is a connected graph with ordered edge set E, and let T be a
spanning tree of G. Removing an edge e ∈ T creates a forest with two components. The
fundamental bond BG(T , e) with respect to e ∈ T consists of all edges in G that have an
endpoint in each of the two components. Then e is internally active if it is the smallest
element (with respect to the fixed ordering <) in its fundamental bond BG(T , e). Dually, if
e /∈ T , then the addition of e creates a fundamental circuitC(T , e)which is the minimum de-
pendent set containing e and edges from T . Then e is externally active if it is the smallest
in this set of edges. From [1] we have the following.
Lemma 2.3. [1, Section 7.3] SupposeM is a matroid of rank d with an arbitrary fixed ordering
of the ground set, and let h = (h0,h1, . . . ,hd) denote its h-vector. Then hi equals the number of
bases with i internally passive elements with respect to the ordering of the ground set. The value
of hi is independent of the choice of the ordering.
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For a matroidM its Tutte polynomial is given by
TM(x,y) =
∑
τi,jx
iyj,
where τi,j is the number of bases ofM with i internally active elements and j externally
active elements. Hence evaluating the Tutte polynomial at TM(x, 1) gives a polynomial in
one variable x where the coefficient of xi is given by hd−i. We refer to [2] for more details
regarding the Tutte polynomial and external activity.
2.4. Multicomplexes and (pure)O-sequences. Wenext review the notion ofO-sequences
and purity involved in the statement of Stanley’s conjecture. Recall that amulticomplexM
on a ground set E = {e1, e2, . . . , ej} is a collection of multisets of elements from E that is
closed under taking subsets: if σ ∈M and τ ⊂ σ, then τ ∈M.
Equivalently, a multicomplexMmay be thought of as a set of monomials ea11 e
a2
2 · · · e
aj
j
satisfying the property that if p ∈ M and q divides p, then q ∈ M. In this context, a
collection of monomials satisfying this condition will be referred to as an order ideal. The
multisets in M which are maximal under inclusion are the facets of M. The size of the
largest set inM is called the degree ofM. A multicomplex is pure if all its facets have the
same cardinality.
A sequence of positive integers (f−1, f0, . . . , fd−1) is said to be an O-sequence if there
exists a multicomplexM with the property that fi is the number of sets inM with cardi-
nality i+ 1, with d the degree ofM. The sequence is a pureO-sequence ifM can be chosen
to be a pure.
3. BICONED GRAPHS AND ROOTED FORESTS
We next turn to our main objects of study. The following notion is similar to what is
suggested by Kook and Lee in [12]. Herewe consider graphs that are finite and undirected
but possibly with loops and parallel edges. For a graph G with vertices u, v ∈ V(G), we
use uv to denote the edge {u, v}.
Definition 3.1. Suppose G is a graph with vertex set V(G) = A ∪ B. The biconing of G
with respect to A and B is the addition of two additional vertices 0 and 0 and edges
• 00,
• 0a for all a ∈ A,
• 0b for all b ∈ B.
Denote the resulting graph by GA,B. A biconed graph is any graph that is obtained from
a biconing.
See Fig. 1A and Fig. 1B for an example of a biconed graph. Examples of biconed graphs
in include coned graphs, complete multipartite graphs, and Ferrers graphs (see the last
section for a definition of the latter).
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1 2 3 4
1 2 3 4
5 6
5
0
0
FIG. 1A. The graph G with
V(G) = A∪ B, where
A = {1, . . . , 6} and
B = {1, 2, 1, . . . , 5}
1 2 3 4
1 2 3 4
5 6
5
0
0
FIG. 1B. The resulting biconed
graph GA,B
1 2 3 4
1 2 3 4
5 6
5
0
0
FIG. 1C. The corresponding
subgraph GA,Bred
Define A := B \A, so that V(G) is the disjoint union of A and A. The complete bipartite
graphs Km,n investigated in [12] are examples of biconed graphs with A ∩ B = ∅, or
equivalently satisfying B = A. We emphasize that our generalization allows for some
vertices of G to be connected to both coning vertices.
We will be interested in the activity of elements in the spanning trees of biconed graphs,
and for this we define a total order on the edge set inspired by conventions in [12]. Let
m = |A| and n =
∣
∣A
∣
∣, and without loss of generality assume that the elements of A and
A are labeled such that A = [m] = {1, . . . ,m} and A = [n] = {1, . . . ,n}. We then order the
vertices in the following manner:
0 < 0 < 1 < 2 < · · · < m < 1 < · · · < n.
For the rest of this paper, we assume that the vertices of GA,B are ordered according
to this convention and that the edges E(GA,B) are ordered by the induced lexicographic
order, with parallel edges ordered arbitrarily. It is this ordering of the edges of GA,B that
will be used to define the activity of edges in any spanning tree.
3.2. Birooted forests. For a biconed graphGA,B we let T (GA,B) denote its set of spanning
trees. We wish to encode the elements in T (GA,B) in terms of more convenient combina-
torial structures. For this we’ll need the following notions.
Definition 3.3. Suppose T ∈ T (GA,B) is a spanning tree of a biconed graphGA,B. A vertex
v ∈ T is a connecting vertex if v ∈ A and is adjacent to 0 or v ∈ A and is adjacent to 0. A
connecting edge in T is an edge of the form 0u or 0v for u ∈ A, v ∈ A.
For GA,B a biconed graph, we let T0 ∈ T (G
A,B) denote the spanning tree that contains
the edge 00, all edges of form 0u for u ∈ U and edges 0v for v ∈ U. Note that T0 is
the lexicographically smallest spanning tree of GA,B and clearly has the property that
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all edges are internally active. Furthermore we have the following observation, which
motivates many of our constructions.
Remark 3.4. Suppose T ∈ T (GA,B) is a spanning tree T ofGA,B. Then the internally active
edges of T are given by the edge 00 (if it exists in T ) and all connecting edges involving a
connecting vertex v, where v is not the smallest vertex in its component within T \ T0.
We let GA,Bred denote the graph obtained from G
A,B by removing the edges of T0 and also
removing the vertex 0. Notice that for any spanning tree T of GA,B, the graph T \ T0 in
GA,Bred gives a spanning subforest of G
A,B
red . This process of course loses information, but
we will attach just enough auxiliary data to such a spanning subforest to encode all the
activity information of the original spanning tree T .
For this we extend some notions from [12], where the case of a complete bipartite graphs
was studied. Suppose F is a spanning forest of GA,Bred . A rooted component of F is a compo-
nent in the forest which has exactly one vertex marked as a root vertex. A birooted compo-
nent of F is a component which has 2 vertex roots, with one root in A and the other in
A∪ 0.
Definition 3.5. Given a biconed graph GA,B, a birooted forest (of GA,Bred ) is a spanning for-
est F of GA,Bred such that 0 is rooted, at most one component is birooted, and every other
component of F is rooted.
Recall that T (GA,B) is the set of all spanning trees of a biconed graph GA,B. We let
R(GA,Bred ) denote the set of birooted forests of G
A,B
red . Our first result relates these sets:
Lemma 3.6. For any biconed graph GA,B there exists a bijection φ1 : T (G
A,B)→ R(GA,Bred ).
Proof. Suppose T ∈ T (GA,B) is a spanning tree. The edges that get delete from T as we
move to the forest T \ T0 are edges 00, edges of the form 0a for a ∈ A and 0b for b ∈ A
where a,b are connecting vertices of T . To define φ1(T) as a spanning forest of G
A,B
red ,
we simply root all the connecting vertices. Every component in this forest must have
a rooted vertex since T is connected and spanning. Additionally, there is at most one
birooted component in φ1(T) since T is acyclic. After all of this is done, root the vertex 0
to obtain φ1(T).
The inverse can also easily be described. Given a birooted forest F, simply convert the
rooted vertices to connecting vertices and add the connecting edges accordingly. Finally,
in the case that there no birooted component we add back the edge 00. The resulting
graph T is a spanning tree of GA,B with the property that φ1(T) = F.

Currently all the information we need from a spanning tree T of GA,B is stored in a
spanning forest of GA,Bred with the help of some auxiliary information stored in the rooted
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vertices. It will be convenient to move this information to the edges for our purposes of
constructing a multicomplex. We describe this process in the next subsection.
3.7. 2-Edge-rooted-forests. Here we describe our method of encoding activity of a span-
ning tree of a biconed graph in terms of multisets of edges of our auxiliary construction.
Suppose GA,B is a biconed graph and F any set of edges of GA,Bred . We use (F,m) to denote
a multiset on F, wherem : E(F)→N≥1 is a multiplicity function.
An edge e ∈ (F,m) is said to be n-rooted, or to have n roots, if m(e) = n+ 1. To n-root
an edge e in a some set F of edges is to set the multiplicity of e in e to n+ 1. An edge e is
rooted if its k-rooted for some k > 0.
A component of (F,m) is just a sub-multiset (S,n) of (F,m) induced on S such that S is a
component of F. We say that a component in (F,m) is n-edge-rooted if n is the sum of the
the number of edge roots in the edges of the component, plus 1 if the component contains
the vertex 0. For example, a component which contains 0 and has 3 edge roots in total is
4-edge-rooted. Lastly, an edge in (F,m) is bridging if it connects a vertex in A to a vertex
in A∪ 0.
Definition 3.8. A 2-edge-rooted forest is a multiset (F,m) of edges of GA,Bred such that the
following criteria are met:
(C0) F is a spanning forest of GA,Bred .
(C1) (F,m) has at most one 2-edge-rooted component.
(C2) Every other component of (F,m) is 0- or 1-edge-rooted.
(C3) In a 2-edge-rooted component of F not containing 0, the number of bridging edges
in the (unique) shortest path containing the edge roots is odd. In a 2-edge-rooted
component of (F,m) containing 0, the number of bridging edges in the shortest
path containing both the edge root and 0 is odd.
The parity condition on the path in (C3) is to guarantee that we obtain an endpoint in
each of the sets A and A. For a biconed graph GA,B we let F(GA,Bred ) denote the set of all
2-edge-rooted forests of GA,Bred . We will use the observation from Remark 3.4 to transfer
the activity information as follows.
Lemma 3.9. For any biconed graph GA,B there is a bijection φ2 : R(G
A,B
red )→ F(GA,Bred ).
Proof. Let R be a birooted forest of GA,B. To define φ2(R), we show how to convert the
information of rooted vertices of R into rooted edges. For each 1-rooted component of
R let vs denote the smallest vertex in that component. If vs is the rooted vertex do not
root any edges in that component. If the rooted vertex is not vs, then 1-root the first edge
of the (unique) path from the rooted vertex to vs. If there is a birooted component of
R containing 0 (which is always rooted), 1-root the first edge in the path from the other
root vertex to 0. For any other birooted component, 1-root the first and last edges of the
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(unique) path from one rooted vertex to the other. If this path consists of exactly one edge,
2-root that edge.
We will check that what we get is a 2-edge-rooted forest. Condition (C0) is automati-
cally met since F consists of the same underlying edge set as R (without the roots). Condi-
tion (C1) and (C2) are met since there is at most one birooted component in R. Condition
(C3) is met since in a birooted component, one vertex root lies in A and the other lies in
A ∪ 0, so the path between the root vertices of the 2-edge-rooted component must cross
the bridging edges an odd number of times in total.
To see that the above process is reversible, notice that just by checking the number of
rooted edges within a component it is easy to see if the component was rooted or birooted
in the birooted forest. If there is no edge root in the component, we give vs the root.
Otherwise we recover the desired vertex roots since we the unique path it defined can be
read off from the two rooted edges (or 0 and a rooted edge). 
1 2 3 4
1 2 3 4
5 6
5
0
0
FIG. 2A. Spanning tree of GA,B
1 2 3 4
1 2 3 4
5 6
5
0
0
FIG. 2B. Birooted forest ofR(GA,Bred )
1 2 3 4
1 2 3 4
5 6
5
0
0
FIG. 2C. 2-edge-rooted forest of
F(GA,Bred )
By composing the two maps we created in this section we get a bijection φ = φ2 ◦ φ1
from T (GA,B) to F(GA,Bred ):
Corollary 3.10. For any biconed graph GA,B the function φ : T (GA,B)→ F(GA,Bred ) defined
above is a bijection from the set of spanning trees ofGA,B to the collection of 2-edge-rooted
forests of GA,Bred .
See Figure 2 for an illustration of this process. In the next section we will show that the
collection of 2-edge rooted forests gives rise to a pure multicomplex, leading to a proof of
Stanley’s conjecture for our class of graphs.
4. A MULTICOMPLEX OF 2-EDGE-ROOTED FORESTS
In this section, we show that the collection F(GA,Bred ) of 2-edge-rooted forest gives the
pure multicomplex we want. It will be convenient to think of elements of F(GA,Bred ) as
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monomials. For this we associate a variable to each edge of GA,Bred and construct a mono-
mial from a multiset (F,m) of F(GA,Bred ) by simply multiplying all the elements in that
multiset. For example the multiset {c, c, c, e, f} is labeled c3ef (see Figure 3A). Via this
correspondence, we will abuse notation and use (F,m) to denote the a monomial con-
structed this way, and also F(GA,Bred ) to denote the collection of such monomials. Our plan
is to prove that F(GA,Bred ) is a pure multicomplex and the resulting pure O-sequence is the
h-vector of GA,B.
Example 4.1. Let G be K4 with the vertices partitioned by A = {1, 2}, B = A = {1, 2}, and
E(G) = {a,b, c,d, e, f}. We can convert the 2-edge-rooted forests into multisets (equiva-
lently viewed as monomials) as shown. The 2-edge-rooted forest in Fig. 3C shows the
result of removing an edge from Fig. 3B.
2 2
1 1x
3
12
c3
f
e
FIG. 3A. c3ef
2 2
1 1
d
f2
a2
FIG. 3B. a2df2
2 2
1 1
f2
a2
FIG. 3C. a2f2, removing the edge d
from 3B
We again use the observation from Remark 3.4 to prove the that the rank generating
function of F(GA,Bred ) counted via degree is the h-vector of G
A,B. In particular we have the
following.
Lemma 4.2. The function φ : T (GA,B) → F(GA,Bred ) described above maps a spanning tree of
GA,B with i internally passive edges to a monomial of degree i.
Proof. Given a spanning tree T , we will first analyze what edges are internally passive.
From the basis exchange with respect to T0, all edges of T \ T0 are internally passive. The
edge 00, if it exists in T is obviously active. The remaining edges connect 0 or 0 to some
connecting vertices of T .
For an edge that connects to a rooted component or a birooted component with 0 this
edge is passive if and only if the vertex it connects to inside the component (which turns
out to be a rooted vertex of φ1(T)) is not the smallest vertex inside the corresponding
component in φ1(T). Recall that this happens if and only if that rooted vertex of φ1(T)
provides an extra edge root inside φ(T).
For a set of two edges that connect to a birooted component without 0, the existence of a
birooted component implies that the edge 00 is not inside the spanning tree. Hence these
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edges can be each be exchanged with the smaller edge 00 and therefore passive. By our
construction this component becomes a 2-edge-rooted component inside φ(T).
Hence we have seen that each passive edge of T \ T0 contributes its own edge root inside
φ(T), and hence an extra degree to the desired monomial. This proves the claim. 
The collection of 2-edge-rooted forests is also closed under taking subsets.
Lemma 4.3. F(GA,Bred ) is a multicomplex on the edges of G
A,B
red .
Proof. We need to show that for any (F,m) ∈ F(GA,Bred ) and any e ∈ (F,m), the multiset
(F,m) \ e is again in F(GA,Bred ). This is where our definition of 2-edge-rooted forests will
come in handy. From Definition 3.8, the only condition that needs to be carefully checked
after deleting an edge is (C3).
In the case that deletion of e results in either no change to the 2-edge-rooted compo-
nent or results in a forest with no 2-edge-rooted component (as is illustrated in moving
between the graphs in Figure 3B to 3C), the condition (C3) is obviously satisfied. In the
remaining case, that is, when e is not part of a path between the rooted edges, it does not
affect the bridging edges so (C3) is again satisfied. 
Now we show that F(GA,Bred ) is pure.
Lemma 4.4. F(GA,Bred ) is a pure multicomplex.
Proof. From Lemma 4.2 we see that a 2-edge-rooted forest of largest degree corresponds
via ϕ to a spanning tree with the property that every edge is passive. Translating the
description of active/passive edges to F(GA,Bred ), we see that (F,m) ∈ F(G
A,B
red ) is of largest
degree if and only if every component is either singular inGA,Bred (consists of a single vertex)
or is 1- or 2-edge rooted, and there is a 2-edge rooted component when GA,Bred contains
a bridging edge. In order to prove the claim, it suffices to show that for any (F,m) ∈
F(GA,Bred ) that is not of this largest degree, there is some (F
′,m ′) ∈ F(GA,Bred ) such that
(F,m) ( (F ′,m ′).
If (F,m) contains any non-singular component which isn’t rooted, we may root any
edge to get our desired (F ′,m ′). If F contains a singular component v that is not 0 and is
not singular inGA,Bred , add any edge ofG
A,B
red having v as its endpoint. This does not create a
cycle as v was isolated. Now assuming (F,m) has all eligible components 1-edge-rooted,
the only remaining case is when (F,m) does not contain a 2-edge rooted component but
GA,Bred contains a bridging edge.
If (F,m) itself does not contain any bridging edges, we simply add any bridging edge
of GA,Bred . If (F,m) does contain a bridging edge that is rooted, we make it 2-rooted. Finally
assume that (F,m) contains a bridging edge but none that are rooted. Here to get out
(F ′,m ′) we add an edge root to a bridging edge e such that there are no other bridging
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edges in the smallest path containing e and the 1-rooted edge (or 0 if present) of the
component. This ensures that (C3) is still satisfied and the result follows. 
For a biconed graph GA,B we let hi denote the ith entry of the h-vector of its underlying
graphic matroid. By Lemma 2.3 and Lemma 4.2, we have that hi is given by the number
of monomials in F(GA,Bred ) of degree i. From Lemma 4.3 and Lemma 4.4, we that F(G
A,B
red )
is a pure multicomplex. Hence this proves our main result.
Corollary 4.5. Stanley’s h-vector conjecture holds for graphic matroids of biconed graphs.
5. OPEN QUESTIONS AND FUTURE DIRECTIONS
In this section, we discuss questions that arise from our study of biconed graphs which
are possible directions for future research.
Question 5.1. What is the Mo¨bius coinvariant µ⊥(Kn1,n2,...,nℓ) of a complete multipartite graph?
Recall that the Mo¨bius conivariant µ⊥(G) of a graph G is defined to be |µL(M(G))∗ |, the
Mo¨bius invariant of the lattice of flats of the matroid dual to the graphic matroid of G. It
is known that µ⊥(G) is equal to the rank of the reduced homology of the independence
complex ofM(G) and also equal to the Tutte evaluation TG(0, 1), and hence equal to the
largest nonzero entry in the h-vector of the underlying matroid (counting the number of
spanning trees with zero internal activity). In [12], the authors found closed formulas for
the Mo¨bius coinvariants of complete bipartite graphs by counting certain edge and vertex
rooted forests using Hermite polynomials. From our results, we see that determining
the Mo¨bius coinvariant of a biconed graph is equivalent to counting its maximal 2-edge-
rooted forests, those which have in every non-singular component at least 1-edge root
and exactly one 2-edge-rooted component. A careful count of such structures would then
lead to a combinatorial formula the Mo¨bius coinvariants of these graphs. A potential
method is to take an approach similar to that in [12], creating a structure with a blend of
edge rooting and vertex rooting, in order to count the number of maximal 2-edge-rooted
forests.
Question 5.2. Can we use our characterization of the h-vectors of biconed graphs to get a nice
formula for the case of Ferrers graphs?
Recall from [5] that a Ferrers graph is a bipartite graph with vertex set partition U =
{u0, . . . ,un} and V = {v0, . . . , vm} satisfying
• If (ui, vj) is an edge then so is (up, vq) for all 0 ≤ p ≤ i and 0 ≤ q ≤ j,
• (u0, vm) and (un, v0) are both edges.
In particular such a graph is biconed. For a Ferrers graph G we have the associated
partition λ = (λ0, λ1, . . . , λn), where λi is the degree of the vertex ui. The associated Fer-
rers diagram (also called Young diagram) is the diagram of boxes where we have a box
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in position (i, j) if and only if (ui, vj) is an edge in G. Ehrenborg and van Willigenburg
studied enumerative aspects of Ferrers graphs in [5]. In [4] the authors studied (minimal)
recurrent configurations of Ferrers graphs using decorated EW-tableaux. As explained
for example in [3], recurrent configurations of any graph G are in a simple duality with
superstable configurations of G, which by results of Merino [13] form a multicomplex
whose f-vector recovers the h-vector of the dual matroid M(G)∗. In particular the num-
ber of recurrent configurations of G of a particular degree are given by the h-vector of
M(G)∗. Recurrent and superstable configurations are objects of chip-firing, so for more
information regarding chip-firing, see [3]. Our work provide an interpretation for the
h-vector of the primal matroid M(G), is there a relationship between our constructions
and chip-firing? Also, Ferrers graphs can be obtained by taking the biconing of other
Ferrers graphs, so is there any recursive structure that can be taken advantage of when
investigating h-vectors?
Question 5.3. Does the set of 2-edge rooted forests in a biconed graph lead to a basis for the
homology of the matroid independence complex?
For any graph G the independence complex of its graphic matroid H˜(I(M(G))) is a
wedge of spheres of dimension n− 2 (where n is the number of vertices). The number of
spheres in this wedge is given by the Mo¨bius coninvariant µ⊥(G). In the case of biconed
graphs, we have seen that this number is given by the number of 2-edge rooted forests.
Hence a natural question to ask if one can associate a 2-edge rooted forest with a fun-
damental cycle in H˜(I(M(G))), to obtain a basis for this vector space. Furthermore, the
automorphism group Aut(G) of the graph G acts on this vector space, and it is natural to
study this representation. This was studied for the case of coned graphs in [10] and for
complete bipartite graphs in [12].
Question 5.4. Can we generalize our constructions to n-coned graphs?
Generalizing the construction of biconed graphs we can construct an n-coned graph
GU1,U2,...Un = (V(G),E(G)) by taking a graph and connecting each of its vertices to at
least or exactly one coning point. Depending on the requirements on edges between the
coning points, this may be a very large class of graphs. In reviewing internal activity of
edges in biconed graphs, the internal activity of edges in n-coned graphs parallels that
of biconed graphs, so k-edge-rooted forests or another edge-rooted forest structure may
lead to pure multicomplexes. Does this multicomplex structure extend in a natural way
to more cone vertices? What requirements do we need on the edges between the coning
points so that this multicomplex generalizes?
Question 5.5. Does Stanley’s Conjecture hold in the case of matroids of radius 2 graphs?
The eccentricity of a vertex v in a connected graph G is the number of edges between it
and the vertex farthest (with respect to edges) from it. The radius of G is the minimum
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eccentricity of its vertices. Biconed graphs are special cases of radius 2 graphs since the
eccentricity of both coning vertices is at most 2. This extends on coned graphs, which are
exactly the graphs of radius 1. Stanley’s Conjecture has been easiest to prove for graphs
which are well-connected – roughly speaking, graphs whose ratio of cardinality of edges
to cardinality of vertices is high – so radius 2 graphs may be a reasonable next step.
Question 5.6. Can we bound the number of spanning trees of a biconed bipartite graph?
Let G be a bipartite graph withm vertices on one side and n vertices on the other side,
with vertex degrees d1,d2, . . . ,dm and e1, e2, . . . , en. Is it true that the number of spanning
trees of G is at most
m−1n−1
m∏
i=1
di
n∏
j=1
ej?
Ehrenborg and vanWilligenburg proved this for Ferrer’s graphs, where in fact equality is
achieved [5]. Klee and Stamps give a linear algebraic approach for weighted graphs using
the Weighted Matrix-Tree Theorem in [9]. They use a similar linear algebraic approach
for unweighted graphs using Lapacian matrices and Kirchhoff?s Matrix-Tree Theorem in
[8].
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