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Spin-transfer torques induced by temperature gradients in conducting ferromagnets are calculated
microscopically for smooth magnetization textures. Temperature gradients are treated a` la Luttinger
by introducing a fictitious gravitational field that couples to the energy density. The thermal torque
coefficients obtained by the Kubo formula contain divergences caused by equilibrium components
that should be subtracted before applying the Einstein-Luttinger relation. Only by following this
procedure a familiar Mott-like formula is obtained for the dissipative spin-transfer torque. The
result indicates that a fictitious field coupled to the entropy rather than energy would solve the
issue from the outset.
PACS numbers: 72.15.Gd, 72.25.Ba, 73.50.Lw, 85.80.Lp
I. INTRODUCTION
A spin current is a flow of angular momentum, which
can be transferred to other degrees of freedom and
thereby exerts a torque on them. In ferromagnetic con-
ductors, an ordinary (Ohmic) electric current, induced
by an applied electric field, is accompanied by a spin
current, and this can be utilized to control magnetiza-
tion dynamics.1,2
Spin currents can also be induced by a temperature
gradient in ferromagnets, which may also be used to con-
trol magnetization without the need to apply an electric
field.3–5 A temperature gradient of 0.2 K/nm in permal-
loy has been estimated to induce a torque equivalent to
that by an electric current density of 107 A/cm2.6 This
value indicates that thermally-driven domain wall mo-
tion may be realized in magnetic nanostructures. Do-
main wall in magnetic insulators, in which spin currents
are carried by magnons, indeed move under a tempera-
ture gradient.7
In this paper, we calculate spin torques induced by
a temperature gradient in a conducting ferromagnet fo-
cussing on mobile conduction electrons (not magnons).
We consider a general but smooth magnetization texture
as described by the Landau-Lifshitz-Gilbert (LLG) equa-
tion. To treat thermal perturbation, we follow Luttinger8
and introduce a (fictitious) gravitational field which cou-
ples to the energy (or heat) density of the system and ex-
ploit the Einstein relation.9 The calculation then should
be done quite in parallel with the calculation of (ordi-
nary) electrically-induced torques. However, a straight-
forward calculation leads to a physically wrong contribu-
tion which diverges towards absolute zero temperature.
The resolution of this difficulty is the main subject of this
paper.
A similar problem has been known to exist in thermo-
electric transport in strong magnetic fields.10–12 In this
case, the problem was resolved by separating the trans-
port current from the magnetization current and apply-
ing the Einstein relation to the former. In calculating
spin torques, we need to generalize this idea and propose
to separate the non-equilibrium and equilibrium compo-
nents, applying the Einstein relation to the former. A
similar feature exists in the ‘spin-orbit torques’ due to
Rashba-type spin-orbit coupling, which will be reported
in a separate paper.13
This paper is organized as follows. After a brief de-
scription of spin torques in Sec. II, we define a model in
Sec. III. Based on the formulation outlined in Sec. IV, we
evaluate explicitly the thermal torque in Sec. V and ob-
serve that the result contains an unphysical contribution.
The resolution of this problem is described in Sec. VI, and
the correct result is given in Sec. VII. The consequence of
our results are illustrated in Sec. VIII for thermal torques
in the absence of applied electric fields. In Sec. IX, we
discuss our procedure in a more general context. The
work is summarized in Sec. X. Some supplementary cal-
culations and discussions are deferred to the Appendices.
II. GENERAL DESCRIPTION OF SPIN
TORQUES
The LLG-Slonczewski (LLGS) equation, in which the
effects of spin currents are included, reads
n˙ = γ0Heff × n+ α0n˙× n+ t˜, (1)
where n = n(r, t) is a unit-vector field representing the
spin direction of magnetization, and the dot represents
the time derivative. The first two terms, a precessional
torque (Heff : effective field, γ0: gyromagnetic constant)
and Gilbert damping (α0: damping constant), exist even
without conduction electrons. Effects of conduction elec-
trons are given by the third term, t˜, called spin torque
in general.
For a smooth magnetization texture, n, the torques
due to an electrically-induced spin current density js =
2j↑ − j↓ has the form,
t˜el = −(vs ·∇)n− β n× (vs ·∇)n. (2)
The first term is the celebrated spin-transfer torque14
with the (renormalized) “spin-transfer velocity”
vs = −
h¯
2estot
js, (3)
where stot is the angular-momentum density of to-
tal magnetization (including conduction electrons, see
Ref. 15). The electron charge is denoted as −e so that
e > 0. The second so-called ‘β-term’ originates from
spin-relaxation processes.16,17 Although the dimension-
less constant β is expected to be small (∼ 0.01), it im-
portantly affects the dynamics of a domain wall.16–19
Torques induced by a temperature gradient, ∇T , take
the same form
t˜th = −(vT ·∇)n− βT n× (vT ·∇)n, (4)
but the coefficient vector vT is driven by ∇T . Any
spin-relaxation process is expected to produce the sec-
ond term, with βT being a dimensionless parameter. By
scattering theory Hals et al.20 demonstrated that βT 6= β,
but a formulation by linear response theory is still lack-
ing.
III. MODEL
The microscopic origin of spin torques is the s-d ex-
change interaction21
Hsd = −M
∫
d3xn(x)·σˆ(x), (5)
between the spin σˆ(x) ≡ c†σ c of conduction electrons
and magnetization n(x), whereM is a coupling constant.
For example, if an electron moves through a magnetiza-
tion texture n(x), its spin experiences a time-dependent
‘field’Mn. The electron, in turn, exerts a reaction (spin)
torque22,23
tsd = Mn(x)× 〈σˆ(x)〉, (6)
on the magnetization since M〈σˆ(x)〉 is an effective mag-
netic field, where the brackets 〈· · · 〉 indicate a quantum
statistical average. The calculation of the torque is thus
reduced to calculating the electron spin density in the
current-carrying non-equilibrium state.
To be specific, let us consider a free electron system
subject to impurity scattering. The Hamiltonian is given
by
H =
∫
d3x
[
h¯2
2m
(∇c†)(∇c) + c†Vimp(x) c
]
+Hsd, (7)
with
Vimp = ui
∑
i
δ(r −Ri) + us
∑
j
(Sj ·σ) δ(r −Rj). (8)
We focus on the case that the magnetization is static, and
basically uniform except for a small transverse deviation
u:
n(r) = zˆ + u(r) = zˆ + uq e
iq·r, (9)
where u ⊥ zˆ, |u| ≪ 1, and calculate the spin density
to first order in uq and q. This is sufficient to deter-
mine the coefficients of each torque.24–26 The impurity
potential Vimp is treated in the Born approxination for
the self-energy combined with ladder-type vertex correc-
tions. The renormalized Green function (for u = 0) is
given by
Gkσ(z) =
[
z + µ− h¯2k2/2m+Mσ + iγσsgn(Imz)
]−1
,(10)
with broadening (damping)
γσ =
h¯
2τσ
= πniu
2
i νσ +
π
3
nsu
2
sS
2
imp(νσ + 2νσ¯), (11)
where τσ is the spin-dependent scattering lifetime, ni and
ui (ns and usSimp) denote concentration and scattering
potential of the normal (magnetic) impurities, respec-
tively, and νσ is the density of states of spin-σ electrons.
At low enough temperatures, the chemical potential µ
equals the Fermi energy εF. We also define Fermi energies
for each spin, σ = ±1, by εFσ = εF+Mσ. As in Ref. 25,
we assume a good ferromagnetic metal and retain only
terms in the lowest nontrivial order in γσ/(µ+ σM) and
γσ/M (which are collectively denoted by γ); explicitly,
they are O(γ−1) for the spin-transfer torque and O(γ0)
for the dissipative correction (β-term).
IV. FORMULATION
Thermally-induced torques (induced by a temperature
gradient, ∇T ) can be calculated analogously to ordinary
current-induced torques (induced by an applied electric
field E). In this section, we outline the formulation for
both torques.
Let us consider the general case in which conduction
electrons in a ferromagnet are subject to an applied elec-
tric field (E), chemical-potential gradient (∇µ), tem-
perature gradient (∇T ), and applied gravitational field
(−∇ψ). The gravitational potential ψ was introduced
by Luttinger8 as a field which couples to the local energy
density, h(x), thus driving an energy flow, jE . Here we
introduce it as a field coupling to h(x) − µn(x), where
n(x) is the (local) number density, so that it drives heat
current, jQ = jE − µj, which is just a rearrangement to
simplify the equations. Then the non-equilibrium part of
the transverse spin polarization, which is responsible for
(non-equilibrium) spin torques, can be written as
〈σˆα⊥(q)〉ne = χ
α
i
(
Ei +
1
e
∇iµ
)
+ χαQ,i
(
−
∇iT
T
−∇iψ
)
,
(12)
3where χαi and χ
α
Q, i are linear-response coefficients with
α and i being spin and spatial indices, respectively. (In
Eq. (12), sum over i = x, y, z is assumed.) We use the
same coefficient for Ei and ∇i µ/e, as well as for ∇iT/T
and ∇i ψ. This can be justified by an argument a` la
Einstein:8,9 under static, finite wavelength, and longitu-
dinal perturbation, the system is in an equilibrium state,
implying that torques of non-equilibrium origin should
not arise.
The coefficients of the mechanical perturbations (Ei
and −∇i ψ) are given by the standard Kubo formula
8,28
χαi = lim
ω→0
Kαi (q, ω + i0)−K
α
i (q, 0)
iω
, (13)
χαQ,i = lim
ω→0
KαQ,i(q, ω + i0)−K
α
Q,i(q, 0)
iω
, (14)
where the response functions (see Appendix A) are ob-
tained from
Kαi (q, iωλ) = −e
∫ β
0
dτ eiωλτ 〈Tτ σˆ
α
⊥(q, τ)Ji 〉, (15)
KαQ, i (q, iωλ) =
∫ β
0
dτ eiωλτ 〈Tτ σˆ
α
⊥(q, τ)JQ,i 〉, (16)
by the analytic continuation, iωλ → h¯ω + i0, where
ωλ = 2πλkBT and β = (kBT )
−1.27 Here J is the to-
tal charge current (in units of −e) and JQ is the total
heat current; they are given by the volume integral of
the corresponding current densities;
j(x) =
h¯
2mi
lim
x′→x
(∇′ −∇)c†(x) c(x′), (17)
jQ(x) =
ih¯
4m
lim
x′→x
(∇′ −∇)(∂τ ′ − ∂τ )c
†(x) c(x′), (18)
where x = (r, τ) and x′ = (r′, τ ′). Note that the expres-
sion (18) is written in imaginary time, τ .
The response functions, Kαi and K
α
Q, i , are non-zero in
the presence of magnetization textures, Eq. (9), and we
extract uβ and qj fromK
α
i andK
α
Q,i. In the next section,
we derive the forms
Kαi (q, iωλ) = −eM
−1 (b˜ δαβ + a˜ εαβ)ω qiu
β
q , (19)
KαQ,i(q, iωλ) = M
−1 (b˜T δ
αβ + a˜T ε
αβ)ω qiu
β
q , (20)
where δαβ is the Kronecker’s delta and εαβ is the anti-
symmetric tensor (with εxy = 1) in two dimensions, while
a˜, b˜, a˜T and b˜T are yet unspecified coefficients. These ex-
pressions indeed lead to the torques given by Eqs. (2)
and (4), with
vs = −
a˜
stot
(eE +∇µ), β = b˜/a˜, (21)
vT = −
a˜T
stot
(
∇T
T
+∇ψ
)
, βT = b˜T /a˜T . (22)
The calculation of the coefficients a˜, b˜, a˜T and b˜T in
Eqs. (19) and (20) is the subject of the next two sec-
tions.
Before proceeding, we show that the two cases (elec-
trical and thermal) can actually be calculated simultane-
ously. In Eqs. (15) and (16), the (imaginary-) time evo-
lution and thermal average are determined by H . Since
this is a one-body Hamiltonian, c˙ = [c,H ]/ih¯ is also a
one-body operator. We therefore can use Wick’s theo-
rem to factorize
Kαi (q, iωλ) = eT
∑
n
∑
k,k′
vk, i tr [σ
αG+k′+q,kGk,k′ ], (23)
and
KαQ, i (q, iωλ)
= −T
∑
n
(iεn + iωλ/2)
∑
k,k′
vk, i tr [σ
αG+k′+q,kGk,k′ ]
+
1
2
T
∑
n
∑
k
tr [σα(G+vˆi + vˆi G)k+q,k]. (24)
Here, Gkσ,k′σ′ ≡ Gkσ,k′σ′(iεn) ≡
−
∫ β
0
dτ eiεnτ 〈T c†kσ(τ) ck′σ′〉 is the exact Green function
of H (before the impurity average is taken), G+ is the
one with frequency iεn+ iωλ, vk = h¯k/m is the electron
velocity, and “tr” means trace in spin space. (Since H
includes u(r) and Vimp, G has off-diagonal components
in both spin and wavevector.) In deriving Eq. (24), we
used the relation,
〈Tτ c (τ) c˙
† 〉 = −〈Tτ c˙ (τ) c
† 〉 =
d
dτ
G(τ) + δ(τ). (25)
Since the last term of Eq. (24) does not depend on ωλ
(after summing over εn), it does not contribute to the
result [see Eq. (14)], and can be dropped. Thus we are
left only with the first term of Eq. (24), showing that
the heat-current vertex is simply governed by the factor
(iεn + iωλ/2)vk. We confirmed this statement starting
from an explicit expression for the heat current (without
using the time derivative) in Appendix B. (For many-
body Hamiltonians, see Ref. 29.)
V. EXPLICIT CALCULATION
We calculate the torque coefficients, Kαβij and K
αβ
Q,ij
[Eqs. (19) and (20))] by first extracting qj and u
β
q from
Kαi and K
α
Q,i as
Kαi (q, iωλ) = −eMK
αβ
ij (iωλ) qju
β
q , (26)
KαQ,i(q, iωλ) = MK
αβ
Q,ij(iωλ) qju
β
q , (27)
where summing over j = x, y, z and β = x, y is implied.
To the lowest nontrivial order in γ, they are expressed
diagrammatically in Fig. 1, and read
Kαβij (iωλ) = T
∑
n
ϕαβij (iεn + iωλ, iεn), (28)
KαβQ,ij(iωλ) = T
∑
n
(iεn + iωλ/2)ϕ
αβ
ij (iεn + iωλ, iεn),(29)
4_
 jv
 iv
ασ βσ
 iv
 jv
ασ βσ
 jv
 iv
_
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 iv
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FIG. 1: Diagrammatic expressions for the coefficient Kαβij
and KαβQ,ij that govern the transverse spin polarization,
〈σˆα⊥(q)〉ne, which is linear in Ei (or −∇iT/T ), qj and u
β ,
in the presence of current flow (induced by either electric
field Ei or temperature gradient ∇iT ) and magnetization tex-
ture (qju
β). The velocity vertices vi and vj are associated
with Ei and qj , respectively. In the thermally-induced torque
(KαβQ,ij), the vertex vi is multiplied by i(εn + ωλ/2). The
thick (thin) solid lines represent electrons with Matsubara
frequency iεn + iωλ (iεn). The dotted line with a cross rep-
resents scattering by non-magnetic or magnetic impurities.
where30
ϕαβij (iεn + iωλ, iεn)
=
∑
k
vivj
{
tr
[
σαG+G+σβG+G
]
− tr
[
σαG+GσβGG
]}
+ Γ˜0
∑
k,k′
vivj
{
tr
[
(G′σαG+′)G+G+σβG+G
]
−tr
[
(G′σαG+′)G+GσβGG
]
+tr
[
σαG+G+(G+′σβG+′)G+G
]
−tr
[
σαG+G(G′σβG′)GG
]}
. (30)
Here, the following notation has been used: G+ =
Gk(iεn + iωλ), G = Gk(iεn), G
+′ = Gk′(iεn + iωλ),
G′ = Gk′ (iεn), vi = h¯ki/m, and Γ˜0 = niu
2
i −nsu
2
sS
2
imp/3.
The electrically-induced torques, Eqs. (28) and (30), have
been studied in Ref. 25. New in this paper is introduction
and treatment of Eq. (29).
After the analytic continuation, iωλ → h¯ω + i0, we
expand Kαβij and K
αβ
Q,ij with respect to ω as
K(ω + i0)−K(0)
=
ih¯ω
2π
∫ ∞
−∞
dε
(
−
∂f
∂ε
){
Re[ϕ(1)(ε, ε)]− ϕ(2)(ε, ε)
}
−
h¯ω
2π
∫ ∞
−∞
dε f(ε) (∂ε − ∂ε′) Im
[
ϕ(1)(ε, ε′)
]∣∣∣
ε′=ε
+O(ω2), (31)
where f(ε) is the Fermi-Dirac distribution function, and
∂ε = ∂/∂ε, ∂ε′ = ∂/∂ε
′. In Eq. (31), ϕ = ϕαβij (ε, ε
′)
for K = Kαβij , and ϕ = [(ε + ε
′)/2]ϕαβij (ε, ε
′) for K =
KαβQ,ij ; the superscripts (1), (2) and (3) on ϕ express the
analytic branches continued as G+G → GRGR, GRGA
and GAGA, respectively.
After some manipulations, the coefficients adopt the
form,
a˜ =
∫ ∞
−∞
dε
(
−
∂f
∂ε
)
A(ε), (32)
b˜ =
∫ ∞
−∞
dε
(
−
∂f
∂ε
)
B(ε)−
∫ ∞
−∞
dεf(ε) ∂εC(ε), (33)
for electrically-induced torques, and
a˜T =
∫ ∞
−∞
dε
(
−
∂f
∂ε
)
εA(ε), (34)
b˜T =
∫ ∞
−∞
dε
(
−
∂f
∂ε
)
εB(ε)−
∫ ∞
−∞
dεf(ε) ε ∂εC(ε),(35)
for thermally-induced torques. The terms containing
(−∂f/∂ε) are called “Fermi-surface terms”, and those
with f(ε) as “Fermi-sea terms”.31 This separation is not
unique in a strict sense, but convenient in practice (at
least in the present context) if defined symmetrically
(ε ± ω/2) as in Eq. (31). The functions A,B and C are
given by
A(ε) =
M2
π
∑
σ
σReLσ(ε), (36)
B(ε) =
M2
π
∑
σ
ImLσ(ε), (37)
C(ε) =
M2
π
Im
∑
k
vivj
(
GRk↑G
R
k↓
)2
, (38)
with
Lσ(ε) =
∑
k
vivjG
R
kσ(G
R
kσ¯)
2GAkσ
×
{
1 + Γ˜0
∑
k′
GRk′σ¯(G
R
k′σ +G
A
k′σ)
}
. (39)
In Eqs. (38) and (39), all Green functions share the fre-
quency argument ε. Equations (32)-(35) can be rewritten
as
a˜ = A0, b˜ = B0 − C0, (40)
a˜T = A1, b˜T = B1 − C1 + c, (41)
where
An =
∫ ∞
−∞
dε
(
−
∂f
∂ε
)
εnA(ε), (42)
and similarly for Bn and Cn, with
c =
∫ ∞
−∞
dεf(ε)C(ε). (43)
5Using Eq. (6), the torques are obtained as
tel = [A0 ∂in+ (B0 − C0)(n × ∂in)] eEi, (44)
t(ψ) = [A1 ∂in+ (B1 − C1 + c)(n× ∂in)] ∂iψ. (45)
Note that as T → 0, A1, B1 and C1 vanish, but c remains
finite.
The c-term in Eq. (45),
∆t(ψ) ≡ c (n× ∂in) ∂iψ, (46)
is problematic for the following reasons. If the Einstein-
Luttinger relation (12) is applied, it leads to a thermally-
induced torque
∆tth = c (n× ∂in) ∂iT/T, (47)
which diverges as T → 0 (since c is finite as T → 0).
This contradicts the thermodynamic law (Nernst theo-
rem) that thermally-induced effects should vanish with
temperature. Also, the predicted finite βT even in the
absence of spin relaxation violates the spin conservation.
Therefore, Eq. (46) must be carefully reconsidered.
VI. SUBTRACTION OF EQUILIBRIUM
COMPONENTS
To settle the problem encountered in the last section,
we note that the combination −∇ψ −∇T/T in Eq. (12)
should be applied only to non-equilibrium components
that must be identified beforehand.
Even at equilibrium, i.e., without external fields Ei =
0 and ψ = 0, a finite spin density 〈σˆ〉eq = (c/M)∇
2n
exists, which corresponds to the exchange-stiffness torque
teq = c (n×∇
2n). (48)
The coefficient c is the same as in Eq. (43), and rep-
resents the contribution of the conduction electrons to
the exchange-stiffness constant; see Appendix C for the
calculation.
This equilibrium torque is modified by ψ in two ways.
First, the torque formula, Eq. (6), acquires an additional
factor
t
(ψ)
sd = Mn(x)× 〈σˆ(x)〉(1 + ψ), (49)
since the s-d coupling, and hence the effective field ∼
δHsd/δn, is multiplied by 1+ψ. Secondly, the spin den-
sity 〈σˆ(x)〉 may be modified by ψ (on top of a term pro-
portional to ∂iψ). It turns out, however, that no such
terms arise in 〈σˆ(x)〉; see Eq. (D8) for an explicit expres-
sion, and Appendix A for a formal derivation. From a
general point of view, this is owed to the adiabatic na-
ture of the Kubo formula and the conserved nature of
the perturbed quantity (energy). This is shown in Ap-
pendix E. Therefore, the equilibrium spin density 〈σˆ〉eq
in the previous paragraph (for ψ = 0) is not modified by
a uniform ψ (namely, in the zeroth-order gradient of ψ).
Therefore, using Eq. (48) in Eq. (49), we obtain
t
(ψ)
eq′ = c (n×∇
2n)(1 + ψ). (50)
(The suffix eq′ means that this term does not exhaust
the equilibrium torque.) The total equilibrium torque is
the sum of Eq. (50) and Eq. (45); the former contains all
torques proportional to ψ, and the latter those propor-
tional to ∂iψ. Focussing on terms containing c
t
(ψ)
eq′ +∆t
(ψ) = −∂i j
(ψ)
s,i , (51)
where
j
(ψ)
s,i = −c (n× ∂in)(1 + ψ) (52)
is the spin-current density (in the classical magnetiza-
tion texture formed by localized spin system) in the pres-
ence of ψ. The right-hand side of Eq. (51) represents the
(generalized) exchange-stiffness torque in the presence of
ψ, which we identify as the total equilibrium torque. By
subtracting this equilibrium component, we identify the
non-equilibrium component to be Eq. (45) without the
offensive c-term. The replacement, ∂iψ → ∂iT/T , should
be enforced only in this non-equilibrium component such
that
tth = [A1 ∂in+ (B1 − C1)(n × ∂in)] ∂iT/T, (53)
behaves regularly (namely, vanishes) as T → 0.
The above procedure, Eqs. (50)-(53), may be bet-
ter understood by subjecting an insulating ferromagnet
(without mobile s electrons) to ψ. Its Lagrangian is given
by
L =
∫
d3x
{
h¯Sϕ˙ cos θ −
J
2
(∇n)2(1 + ψ)
}
, (54)
where (θ, ϕ) represents the direction of n. Note that ψ
couples only to the energy density J(∇n)2/2 (anisotropy,
damping, etc. are neglected for simplicity), and not to the
kinetic term (first term). The variational principle leads
to the equation of motion23
h¯Sn˙ = J ∂i[(n× ∂in)(1 + ψ)], (55)
whose right-hand side precisely corresponds to Eq. (51).
This supports the identification of the equilibrium torque
in the preceding paragraph.
A similar difficulty has been noted for thermal trans-
port in magnetic fields. To resolve it, the authors of
Refs. 10-12 proposed to extract the transport current
by subtracting the magnetization current, and then to
apply the substitution ∂iψ → ∂iT/T to the transport
current. In this procedure, it is essential that the expres-
sions for electric and heat currents are modified by ψ (as
in Eq. (49)).
6VII. RESULT
We thus arrive at expressions for the non-equilibrium
torque ttot = tel + tth,
tel = [A0 ∂in+ (B0 − C0)(n× ∂in)] eEi, (56)
tth = [A1 ∂in+ (B1 − C1)(n× ∂in)] ∂iT/T, (57)
where the coefficients are given by (42) with25
A(ε) =
h¯
2e
σs(ε), B(ε)− C(ε) = β(ε)
h¯
2e
σs(ε), (58)
and thus
tel =
h¯
2
Ei
∫
dε
(
−
∂f
∂ε
)
σs(ε)[ ∂in+ β(ε)(n× ∂in)], (59)
tth =
h¯
2e
∇iT
T
∫
dε
(
−
∂f
∂ε
)
ε σs(ε)[ ∂in+ β(ε)(n × ∂in)].
(60)
Here, σs(ε) is the “spin conductivity” and β(ε) is dissi-
pative correction,
σs =
e2
m
(n↑τ↑ − n↓τ↓), (61)
β =
2π
3
nsu
2
sS
2
imp
ν↑ + ν↓
M
, (62)
evaluated at energy µ+ ε (or εF + ε at low enough tem-
peratures), with nσ being the density of spin-σ electrons.
The relation between tth and tel may be symbolically
written as
tth =
∫
dε
(
−
∂f
∂ε
)
ε tel(ε)
∣∣∣
eE→∇T/T
, (63)
where the electric field E in tel is replaced by the temper-
ature gradient ∇T in tth. (tel(ε) is defined by the total
integrand of Eq. (59).)
For sufficiently low temperatures, the Sommerfeld ex-
pansion∫ ∞
−∞
dε F (ε)
(
−
∂f
∂ε
)
= F (0) +
π2
6
F ′′(0)(kBT )
2 + · · · ,(64)
can be used to evaluate as A0 = A(0), A1 =
(π2/3)A′(0)(kBT )
2, etc. Here, the prime originally refers
to the ε-derivative, but it can be redefined to be the εF-
derivative, since ε and εF appear only as ε + εF in the
unperturbed Green function, Eq. (10), and the factor ε
in Eqs. (34) and (35) does not appear in F ′′(0). Hence
a˜T =
π2
3
da˜
dεF
(kBT )
2, b˜T =
π2
3
db˜
dεF
(kBT )
2, (65)
or
tth =
π2
3
(kBT )
2 d
dεF
tel
∣∣∣∣
eE→∇T/T
. (66)
These are ‘Mott formulae’ for the thermally-induced spin
torque in terms of the εF-derivative of the electrical coun-
terpart.
Explicitly, the total torque is written as
t˜tot =
h¯
2estot
{
(j tots ·∇)n+ β n× (j
tot
s ·∇)n
+β′n× (jQ,s ·∇)n
}
, (67)
where
jtots = σs (E + Ss∇T ), Ss =
π2k2B
3e
σ′s
σs
T, (68)
with Ss reflecting the spin dependence of the Seebeck
coefficient, and
jQ,s =
π2k2B
3e
σs T ∇T (69)
is the ‘spin-heat current’, i.e., spin-polarized part of
the heat current (multiplied by −e). The second and
the third terms in the brackets of Eq. (67) follow from
(βσs)
′ = βσ′s+β
′σs. While the first and the second terms
are the ordinary spin-transfer torque and the β-term due
to thermoelectric spin current, the third term (with β′)
is the spin torque directly driven by the heat current.
VIII. APPLICATION
To illustrate the implications of the microscopic result,
we consider now a temperature gradient without external
electric field, Eext = 0. The spin torque depends on the
type of the circuit (closed or open) because of the internal
field Eint, where E = Eext+Eint.
6 Total spin torque (67)
may then be rewritten as
t˜tot(Eext = 0) =
h¯
2estot
(1 + βT n×)(j
T
s ·∇)n, (70)
where jTs is proportional to ∇T and βT is an effective
beta parameter. For a closed circuit, E = 0, the ther-
mal spin-transfer torque is governed by the thermoelec-
tric spin current jT,closeds = σsSs∇T , and the thermal
β-term by
βclosedT j
T,closed
s =
π2k2B
3e
βσs
(
σ′s
σs
+
β′
β
)
T∇T, (71)
where
βclosedT = β + β
′σs
σ′s
. (72)
For open circuits j = σc(E + Sc∇T ) = 0 with σc =
(e2/m)(n↑τ↑ + n↓τ↓) and Sc = (π
2k2B/3e)(σ
′
c/σc)T , the
thermal spin-transfer torque is governed by jT,opens =
σs(Ss − Sc)∇T . The thermal β-term then reads
βopenT j
T,open
s =
π2k2B
3e
βσs
(
−
σ′c
σc
+
σ′s
σs
+
β′
β
)
T∇T, (73)
7where
βopenT = β + β
′
(
σ′s
σs
−
σ′c
σc
)−1
. (74)
Thus, the thermal βT differs from the electrical one (β)
when β′ 6= 0.
In the present model (7) with parabolic electron disper-
sion and high electron densities, σs depends on ǫF only
weakly32 and the thermoelectric spin current (∝ σ′s) is
vanishingly small, whereas σ′c/σc ∼ 1/εF and β
′/β =
(ν′↑ + ν
′
↓)/(ν↑ + ν↓) ∼ 1/2εF (if εF ± M are not too
small compared to εF). Therefore, in closed circuits, the
thermal spin-transfer torque is dominated by the ther-
mal β-term ∝ β′σsT∇T driven by the spin-heat current,
Eq. (69). By opening the circuits, both torques change
sign by the effect of Eint (∝ −σ
′
c/σc). A domain wall is
thus driven in mutually opposite directions in closed and
open circuits. In real materials, such features of course
depend on the details of band structure.
IX. GENERAL ASPECTS
In this section, we draw some general conclusion out of
the analysis in the previous sections. For this purpose, it
is convenient to shift the (off-shell) energy variable ε as
ε→ ε− µ, so that the Fermi-Dirac distribution function
is explicitly µ-dependent but the Green functions are not.
Without introducing new functions, we redefine f(ε) =
(eβ(ε−µ)+1)−1 instead of f(ε) = (eβε+1)−1, and G(ε) =
(ε− εk + · · · )
−1 instead of G(ε) = (ε+ µ− εk + · · · )
−1,
and similarly for B(ε) and C(ε). (We focus on b˜ and b˜T .)
Following Luttinger’s prescription, we considered the
linear response to a field ψ which couples to the energy
(or heat) density. Thermal response functions have been
obtained from the electrical response functions by simply
introducing an (ε − µ)-factor inside the ε-integral. This
“(ε − µ)-factor prescription” works well for the Fermi-
surface term,
χsurfaceel =
∫ ∞
−∞
dε
(
−
∂f
∂ε
)
B(ε), (75)
χsurfaceth =
∫ ∞
−∞
dε
(
−
∂f
∂ε
)
(ε− µ)B(ε). (76)
On the other hand, for the Fermi-sea terms, it leads to
an unphysical contribution that can be repaired by sub-
tracting the equilibrium components, leading to
χseael =
∫ ∞
−∞
dεf(ε)D(ε), (77)
χseath =
∫ ∞
−∞
dεf(ε) (ε− µ)D(ε)−
∫ ∞
−∞
dεf(ε)C(ε),
(78)
where D(ε) ≡ −∂εC(ε). The first term in χ
sea
th includes
the (ε − µ)-factor for the heat (or heat-current) vertex,
while the second term subtracts the equilibrium compo-
nent. By partial integration,
χseath =
∫ ∞
−∞
dε {(ε− µ)f(ε)− Ω(ε)}D(ε), (79)
where
Ω(ε) = −
∫ ∞
ε
dεf(ε) = −T ln(1 + e−β(ε−µ)), (80)
assuming that εC(ε) → 0 as ε → −∞. We note
that Ω(ε) is nothing but the grand-canonical free en-
ergy for fermions at energy ε.33 Since the first term in
the brackets of Eq. (79) represents the (average) energy,
E(ε) = εf(ε), the terms in the brackets can be regarded
as E(ε) − µf(ε) − Ω(ε) = E(ε) − F (ε) = TS(ε), where
F (ε) ≡ Ω(ε)+µf(ε) is the corresponding Helmholtz free
energy, and
S(ε) =
ε− µ
T
f(ε) + ln(1 + e−β(ε−µ)) (81)
is the entropy. Thus we obtain the suggestive expression,
χseath = T
∫ ∞
−∞
dε S(ε)D(ε). (82)
Since the entropy behaves regularly and vanishes in the
limit T → 0, so does χseath /T .
34 The unphysical divergence
has thus been removed.
If we define
Φ(T, µ) =
∫ ∞
−∞
dεΩ(ε)D(ε), (83)
and note the relations, f(ε) = −∂Ω(ε)/∂µ and S(ε) =
−∂Ω(ε)/∂T ,
χseael = −
∂
∂µ
Φ(T, µ), (84)
χseath = −T
∂
∂T
Φ(T, µ), (85)
which looks very much like thermodynamic formulae.
Similar expressions are possible for the Fermi-surface
terms as well.35 A formula similar to Eq. (84) has been
derived by Strˇeda for the Fermi-sea term of the Hall
conductivity.36
The above considerations suggest the following pre-
scription for the calculation of thermal response func-
tions. Given the electrical response functions, Eqs. (75)
and (77), the thermal response functions, Eqs. (76) and
(82), are obtained by the replacement,
f(ε)→ TS(ε). (86)
This prescription works for the Fermi-surface term as
well, since (−∂f/∂ε) is replaced by
T
(
−
∂S
∂ε
)
= (ε− µ)
(
−
∂f
∂ε
)
, (87)
8which is identical with the (ε−µ)-factor prescription for
the Fermi-surface term, leading to Eq. (76). Although
we did not derive this procedure from first principles,
it suggests that a (fictitious) field that couples to the
entropy density (times temperature), rather than to the
energy (or heat) density, has more direct relevance for
the problem.
X. SUMMARY
We presented a microscopic model calculation of spin
torques induced by a temperature gradient in a conduct-
ing ferromagnet. Based on the observation that the Lut-
tinger’s prescription leads to an unphysical result, we rec-
ognized that the Einstein relation should be applied only
to the non-equilibrium components. We thus subtracted
the equilibrium component from the Kubo formula before
applying the Einstein relation.
In the subtraction procedure, we noted (i) the mod-
ification of the torque formula by ψ [Eq. (49)], but (ii)
the absence of a linear response to ψ (not ∇ψ); the lat-
ter reflects the adiabatic nature of the Kubo formula and
the conservation of energy current (to which the field ψ
couples). We suggest that a field which couples to the en-
tropy density would directly lead to the desired results,
although a formal proof is still necessary.
A general thermoelectric relation between thermal and
electrical torques Eq. (63) leads to a generalized Mott
formula Eq. (66) for sufficiently low temperatures. When
the dissipative correction (β-term) depends on energy, a
new “β-term” beyond the simple thermoelectric effect
(due to spin currents induced by temperature gradient)
should be taken into account.
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Appendix A: Linear Response to Gravitational Field
Here we summarize some formulae of the linear re-
sponse to a “gravitational” field, ψ, which couples to
the energy density of the system, as considered by
Luttinger.8
To be specific, let us take ψ(r, t) = ψq e
i(q·r−ωt). Then
the perturbation is described by
H ′ = ψq h(−q) e
−iωt (A1)
where h(q) is the Fourier component of the energy den-
sity h(x). (In this paper, h actually means h − µn, as
stated just above Eq. (12).) To first order in ψ, the re-
sponse of a physical quantity Aˆ is expressed as
〈Aˆ 〉ne = −K0(q, ω + i0)ψq e
−iωt. (A2)
The response function K0(q, ω + i0) is obtained from
K0(q, iωλ) =
∫ β
0
dτ eiωλτ 〈Tτ Aˆ(τ)h(−q) 〉 (A3)
by analytic continuation, iωλ → h¯ω+i0. Let us introduce
the heat-current operator jQ by the continuity equation
for the energy (measured from the chemical potential),
∂
∂t
h(x) +∇·jQ = 0. (A4)
In the Fourier (q) and imaginary-time (τ) representation,
∂τh(−q) = h¯q·jQ(−q). Using this in Eq. (A3) and doing
a partial integration, we obtain
K0(q, iωλ) =
h¯qi
iωλ
[Ki(q, iωλ)−Ki(q, 0)], (A5)
where
Ki(q, iωλ) =
∫ β
0
dτ eiωλτ 〈Tτ Aˆ(τ) jQ,i(−q) 〉. (A6)
The factor iqi in Eq. (A5) is combined with ψq in
Eq. (A2) to yield ∇ψ. When ∇ψ is uniform and static,
we can take the limit q → 0 and ω → 0 in the coefficient
(Eq. (A6)) and obtain
〈Aˆ 〉ne = lim
ω→0
Ki(ω + i0)−Ki(0)
iω
(−∇iψ) , (A7)
Ki(iωλ) =
∫ β
0
dτ eiωλτ 〈Tτ Aˆ(τ)JQ,i 〉, (A8)
where JQ ≡ jQ(q = 0) is the total heat current. An
explicit form of jQ is given in Eq. (18).
Appendix B: Cancellation in the Interaction Picture
At the end of Sec. IV, we showed that in the ‘Heisen-
berg’ picture (defined for the full Hamiltonian, H) the
heat-current vertex dffers from the charge current vertex
only by the factor i(εn + ωλ/2). . Here we confirm this
statement by a calculation based on the following explicit
formula [Eq. (B1)] for the heat current. As seen below,
due to many cancellations we are indeed left only with
the first term of Eq. (24).
The explicit form of the total heat current operator
(without invoking a time derivative as in Eq. (18)) is
given by
JQ =
∑
k
vk c
†
k ξˆk ck −M
∑
k
vk c
†
k+ (uq · σ) ck−
+
1
2
∑
k,k′
(vk + vk′) c
†
k Vimp(k − k
′) ck′ , (B1)
9where vk = h¯k/m, k± = k ± q/2,
ξˆk =
h¯2k2
2m
−Mσz − µ, (B2)
and Vimp(k − k
′) is the Fourier transform of Eq. (8).
Let us examine each contribution to Kαβij ;
Kαβij = T
∑
n
∑
k
vivj (ϕ1 + ϕ2 + ϕ3 + ϕ
′
2 + ϕ
′
3). (B3)
The contribution from the first term of Eq. (B1) is
obtained by replacing the vi-vertex in ϕ
αβ
ij [Eq. (30)]
as G+viG → G
+vi ξˆkG. Using the identity, G
−1 =
iεn − ξˆk − Σ, or
ξˆk = i
(
εn +
ωλ
2
)
−
1
2
[(G+)−1 +G−1]−
1
2
(Σ+ +Σ),
(B4)
where Σ is the self-energy, we have
ϕ1 = i(εn + ωλ/2)
{
tr
[
σαG+G+σβG+G
]
− tr
[
σαG+GσβGG
]}
,
ϕ2 = −
1
2
{
tr
[
σαG+G+σβ(G+ +G)
]
− tr
[
σα(G+ +G)σβGG
]}
,
ϕ3 = −
1
2
{
tr
[
σαG+G+σβG+(Σ+ +Σ)G
]
− tr
[
σαG+(Σ+ +Σ)GσβGG
]}
. (B5)
In order to evaluate the contribution by the second
term in Eq. (B1), we start from
Kαi (iωλ) = Mu
β
q T
∑
n
∑
k
vi tr
[
σαG+
k+q/2σ
βGk−q/2
]
(B6)
and expand it with respect to qj . We obtain (Fig. 2 (a))
ϕ′2 =
1
2
{
tr
[
σαG+G+σβG
]
− tr
[
σαG+ σβGG
]}
, (B7)
which partly cancels ϕ2; the remaining terms
ϕ2 + ϕ
′
2 =
1
2
{
tr
[
σαG+G+σβG+
]
− tr
[
σαGσβGG
]}
(B8)
do not depend on ωλ after summing over εn and can
be dropped. This corresponds to the second term of
Eq. (24).
The contribution from the third term of Eq. (B1) is
shown diagrammatically in Fig. 2 (b) and (c). The dia-
grams of Fig. 2 (b) gives
ϕ′3 =
1
2
{
tr
[
σαG+G+σβG+(Σ+ +Σ)G
]
−tr
[
σαG+(Σ+ +Σ)GσβGG
]}
. (B9)
which cancels with ϕ3. The contribution of Fig. 2 (c) is
∼ O(γ) and is disregarded.
For the diagrams including vertex corrections in Fig. 1,
similar arguments hold.
As a result, we need to take into account only ϕ1 (in-
cluding vertex corrections), in accordance with the ob-
servation made around Eq. (24).
+
+
 jv
ασ βσ
 i(v + v' ) i2
1‟
 jv
ασ βσ
 i(v + v' ) i2
1‟
ασ βσ
 jv
 i(v + v' ) i2
1‟
ασ βσ
 jv
 i(v + v' ) i2
1‟
(a)
(b)
(c)
ᵋ ασ βσ  iv 
 jv
ασ βσ
 jv
 iv 
FIG. 2: Diagrammatic expressions for KαβQ,ij calculated with
the second term (a) and the third term (b,c) of the heat-
current operator, Eq. (B1).
Appendix C: Equilibrium Exchange Torque
Here we calculate the equilibrium exchange torque,
Eq. (48), to show that it indeed has the same coefficient
c [Eq. (43)] as the problematic term, Eq. (46). In the
presence of a static magnetization texture, Eq. (9), the
equilibrium spin density to the first order in uq reads
〈σˆα⊥(q)〉eq = MK
αβ(q)uβq , (C1)
10
where
Kαβ(q) = −T
∑
n
∑
k
tr[σαGk+q(iεn)σ
βGk(iεn)]
= Kαβ(0) +Kαβij qiqj +O(q
4). (C2)
In the second line, we expanded Kαβ(q) with respect to
q with coefficients Kαβ(0) = (ρs/M)δ
αβ , where ρs =
n↑ − n↓ is the conduction electron spin polarization for
uniform n, and
Kαβij =
1
2
T
∑
n
∑
k
vivjtr[σ
αGGσβGG]
= δαβ T
∑
n
∑
k
vivj(G↑G↓)
2 (C3)
with G ≡ Gk(iεn) and Gσ ≡ Gkσ(iεn). Analytic contin-
uation leads to
Kαβij = −
1
π
δαβ
∫ ∞
−∞
dεf(ε)
∑
k
vivjIm[G
R
↑ (ε)G
R
↓ (ε)]
2
= −δαβ
1
M2
∫ ∞
−∞
dεf(ε)C(ε)
= −
c
M2
δαβ , (C4)
where we used Eqs. (38) and (43). This gives the
spin density, 〈σˆ〉eq = ρszˆ + 〈σˆ⊥(q)〉eq = ρs(zˆ + u) +
(c/M)∇2u = ρsn+(c/M)∇
2n, and the torque, Eq. (48).
Appendix D: Response to Scalar Potentials
Here we directly calculate the linear response to the
scalar potentials of electric (φ) and gravitational (ψ)
fields. This confirms our assertion that no terms propor-
tional to ψ arise (next to those with ∂iψ), which is crucial
for the procedure proposed in Sec. VI. It also serves as a
check of Eqs. (A7) and (A8).
The linear response of the s-electron spin density to φ
or ψ may be expressed as
〈σˆ⊥〉φ = −e (Aφ − iω Bφ)/M, (D1)
〈σˆ⊥〉ψ = (Aψ − iω Bψ)/M, (D2)
respectively, retaining the terms up to first order in ω,
i.e., the frequency of φ or ψ. The coefficients are
Aφ = −C0 ∂i[(∂in)φ], (D3)
Bφ =
C0 (∇
2n)φ + [B0 ∂in−A0(n× ∂in)] ∂iφ
−iω
,(D4)
Aψ = (c− C1) ∂i[(∂in)ψ]− c (∇
2n)ψ, (D5)
Bψ =
C1 (∇
2n)ψ + [B1 ∂in−A1(n× ∂in)] ∂iψ
−iω
,(D6)
where An, Bn, Cn and c are given by Eqs. (42) and (43).
The second term in Eq. (D5) is a correction similar to the
second term in Eq. (24) treating the heat vertex by the
factor i(εn + ωλ/2). Each factor (−iω)
−1 in Eqs. (D4)
and (D6) reflects conservation of electron number and
energy, respectively, and comes from ladder-type vertex
correction.38,39 Therefore, even in the static limit, ω → 0,
the Bφ- and Bψ-terms survive in Eqs. (D1) and (D2) and
lead to
M〈σˆ⊥〉φ = −e[(B0 − C0) ∂in−A0(n× ∂in)] ∂iφ, (D7)
M〈σˆ⊥〉ψ = [(B1 − C1 + c) ∂in−A1(n× ∂in)] ∂iψ.(D8)
Note that the terms proportional to φ or ψ (but not ∂iφ or
∂iψ) cancel exactly, which reflects the adiabatic nature
of the Kubo formula (see Appendix E), and is crucial
for the procedure described in Sec. VI. Torques obtained
from Eqs. (D7) and (D8) agree with Eqs. (44) and (45),
confirming the validity of Eqs. (A7) and (A8).
Appendix E: Response to Static and Uniform Scalar
Potentials
In this Appendix, we consider φ and ψ that are static
and uniform. The response to such potentials can be
compared with equilibrium theory.
The perturbation is described by the Hamiltonian
H ′ = −eNφ+K ψ, (E1)
where K = H − µN , N is the total number of electrons,
and H is the Hamiltonian of the (unperturbed) system.
(We neglect the nonlinear perturbation proportional to
φψ.) Let us consider the adiabatic and isothermal re-
sponse of a physical quantity Aˆ,
δ〈Aˆ 〉ad = eχRN(0)φ− χ
R
K(0)ψ, (E2)
δ〈Aˆ 〉T = eχTN(0)φ− χ
T
K(0)ψ, (E3)
respectively. The response functions are given by the
static limit of
χRB(ω) =
i
h¯
∫ ∞
0
dt ei(ω+iη)t 〈 [ Aˆ(t), Bˆ ] 〉, (E4)
χTB(iωλ) =
∫ β
0
dτ eiωλτ 〈Tτ Aˆ(τ)∆Bˆ 〉, (E5)
where ∆Bˆ = Bˆ − 〈 Bˆ 〉, with Bˆ = N or K.37 Since Bˆ
commutes with K, we have
χRB(ω) = 0, (E6)
χTB(iωλ) = β 〈∆Aˆ∆Bˆ 〉 δλ,0. (E7)
Therefore, the adiabatic response vanishes,
δ〈Aˆ 〉ad = 0. (E8)
The Kubo formula corresponds to this case.37 The
isothermal response (E7) can be expressed by the ther-
modynamic formula,
χTN (0) =
∂
∂µ
〈 Aˆ 〉, (E9)
χTK(0) = −β
∂
∂β
〈 Aˆ 〉 = T
∂
∂T
〈 Aˆ 〉, (E10)
11
for Bˆ = N and K, respectively, leading to
δ〈Aˆ 〉T = eφ
∂
∂µ
〈 Aˆ 〉 − ψ T
∂
∂T
〈 Aˆ 〉. (E11)
This is natural since e−β(K+H
′) = e−β[(1+ψ)K−eφN ] is
nothing but e−βK = e−β(H−µN) with β and µ modified
by δβ = β ψ and δµ = eφ, respectively.
Here we are interested in Aˆ = σˆα⊥ with equilibrium
value (see Appendix C)
〈σˆ⊥〉 = c∇
2n /M, (E12)
where c is given by Eq. (43). Since ∂c/∂µ = C0 and
T (∂c/∂T ) = C1, the isothermal response is given by
δ〈σˆ⊥ 〉
T = (eφC0 − ψC1 )∇
2n /M. (E13)
The susceptibilities read χTN = C0∇
2n /M and χTK =
C1∇
2n /M . The adiabatic susceptibilities, χadN and
χadK , are obtained by subtracting the corrections due to
changes in T and µ,37 giving χadN = χ
ad
K = 0, consistent
with Eq. (E8).
We recognize these isothermal components (E13) in
Eqs. (D3) and (D5), which are eventually canceled by the
corresponding terms in Eqs. (D4) and (D6), resulting in
a vanishing adiabatic response to static and uniform φ
and ψ.
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