As illustrated via numerical experiments with an implementation in Spark (the popular platform for distributed computation), randomized algorithms solve two ubiquitous problems:
Introduction
Spark is becoming a dominant software platform for calculations on clusters of computers, enabling distributed machine learning via its MLlib library, as discussed by [13] and many others. The current version of MLlib includes rudimentary routines for calculating the singular value decomposition of a matrix A, that is, for the computation of matrices U , Σ, and V such that
where the columns of U are orthonormal, as are the columns of V , the adjoint (conjugate transpose) of V is V * , and Σ is diagonal and its entries are nonnegative. As quoted by [8] , Dianne O'Leary refers to the singular value decomposition as the "Swiss Army Knife" and "Rolls Royce" of matrix decompositions due to its ubiquity and utility; it provides highly accurate solutions to most problems in linear algebra. Singular value decomposition is especially important for low-rank approximation and principal component analysis, which is among the most important methods in statistics, data analysis and analytics, and machine learning, as discussed by [10] . The present paper considers two problems that are of particular interest for distributed computation due to their computational tractability: {1} calculating the full singular value decomposition of a tall and skinny matrix (a matrix for which a full row can fit on a single machine), and {2} calculating a low-rank approximation to an arbitrary matrix such that the spectral norm of the difference between the approximation and the matrix being approximated is nearly as small as possible. These problems are relatively tractable since every matrix in the resulting decompositions has at least one dimension that is small enough to ensure that a full row can fit in memory on a single machine. The solutions below to the second problem {2} leverage the solutions to the first problem {1}, returning all results in the form of a singular value decomposition U ΣV * , where the columns of U are orthonormal, as are the columns of V , and Σ is diagonal and its entries are nonnegative. The remainder of the present paper has the following structure: Section 2 addresses problem {1}, introducing Algorithms 1-4. Section 3 addresses problem {2}, introducing Algorithms 5 and 6, which leverage the Algorithms 1-4 discussed in Section 2. Section 4 draws some conclusions. Appendix A reviews the results presented in the rest of the paper, running in the appendix with fewer executors across our cluster of computers. Appendix B displays the times required to synthesize the matrices in our tests (just for reference, for comparative purposes). Neither appendix is integral to the main points of the present paper, and may be omitted. Remark 1. Throughout, "working precision" refers to the machine precision adjusted to account for roundoff error. For instance, the working precision could be 10 −11 for double-precision floatingpoint arithmetic with matrices of the sizes considered below (whereas the machine precision would be 2.2 × 10 −16 ). When interpreting the tables, please note the italicized text in Table 1 for the heading A − U ΣV * 2 .
Remark 2. The main purpose of our implementation is to add efficient principal component analysis and singular value decomposition to Spark, not primarily to compute them as efficiently as possible. On the whole, the aspects of Spark unrelated to sophisticated mathematical algorithms are far more important than the parts dependent on such algorithms, even though the algorithmic aspects are the subject of the present paper. As much as we would like to think that our own contributions are the most important, we do realize that database management, stream processing, fault tolerance and recovery, ease of deployment and administration, coupling with other systems, etc. are typically far more important. Spark is becoming a dominant platform for machine learning at scale, so the purpose of the implementation here is to enable big data analytics for Spark, whether or not Spark is the ideal platform for principal component analysis or singular value decomposition. Furthermore, Spark is likely to distribute data over clusters as appropriate for tasks other than principal component analysis and singular value decomposition, and our implementation must deal with the data as distributed however Spark sees fit. This remark is especially important in light of the findings of [7] .
Remark 3. The Spark implementation is available at http://github.com/hl475/svd (and we hope that the main branch of Spark will pull in these changes soon). For expository purposes, we also provide a serial implementation in Python 3, at http://tygert.com/valid.tar.gz (the algorithms of the present paper are for parallel computation, but we opt to provide the Python 3 codes in addition to the implementation for Spark, as the Python is far easier to read and run).
Remark 4. Many of the algorithms discussed below are randomized. Exhaustive prior work, including that of [2] , [3] , [5] , [9] , [12] , [16] , and [17] , demonstrates that the randomized methods are at least as accurate, reliable, and efficient as the more classical deterministic algorithms. The probability of obtaining results departing significantly from those observed is well known to be negligible, both empirically and theoretically (for rigorous proofs, see the work mentioned in the previous sentence).
Singular value decomposition of tall and skinny matrices
There are many ways to calculate the singular value decompositions of tall and skinny matrices (matrices for which a full row can fit on a single machine). This section compares different methods. One method is perfectly numerically stable -producing results accurate to nearly the machine precision -but requires merging intermediate results through multiple levels of a dependency tree (such a merge is known as a "reduction"); this is the randomized method of [2] and Section 5 of [3] (which draws on the techniques of [5] and others). Randomization eliminates the need for pivoting.
The pseudocode in Algorithms 1 and 2 summarizes this randomized method, accounting for several considerations discussed shortly. Another method, based on computing the Gram matrix A * A of the matrix A being processed, loses half the digits in some cases, but can leverage extremely efficient accumulation/aggregation strategies with minimal blocking dependencies and synchronization requirements; this is the method of [15] , [16] , and [17] . The pseudocode in Algorithms 3 and 4 summarizes this method, accounting for the following considerations. Both methods produce highest accuracy when running their orthonormalization of singular vectors twice in succession, though running twice is superfluous during all but the last of the subspace iterations of the randomized algorithms for low-rank approximation discussed in the following section. Running the orthonormalization twice ensures that the resulting singular vectors are numerically orthonormal, though running twice has little effect on the accuracy of their linear span (and little effect on the spectral norm of the difference between the calculated decomposition and the matrix A being processed).
A third method, based on "tournament pivoting," is similar to the first discussed above, being reasonably numerically stable while requiring the merging of intermediate results through multiple levels of a dependency/reduction tree; this is the method of [4] and others. This last method is deterministic (unlike the first method), but is otherwise more complicated, less efficient, less accurate, and weaker theoretically with regard to revealing ranks; in the sequel, we consider only the first two methods discussed above.
Remark 5. For convenience, in our implementation of the first method mentioned above (the randomized method) we replaced the usual random Gaussian matrix with a product DF SDFS, where D andD are diagonal matrices whose diagonal entries are independent and identically distributed random numbers drawn uniformly from the unit circle in the complex plane, F is the discrete Fourier transform, and S andS are independent uniformly random permutations (calculated via the Fisher-Yates-Durstenfeld-Knuth shuffle of [6] ). To process vectors of real numbers (rather than complex numbers), we partitioned the vectors into pairs of real numbers and viewed each pair as consisting of the real and imaginary parts of a complex number. We found empirically that chaining two products DF S into DF SDFS was sufficient; chaining a few (specifically, logarithmic in the number of columns of the matrix whose singular value decomposition is being computed) is rigorously known to be sufficient, as proven by [1] . Chaining several is affordable computationally but seems like overkill.
Remark 6. When testing the second method mentioned above (the method based on the Gram matrix) we found that explicitly normalizing the left singular vectors improved accuracy significantly. Explicitly normalizing does require computing the Euclidean norms of the columns of the matrix of left singular vectors, but this costs substantially less than computing the Gram matrix in the first place.
The remainder of the present section empirically compares the first two methods discussed above, and compares both to the existing singular value decomposition of tall and skinny matrices in Spark's MLlib, which is based on Gram matrices, similar to the second method mentioned above (though the existing Spark routine does not use Remark 6). We demonstrate the performance of the first two methods both when running their orthonormalization twice in succession and when running only once (with the resulting loss of accuracy and gain in speed). Our implementations of the algorithms in the present section process an IndexedRowMatrix from Spark's MLlib.
Our software includes examples of matrices with many different distributions of singular values and singular vectors. For clarity of the presentation, the results we present below pertain to the following class of matrices -matrices for which the various algorithms produced accuracies near the worst that we encountered in our experiments:
where U and V are m × m and n × n discrete cosine transforms, respectively, and Σ is the m × n matrix whose entries are all zeros aside from the diagonal entries
for j = 1, 2, . . . , n.
The headings of the tables have the meanings detailed in Table 1 . Our Spark environment is detailed in Table 10 . We used many -20 -iterations of the power method in order to ascertain the spectral-norm errors reported in the tables. The timings in the tables do not include the time spent checking the accuracy (we used so many power iterations just to be extra careful in providing highly accurate error estimates for the present paper, in order to facilitate fully trustworthy comparisons of the different algorithms). Tables 2, 3 , and 4 report timings and errors for several experiments. The reconstruction errors A − U ΣV * 2 for Algorithms 1 and 2 (which are similar) are clearly superior to all of those for Algorithms 3 and 4, which makes sense since the latter algorithms use the Gram matrix and can therefore lose half their digits. For the left singular vectors, the errors max j,k |(U * U − I) j,k | for Algorithms 2 and 4 (which are similarly good) are clearly superior to all of those for Algorithms 1 and 3, which makes sense since the latter algorithms orthonormalize the singular vectors only once. For the right singular vectors, the error max j,k |(V * V − I) j,k | is near the machine precision (2.2 × 10 −16 ) for all algorithms. All together, then, Algorithm 2 is the most accurate of all, with all its errors approaching the machine precision adjusted for roundoff. However, on our cluster with our version of Spark, Algorithm 4 is somewhat faster than Algorithm 2; the reconstruction error A − U ΣV * 2 is somewhat worse for Algorithm 4 than for Algorithm 2, but may be acceptable in many circumstances.
As expected, the timings in Tables 2, 3 , and 4 are roughly proportional to the numbers of entries in the matrices, and the errors adhere to the working precision mentioned in Remark 1 and in the pseudocodes for the algorithms.
3 Low-rank approximation of arbitrary matrices As discussed by [9] , randomized algorithms permit the efficient calculation of nearly optimal rank-k approximations to a given m × n matrix A, that is, of matrices U , Σ, and V such that U is m × k, Σ is k × k, V is n × k, the columns of U are orthonormal, as are the columns of V , Σ is diagonal and its entries are nonnegative, and
where A − U ΣV * 2 denotes the spectral norm of A − U ΣV * , and σ k+1 (A) is the spectral-norm accuracy of the best approximation to A of rank at most k (which is also equal to the (k + 1)st greatest singular value of A).
Our codes implement Algorithms 4.4 and 5.1 of [9] , duplicated here as Algorithms 5 and 6, respectively. The output of Algorithm 5 feeds into Algorithm 6. Algorithm 5 is based on tallskinny matrix factorizations of the form Q · R, where the columns of Q are orthonormal and R is square (R need not be triangular, however). Given a matrix factorization of the form U · Σ · V * , where the columns of U are orthonormal, as are the columns of V , and where both Σ and V are square, we use Q = U and R = ΣV * to obtain a factorization of the form Q · R. In our implementations, we obtain matrix factorizations of the form U · Σ · V * via the methods evaluated in Section 2 above. Below, we compare the results of using the two different methods evaluated in Section 2 above for the tall-skinny matrix factorizations required in Algorithm 5, always running Algorithm 5 and feeding its output into Algorithm 6.
We run the tall-skinny factorization twice in succession only for the very last step in Algorithm 5; the purpose of the earlier steps in Algorithm 5 is to track a subspace, and so long as the column spaces of the resulting matrices are accurate, then whether the columns are numerically orthonormal matters little (in fact, replacing Q with the lower triangular/trapezoidal factor L in an LU factorization is sufficient, as shown by [14] and [12] -the column space of L is the same as the column space of Q).
The remainder of the present section empirically compares the results of Algorithm 5 feeding into Algorithm 6 when using in Algorithm 5 the two different methods evaluated in Section 2, and compares both to the existing implementation of low-rank approximation in Spark's MLlib, which is based on the implicitly restarted Arnoldi method in ARPACK of [11] . Our implementations of the algorithms in the present section process a BlockMatrix from Spark's MLlib.
for j = 1, 2, . . . , l. Notice that (6) is the same as (3) when replacing l in (6) with n. The headings of the tables have the meanings detailed in Table 1 . Our Spark environment is detailed in Table 10 . We used many -20 -iterations of the power method in order to ascertain the spectral-norm errors reported in the tables. The timings in the tables do not include the time spent checking the accuracy (we used so many power iterations just to be extra careful in providing highly accurate error estimates for the present paper, in order to facilitate fully trustworthy comparisons of the different algorithms). Tables 8 and 9 consider sizes of matrices that are too large for computing all possible singular values and singular vectors (rather than just a low-rank approximation) on our cluster with Spark. Table 8 indicates that, on our cluster with our version of Spark, the timings for Algorithm 6 using Algorithms 1 and 2 are similar to the timings for Algorithm 6 using Algorithms 3 and 4. At the same time, Table 9 indicates that the reconstruction error A − U ΣV * 2 for Algorithm 6 using Algorithms 1 and 2 is superior to the error for Algorithm 6 using Algorithms 3 and 4, while the other notions of accuracy are comparable for both. Thus, on our cluster with our version of Spark, Algorithm 6 using Algorithms 1 and 2 makes more sense than Algorithm 6 using Algorithms 3 and 4. Tables 5, 6, and 7 correspond to Tables 2, 3 , and 4. In accord with Tables 8 and 9 , on our cluster with our version of Spark, the timings for Algorithm 6 using Algorithms 1 and 2 are similar to the timings for Algorithm 6 using Algorithms 3 and 4, while the reconstruction error A − U ΣV * 2 for Algorithm 6 using Algorithms 1 and 2 is superior to the error for Algorithm 6 using Algorithms 3 and 4, and the other notions of accuracy are comparable for both. So, again, on our cluster with our version of Spark, Algorithm 6 using Algorithms 1 and 2 makes more sense than Algorithm 6 using Algorithms 3 and 4.
The timings in Table 8 and the errors in Table 9 are as expected, as are all the results in Tables 5,  6 , and 7, with the timings roughly proportional to the numbers of entries in the matrices, and with the errors adhering to the working precision mentioned in Remark 1 and in the pseudocodes for the algorithms.
Conclusion
The numerical experiments reported in this paper illustrate that the above-mentioned algorithms for principal component analysis, singular value decomposition, and low-rank approximation outperform the stock implementations for Spark's MLlib with respect to both accuracy and efficiency. As Spark's library for machine learning moves to the upcoming DataFrame format, the library could incorporate these algorithms, as could other software platforms for distributed computation. Tables 11-13, Tables 14-16, and Tables 17 and 18 display results analogous to those in Tables 2-4,  Tables 5-7, and Tables 8 and 9 , but setting spark.dynamicAllocation.maxExecutors to 18 (rather than 180). The results are broadly comparable to those presented earlier. This indicates how the timings scale with the number of machines. Of course, other processing in Spark (not necessarily related to principal component analysis or singular value decomposition) benefits from having the data stored over more executors, and moving data around the cluster can dominate the overall timings in real-world usage (see also Remark 2 in the introduction of the present paper).
A Restricting to ten times fewer executors

B Timings for generating the test matrices
For comparative purposes, Tables 19-21 list the times required to generate (2) and (5) using the settings in Table 10 .
Algorithm 1: Randomized singular value decomposition of tall and skinny matrices (from [2])
Input: A tall and skinny real matrix A Output: Real matrices U , Σ, and V such that A = U ΣV * , the columns of U are orthonormal, as are the columns of V , and Σ is diagonal and its entries are nonnegative 1 Apply an appropriately random orthogonal matrix Ω (see Remark 5 regarding "appropriately random") to every column of A * , obtaining B = ΩA * . 2 Using the TSQR method of [5] , compute a factorization B * = QR, where the columns of Q are orthonormal, and R is upper triangular. 3 Discard the rows of R corresponding to diagonal entries which are zero, and discard the corresponding columns of Q, too (if working in finite-precision arithmetic, view any diagonal entry of R as numerically zero that is less than the first diagonal entry of R times the working precision). 4 Calculate the singular value decomposition R =Ũ ΣṼ * , where the columns ofŨ are orthonormal, as are the columns ofṼ , and Σ is diagonal and its entries are nonnegative. 5 Form U = QŨ . 6 Apply the inverse of the random orthogonal matrix Ω from Step 1 to every column ofṼ , obtaining V = Ω −1Ṽ (as Ω is orthogonal, Ω −1 = Ω * ).
Algorithm 2: Randomized singular value decomposition of tall and skinny matrices (from [2]), with double orthonormalization
Input: A tall and skinny real matrix A Output: Real matrices U , Σ, and V such that A = U ΣV * , the columns of U are orthonormal, as are the columns of V , and Σ is diagonal and its entries are nonnegative 1 Apply an appropriately random orthogonal matrix Ω (see Remark 5 regarding "appropriately random") to every column of A * , obtaining B = ΩA * . 2 Using the TSQR method of [5] , compute a factorization B * =QR, where the columns ofQ are orthonormal, andR is upper triangular. 3 Discard the rows ofR corresponding to diagonal entries which are zero, and discard the corresponding columns ofQ, too (if working in finite-precision arithmetic, view any diagonal entry ofR as numerically zero that is less than the first diagonal entry ofR times the working precision). 4 Using the TSQR method of [5] , compute a factorizationQ = QR, where the columns of Q are orthonormal, and R is upper triangular. 5 Discard the rows of R corresponding to diagonal entries which are zero, and discard the corresponding columns of Q, too (if working in finite-precision arithmetic, view any diagonal entry of R as numerically zero that is less than the first diagonal entry of R times the working precision). 6 Form T = RR. 7 Calculate the singular value decomposition T =Ũ ΣṼ * , where the columns ofŨ are orthonormal, as are the columns ofṼ , and Σ is diagonal and its entries are nonnegative. 8 Form U = QŨ . 9 Apply the inverse of the random orthogonal matrix Ω from Step 1 to every column ofṼ , obtaining V = Ω −1Ṽ (as Ω is orthogonal, Ω −1 = Ω * ).
Algorithm 3:
Gram-based singular value decomposition of tall and skinny matrices (from [17] ) Input: A tall and skinny real matrix A Output: Real matrices U , Σ, and V such that A = U ΣV * , the columns of U are orthonormal, as are the columns of V , and Σ is diagonal and its entries are nonnegative 1 Form the Gram matrix B = A * A. 2 Calculate the eigendecomposition B = V DV * , where the columns of V are orthonormal, and D is diagonal and its entries are nonnegative. 3 FormŨ = AV . 4 Set Σ to be the diagonal matrix whose diagonal entries are the Euclidean norms of the columns ofŨ , in accord with Remark 6. 5 Discard the columns and rows of Σ corresponding to diagonal entries which are zero, and discard the corresponding columns ofŨ and V , too (if working in finite-precision arithmetic, view any entry of Σ as numerically zero that is less than the greatest entry of Σ times the square root of the working precision). 6 Form U =Ũ Σ −1 , in accord with Remark 6.
Algorithm 4:
Gram-based singular value decomposition of tall and skinny matrices (from [17] ), with double orthonormalization Input: A tall and skinny real matrix A Output: Real matrices U , Σ, and V such that A = U ΣV * , the columns of U are orthonormal, as are the columns of V , and Σ is diagonal and its entries are nonnegative 1 Form the Gram matrix B = A * A. 2 Calculate the eigendecomposition B =ṼDṼ * , where the columns ofṼ are orthonormal, and D is diagonal and its entries are nonnegative. 3 FormỸ = AṼ . 4 SetΣ to be the diagonal matrix whose diagonal entries are the Euclidean norms of the columns ofỸ , in accord with Remark 6. 5 Discard the columns and rows ofΣ corresponding to diagonal entries which are zero, and discard the corresponding columns ofỸ andṼ , too (if working in finite-precision arithmetic, view any entry ofΣ as numerically zero that is less than the greatest entry ofΣ times the square root of the working precision). 6 Form Y =ỸΣ −1 , in accord with Remark 6. 7 Form the Gram matrix Z = Y * Y . 8 Calculate the eigendecomposition Z = W DW * , where the columns of W are orthonormal, and D is diagonal and its entries are nonnegative. 9 FormQ = Y W . 10 Set T to be the diagonal matrix whose diagonal entries are the Euclidean norms of the columns ofQ, in accord with Remark 6. 11 Discard the columns and rows of T corresponding to diagonal entries which are zero, and discard the corresponding columns ofQ and W , too (if working in finite-precision arithmetic, view any entry of T as numerically zero that is less than the greatest entry of T times the square root of the working precision). 12 Form Q =QT −1 , in accord with Remark 6. 13 Form R = T W * ΣṼ * . 14 Calculate the singular value decomposition R = P ΣV * , where the columns of P are orthonormal, as are the columns of V , and Σ is diagonal and its entries are nonnegative. 15 Form U = QP .
Algorithm 5: Randomized subspace iteration (Algorithm 4.4 of [9])
Input: A real m × n matrix A and integers l and i such that 0 < l < min(m, n) and i ≥ 0; the number of iterations is i Output: A real m × l matrix Q whose columns are orthonormal and whose range approximates the range of A, in the sense that the spectral norm A − QQ * A 2 is small 1 Form an n × l matrixQ 0 whose entries are independent and identically distributed centered Gaussian random variables.
Compute a factorization Y j = Q j R j , where the columns of Q j are orthonormal and R j is square, using Algorithm 1 or Algorithm 3 (as described at the beginning of Section 3).
5
FormỸ j = A * Q j .
6
Compute a factorizationỸ j =Q jRj , where the columns ofQ j are orthonormal andR j is square, using Algorithm 1 or Algorithm 3 (as described at the beginning of Section 3). 7 end 8 Form Y = AQ i . 9 Compute a factorization Y = QR, where the columns of Q are orthonormal and R is square, using in this last step the double orthonormalization of Algorithms 2 and 4, not the single orthonormalization of Algorithms 1 and 3.
Algorithm 6: Straightforward singular value decomposition (Algorithm 5.1 of [9] ) Input: Matrices A and Q such that the spectral norm A − QQ * A 2 is small and the columns of Q are orthonormal (the matrix Q output from Algorithm 5 is suitable for the input here) Output: Matrices U , Σ, and V such that the spectral norm A − U ΣV * 2 is small, the columns of U are orthonormal, as are the columns of V , and Σ is diagonal and its entries are nonnegative 1 Form the matrix B = Q * A. 2 Compute a singular value decomposition of the small matrix, B =Ũ ΣV * , where the columns ofŨ are orthonormal, as are the columns of V , and Σ is diagonal and its entries are nonnegative. 3 Form the matrix U = QŨ . Heading Meaning m number of rows in the matrix being decomposed or approximated n number of columns in the matrix being decomposed or approximated l rank of the approximation being constructed in Algorithms 5 and 6 (for the tables using Algorithms 5 and 6) i number of iterations used in Algorithm 5 (for the tables using Algorithms 5 and 6) Algorithm specifies the number of the algorithm used (or "pre-existing" for the original implementation in Spark) Aux. Algs. specifies the numbers of the auxiliary algorithms used in Algorithm 5 for the tables using Algorithms 5 and 6 (or "pre-existing" when using the original implementation in Spark) CPU Time sum over all CPU cores in all executors of the time in seconds spent actually processing Wall-Clock sum over all executors of the time in seconds that they were reserved A − U ΣV * 2 spectral norm of the discrepancy between the computed approximation U ΣV * and the matrix A being decomposed or approximated; please note that our setting for the working precision largely determines this error -see Remark 1 and the steps in the algorithms, "Discard. . . ." max j,k |(U * U − I) j,k | maximal absolute value of the entries in the difference between U * U and the identity matrix I, where U ΣV * is the computed approximation max j,k |(V * V − I) j,k | maximal absolute value of the entries in the difference between V * V and the identity matrix I, where U ΣV * is the computed approximation Table 2 : m = 1,000,000; n = 2,000 Table 3 : m = 100,000; n = 2,000 Table 4 : m = 10,000; n = 2,000 Table 5 : Algorithm 6; m = 1,000,000; n = 2,000; l = 20; i = 2 Table 6 : Algorithm 6; m = 100,000; n = 2,000; l = 20; i = 2 Table 7 : Algorithm 6; m = 10,000; n = 2,000; l = 20; i = 2 100,000 100,000 9.52E+03 7.41E+03 1 then 2 1,000,000 10,000 9.11E+03 1.05E+04 3 then 4 1,000,000 10,000 9.56E+03 1.01E+04 1 then 2 100,000 10,000 1.10E+03 5.40E+02 3 then 4 100,000 10,000 1.02E+03 4.93E+02 Table 9 : Errors for Algorithm 6; l = 10; i = 2
Aux. Algs. Intel MKL † This is also the number of rows in a block of the resilient distributed dataset that underlies an IndexedRowMatrix. Our software converts the matrix in formulae (2) and (5) from a BlockMatrix to an IndexedRowMatrix whenever necessary, which preserves the number of rows per block. Table 11 : m = 1,000,000; n = 2,000; restricted to ten times fewer executors Table 12 : m = 100,000; n = 2,000; restricted to ten times fewer executors Table 20 : Timings for generating (5) with l = 20 m n CPU Time Wall-Time 1,000,000 2,000 5.61E+02
1.37E+03 100,000 2,000 6.30E+01 7.80E+01 10,000 2,000 8.00E+00
1.70E+01 Table 21 : Timings for generating (5) with l = 10 m n CPU Time Wall-Time 100,000 100,000 7.30E+01 7.60E+01 1,000,000 10,000 4.93E+02 1.79E+03 100,000 10,000 4.20E+01 5.20E+01
