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Abstract
Acoustic data transmission (ADT) forms a branch of the audio data hiding techniques with its capability of
communicating data in short-range aerial space between a loudspeaker and a microphone. In this paper, we propose
an acoustic data transmission system extending our previous studies and give an in-depth analysis of its performance.
The proposed technique utilizes the phases of modulated complex lapped transform (MCLT) coefficients of the audio
signal. To achieve a good trade-off between the audio quality and the data transmission performance, the enhanced
segmental SNR adjustment (SSA) algorithm is proposed. Moreover, we also propose a scheme to use multiple
microphones for ADT technique. This multi-microphone ADT technique further enhances the transmission
performance while ensuring compatibility with the single microphone system. From a series of experimental results, it
has been found that the transmission performance improves when the length of the MCLT frame gets longer at the
cost of the audio quality degradation. In addition, a good trade-off between the audio quality and data transmission
performance is achieved by means of SSA algorithm. The experimental results also reveal that the proposed
multi-microphone method is useful in enhancing the transmission performance.
Keywords: Acoustic data transmission; Data hiding; Information hiding; Acoustic communication; Audio
watermarking; Modulated complex lapped transform
1 Introduction
Audio data hiding (or information hiding) has been widely
applied in many areas such as audio watermarking for
copyright protection, steganography, covert communica-
tion, and broadcast monitoring [1,2]. Apart from these
traditional applications, audio data hiding techniques can
be also deployed as a fundamental framework for acoustic
data transmission (ADT) of which a brief implementation
is illustrated in Figure 1.
ADT implies a method that sends a message signal
through aerial space by playing it back using a loudspeaker
at a transmitter and receives the signal by recording it
using a microphone at a receiver. The ADT technique can
be applied to various applications, e.g., querying an audio
track on a radio, automatic check-in a store, localizing a
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pirate camcorder in a cinema [3], and providing additional
information during a TV show or an advertisement.
One of the most important advantages of the ADT is
that it can establish a simple low bit rate transmission
channel without any additional communication devices.
For instance, this method makes it possible to receive a
data streamwhile listening to somemusic, which has been
modulated to embed the intended data.What is important
in this scenario is that the modulation should not mod-
ify the original music sound severely such that it can be
perceived differently.
There have been a number of ADT schemes motivated
by conventional audio watermarking techniques such as
the spread spectrum [3-5] and echo hiding [6]. These
approaches, however, cannot support sufficient data rates
to transmit text messages while providing good audio
quality at the same time. In [7], digital communication sig-
nals are produced and then allocated at certain frequency
bands and temporal positions in order to imitate music
© 2015 Cho et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction
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Figure 1 Schematic representation of acoustic data transmission.
. In [8], the optimal symbol length of the acoustic dif-
ferential binary phase shift keying (DBPSK) signal in air
was experimentally examined, and suitable ranges of data
rates versus signal-to-noise ratio (SNR) were suggested.
In sparse multi-carrier-based techniques [9], the cumula-
tive distribution function of the room impulse response
is utilized to design an optimal filter bank to cope with
reverberant environments. As a reliable method providing
a reasonable bit rate to transmit text messages, the acous-
tic orthogonal frequency division multiplexing (AOFDM)
technique was developed [10]. Even though the transmis-
sion performance of the AOFDM has been reported to
be much better than that of the previous techniques, the
quality degradation of the data-embedded audio is sig-
nificant. Particularly, the audio quality usually degrades
seriously for speech-like signals [10].
Our previous studies [11-14] have been found to
possibly overcome the limitations of the conventional
approaches to ADT. In our approach to audio data hiding,
the modulated complex lapped transform (MCLT) [15] is
applied and the phases of MCLT coefficients are modified
according to the embedded data bits.MCLT is widely used
in various applications because it can reduce the blocking
artifacts induced by the modification of spectrum param-
eters [16]. The experimental results have demonstrated
that the proposed data hiding method [11] yields better
performance than AOFDM in terms of both the audio
quality and transmission range. Moreover, incorporating
various techniques such as the masking threshold, data
extraction with clustering, selecting proper frequency
band and frames [12], adjusting spectral magnitude after
data embedding [13], and the segmental SNR adjustment
(SSA) algorithm [14] has been found to further improve
the performance.
In practical ADT, however, the received audio sig-
nal usually suffers from heavy attenuation at a certain
frequency band or time frame due to the destructive inter-
ference ofmulti-path propagation and the spectral charac-
teristics of the audio signal. This phenomenon makes the
ADT system fragile to background noises, and thus, the
transmission performance can be deteriorated. To cope
with the heavy attenuation of the received signal, a vari-
ety of diversity schemes have been adopted in the field of
wireless communication [17].
Among various diversity techniques, we employ the
framework of the spatial diversity where the transmitter
and receiver communicate messages with multiple anten-
nas located at spatially separated positions. In the context
of ADT, the loudspeakers and microphones are equiv-
alent to the antennas at the transmitter and receiver,
respectively. This indicates that the spatial diversity can
be implemented in ADT with multiple loudspeakers or
multiple microphones.
In this paper, we present a practical ADT system based
on the audio data hiding technique, which recomposes
and extends our previous studies. The main contribu-
tion of the current work can be summarized as follows:
First, the masking model and trade-off parameter is added
to the SSA algorithm in order to achieve a good trade-
off between the audio quality and the data transmission
performance. Second, we propose a novel multi-channel
ADT technique in which multiple microphones are used
to achieve spatial diversity. In the proposed approach,
the data is decoded by combining the decisions made
at separate receivers with weighting factors. To obtain
the weighting factors, a channel estimation technique
designed based on theWiener estimator is applied. One of
themost noticeable advantages of thismulti-channel tech-
nique is that it is backwards compatible regardless of the
number of loudspeakers and microphones. This implies
that the proposedmethod with multiple microphones and
loudspeakers can be implemented as a simple extension of
the single microphone-loudspeaker case. Finally, we eval-
uate the performance of the proposed ADT system in
various experimental conditions.
The rest of this paper is organized as follows: In
Section 2, MCLT is briefly introduced. In Section 3, the
data embedding procedure is described. In Section 4, we
present the modified SSA algorithm with the trade-off
parameter controlling audio quality and data transmis-
sion performance, and in Section 5, we describe the data
extracting procedure, which takes advantage of the multi-
microphone scheme. The experimental results for audio
quality and data transmission performance are shown in
Section 6. Finally, Section 7 concludes this paper.
2 Modulated complex lapped transform
In this section, we present the basic MCLT formulation.
MCLT generatesM complex-valued coefficients from the
2M-length frame of a real-valued input signal x(n). The i-
th input frame, which is shifted byM samples, is denoted
by a vector xi =[x(iM), x(iM+ 1), . . . , x(iM + 2M − 1)]T ,
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with T denoting the transpose of a vector or a matrix,
and theMCLT coefficient vector Xi =[Xi(0),Xi(1), . . . ,Xi
(M − 1)]T corresponding to xi is given by [15]:
Xi = Xc,i − j Xs,i (1)
= (C − jS)Wxi (2)
where Xc,i and Xs,i represent the real (cosine) and imagi-
nary (sine) parts of Xi, respectively. In (2), C and S denote
the M × 2M cosine and sine modulation matrices whose



























respectively, with j = √−1. The diagonal matrix W is
a 2M × 2M window matrix whose n-th main diagonal
element is commonly designed as:








The inverse MCLT of Xi is given by:
yi = W
(
βcCT Xc,i + βsST Xs,i
)
(6)
where βc and βs are arbitrary values that satisfy βc + βs =
1. In this work, we choose βc = βs = 12 .
To obtain the reconstructed frame, the inverse MCLT
frames are overlapped and added byM samples (half of the
length of an MCLT frame) with its adjacent frames. Let ˆyi


















with y1,i and y2,i being the M-
length subvectors of yi and 0 denotes an M-length zero
vector.
3 Data embedding
In this section, we describe the procedure for data embed-
ding in the proposed acoustic data transmission system.
The block diagram of the data embedding procedure is
shown in Figure 2. For a reliable transmission of mes-
sages, a cyclic redundancy check (CRC) algorithm and a
forward error correction (FEC) technique are indispens-
able for detecting and correcting bit errors. An interleaver
permutes the bit sequence in a pseudo-random manner.
It can improve the performance of FEC by avoiding errors
bursting on certain time or frequency regions and reduce
the peak-to-average ratio (PAPR), which possibly degrades
the quality of the data-embedded audio signal [18].
A host audio signal is first divided into consecutive
MCLT frames, and the data bits are embedded by mod-
ifying the MCLT coefficients. The main strategy of data
embedding is to modify the MCLT coefficients of the host
audio signal in such a way that the phases of MCLT coef-
ficients of the reconstructed frame are set as being either
0 or π . Here, without loss of generality, we presume the
usage of a binary signaling scheme.
Based on the data embedding strategy, the desired value
of the MCLT coefficient of the data-embedded audio
Yˆi,desired(k) for the k-th frequency element at the i-th
reconstructed frame should be given by:
Yˆi,desired(k) = max (|Xi(k)|,Mi(k)) bi(k), (8)
where Mi(k) represents the masking threshold [19] and
bi(k) ∈ {−1, 1} means the data bit. In (8), the magnitude
of the coefficients is lower bounded by the level of mask-
ing threshold for improving the transmission performance
while maintaining the audio quality [12].
The data-embedded MCLT coefficient Xˆi(k) can be
derived by analyzing the relationship between Xˆi(k) and
theMCLT coefficient of reconstructed frame Yˆi(k). Refer-
ring to (7), the relationship between Xˆi(k) and Yˆi(k) is
depicted in Figure 3. When the frequency index k is not 0
orM, Yˆi(k) is derived analytically as follows:




+ 12Xi(k − 1) −
1
2Xi(k + 1) + A1,k Xi+1
] (9)
where Am,k represents the interference weighting vector
due to the overlapping with the adjacent frames. The l-th






π(2d − 1)(2d + 1) if| l − k| = 2d
(−1)l
4 else if| l − k| = 1
0 otherwise,
(10)
where d is a nonnegative integer.
Based on the fact that Yˆi,desired(k) in (8) and Yˆi(k) in
(9) should be kept the same, the data-embedded MCLT
coefficient Xˆi(k) can be derived in the following way:
Xˆi(k) = 2max (|Xi(k)|,Mi(k)) bi(k) − j
[ A−1,k Xi−1
+ 12Xi(k − 1) −
1
2Xi(k + 1) + A1,k Xi+1
]
, k ∈ D,
(11)
where D is the set of the frequency indices in which data
bits are embedded.
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Figure 2 Data embedding procedure of the proposed acoustic data transmission system.
From (11), we can see that the two adjacent frames and
two adjacent coefficients Xi−1, Xi+1, Xi(k − 1), and Xi
(k+1) are needed for deriving Xˆi(k). In order to avoid the
interference due to these terms, it would be safe to embed
the data in every other frame and frequency line as illus-
trated in Figure 4. The data-embeddedMCLT coefficients
are then converted into a time domain signal segment by
applying inverseMCLT and overlapping with the previous
and next MCLT frames.
For a practical ADT system, a synchronization frame is
inserted between consecutive message frames. The binary
data bi(k) in (11), therefore, can be a part of either the
synchronization sequence or the message to be transmit-
ted as shown in Figure 2. The synchronization sequence
should be known a priori at the receiver not only to
synchronize the message frame but also to compensate
the channel effects. At message frames, the message bit
is embedded in L different MCLT coefficients with L-
length spreading sequence to improve robustness of the
data-embedded audio signal against channel effects and
additive noise [20]. As L gets larger, the robustness of the
system improves accordingly at the price of reduced bit
rate.
4 Segmental SNR adjustment for audio quality
enhancement
In this section, we describe the SSA algorithm incorporat-
ing the masking threshold for achieving a good trade-off
between the transmission performance and audio quality.
The SSA algorithm further modifies the spectral com-
ponents of the data-embedded audio signal as shown in
Figure 2. The block diagram of the proposed SSA algo-
rithm is shown in Figure 5. In this algorithm, an MCLT
analysis with frame lengthMs, which is much shorter than
the frame length for data embedding M, is needed to cal-
culate the segmental SNR of the data-embedded audio
signal.
Let Xis(ks) and Xˆis(ks) denote the MCLT coefficients
of the original and data-embedded audio signal, respec-
tively, obtained from theMCLT analysis with frame length
Ms. Here, is and ks respectively indicate the frame and
frequency indices, which are introduced in order to distin-
guish them from the long window-based MCLT analysis.
The segmental SNR for the is-th MCLT frame and ks-th
frequency bin is defined as follows:







If SNRis(ks) is smaller than a target segmental SNR,











Figure 3 Relationship of the data-embeddedMCLT coefficients and those of the reconstructed frame. The notations are related to those in Section 3.
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Figure 4 Time-frequency representation of MCLT indices. An equivalent window for each MCLT frame is drawn as a triangle. Data can be
embedded only in white blocks.
where X˜is(ks) denotes the adjusted MCLT coefficient of
data-embedded audio signal and this adjusted MCLT vec-
tor is then transformed back to a time domain signal
through overlap-add.
The target segmental SNR is(ks) is adaptively deter-
mined utilizing the signal-to-masking ratio (SMR). The
SMR represents the ratio between the magnitude of the
MCLT coefficient and the masking threshold derived
from a psychoacoustic model [19]. In this paper, is(ks) is
defined as follows:
is(ks) = SMRis(ks) + is , (14)
where the offset is is given by:







Hence, the pre-defined value St plays the role of making
a trade-off between the audio quality and the transmis-
sion performance which can be determined experimen-
tally; applying higher St indicates better audio quality with
degraded transmission performance. Since the SSA algo-
rithm adjusts the magnitude only, the phase alteration at
the receiver is not severe.
Figure 5 Block diagram of the segmental SNR adjustment (SSA) algorithm.
Cho et al. EURASIP Journal on Audio, Speech, andMusic Processing  (2015) 2015:10 Page 6 of 14
5 Data extraction
The data extraction procedure with the proposed multi-
microphone technique is described in this section. At each
microphone output, the synchronization and channel esti-
mation are performed separately except for the final deci-
sion of the data bits. If multiple loudspeakers are used
at the transmitter side, we assume that the same bits are
embedded simultaneously in all the loudspeaker inputs.
The block diagram of this data extraction procedure is
shown in Figure 6.
5.1 Synchronization
Before extracting data from the audio signal, the received
audio signal needs to be synchronized. The receiver
exhaustively computes the phase correlation between the
known synchronization sequence and the received MCLT
coefficients. Then, it finds the time index at which the
phase correlation achieves the maximum; this enables
identifying the starting time index of the first message






|Yˆ R(k, n)| (16)
where p(k) is the known synchronization sequence and
Yˆ R(k, n) is the k-th MCLT coefficient computed at the
receiver when the analysis window starts at time n.
In real environments, a synchronization timing error
may occur since exact timing synchronization is difficult
due to a variety of acoustic interference sources and the
clock mismatch between the transmitter and the receiver.
This timing error of the analysis window results in a phase
rotation of the received MCLT coefficients, and this may
lead to decoding errors.
5.2 Channel estimation
After the synchronization for the i-th data frame, the
received MCLT coefficient obtained at the m-th micro-
phone Yˆi,m(k) can be approximated as follows:
Yˆi,m(k) = Hi,m(k)|Xi(k)|bi(k) + Ni,m(k), (17)
where Hi,m(k) and Ni,m(k) respectively refer to the chan-
nel transfer coefficient and the additive noise for the k-th
frequency bin at the m-th microphone, and |Xi(k)| is the
magnitude of the transmitted MCLT coefficient.
Due to the presence of the channel coefficients, it is
needed to perform channel estimation to decode the mes-
sage bits successfully. In this work, theWiener estimation-
based channel estimation algorithm [21] is applied. A key
idea of this Wiener estimator is to smooth the channel
measurements at the known synchronization positions
and then to interpolate them for predicting the channel
transfer coefficients at the message positions. In the cur-
rent work, interpolation is performed along the time axis
only becausemessage frames reside between synchroniza-
tion frames.
In order to obtain the channel measurements at the
synchronization frames, the MCLT coefficients are multi-
plied by the known synchronization sequence. Then, the
estimated channel coefficients for the message frames is
interpolated by solving the normal equation. The channel
estimation process is repeatedly performed at each fre-
quency bin separately. Compared to the clustering-based
decoding method in our previous work [12], the channel
estimation and compensation has been found more suit-
able to deal with multiple microphone scheme and a long
MCLT window.
5.3 Data decoding with multi-microphones
In this work, we propose a multi-channel method based
on combining the results of the separate microphones.
In the proposed multi-channel method, the signals cap-
tured at different microphones are linearly combined to
increase SNR. After the channel is estimated, message
bits are extracted from the corresponding message frames
through the following steps.
First, the sequences of the MCLT coefficients and the
channel coefficients are respectively restored by the de-
interleaver performing an inverse operation with the
interleaver. Next, theMCLT coefficients from eachmicro-
phone are linearly combined. The combined MCLT coef-










Figure 6 Data extraction procedure of the proposed acoustic data transmission system with multiple microphones.
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where Hˆi,m(k) indicates complex conjugation of the esti-
mated channel transfer coefficient and (.)∗ indicates com-
plex conjugation. In addition, the message coefficient
is obtained by calculating the normalized correlation
between the MCLT coefficients and the L-length spread-
ing sequence. Finally, the received message bit is obtained
by examining the sign of the real part of the message
coefficient, which is identical with the binary phase shift
keying (BPSK) demodulation scheme. After message bits
are obtained, FEC decoding and CRC checking are carried
out to correct and detect errors in the message sequence.
6 Performance evaluation
In order to evaluate the performance of the proposedADT
system, we conducted several experiments concerned
with audio quality and data transmission performance.
First, we examined the audio quality and transmission
performance while varying the MCLT length. Next, to
evaluate the effects of the SSA algorithm, we made a
performance comparison among the four ADT systems
implemented with different configurations in a number of
artificial and actual acoustic environments. Moreover, we
compared the transmission performance when the FEC is
applied and evaluated how much the proposed ADT sys-
tems are robust to signal processing. Finally, we compared
the transmission performance in a real room with respect
to the number of microphones to evaluate the effects of
the proposed multi-microphone technique.
Sixteen stereo audio clips consisting of pop, rock, jazz,
classical, and Latin music, each with a length of 30 s, were
used in these experiments, and the sampling frequency
was 44.1 kHz. The average signal power level over all the
tested audio signals was adjusted to −18 dB in the digital
domain in order to play back the audio signal at a similar
volume level.
The audio clips were played back from a loudspeaker
and then recorded by a mobile phone (Samsung Nexus S)
at various distances in a room with dimension 11 m × 7
m × 3 m. The recording format was uncompressed WAV
with 44.1 kHz sampling rate and 16 bits per sample. A
loudspeaker and microphones were placed at positions as
shown in Figure 7. As can be seen in this figure, the dis-
tances to the microphone were set to 1, 3, 5, and 7 m.
The average reverberation time (RT60) of the room mea-
sured at the corresponding positions was 1.1 s [22], which
indicates a severely reverberant condition. In this room
environment, the average measured sound pressure level
of the background noise was 40 dB and that of the audio
signal was 65 dB at 1 m from the front of the loudspeaker.
6.1 Effect of MCLT length
To examine what the effect of the MCLT length is on
the performance of the proposed ADT system, we evalu-
ated the transmission performance and audio quality for
various MCLT lengths. The system parameters are listed
in Table 1.
6.1.1 Robustness to reverberation in a simulated room
To evaluate how MCLT length affects the transmission
performance in different environments, we convolved the
audio signals with the room impulse response obtained by
a simulator based on the image method [23] while altering
RT60 [22]. The dimensions of the simulated room were
the same as the target room depicted in Figure 7. The
microphone of the receiver was placed at 5-m distance
from the loudspeaker. The set of RT60 of the simulated
room was set to 200, 400, 600, 800, and 1,000 ms.
The bit error rates (BERs) obtained in the simulated
room for various MCLT lengths are displayed in Figure 8,
where each line refers to the result for a different rever-
beration time. In this figure, we can see the tendency that
using longer MCLT window makes the ADT system more
robust to the reverberant environment.
6.1.2 Objective audio quality
To measure the quality of the data-embedded audio
content with varying MCLT length, we calculated the
objective difference grade (ODG) using the perceptual
evaluation of audio quality (PEAQ) method [24]. The
ODG score ranges from −4 to 0, where each digit score
indicates that the perceived audio quality is very annoying,
annoying, slightly annoying, perceptible but not annoy-
ing, or imperceptible. The average ODG score obtained
from the 16 test music clips is shown in Table 2, which
makes it likely that the data-embedded audio is almost
indistinguishable from the host audio if the MCLT length
is shorter than 1,024.
The reason that the audio quality is decreasing when the
MCLT window length increases can be found from the
fact that the proposed ADT systemmodifies the phases of
MCLT coefficients. The phase modification of the audio
signal can incur a significant quality degradation if the
length of the time-frequency transform is very long [25].
Especially, if a percussive sound made by drums, cym-
bals, or short unvoiced speech exists within an interval of
the MCLT window, pre-echo may frequently occur over
the whole interval. If the length of the pre-echo is longer
than the pre-masking interval, the data-embedded audio
would be annoying for the listeners [26]. The pre-echo is
considered one of the most important causes of quality
degradation in data-embedded audio [27].
6.2 Effects of the SSA algorithm
Based on the previous experimental results, we conducted
additional experiments in order to investigate the effects
of the SSA algorithm. In these experiments, we compared
the comprehensive ADT systems with four different con-
figurations denoted by SS, SL, SLA1, and SLA3. SS refers to
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Figure 7 Room environment with location of a loudspeaker and a receiver. The height of the room is 3 m. Cartesian coordinates are written below
the positions.
the system with MCLT length 512. SL represents the sys-
tem with MCLT length 8,192 without the SSA algorithm,
and SLA1 and SLA3 denote the systems using the SSA algo-
rithm setting St to 1 and 3 dB, respectively. The length of
the short MCLT window Ms for the SSA algorithm was
set to 512. The system parameters of each configuration
are specified in Table 3, and the other parameters are the
same as the ones in Table 1.
6.2.1 Audio quality tests
For subjective audio quality evaluation, a MUSHRA test
[28] was conducted. In the MUSHRA test, each listener
compared the sixteen reference signals (host audio sig-
nal) with eight differently processed test audio clips for
each reference signal: hidden reference (no modification),
data-embedded audio signals processed through five dif-
ferent configurations, and two anchor signals obtained
by low-pass filtering (LPF) with 3.5 and 7.0 kHz cutoffs
[28]. Thirteen listeners who have experiences of various
listening tests participated in this test.
Table 1 Parameters of the system configurations tested
Parameters Values
Sampling frequency 44.1 kHz
MCLT length (M) 512, 1,024,. . . , 8,192
Message frames between synchronization frames 2 frames
Data frequency 6.5 to 9.2 kHz
Bit repetition (L) 4
Bit rate 231 bps
The results are shown in Figure 9, where the average
scores of the test audio clips are displayed in conjunc-
tion with 95% confidence intervals. The scores for anchor
signals with 3.5-kHz LPF are omitted in the figure for a
clear display. As can be seen in this figure, the average
MUSHRA scores of SS were slightly higher than those of
SLA1 and SLA3, which, however, indicate good audio qual-
ity except for SL. Comparing between SLA1 and SLA3, we
can see that using higher St usually gives rise to less qual-
ity degradation. The average score obtained from SL was
quite worse than those of other configurations.
Because the average MUSHRA score of the proposed
configurations are very high and the difference among
them is very little except for SL as can be seen from
Figure 9, we additionally performed the PEAQ test for
each music clip. The obtained ODG scores are shown in
Table 4. From the results, we can see that the ODG scores
demonstrate tendencies similar to the MUSHRA scores.
In summary, the results of quality evaluation tests have
shown that the SSA method is useful for maintaining the
quality of data-embedded audio. The main reason can be
found from the fact that the SSA algorithm attenuates the
pre-echo. An example of the pre-echo attenuated by the
SSA algorithm is displayed in Figure 10.
6.2.2 Transmission performance of recorded signals in
indoor environments
The transmission performance of the proposed
approaches was evaluated in actual room environments
with various distances between the loudspeaker and
microphone. The experiment is performed in the same
manner as in Section 6.5. In this experiment, the BERs of
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Figure 8 Bit error rate (BER) at 5-m distance in the simulated room. The horizontal axis represents the MCLT length. Each line refers to a different
reverberation time of the simulated room.
four different system configurations obtained from the
actual room environments are shown in Figure 11.
As can be seen from these figures, all configurations
showed good data transmission performance at 1-m dis-
tance from the loudspeaker. At 5 and 7 m, however, SL,
SLA1, and SLA3 showed better data transmission perfor-
mance than SS. This also demonstrates the tendency that
using a longer MCLT window makes the algorithm more
robust to reverberant environments. Especially, we can
Table 2 Objective difference scores for various MCLT
lengths, calculated using the PEAQ algorithm
512 1,024 2,048 4,096 8,192
M1 −0.292 −0.412 −0.685 −1.354 −1.321
M2 −0.267 −0.346 −0.515 −0.729 −0.805
M3 −0.422 −0.915 −1.665 −1.806 −1.992
M4 −0.531 −0.863 −1.343 −1.583 −1.653
M5 −0.239 −0.359 −0.549 −0.647 −0.654
M6 −0.566 −1.107 −2.092 −2.377 −2.350
M7 −0.243 −0.292 −0.486 −0.567 −0.623
M8 −0.326 −0.418 −0.844 −0.966 −1.314
M9 −0.134 −0.271 −0.404 −0.528 −0.609
M10 −0.250 −0.314 −0.620 −0.792 −0.854
M11 −0.352 −0.615 −1.088 −1.376 −1.475
M12 −0.140 −0.240 −0.359 −0.482 −0.477
M13 −0.328 −0.658 −1.061 −1.540 −1.567
M14 −0.389 −0.778 −1.505 −1.587 −1.529
M15 −0.246 −0.346 −0.535 −0.758 −0.803
M16 −0.199 −0.248 −0.375 −0.463 −0.490
Average −0.308 −0.511 −0.883 −1.097 −1.157
see that SLA1 showed better transmission performance
than SLA3.
Summarizing the results, we can see that the usage of
the longMCLT frame outperforms the short MCLT frame
especially when the distance between the loudspeaker and
microphone is relatively farther. Moreover, it can be said
that using a long MCLT frame length in conjunction with
the SSA algorithm can enhance the transmission perfor-
mance without significant audio quality degradation. In
the SSA algorithm, applying a different value for St can
achieve the trade-off between the audio quality and the
data transmission performance; higher St makes the audio
quality better at the cost of increasing BER.
6.3 Error correction using convolutional coding
In order to investigate the effect of FEC coding, the BERs
corrected by convolutional coding with code rate 1/3 was
obtained from the same recorded audio clips as in the
previous experiment. The convolutional coding is one of
the most famous FEC coding algorithms. The results are
displayed in Figure 12.
Compared with the result in Figure 11, the BERs in
Figure 12 are usually decreased and it can be concluded
that the convolutional coding is effective to reduce the
bit error. However, it is also observed that the BER
Table 3 Parameters of the system configurations used for
testing the SSA algorithm
Parameters SS SL SLA1 SLA3
MCLT length (M) 512 8,192 8,192 8,192
SSA algorithm
X X O O
(St = 1 dB) (St = 3 dB)
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Figure 9 MUSHRA test scores for test music clips evaluating the effects of the SSA algorithm. M1 to M16 on the horizontal axis represents the name
of each music clip. The numbers on the vertical axis represent the MUSHRA scores for the test music clips in different experimental conditions.
Vertical lines on the top of bars denote the 95% confidence intervals.
is increasing dramatically with the use of the convolu-
tional coding when the BER is greater than a certain
threshold.
The reason can be analyzed by investigating the perfor-
mance of the convolutional coding. The performance of
Table 4 Objective difference scores for test audio clips
with different system configurations, for testing the SSA
algorithm
SS SL SLA1 SLA3
M1 −0.292 −1.321 −0.477 −0.461
M2 −0.267 −0.805 −0.448 −0.423
M3 −0.422 −1.992 −0.565 −0.519
M4 −0.531 −1.653 −0.636 −0.580
M5 −0.239 −0.654 −0.423 −0.381
M6 −0.566 −2.350 −0.664 −0.613
M7 −0.243 −0.623 −0.383 −0.366
M8 −0.326 −1.314 −0.532 −0.491
M9 −0.134 −0.609 −0.430 −0.414
M10 −0.250 −0.854 −0.492 −0.463
M11 −0.352 −1.475 −0.535 −0.495
M12 −0.140 −0.477 −0.339 −0.334
M13 −0.328 −1.567 −0.600 −0.550
M14 −0.389 −1.529 −0.585 −0.532
M15 −0.246 −0.803 −0.492 −0.469
M16 −0.199 −0.490 −0.361 −0.354
Average −0.308 −1.157 −0.496 −0.465
the FEC coding techniques, however, is usually given in
the form of the statistical relationship of BER versus SNR
[29], which is inappropriate for this work. Therefore, we
investigated the relationship between the BER with and
without convolutional coding and the results are depicted
in Figure 13.
In this figure, it is observed that the BER is increas-
ing dramatically with the use of the convolutional coding
when it is greater than a certain threshold (0.12 in this
work), which is a common phenomenon in digital com-
munication [29]. For designing a practical application, the
BERs at target places should be lower than this threshold,
which will be decided with respect to the different FEC
schemes.
6.4 Robustness to signal processing
For a practical ADT system, the data embedded in the
audio signal should be robust to signal processing because
the data-embedded audio signal can be distributed after
being passed through several signal processing modules
such as quantization, compression, and additive noise.
The BER of distorted audio clips was measured, and the
results are shown in Table 5. In this table, we can see
that SLA1 and SLA3 showed slightly higher BER’s than
others because the SSA algorithm modifies a part of the
amplitude spectrum. Nevertheless, we can see that all of
the configurations of the proposed method are robust to
requantization, inversion, additive noise, andMP3 codecs,
which is comparable with the robustness of other audio
data hiding techniques [30,31].
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Figure 10 Example of pre-echo where the length of the MCLT frame is 0.37 s. (a) Host signal, (b) data-embedded signal, (c) data-embedded signal
with segmental SNR adjustment algorithm.
Figure 11 BER of the data transmission systems evaluating the effects of the SSA algorithm. The horizontal axis represents the distance between
loudspeaker and microphone in a real room. Each line represents a different system configuration with parameters listed in Table 3.
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Figure 12 BER of the data transmission systems with 1/3 convolutional coding, comparing the effects of channel coding. The horizontal axis
represents the distance between loudspeaker and microphone in a real room. Each line represents a different system configuration with parameters
listed in Table 3.
6.5 Effect of multiple microphones
In this experiment, the transmission performance with
respect to the number of microphones was investigated.
As a performance measure, the BERs with one-, two-,
and three-microphone configurations were compared for
SL. The second and third microphones were placed such
that the distance between adjacent microphones along
the y-axis became 20 cm and the results are shown in
Figure 14.
From the results, we can see that the proposed multi-
channel method outperformed the single microphone
case. In addition, we can also see that exploiting more
microphones further reduces the bit error. Consequently,
we can see that the combining method is effective in
transmitting data more reliable.
If statistical independence between the channels can be
achieved, the transmission performance can be improved
further and it is usually attempted by placing the micro-
phones at the receiver with sufficient distance [17]. How-
ever, practically there exists an upper limit for the distance
between the microphones because most of the ADT-
related applications should be implemented on small
devices such as mobile phones. For this reason, we
depicted the BERs of 2 microphones with distances 20 and
40 cm in Figure 14 and we can see that there are no sig-
nificant differences. From the result, it can be concluded
Figure 13 BER with 1/3 convolutional coding as a function of BER (solid line). The horizontal and vertical axes represent BER before and after error
correction, respectively. The dotted line denotes the identity line.
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Table 5 Bit error rate for distorted test audio clips with
various types of signal processing applied
SS SL SLA1 SLA3
No Attack 0.0000 0.0000 0.0008 0.0013
Requantize (8 bit) 0.0000 0.0000 0.0018 0.0023
Invert 0.0000 0.0000 0.0008 0.0013
MP3 (192 kbps) 0.0000 0.0000 0.0015 0.0022
MP3 (128 kbps) 0.0005 0.0006 0.0055 0.0069
MP3 (64 kbps) 0.0051 0.0049 0.0168 0.0210
AWGN (0 dB) 0.0668 0.0492 0.0880 0.0951
AWGN (5 dB) 0.0217 0.0088 0.0231 0.0274
AWGN (10 dB) 0.0000 0.0000 0.0061 0.0071
that it is hard to achieve a dramatic improvement in sta-
tistical independence between channels when the size of
the receiver is restricted to the dimension of small mobile
devices.
7 Conclusions
In this paper, we have proposed an ADTmethod based on
audio data hiding which modifies and extends our previ-
ous works.Moreover, we evaluated the performance of the
proposed ADTmethod with variousMCLT lengths, num-
ber of microphones, and with and without SSA algorithm.
From the series of experiments, the MCLT frame length
has been found to be one of the most important param-
eters in ADT system. The transmission performance
improves as the length of the MCLT frame gets longer at
the cost of the audio quality. Because the length of MCLT
window is a fixed parameter known to both the embedder
and receiver, it should be determined carefully depending
on the target applications.
To determine a proper length of an MCLT frame, the
reverberation time of the channel should be considered.
A long MCLT window, for example, can achieve a good
transmission performance in a reverberant environment
such as a living room or cafeteria. On the other hand, for
the applications dedicated to very short distance such as
device-to-device data transmission, a short MCLT win-
dow might be preferable because it yields better audio
quality. In the highly reverberant conditions, however, it
is considered doubtful to find an optimal MCLT length
guaranteeing both good audio quality and transmission
performance without the SSA algorithm.
In this respect, the SSA algorithm would be indispens-
able when implementing a practical ADT system suitable
for highly reverberant conditions. Using a long MCLT
window with the SSA algorithm makes the audio data
hiding system more suitable for the ADT applications. In
addition, a good trade-off between the audio quality and
data transmission performance is achieved by adjusting
only a single parameter in the SSA algorithm.
When a receiver can utilize multiple microphones, the
proposed multi-channel methods have been found effec-
tive in enhancing the transmission reliability while pre-
serving backward compatibility with conventional ADT
systems. From the results, we can see that exploiting more
microphones enhances the transmission reliability fur-
ther. However, achieving greater statistical independence
between the channels is difficult when the distance
Figure 14 BER of the proposed combining method with an MCLT length of 8,192. The horizontal axis represents the distance between loudspeaker
and microphones in a real room. Each line represents a different number of microphones.
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between microphones at the receiver is restricted to the
range of typical mobile devices. Despite of the depen-
dency between each channel, the proposed multi-channel
method has shown to be useful when applied in practical
applications.
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