Abstract. In this paper, we find a composition series of GKZ-systems with semisimple successive quotients. We also study the composition series of the corresponding perverse sheaves and compare these two composition series under the Riemann-Hilbert correspondence.
For any parameter γ = (γ 1 , . . . , γ n ) t ∈ C n , the A-hypergeometric system is the D A -module
a ij x j ∂ j − γ i .
In this paper, all schemes are of finite type over C and most of them are affine. So we don't distinguish D-modules on an affine scheme or over its coordinate ring.
The GKZ-system M A (γ) is a holonomic D-module. A basic problem for M A (γ) is how to find its canonical filtration with semisimple successive quotients. Such a filtration was first considered by Baytrev in [3] to study the mixed Hodge structure of affine hypersurfaces in torus, and it was shown by Stienstra in [9] that the aforementioned filtration restricted to the generic fiber of the GKZ-system corresponds to the weight filtration of the relative cohomology group. Hence, it is natural to assume that this filtration extended to the whole space has semisimple successive 2010 Mathematics Subject Classification. 14F10, 32S60.
quotients. In the slides of conference talk [1] , A. Adolphson defined a filtration on the GKZ-system M A (γ) and stated that such a filtration has semisimple successive quotients. Unfortunately, the proof seems to have not been published up to now.
In this paper, we show that under certain conditions, the filtration on M A (γ) considered in [1] has semisimple successive quotients. We also show that such a filtration does not always have semisimple successive quotients without the aforementioned conditions. To do this, we only need to study such a filtration on the Fourier transform of M A (γ) by the exactness of the Fourier transform.
Let {t 1 , . . . , t n } be a set of n variables. For any 1 ≤ j ≤ N , set t aj = n i=1 t aij i . Let R A be the C-subalgebra of C[t ±1 1 , . . . , t n ] generated by t a1 , . . . , t aN . The Fourier transform of M A (γ) is
where I A is the kernel of the epimorphism
This epimorphism defines a closed immersion i A : X A := Spec R A → A A . We have an action By Lemma 3.4 (2) , N A (γ) is a regular holonomic D A -module supported on the toric variety X A .
We have two methods to study filtrations on N A (γ). The first one uses the Euler-Koszul complexes by combinatorial properties of the convex polyhedral cone in R n generated by the column vectors of A. The second one uses the Riemann-Hilbert correspondence to study filtrations on the corresponding perverse sheaf. Finally, we compare these two filtrations via the de Rham functor.
1.2.
Notations. Before stating our main results, we introduce some notations used throughout the paper.
Let X be a smooth scheme with a closed subscheme Z. We denote by Mod(D X 
The de Rham functor for
By [6, Theorem 7.2.2], the de Rham functor DR X gives two equivalences of categories:
which are now called the Riemann-Hilbert correspondence.
If f : X → Y is a morphism of schemes, we write (
respectively. For any schemes X and Y , we have a bifunctor
where p : X × C Y → X and q : X × C Y → Y are the projections.
For any immersion f : X → Y of schemes, we also have the minimal extension functor
To define a filtration on N A (γ) by combinatorial properties of the convex polyhedral cone generated by the column vectors of A, we use the notation SA = N j=1 Sa j ⊂ C n for any subset S of C. In this paper, S could be N, Z, Q, R, R ≥0 or C. Definition 1.1. Identify the matrix A with the set of column vectors of A. A face of A is a subset F of A such that there exists h ∈ Hom Z (ZA, Z) with the properties that h(A) ⊂ N and
Let r F be the rank of the matrix F . Fix notations by the commutative diagram
For F ≺ A such that γ ∈ CF , the free O TF -module O TF · t −γ of rank one generated by the symbol t −γ is equipped with a D TF -module structure via the product rule. Denote this D TF -module
The matrix A is called normal if R ≥0 A ∩ ZA = NA. This is equivalent to saying that the toric variety X A is normal.
on N A (γ) which coincides with the Fourier transform of the filtration on M A (γ) defined in [1] .
(1) For any face F of A of codimension one, let l F : CA → C be the C-linear map such that l F (A) ⊆ N, l F (F ) = 0 and l F (ZA) = Z.
(2) For any γ ∈ CA, we call that γ is A-nonresonant (resp. weak A-nonresonant, resp. semi
In this paper, we prove the following theorem.
Theorem 1.4.
(1) For any 0 ≤ i ≤ r A , we have a canonical epimorphism
of regular holonomic D-modules on A A , where S i (A) is the set of faces of A of codimension i.
. . , F k , then the above epimorphism is an isomorphism.
(4) Keep assumptions in (2) and (3), we have
In particular, W i (A, γ)/W i−1 (A, γ) is semisimple.
Remark 1.5. Theorem 1.4 (3) implies the irreducibility conjecture of W 0 (A, γ) in [1] when A is normal. In Example 4.6, we show that W 0 (A, 0) is not semisimple for some non-normal matrix A.
1.4.
Filtration on perverse sheaves on X A . For any scheme X, we call a locally free C X anmodule of finite rank a local system on X. Denote by L(X) the isomorphic classes of local systems on X.
Let L A be a rank one local system on T A . Then L A [r A ] is an irreducible perverse sheaf on T A .
The torus embeddingj
is therefore a perverse sheaf on X A .
The theorem corresponding to Theorem 1.4 for perverse sheaves is the following. Theorem 1.7. Let L A be a rank one local system on T A .
of perverse sheaves on X A , where π F, A : T A → T F is the homomorphism induced by F ⊂ A.
then the above epimorphism is an isomorphism.
The relation between Theorem 1.4 and Theorem 1.7 is the following. Theorem 1.8. Suppose that γ ∈ CA. There exists a unique rank one local system
(2) If A is normal and γ is weak A-nonresonant, then
The paper is organized as follows. In section 2, we redefine GKZ-systems and its Fourier transform by the functors on D-modules. In section 3, we use the Euler-Koszul complex to study GKZ-systems. In section 4, we study filtrations on N A (γ) and (j A ) + L A (γ) respectively. In section 5, we study filtrations on the corresponding perverse sheaf
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GKZ-systems and Fourier transform
In this section, we redefine GKZ-systems and its Fourier transform by the functors on Dmodules. We first introduce two lemmas used throughout the paper. 
Moreover, f induces an exact and faithful functor f + : Mod
Proof. By the Riemann-Hilbert correspondence, we have a commutative diagram
c (T ) of derived categories, whose horizontal arrows are all equivalence of categories. Then our lemma holds according to the exactness of the functor (f | Z ) * : Perv(Z) → Perv(T ).
Moreover, π induces an exact and faithful functor π + : Mod
Proof. By Lemma 2.1, it suffices to show that π| XA : X A = Spec R A → X B = Spec R B is a finite morphism. Since R B and R A are finitely generated C-algebras, we only need to prove that R A is integral over R B .
Take a ∈ R ≥0 A ∩ QA. By Carathéodory's theorem, a = aj ∈A0 α j a j for some α j ∈ R ≥0 and some subset A 0 of A such that A 0 is a Q-basis of QA. Then α j ∈ Q for any a j ∈ A 0 . This proves
of rank one generated by the symbol e z (resp. e −z ), is equipped with a D A 1 -module structure via the product rule. We still denote this D A 1 -module by e z (resp. e −z ).
are the projection maps and
, define the Fourier transform of M to be
where π i : A A × A A → A A is the projection onto the i-th factor and
is the morphism defined by
The Fourier transform F A preserves holonomicity and irreducibility but not regularity.
Suppose that γ ∈ CA. Using the same method of [4, Lemma 1.1], we have
By [5, 4.5] , there is a canonical homomorphism
Euler-Koszul homology of toric modules
The Euler-Koszul complex in [7] is a powerful tool to study GKZ-systems. Roughly speaking, In this section, set
(1) Define the operator of
is the Koszul complex of D A -modules defined by the n commutative operators
and let qdeg(M ) be the Zariski closure of deg(M ) in C n . Then qdeg(M ) is a finite union of subsets of C n of the form a + CF for some a ∈ Z n and F ≺ A such that a + NF ⊂ deg(M ).
Below, we study certain functorial and vanishing properties for Euler-Koszul complexes.
Proof. The first equality follows from the definition of N F (γ). The last two equalities hold by the exactness of the functor (i F,A ) + and
Proof. 
We can assume that M = R A and γ ∈ CA. Let (A 0 , γ 0 ) be an r A ×(N +1)-submatrix of (A, γ) such that r A = r A0 . Then the C-span of E A + γ coincides with the C-span of E A0 + γ 0 . Consequently,
which reduces (2) to the case when r A = n. By [8, Corollary 3.9], we have
This could be done by the induction on the dimension of qdeg(
Lemma 3.5. Let B be a subset of A and let M be a
Proof. For the projection morphism π :
Then the last assertion holds by Lemma 2.1.
We formulate some classes of parameters which are very important for filtrations on N A (γ) (see Definition 3.6. For any integer i and F ≺ A, let
wres(A) = sres(A) dres(A).
Clearly, sres(A) ⊂ wres(A) ⊂ res(A).
Proof. Let
for an infinite sequence {n 1 < n 2 < . . .} of positive integers and some F ∈ S 1 (A). Hence l F (c) = 0 and l
The relation between parameters in Definition 1.3 and that in Definition 3.6 is the following.
Lemma 3.8. Suppose that γ ∈ CA.
(1) Then γ is A-nonresonant if and only if γ / ∈ res(A).
(2) If γ / ∈ sres(A), then γ is semi A-nonresonnat. The converse holds if A is normal.
The converse holds if A is normal.
(4) Suppose that A is normal. Then γ / ∈ wres(A) if and only if γ is weak A-nonresonant.
Proof. (1) is trivial and (4) follows from (2) and (3).
(2) Suppose that l F (γ) ∈ Z <0 for some F ∈ S 1 (A). Since l F (ZA) = Z, there exists m ∈ N and
Choose such a pair (b, m) with m as small as possible.
Conversely, suppose that γ ∈ sres(A) and A is normal. By the definition of sres(A), γ =
some b ∈ NA and α ∈ C n such that there exists F 0 ≺ A with the properties that α ∈ CF 0 and
Conversely, suppose that A is normal and l F (γ) ∈ Z >0 for some 1-codimensional face F of A. The short exact sequence 0 → ZF → ZA ǫ − → ZA/ZF → 0 splits and fix a section ι of ǫ.
Thus ι(ǫ(A)) is a normal matrix of rank 1 and hence l F (NA) = l F (ι(ǫ(NA)) = N. There exists
We give two counterexamples of the converse of Lemma 3.8 (2) and (3) without the normality assumption on A.
Example 3.9. According to Definition 1.3, set SRes(A) = {γ ∈ CA| l F (γ) ∈ Z <0 for some 1-codimensional face F of A};
DRes(A) = {γ ∈ CA| l F (γ) ∈ Z >0 for some 1-codimensional face F of A}. Recall from Definition 3.6 that for any F ≺ A, there is a filtration 0
Thus Z i (A) = Spec R A /I i (A) and the morphism j A : T A → A A factors as 
(2) Define a filtration
The lemma below determines when the above two filtrations coincides.
Lemma 4.2. Suppose that γ ∈ CA and 0 ≤ i ≤ r A .
(1) Then γ / ∈ sres(A) if and only if W rA (A, γ) = W rA (A, γ).
Proof. For (2), suppose that γ / ∈ wres(A). By Definition 3.6, γ / ∈ sres(A) and γ / ∈ qdeg(
for any i and k. By (1) ,
According to γ / ∈ qdeg(I i (A)/I i (A) k and Lemma 3.4 (1), we have (1) Suppose that A is normal. Then γ is semi A-nonresonant if and only if
As a result of Corollary 4.3, we prove Theorem 1.8 by the Riemann-Hilbert correspondence.
Lemma 4.4. Suppose that γ ∈ CA is weak A-nonresonant. For any 0 ≤ i ≤ r A , we have
where R A = a∈R ≥0 A∩ZA Ct a and I i (A) = a∈R ≥0 A∩ZA\∪F ≺A,r A −r F >iZF Ct a .
In particular, there is a canonical homomorphism
Since γ is weak A-nonresonant, it is weak A-nonresonant. Applying Corollary 4.3 to A, we have
Combining this with (4.2) and Lemma 3.5, we obtain
We are now ready to prove Theorem 1.4.
For any F ∈ S i (A), I 0 (F ) ⊂ I i (A). The R F -module I 0 (F ) is also an R A -module via the epimorphism R A → R F associated to the closed immersionī F, A : X F → X A . The composition
and it induces a commutative diagram
of R A -modules. Applying the right exact functor H 0 (E A + γ, •) to the short exact sequences
we have three exact sequences
By the snake lemma,
By Proposition 3.3 and diagram (4.4), we obtain a canonical epimorphism
The last equality holds by the fact that W 0 (F, γ) = 0 if γ / ∈ CF . This proves Theorem 1.4 (1).
We first prove a special case of Theorem 1.4 as follows.
Proposition 4.5. Let F 1 , . . . , F k be all the faces of A of codimension one. If
Proof. The smallest face of A is F ′ =:
is a simplicial cone in RA/RF ′ , where q : RA → RA/RF ′ is the canonical epimorphism. Without loss of generality, we assume that
. Let A 0 be the submatrix of A consisting of a 1 , . . . , a k and F ′ and hence R ≥0 A = R ≥0 A 0 . We may assume that r A = n. The direct sum ⊕ k j=1 Za j ⊕ ZF ′ induces an isomorphism ι :
Ze j where e 1 , . . . , e n is the canonical basis of C n . This reduces A 0 to be of the form
Applying the functor K • (E A + γ, •) to the short exact sequence
we obtain an exact sequence of D A -modules:
To prove that (4.5) is an isomorphism, it suffices to show that the composition
is the zero map. Applying Lemma 2.2 and Lemma 3.5 to A 0 ⊂ A, it suffices to show that the composition
is the zero map. By the definition of the boundary map δ 0 , any element of im(δ 0 ) is represented
. According to Lemma 3.4, we can assume that γ ∈ CF = CF 0 where
+ γ i ∈ D F0 and hence
representing the zero element of H 0 (E A0 + γ, R A /I i−1 (A)). This completes the proof.
If A is normal and γ is weak A-nonresnonat, then F is normal and γ is weak Recall that F 1 , . . . , F k are 1-codimensional faces of A such that
) defines a bijection between the set of faces of A containing F 0 and that of A.
There are two claims below.
Claim 1: For any face F of A, γ ∈ CF implies that F 0 ≺ F .
In fact, γ ∈ CF implies that l F ′ (γ) = 0 for any 1-codimensional face F ′ of A containing F . By the assumption on γ, we have
In fact, I i (F ) = (I i (F )) t a F 0 . By Lemma 3.4 (1), we only need to show that γ / ∈ −Z ≥1 a F0 + qdeg(I i (F )/t aF 0 I i (F )). If not, then γ = −ma F0 + b + c for some m ∈ Z >0 , b ∈ NF and c ∈ C n such that there exists G ≺ A with the properties that c ∈ CG and b + NG ⊆ deg(
By the assumption on γ, we have
The matrix A satisfies the condition of Proposition 4.5. Then by Proposition 4.5 and Claim 1,
For any F 0 ≺ F ≺ A, let π F be the morphism A F → A F induced by F ⊂ F . By Lemma 3.5 and Claim 2, we obtain
Combining (4.8) with (4.9), we have
This completes the proof of Theorem 1.4.
By Corollary 4.3 (2), we prove the irreducibility conjecture of W 0 (A, γ) in [1] for normal matrix A. If A is not normal, we give the following counterexample.
Example 4.6. Let
Then we have a non-split short exact sequence of regular holonomic D A -modules:
where α = (0, 1) t ∈ C 2 . In particular, W 0 (A, 0) is not semisimple.
Thus F 1 is a common face of A, A 0 and A; F 2 is a common face of A and A 0 ; F 2 is a face of A. Let 
Applying Proposition 4.5 to A and A, we have
Since 0 is weak A-nonresonant, then by Lemma 4.4 (4.3), we get
We also get
2 ] is the canonical homomorphism. According to (4.12), (4.14) and (4.15), we have
By (4.11), (4.13) and (4.14), we have
Combining this with (4.10) and (4.16), the natural map
is injective for i = 1, 2. As a result,
to the short exact sequence of R A -modules:
we get an exact sequence 
]-modules. By Proposition 3.3,
where the last equality holds by the F 2 -nonresonance of α. By (4.19), we have is not semisimple.
Applying Lemma 3.5 to A 0 ⊂ A, we have
There are two isomorphisms of toric C[
Combining (4.21) with (4.22), we have
Then the non-semisimplicity of p + W 0 (A, 0) follows from that of the Verdier dual
, we obtain a non-split short exact sequence of D F1 -modules:
As a result, (j F1 ) + O TF 1 is not semisimple, which completes the proof.
Proof of Theorem 1.7
For any matrix C with integer entries and any submatrix B of C with the same number of rows, denote by π B,C the induced homomorphism T C → T B of torus.
Recall that L A is a rank one local system on T A and
We introduce a functorial property and a vanishing property of perverse sheaves on X A in the following two lemmas.
Lemma 5.1. Let B be a subset of A such that R ≥0 A = R ≥0 B. Then B ⊂ A induces a commutative diagram of schemes:
Moreover,
Proof. By R ≥0 A = R ≥0 B, the group ZA/ZB is finite. For some isomorphisms ZA ≃ Z rA and Z rA ≃ ZB, the composition Z rA ≃ ZB ⊂ ZA ≃ Z rA is defined by a diagonal matrix
and hence
By Lemma 2.2, π and π i are finite morphisms. Consequently,
Lemma 5.2. Suppose that A is normal. Let F be a face of A and let L A be a rank one local system on T A . Recall thatj F,A : T F → X A is the orbit immersion.
If there is a rank one local system L F on T F such that π
Otherwise, for any 0 ≤ i ≤ r A , we havē
Proof. Since A is normal, the short exact sequence 0 → ZF → ZA ǫ − → ZA/ZF → 0 splits. Fix a section ι of ǫ and set a F = aj ∈F a j . By the map
the three sets {faces of A containing F }, {faces of A := (A, −a F )} and {faces of A := ι(ǫ(A))} are in bijective correspondence. The section ι defines a commutative diagram
The action of the torus T A on X A defines the following commutative cartesian diagram 
Let p : T A → Spec C be the structure morphism. By (5.5) and the commutative diagram
we have
rA . For such a U , we havē
According to (5.4) and (5.7), we get (5.1).
Applying the Verdier duality functor, we havē
For the construction of the canonical epimorphism in Theorem 1.7, we need the following lemma. 
Then the perverse sheaf (k
First assume that A is normal. By Lemma 5.2 and (5.9), we have (k
This proves the lemma for any normal matrix A. For general A, choose a N +1 , . . . , a N +l ∈ ZA such that R ≥0 A ∩ ZA = N +l j=1 Na j . Thus A := (a 1 , . . . , a N +l ) is a normal matrix and L A can be viewed as a local system L A on T A = T A . We thus have (k
The map F → F := F ∩ A defines a bijection between the set of faces of A and that of A. By Lemma 2.2, A ⊂ A defines two finite morphisms π : X A → X A and π i :
By Lemma 5.3, there is a short exact sequence of perverse sheaves on U i (A) :
The minimal extension functor (k A i ) ! * preserves injectivity and surjectivity. We get an epimorphism
So there is a canonical epimorphism
This proves Theorem 1.7 (1). It remains to prove Theorem 1.7 (2).
[0] is the complement ofj A . This proves Theorem 1.7 (2) for A = I 1 .
(
By the exactness of the functor ⊠, we obtain
This proves Theorem 1.7 (2) for A = (I n ) and hence for any matrix A such that r A = N . 
This proves that π * (α LA ) is an isomorphism and so is α LA .
(iv) Suppose that A is normal. Recall that F 1 , . . . , F k are all the 1-codimensional faces of A such that L A is the inverse image of some local system on T Fi . One can choose a section ι of the epimorphism ǫ : ZA → ZA/ZF 0 where F 0 = ∩ k i=1 F k and set a F0 = aj ∈F0 a j . By the map F → F := (F, −a F0 ) → F := ι(ǫ(F )), the three sets {faces of A containing F 0 }, {faces of A} and {faces of A} are in bijective correspondence. As T A = T A , the local system L A on T A can be viewed as a local system L A on T A . There exist a local system L F0 on T F0 and a local system
implies that R ≥0 A is a simplicial cone. By (iii), we thus obtain 
Since j is open affine, j * and j ! are exact functors of perverse sheaves. We thus have a commutative
of perverse sheaves with exact horizontal lines. By (5.11), (5.12) and (5.13), we obtain 
This completes the proof of Theorem 1.7.
The following example shows that α LA could not be an isomorphism for some matrix A without the condition of Theorem 1.7. is not an isomorphism.
Proof. Let i 0 : Spec C → X A be the closed immersion defined by the unique T A -fixed point x 0 on X A (C). For any 1 ≤ k ≤ 4, let F k be the k-th column vector of A. By [6, 8.2 .11], 
Applying H i to the distinguished triangle 
