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Abstract
The dressed-electron eigenstate of Feynman-gauge QED is computed in light-front quantization
with a Fock-space truncation to include at most the one-photon/one-electron sector. The theory
is regulated by the inclusion of three massive Pauli–Villars (PV) particles, one PV electron, and
two PV photons. In particular, the chiral limit is investigated, and the correct limit is found to
require two PV photons, not just one as previously thought. The renormalization and covariance
of the electron current are also analyzed. We find that the plus component is well behaved and
use its spin-flip matrix element to compute the electron’s anomalous moment. The dependence of
the moment on the regulator masses is shown to be slowly varying when the second PV photon is
used to guarantee the correct chiral limit.
PACS numbers: 12.38.Lg, 11.15.Tk, 11.10.Gh, 11.10.Ef
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I. INTRODUCTION
Over the past several years, a method of Pauli–Villars (PV) regularization [1] has been
developed for nonperturbative analysis of quantum field theories [2, 3, 4, 5, 6, 7, 8]. It is
based on the introduction of massive, negatively normed fields directly to the Lagrangian
and the derivation of a light-front quantized Hamiltonian [9, 10]. The Hamiltonian is then
used to construct an eigenvalue problem for the mass and Fock-state wave functions of bound
states. The use of light-front quantization allows a meaningful Fock-state expansion with
well-defined wave functions.
Bound-state problems in quantum field theories are notoriously difficult. Their nonper-
turbative nature complicates the regularization and renormalization. Of the various methods
that have been attempted, such as lattice gauge theory [11], Schwinger–Dyson equations [12],
and light-front quantization [10], only the light-front approach can provide well-defined wave
functions.
To regulate the nonperturbative light-front problem, the regulators that work in pertur-
bation theory and provide equivalence with Feynman perturbation theory are assumed to be
sufficient. Careful studies of perturbative equivalence have been made by Paston et al [13].
To renormalize, the bare parameters of the Lagrangian are fixed via physical conditions, such
as setting certain bound-state masses equal to measured values. This is distinct from the
sector-dependent approach [14] to renormalization, where the bare parameters are assigned
different values in each Fock sector.
The purpose in studying QED with such a technique is to test methods in a gauge
theory, the goal being to develop a method that works for bound states of QCD. There is
no expectation that nonperturbative light-front results for QED will be at all competitive
with high-order perturbative calculations [15]. The numerical errors in solving the bound-
state eigenvalue problem are currently of order 1%. For the calculation reported here, the
Fock-space truncation is severe enough to make calculations tractable analytically, but not
enough physics is included to expect close agreement with experiment. The main point of
the calculation is instead that the behavior of the anomalous moment is now a slowly varying
function of the regulator masses.
Specifically, we reconsider the dressed-electron state in Feynman-gauge QED truncated at
the one-photon/one-electron Fock state. An earlier analysis [7] was sufficient in a particular
limit of Pauli–Villars masses. There, one PV electron and one PV photon were added
to the Lagrangian to regulate the theory. The resulting bound-state problem was solved
analytically, and the anomalous moment was calculated in the limit that the PV electron
mass is taken to infinity.
When the PV electron mass is not infinite, however, the analysis breaks down, due to a
violation of chiral symmetry in the massless electron limit. This violation was not recognized
in the earlier work on this particular PV regularization [7] but is quite consistent with what
has been found in different PV regularizations of QED and Yukawa theory [16]. We restore
this symmetry by adding a second PV photon, with its coupling strength and mass related
by a simple condition. We also verify that the electron one-loop self-energy is consistent
with the Feynman result at the same order and show that the vertex and wave function
renormalization constants, Z1 and Z2, are equal. However, the equality of Z1 and Z2 is
effective only for the plus component of the current; our truncation destroys the covariance
of the current, and only the plus component can be used.
With the second PV photon included, we are able to do a calculation of the electron’s
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anomalous moment at finite PV electron mass. The moment is computed from the spin-flip
matrix element of the (unrenormalized) plus component of the current [17]. We show that
without the second PV photon, the anomalous moment has a strong dependence on the
PV masses, and we identify the mechanism whereby restoration of the correct chiral limit
removes the strong mass dependence.
The alternative, sector-dependent renormalization scheme [14] has been employed in
studies of light-front QED by Hiller and Brodsky [18] and more recently by Karmanov
et al. [19, 20]. Unfortunately, the most recent form of the sector-dependent approach [19]
leads to difficulties with the interpretation of the wave functions. The amplitude for the
bare-electron state is of the form
√
1− αJ , where J is a positive integral that is infinite
when the regulators are removed. The probability of the one-photon/one-electron sector
is αJ , and thus the norm is 1. For our case, the bare amplitude is 1/
√
1 + αJ and the
probability of the higher sector is αJ/(1 + αJ), again with a norm of 1. However, only in
our case are there well-defined probabilities between zero and 1 for each Fock sector and for
any value of J . What is more, if one calculates something directly from the wave functions
of Karmanov et al., infinities are encountered before taking the regulator masses to infinity.
For example, the expectation value of the number of photons in the dressed-electron state is
infinite for finite PV masses, even in the one-photon truncation. An analogous calculation in
QCD, such as a quark distribution function, would also yield infinity. In their method, useful
information can be extracted from the wave functions only by embedding the eigenstate in
a larger process and using an external probe combined with a separate renormalization of
this external coupling, a process not so different from the effort required in lattice QCD,
where wave functions are also not well defined.
Our calculations are done in terms of light-cone coordinates [9], which are defined by
x± ≡ x0 ± x3, ~x⊥ ≡ (x1, x2). (1.1)
The covariant four-vector is written xµ = (x+, x−, ~x⊥). This corresponds to a spacetime
metric of
gµν =


0 2 0 0
2 0 0 0
0 0 −1 0
0 0 0 −1

 . (1.2)
Dot products are then given by
x · y = gµνxµyν = 1
2
(x+y− + x−y+)− ~x⊥ · ~y⊥. (1.3)
For light-cone three-vectors we use the underscore notation
x ≡ (x−, ~x⊥). (1.4)
For momentum, the conjugate to x− is p+, and, therefore, we use
p ≡ (p+, ~p⊥) (1.5)
as the light-cone three-momentum. The dot product of momentum and position three-
vectors is
p · x ≡ 1
2
p+x− − ~p⊥ · ~x⊥. (1.6)
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The derivatives are
∂+ ≡ ∂
∂x+
, ∂− ≡ ∂
∂x−
, ∂i ≡ ∂
∂xi
. (1.7)
The time variable is taken to be x+, and time evolution of a system is then determined
by P−, the operator associated with the momentum component conjugate to x+. Stationary
states are obtained as eigenstates of P−. As has been customary, we express the eigenvalue
problem in terms of a light-cone Hamiltonian [10, 21] HLC = P+P− as
HLC|P 〉 = (M2 + P 2⊥)|P 〉, P|P 〉 = P |P 〉, (1.8)
where M is the mass of the state, and P+ and ~P⊥ are light-cone momentum operators.
Without loss of generality, we will limit the total transverse momentum ~P⊥ to zero.
The structure of the remainder of the paper is as follows. In Sec. II we summarize the
Feynman-gauge formulation of light-front QED, including two PV photons and one PV elec-
tron as regulators, and construct the Hamiltonian that defines the bound-state problem. We
then give in Sec. III an update of the known analytic solution of the one-photon truncation [7]
to include the additional PV photon. The analysis of the electron self-energy, in particular
the chiral limit, and of the renormalization of the current are discussed in Sec. IV. These
developments are applied to the calculation of the anomalous moment in Sec. V, followed
by a brief summary in Sec. VI. Appendices contain a discussion of the gauge condition and
a proof of a useful identity for terms in the self-energy.
II. LIGHT-FRONT QED IN FEYNMAN GAUGE
The Feynman-gauge QED Lagrangian, regulated by two PV photons and one PV electron,
is
L =
2∑
i=0
(−1)i
[
−1
4
F µνi Fi,µν +
1
2
µ2iA
µ
i Aiµ −
1
2
(∂µAiµ)
2
]
(2.1)
+
1∑
i=0
(−1)iψ¯i(iγµ∂µ −mi)ψi − eψ¯γµψAµ,
where
Aµ =
2∑
i=0
√
ξiAiµ, ψ =
1∑
i=0
ψi, Fiµν = ∂µAiν − ∂νAiµ. (2.2)
The subscript i = 0 denotes a physical field and i = 1 or 2 a PV field. Fields with odd index
i are chosen to be negatively normed. The mass of the physical photon, µ0, is set to zero.
The constants ξi are introduced to adjust the couplings
√
ξie of the different photon
flavors, in order to arrange the cancellations that are at the heart of PV regularization.
The ξi must satisfy constraints. One is simply that ξ0 = 1, so that e is the coupling of the
physical electron to the physical photon. Another is to guarantee that summing over photon
flavors, in an internal line of a Feynman graph, cancels the leading divergence associated
with integration over the momentum of that line. Since the ith flavor has norm (−1)i and
couples to a charge
√
ξie at each end, the constraint is
2∑
i=0
(−1)iξi = 0. (2.3)
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This also guarantees that Aµ in (2.2) is a zero-norm field. A third constraint will be imposed
in Sec. IV, to obtain the correct chiral limit.
The dynamical fields are
ψi+ =
1√
16π3
∑
s
∫
dkχs
[
bis(k)e
−ik·x + d†i,−s(k)e
ik·x
]
, (2.4)
Aiµ =
1√
16π3
∫
dk√
k+
[
aiµ(k)e
−ik·x + a†iµ(k)e
ik·x
]
, (2.5)
with [22] χs an eigenspinor of Λ+ ≡ γ0γ+/2. The creation and annihilation operators satisfy
(anti)commutation relations
{bis(k), b†i′s′(k′} = (−1)iδii′δss′δ(k − k′), (2.6)
{dis(k), d†i′s′(k′} = (−1)iδii′δss′δ(k − k′), (2.7)
[aiµ(k), a
†
i′ν(k
′] = (−1)iδii′ǫµδµνδ(k − k′). (2.8)
Here ǫµ = (−1, 1, 1, 1) is the metric signature for the photon field components in Gupta–
Bleuler quantization [23, 24]. For the zero-norm photon field Aµ, we have aµ =
∑
i
√
ξiaiµ
and the commutator
[aµ(k), a
†
ν(k
′)] =
[∑
i
(−1)iξi
]
ǫµδµνδ(k − k′) = 0. (2.9)
The implementation of the gauge condition ∂µAiµ = 0 is discussed in Appendix A.
An important consequence of the regularization method is that one is not limited to
light-cone gauge. The coupling of the two zero-norm fields Aµ and ψ as the interaction
term reduces the fermionic constraint equation to a solvable equation without forcing the
gauge field A− = A
+ to zero. The nondynamical components of the fermion fields satisfy
the constraints (i = 0, 1)
i(−1)i∂−ψi− + eA−
∑
j
ψj− = (iγ
0γ⊥)
[
(−1)i∂⊥ψi+ − ieA⊥
∑
j
ψj+
]
−(−1)imiγ0ψi+. (2.10)
It would appear that a nontrivial inversion of the covariant derivative is needed to solve
these constraints, except when light-cone gauge (A+ = 0) is used. However, if we subtract
(2.10) for i = 1 from (2.10) for i = 0, the terms containing the gauge field cancel, and the
constraint reduces to
i∂−(ψ0− + ψ1−) = (iγ
0γ⊥)∂⊥(ψ0+ + ψ1+)− γ0(m0ψ0+ +m1ψ1+). (2.11)
Thus, the nondynamical part of the null combination ψ0 + ψ1 that couples to A
+ satisfies
the same constraint as does the free fermion field. This constraint is then solved explicitly,
and the nondynamical fermion fields are eliminated from the Lagrangian. The full Fermi
field can then be written as
ψi =
1√
16π3
∑
s
∫
dk√
k+
[
bis(k)e
−ik·xuis(k) + d
†
i,−s(k)e
ik·xvis(k)
]
, (2.12)
5
and the light-cone Hamiltonian P− can be constructed directly from the above Lagrangian.
Another important consequence of the regularization is the absence of instantaneous
fermion contributions. The contributions from the instantaneous physical electron and the
instantaneous PV electron cancel, because they are of opposite sign and are independent of
the fermion mass.
The regularization scheme does have the disadvantage of breaking gauge invariance,
through the presence of “flavor” changing currents where a physical fermion can be trans-
formed to a PV fermion or vice versa. However, the breaking effects disappear in the limit
of large PV fermion mass [7], because the physical fermion cannot make a transition to a
state with infinite mass.
Without antifermion terms, the Hamiltonian is
P− =
∑
i,s
∫
dp
m2i + p
2
⊥
p+
(−1)ib†i,s(p)bi,s(p) (2.13)
+
∑
l,µ
∫
dk
µ2l + k
2
⊥
k+
(−1)lǫµa†lµ(k)alµ(k)
+
∑
i,j,l,s,µ
∫
dpdq
{
b†i,s(p)
[
bj,s(q)V
µ
ij,2s(p, q)
+ bj,−s(q)U
µ
ij,−2s(p, q)
]√
ξla
†
lµ(q − p) +H.c.
}
.
This is a straightforward generalization of the Hamiltonian given in [7], to include the second
PV photon and the ξ factors. The vertex functions are the same, but are repeated here for
convenience:
V 0ij±(p, q) =
e√
16π3
~p⊥ · ~q⊥ ± i~p⊥ × ~q⊥ +mimj + p+q+
p+q+
√
q+ − p+ , (2.14)
V 3ij±(p, q) =
−e√
16π3
~p⊥ · ~q⊥ ± i~p⊥ × ~q⊥ +mimj − p+q+
p+q+
√
q+ − p+ ,
V 1ij±(p, q) =
e√
16π3
p+(q1 ± iq2) + q+(p1 ∓ ip2)
p+q+
√
q+ − p+ ,
V 2ij±(p, q) =
e√
16π3
p+(q2 ∓ iq1) + q+(p2 ± ip1)
p+q+
√
q+ − p+ ,
U0ij±(p, q) =
∓e√
16π3
mj(p
1 ± ip2)−mi(q1 ± iq2)
p+q+
√
q+ − p+ ,
U3ij±(p, q) =
±e√
16π3
mj(p
1 ± ip2)−mi(q1 ± iq2)
p+q+
√
q+ − p+ ,
U1ij±(p, q) =
±e√
16π3
miq
+ −mjp+
p+q+
√
q+ − p+ ,
U2ij±(p, q) =
ie√
16π3
miq
+ −mjp+
p+q+
√
q+ − p+ .
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III. ONE-PHOTON TRUNCATION
The dressed-electron problem in QED has been solved analytically for a one-photon/one-
electron truncation [7] in the limit of an infinite PV electron mass. For calculations with
higher-order truncation, even for a two-photon truncation, this infinite-mass limit cannot be
taken explicitly. Therefore, the one-photon truncation must be studied for finite PV electron
masses before proceeding to higher-order truncations. The eigenvalue problem is still ana-
lytically soluble; however, there are additional issues to be addressed in the renormalization,
which we discuss in Sec. IV.
A. Electron Eigenstate
It is convenient to work in a Fock basis where P+ and ~P⊥ are diagonal. We expand the
eigenfunction for the dressed-electron state with total Jz = ±12 in such a Fock basis as
|ψ±(P )〉 =
∑
i
zib
†
i±(P )|0〉+
∑
ijsµ
∫
dkCµ±ijs (k)b
†
is(P − k)a†jµ(k)|0〉, (3.1)
where we keep only the one-electron and one-photon/one-electron Fock sectors and have
chosen the frame where the total transverse momentum is zero. The amplitudes zi and wave
functions Cµ±ijs that define this state must satisfy the coupled system of equations that results
from the field-theoretic mass-squared eigenvalue problem (1.8) and satisfy the normalization
condition
〈ψσ′(P ′)|ψσ(P )〉 = δ(P ′ − P )δσ′σ. (3.2)
Careful interpretation of the solution is required to obtain physically meaningful answers.
In particular, there needs to be a physical state with positive norm. We apply the same
approach as was used in Yukawa theory [6]. A projection onto the physical subspace is
accomplished by expressing Fock states in terms of positively normed creation operators
a†0µ, a
†
2µ, and b
†
0s and the null combinations a
†
µ =
∑
i
√
ξia
†
iµ and b
†
s = b
†
0s + b
†
1s. The b
†
s
particles are annihilated by the generalized electromagnetic current ψ¯γµψ; thus, b†s creates
unphysical contributions to be dropped, and, by analogy, we also drop contributions created
by a†µ.
The projected dressed-fermion state is
|ψ±phys(P )〉 =
∑
i
(−1)izib†0±(P )|0〉 (3.3)
+
∑
sµ
∫
dk
1∑
i=0
∑
j=0,2
√
ξj
j/2+1∑
k=j/2
(−1)i+k√
ξk
Cµ±iks (k)b
†
0s(P − k)a†jµ(k)|0〉.
This projection is to be used to compute the anomalous moment. We do not make the gauge
projection a†jµ → a˜†jµ defined in (A11), because gauge invariance has been broken by both
the truncation and the flavor-changing currents. The remaining negative norm of a†j0 does
not cause difficulties for our calculations; in particular, the solution has positive norm.
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B. Integral Equations
The amplitudes satisfy coupled equations that come from the basic eigenvalue equation
HLC|ψ〉 = M2|ψ〉. These equations are, with y = k+/P+,
[M2 −m2i ]zi =
∫
P+dyd2k⊥
∑
j,l,µ
√
ξl(−1)j+lǫµP+
[
V µ∗ji+(P − k, P )Cµ+jl+(k) (3.4)
+Uµ∗ji+(P − k, P )Cµ+jl−(k)
]
,
and [
M2 − m
2
i + k
2
⊥
(1− y) −
µ2l + k
2
⊥
y
]
Cµ±il±(k) =
√
ξl
∑
j
(−1)jzjP+V µij±(P − k, P ), (3.5)
[
M2 − m
2
i + k
2
⊥
(1− y) −
µ2l + k
2
⊥
y
]
Cµ±il∓(k) =
√
ξl
∑
j
(−1)jzjP+Uµij±(P − k, P ). (3.6)
The wave functions Cµ±ils are obtained directly [7]
Cµ±il±(k) =
√
ξl
∑
j(−1)jzjP+V µij±(P − k, P )
M2 − m2i+k2⊥
1−y
− µ2l +k2⊥
y
, (3.7)
Cµ±il∓(k) =
√
ξl
∑
j(−1)jzjP+Uµij±(P − k, P )
M2 − m2i+k2⊥
1−y
− µ2l +k2⊥
y
. (3.8)
These can be eliminated from the first of the coupled equations to yield
(M2 −m2i )zi =
∫
dy d2k⊥
∑
µ,i′,j,l
(−1)i′+j+lξlzi′(P+)3ǫµ (3.9)
×V
µ∗
ji+(P − k, P )V µji′+(P − k, P ) + Uµ∗ji+(P − k, P )Uµji′+(P − k, P )
M2 − m
2
j+k
2
⊥
1−y
− µ2l +k2⊥
y
,
which, on use of the definitions (2.14) of the vertex functions, can be written more usefully
as
(M2 −m2i )zi = 2e2
∑
i′
(−1)i′zi′
[
J¯ +mimi′ I¯0 − 2(mi +mi′)I¯1
]
, (3.10)
with
I¯n(M
2) =
∫
dydk2⊥
16π2
∑
jl
(−1)j+lξl
M2 − m
2
j+k
2
⊥
1−y
− µ2l +k2⊥
y
mnj
y(1− y)n , (3.11)
J¯(M2) =
∫
dydk2⊥
16π2
∑
jl
(−1)j+lξl
M2 − m2j+k2⊥
1−y
− µ2l +k2⊥
y
m2j + k
2
⊥
y(1− y)2 . (3.12)
The form of (3.10) matches that of the equivalent eigenvalue problem in Yukawa theory [6],
with the replacements g2 → 2e2, µ0I1 → −2I¯1, and µ20J → J¯ .
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The integrals I¯0 and J¯ satisfy an identity, J¯ = M
2I¯0. This was stated in [7] without a
proof being given. A new, simple proof can be found in Appendix B of this paper. With
use of this identity, the eigenvalue problem reduces to the simpler form
(M2 −m2i )zi = 2e2
∑
i′
(−1)i′zi′
[
(M2 +mimi′)I¯0 − 2(mi +mi′)I¯1
]
. (3.13)
C. Solution of the Eigenvalue Problem
The solution to the eigenvalue problem is [7]
α± =
(M ±m0)(M ±m1)
8π(m1 −m0)(2I¯1 ±MI¯0)
, z1 =
M ±m0
M ±m1 z0, (3.14)
with z0 determined by normalization. The simplicity of this result is due in part to the
algebraic simplification of (3.10) that comes from the identity J¯ = M2I¯0.
The value of m0 is determined by requiring α± to be equal to the physical value of α.
For small values of the PV masses there may be no such solution; however, for reasonable
values we do find at least one solution for each branch.
The plot in Fig. 1 shows α±/α as functions of m0. The α− branch is the physical choice,
m0/me
-5 -4 -3 -2 -1 0 1 2 3 4 5
α
+
/−
/α
-500
-400
-300
-200
-100
0
100
200
300
400
500
α+
α
-
FIG. 1: The two solutions of the one-photon eigenvalue problem, for PV masses m1 = 1000me,
µ1 = 10me, and µ2 = ∞. The horizontal line shows where α± = α. The α− branch corresponds
to the physical choice, but with m0 less than me.
because the no-interaction limit (α− = 0) corresponds to the bare mass m0 becoming equal
to the physical electron mass, M = me.
If the PV electron has a sufficiently large mass, the value of m0 that yields α− = α is less
than me. In this case, the integrals I¯n and J¯ contain poles for j = l = 0 and are defined by
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a principal-value prescription [7]. The presence of the poles can then admit an additional
delta-function term to the two-body wave function:
Cµσ00s(k)→ Cµσ00s(k) + cµσs δ(k − k0), (3.15)
where k0 is such that M
2 =
m2
0
+k2
0⊥
1−y0
+
µ2
0
+k2
0⊥
y0
. This remains a solution to (3.5), but there will
be additional terms in (3.10) proportional to cµσs . We do not explore this possibility, because
we have found that when we include self-energy corrections from a two-photon truncation,
the poles in these wave functions disappear.
D. Normalization
The normalization of the wave functions is determined by the condition in Eq. (3.2). In
the case of the present truncation, this reduces to
1 = |
∑
i
(−1)izi|2 +
∑
sµ
∫
dkǫµ
∑
j=0,2
ξj
∣∣∣∣∣∣
1∑
i=0
j/2+1∑
k=j/2
(−1)i+k√
ξk
Cµ+iks (k)
∣∣∣∣∣∣
2
. (3.16)
For the given wave functions, after some tedious calculations, this becomes
1
z20
= (1− ζ1)2 (3.17)
+
α
2π
∫
ydydk2⊥
∑
l,l′
(−1)l+l′ζlζl′
∑
i′i
(−1)i′+i
∑
j=0,2
ξj
j/2+1∑
k′=j/2
j/2+1∑
k=j/2
(−1)k′+k
× mi′mi − (mi +mi′)(ml +ml′)(1− y) +mlml′(1− y)
2 + k2⊥
[ym2i′ + (1− y)µ2k′ + k2⊥ −m2ey(1− y)][ym2i + (1− y)µ2k + k2⊥ −m2ey(1− y)]
,
where ζl = zl/z0.
For terms with i = k = 0 or i′ = k′ = 0, there are simple poles defined by a principal-
value prescription. For the terms where all four of these indices are zero, there is a double
pole, defined by the prescription [7]∫
dx
f(x)
(x− a)2 ≡ limη→0
1
2η
[
P
∫
dx
f(x)
x− a− η − P
∫
dx
f(x)
x− a+ η
]
. (3.18)
One could instead compute the norm by taking the zero-momentum limit of the Dirac form
factor, F1; however, this would correspond to a more complicated point splitting. Our
prescription splits only with respect to the magnitude of the momentum, rather than the
magnitude and angle.
IV. REGULARIZATION AND RENORMALIZATION
To evaluate the usefulness of the chosen regularization, we consider three aspects. One
is to compare the result for the one-loop electron self-energy with the standard result
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from covariant Feynman theory; we do this indirectly, by first comparing with the infinite-
momentum-frame result of Brodsky, Roskies, and Suaya [25], which they show to be con-
sistent with Feynman theory. The second is to check the massless chiral limit, where we
find a specific constraint on the PV photon masses and couplings. The third is to consider
the renormalization of the external coupling to the charge. We exclude fermion-antifermion
states, and, therefore, there is no vacuum polarization. Thus, if the vertex and wave function
renormalizations cancel, there will be no renormalization of the external coupling. This is
what we find, but only for the plus component of the current.
In our formulation, the perturbative one-loop electron self-energy can be read from
Eq. (3.10) for i = 0, with z1 = 0, M
2 = m20 + δm
2 on the left, and M2 = m20 on the
right. This yields
δm2 = 2e2
[
J¯(m20) +m
2
0I¯0(m
2
0)− 4m0I¯1(m20)
]
. (4.1)
When δm = δm2/2m0 is written explicitly in terms of α = e
2/4π and the integrals (3.11)
and (3.12), we have
δm =
α
4π
∑
jl
(−1)j+l ξl
m0
∫
dy
y
d2k⊥
π
m20 − 4m0mj1−y +
m2j+k
2
⊥
(1−y)2
m20 − m
2
0
+k2
⊥
1−y
− µ2l +k2⊥
y
. (4.2)
To compare with [25], where the self-energy is regulated with only one PV photon, we restrict
the sum over l to two terms, l = 0 and l = 1. In this case, the j = 0 term matches the form
of δma in Eq. (3.40) of [25],
1 which we quote here
δma =
e2
16π2m0
∫
d2k⊥
∫
dx
1− x
[
m20(2− 2x− x2)− k2⊥
λ2(1− x) + k2⊥ +m20x2
− m
2
0(2− 2x− x2)− k2⊥
Λ2(1− x) + k2⊥ +m20x2
]
.
(4.3)
The j = 0 term of (4.2) takes this form after setting y = 1 − x, µ0 = λ, and µ1 = Λ and
making some algebraic rearrangements. Also, the j = 1 term reduces to δmb in Eq. (3.41)
of [25] in the limit m1 → ∞. In general, it is in this limit that the instantaneous fermion
contributions return to the theory, and the source of δmb is just this type of graph. Here
we do not take this limit, and the j = 1 term remains as written and yields a different form
for δmb. However, if Brodsky et al. had used our regularization, they would also obtain this
different form. Thus, our regularization produces a one-loop self-energy correction which is
consistent with [25] when the same regularization is used, namely one PV electron and two
PV photons, since the subtractions of contributions from the PV particles have exactly the
same forms. This, in turn, is consistent with the Feynman result.
Although consistent with the standard result when regulated in the same way, the
one-loop self-energy in this regularization, whether by covariant methods, by the infinite-
momentum frame approach, or by light-cone quantization, does not automatically have the
correct massless limit of zero, and chiral symmetry is broken. Consider the mass shift δm
in terms of the integrals defined in (3.11) and (3.12). From (4.2) we have
δm = 16π2
α
2π
[
m0I¯0(m
2
0)− 2I¯1(m20)
]
. (4.4)
1 There is some discussion of these points in [7], though for a different regularization. There is, however,
a sign error in the corresponding equation of [7], Eq. (39); the polynomial in the numerator should be
(1− 4x+ x2). Also, the right-hand sides of both (39) and (40) should be divided by m, and the left-hand
sides should read δma and δmb, respectively.
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In the chiral limit, m0 → 0, we obtain
δm = −32π2 α
2π
I¯1(0), (4.5)
with
I¯1(0) =
m1
16π2
∑
l
(−1)lξl
∫
dyd2k⊥
1
k2⊥ +m
2
1y + µ
2
l (1− y)
. (4.6)
The integrals in I¯1(0) can be easily done, to find
δm = −α
π
m1
∑
l
(−1)lξl µ
2
l /m
2
1
1− µ2l /m21
ln(µ2l /m
2
1). (4.7)
Clearly, this is zero only if m1 is infinite or the ξl and masses µl satisfy the constraint
∑
l
(−1)lξl µ
2
l /m
2
1
1− µ2l /m21
ln(µ2l /m
2
1) = 0. (4.8)
This cannot be satisfied without the introduction of a second PV photon.
When the PV electron mass is sufficiently large, the chiral-limit constraint can be ap-
proximated by ∑
l
(−1)lξlµ2l ln(µl/m1) = 0. (4.9)
The solution to the set of constraints, Eq. (2.3) and (4.9) along with ξ0 = 1 and µ0 = 0, is
then
ξ1 = 1 + ξ2 and ξ2 =
µ21 ln(µ1/m1)
µ22 ln(µ2/m1)− µ21 ln(µ1/m1)
. (4.10)
Without loss of generality, we require µ2 > µ1, so that ξ2 is positive.
In covariant perturbation theory, it is a consequence of the Ward identity that, order by
order, the wave function renormalization constant Z2 is equal to the vertex renormaliza-
tion Z1. As discussed in [25], this equality holds true more generally for nonperturbative
bound-state calculations. However, a Fock-space truncation can have the effect of destroying
covariance of the electromagnetic current, so that some components of the current require
renormalization despite the absence of vacuum polarization. In the particular case here,
only couplings to the plus component are not renormalized. The lack of fermion-antifermion
vertices destroys covariance.
To see that Z1 = Z2 holds for the plus component, define a bare state |ψbare〉 of the
electron as a Fock-state expansion in which the one-electron state has amplitude 1. It is
then related to the physical electron state by
|ψphys〉 =
√
Z2|ψbare〉. (4.11)
The normalization of the physical state 〈ψphys(p′)|ψphys(p)〉 = δ(p′ − p) implies
〈ψbare(p′)|ψbare(p)〉 = Z−12 δ(p′ − p). (4.12)
Matrix elements of the current Jµ define Z1 by
〈ψbare|Jµ(0)|ψbare〉 = Z−11 u¯(p)γµu(p). (4.13)
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For the plus component, this matrix element can also be calculated as [17]
〈ψbare(p′)|J+(0)|ψbare(p)〉 = 2p+F1bare(−(p′ − p)2). (4.14)
Because [22] u¯(p)γ+u(p) = 2p+ and F1bare(0) = Z
−1
2 , we find that 〈ψbare|J+(0)|ψbare〉 is equal
to both 2p+Z−12 and 2p
+Z−11 , and therefore we have Z1 = Z2.
The calculation of the anomalous moment, discussed in the next section, can then proceed.
It is based on matrix elements of the plus component and thus does not require additional
renormalization.
V. ANOMALOUS MAGNETIC MOMENT
We start from the Brodsky–Drell formula for the anomalous moment derived in [17] from
the spin-flip matrix element of the electromagnetic current. In the one-photon truncation
their formula reduces to
ae = me
∑
sµ
∫
dkǫµ
∑
j=0,2
ξj

 1∑
i′=0
j/2+1∑
k′=j/2
(−1)i′+k′√
ξk′
Cµ+i′k′s(k)


∗
(5.1)
×y
(
∂
∂kx
+ i
∂
∂ky
) 1∑
i=0
j/2+1∑
k=j/2
(−1)i+k√
ξk
Cµ−iks (k)

 .
The presence of the derivative of the wave function (see Eqs. (3.7) and (3.8)) implies that
we may face a triple pole; however, these terms cancel, and the expression for the anomalous
moment simplifies to
ae =
α
π
me
∫
y2(1− y)dydk2⊥
∑
l,l′
(−1)l+l′zlzl′ml
∑
j=0,2
ξj (5.2)
×

 1∑
i=0
j/2+1∑
k=j/2
(−1)i+k
ym2i + (1− y)µ2k + k2⊥ −m2ey(1− y)


2
.
The double pole is handled in the same way as for the normalization integrals, discussed in
Sec. IIID. The integrals can be done analytically.
In the limit where the PV electron mass m1 is infinite, the bare-electron amplitude ratio
z1/z0 is zero but the limit of the product m1z1/z0 is m0 − me. Thus, the limit of the
expression for the anomalous moment is
ae =
α
π
m2ez
2
0
∫
y2(1−y)dydk2⊥
∑
j=0,2
ξj

j/2+1∑
k=j/2
(−1)k
ym20 + (1− y)µ2k + k2⊥ −m2ey(1− y)


2
. (5.3)
This differs slightly from the expression given in Eq. (70) of [7], where only one PV photon
was included, the projection onto physical states was not taken, and m1z1 was assumed to
be zero; however, the difference in values is negligible when µ1 and µ2 are sufficiently large.
If the second PV photon is not included, the results for the anomalous moment have a
very strong dependence on the PV masses µ1 and m1, as shown in Fig. 2. A slowly varying
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FIG. 2: The anomalous moment of the electron in units of the Schwinger term (α/2pi) plotted versus
the PV photon mass, µ1, for a few values of the PV electron mass, m1. The second PV photon is
absent, and the chiral symmetry of the massless limit is broken by the remaining regularization.
behavior with respect to the PV photon mass µ1 is obtained only if the PV electron mass
m1 is (nearly) infinite.
The strong variation with µ1 whenm1 is finite is a consequence of broken chiral symmetry.
This can be seen as follows. The anomalous moment is very sensitive to the masses of the
constituents [18], and the massm0 of the electron constituent is determined by the eigenvalue
solution (3.14), which contains the integral I¯1. Relative to the integral’s value I¯1∞ at infinite
m1, we have
I¯1 = I¯1∞ +
∫
dydk2⊥
16π2
∑
j
(−1)jξjm1
k2⊥ + ym
2
1 + (1− y)µ2j −m2ey(1− y)
. (5.4)
When me is neglected compared to m1, the second term becomes the chiral limit of I¯1, and
this introduces a correction to the bare-electron mass of the form
µ2
1
ln(µ1/m1)
8pi2mem1(1−µ2/m21)
. This
correction is removed when the second PV photon is included, because the chiral limit of
I¯1 is then zero, but when the correction is not removed, it injects a very strong dependence
on µ1 and m1 into the behavior of the bare mass m0 and thus into the behavior of the
anomalous moment.
From Fig. 2, we see that, without the second PV photon, the PV electron mass needs to
be on the order of 107me before results for the one-photon truncation approach the infinite-
mass limit. Thus, we estimate that the PV electron mass must be at least this large for
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a calculation with a two-photon Fock-space truncation, if only one PV photon is included.
Unfortunately, such large mass values make numerical calculations difficult, because of con-
tributions to integrals at momentum fractions of order (me/m1)
2 ≃ 10−14, which are then
subject to large round-off errors. Therefore, a practical two-photon calculation will require
the second PV photon.
We now repeat the calculation of the anomalous moment in the one-photon truncation
with the second PV photon included. The result is given in Fig. 3 for PV masses related
by µ2 =
√
2µ1. Clearly, the dependence on the PV masses is greatly reduced. The value
µ1/me
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FIG. 3: Same as Fig. 2, but with the second PV photon included, with a mass µ2 =
√
2µ1, and
the chiral symmetry is restored. The mass ratio is held fixed as µ1 and µ2 are varied.
obtained for the anomalous moment differs from the leading-order Schwinger result [26], and
thus from the physical value, by 17%. Agreement at this level of accuracy is to be expected;
the leading divergence in the normalization will not be cancelled until the truncation is
relaxed to include two-photon states.
VI. SUMMARY
We have developed an improved Pauli–Villars regularization of light-front QED by es-
tablishing the correct chiral limit. Chiral symmetry is restored by the introduction of an
additional Pauli–Villars photon. An application to the calculation of the anomalous mag-
netic moment of the electron shows much less dependence on the regulator masses, as can be
seen in comparing results without and with the second PV field in Figs. 2 and 3, respectively.
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The chiral condition on the coupling and mass of the second PV field is given in Eq. (4.9).
It is of the same form as the constraint obtained earlier for Yukawa theory with three PV
bosons [2, 16]. Such a constraint should also be considered for the regularization of Yukawa
theory with one PV boson and one PV fermion. This was not done in [6] or [8]; however,
there none of the bosons is massless, and the anomalous moment is much less sensitive to
constituent masses.
For less severe truncations, where more photons are allowed in Fock states, the number
of PV photon flavors does not need to increase [13]. However, the chiral constraint will
be more complicated. Fortunately, the corrections will be higher order in α, and therefore
should be small enough to be neglected.
Thus, we have a regularization scheme that can properly handle the one-photon trun-
cation at finite PV electron mass and can be readily extended to higher truncations. The
result for the anomalous moment in the one-photon truncation does differ by 17% from the
experimental result, but this discrepancy is expected to be much reduced in the two-photon
truncation which includes self-energy effects for the constituent electron.
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APPENDIX A: GAUGE CONDITION
The gauge condition ∂µAiµ = 0 can be implemented as a projection for the positive
frequency part [23, 24], with physical states |ψ〉 restricted by
∂µA
(+)
iµ |ψ〉 =
1√
16π3
∫
dk√
k+
kµaiµ(k)e
−ik·x|ψ〉 = 0. (A1)
This restricts Fock-state expansions to physical polarizations in the following way [24]. Let
e
(λ)
µ (k), with λ = 0, 1, 2, 3, be polarization vectors for a photon with four-momentum k, with
the properties
e(λ)µe(λ
′)
µ = −ǫλδλλ′ , (A2)
and
kµe(λ)µ = 0, n
µe(λ)µ = 0, λ = 1, 2. (A3)
Here ǫµ = (−1, 1, 1, 1) is the metric signature, as in Sec. II, and n is the timelike four-vector
that reduces to (1, 0, 0, 0) in the frame where ~k⊥ = 0. We express the annihilation operator
aiµ in terms of these polarizations as
aiµ =
∑
λ
e(λ)µ a
(λ)
i . (A4)
The polarizations λ = 1, 2 are the physical transverse polarizations. The scalar and longi-
tudinal polarizations may be chosen to be [24]
e(0) = n and e(3)(k) =
k − (k · n)n
k · n , (A5)
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which satisfy the conditions (A2). From these choices for e(0) and e(3), we have
kµe(0)µ = k · n, kµe(3)µ = −k · n, (A6)
and
kµaiµ = k · n(a(0)i − a(3)i ). (A7)
Given this last result, it is convenient to define the linear combinations
a
(±)
i = (a
(0)
i ± a(3)i )/
√
2. (A8)
They are both null and satisfy the commutation relations
[a
(±)
i (k), a
(±)†
i (k
′)] = 0, [a
(±)
i (k), a
(∓)†
i (k
′)] = −(−1)iδ(k − k′). (A9)
The restriction on physical states then reduces to
a
(−)
i |ψ〉 = 0. (A10)
Because a
(−)
i commutes with all but a
(+)†
i , the restriction (A10) can be satisfied by removing
from |ψ〉 all terms that contain a(+)†i . This is accomplished by replacing all photon creation
operators a†iµ with the projected operator
a˜†iµ =
1√
2
(e(0)µ − e(3)µ )a(−)†i +
2∑
λ=1
e(λ)µ a
(λ)†
i . (A11)
Since the a
(−)†
i are null, only the physical polarizations contribute to expectation values of
physical quantities.
The presence of photons created by a
(−)†
i corresponds to the residual gauge transforma-
tions [24] that satisfy ∂µAiµ = 0, where Aiµ → Aiµ + ∂µΛi with ✷Λi = 0. To see this,
consider the expectation value [24] 〈ψ|Aiµ|ψ〉, with |ψ〉 written as
|ψ〉 = C0|0〉+
∫
dqC1(q)a
(−)†
i (q)|0〉+ · · · , (A12)
and transverse polarizations absent. In the expectation value only the a
(+)
i and a
(+)†
i terms
of Aiµ can contribute, as follows from the commutators in Eq. (A9), and these terms give
〈ψ|Aiµ|ψ〉 = −(−1)iC∗0
∫
dq√
16π3q+
C1(q)e
−iq·x 1√
2
(e(0)µ (q) + e
(3)
µ (q)) + c.c. (A13)
From (A5) we have e
(0)
µ (q) + e
(3)
µ (q) = 2qµ/q
+. The factor qµ can be replaced by a partial
derivative, leaving
〈ψ|Aiµ|ψ〉 = ∂µΛi(x), (A14)
with
Λi(x) = −i(−1)iC∗0
∫
dq
(2πq+)3/2
C1(q)e
−iq·x + c.c. (A15)
Since q is null, ✷Λi = 0. Thus, the contribution from the unphysical polarizations is a pure
gauge term consistent with the residual gauge symmetry. A choice of wave function for the
minus polarization corresponds to a choice for the residual gauge.
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APPENDIX B: PROOF OF J¯ =M2I¯0
Here we give a proof of the identity J¯ = M2I¯0 for the integrals I¯0 and J¯ defined in (3.11)
and (3.12), respectively. It involves an interesting coordinate transformation that might
have broader application.
We write the integrals in terms of their individual Fock-sector contributions as
I¯0 = − 1
16π2
∑
jl
(−1)j+lξlI0jl, (B1)
J¯ = − 1
16π2
∑
jl
(−1)j+lξlJjl,
with
I0jl ≡
∫
dydk2⊥
y
1
m2j+k
2
⊥
1−y
+
µ2
l
+k2
⊥
y
−M2
, (B2)
Jjl ≡
∫
dydk2⊥
y(1− y)2
m2j + k
2
⊥
m2j+k
2
⊥
1−y
+
µ2
l
+k2
⊥
y
−M2
.
For the J integrals, we replace y with a new variable x defined by
x = (1− y) µ
2
l + k
2
⊥
m2jy + µ
2
l (1− y) + k2⊥
. (B3)
It also ranges between 0 and 1, though in the reverse order relative to y, and has the
remarkable property that
m2j + k
2
⊥
1− y +
µ2l + k
2
⊥
y
=
m2j + k
2
⊥
1− x +
µ2l + k
2
⊥
x
, (B4)
even though x and y are clearly not equal and are not even linearly related.
With this change of variable, the J integrals become
Jjl =
∫
dxdk2⊥
x
m2jx+ µ
2
l (1− x) + k2⊥
x(1− x)
1
m2j+k
2
⊥
1−x
+
µ2
l
+k2
⊥
x
−M2
. (B5)
The middle factor can be written as
m2jx+ µ
2
l (1− x) + k2⊥
x(1 − x) =
m2j + k
2
⊥
1− x +
µ2l + k
2
⊥
x
−M2 +M2, (B6)
so that we obtain
Jjl =
∫
dxdk2⊥
x
+
∫
dxdk2⊥
x
M2
m2j+k
2
⊥
1−x
+
µ2
l
+k2
⊥
x
−M2
. (B7)
This last result shows that Jjl is justM
2I0jl plus an (infinite) constant. Since the constant
cancels in the sum over PV particles
∑
jl(−1)j+lξl, we have the desired identity of J¯ = M2I¯0.
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