Abstract-In this paper we present a fixed window level crossing sampling analog to digital convertor for bio-potential recording sensors. This is the first proposed and fully implemented fixed window level crossing ADC without local DACs and clocks. The circuit is designed to reduce data size, power, and silicon area in future wireless neurophysiological sensor systems. We built a testing system to measure bio-potential signals and used it to evaluate the performance of the circuit. The bio-potential amplifier offers a gain of 53 dB within a bandwidth of 200 Hz-20 kHz. The input-referred rms noise is 2.8 V. In the asynchronous level crossing ADC, the minimum delta resolution is 4 mV. The input signal frequency of the ADC is up to 5 kHz. The system was fabricated using the AMI 0.5 m CMOS process. The chip size is 1.5 mm by 1.5 mm. The power consumption of the 4-channel system from a 3.3 V supply is 118.8 W in the static state and 501.6 W with a 240 kS/s sampling rate. The conversion efficiency is 1.6 nJ/conversion.
I. INTRODUCTION

I
N RECENT years, scientists in neurophysiology desire large-scale sensor arrays with high speed and low power to record in vivo bio-potential signals [1] . The goal is to monitor the neural activity of freely moving animals in real time. In such applications, the sensor array is implanted fully inside [2] or mounted partially outside the animal's body [3] , [4] . In the sensor array, each channel amplifies an analog neural signal and converts it into digital format. Data from individual channels will be organized in a global data packet and transmitted to the receiver wirelessly. At the receiver, the detected digital data is converted back to the analog signal for analysis. Fig. 1 shows a typical bio-potential recording system. The implantable sensor array contains an analog front-end and an analog to digital Fig. 1 . Implantable bio-potential recording sensor array system. The detected neural signal is amplified and converted to a digital signal by many individual channels and sent by the wireless transmitter (TX). A graphical user interface (GUI) reconstructs the waveform from the receiver (RX), and records the analog signal for every channel.
convertor in each sensor channel, as well as a global wireless transmitter.
In such a system, the main challenge is how to handle the increase in data size, when the sensor scales up while the data rate and power consumption are limited by the wireless communication circuitry. For instance, a sensor array with 100 channels will require a wireless transmission link with a data rate over 10 Mbps using less than 10 mW of power [2] . These power and speed constraints are challenging for existing low power wireless devices. This problem can be attributed to traditional synchronous sampling and conversion methods [5] . Most current systems [1] - [4] , [6] - [10] use clocked sampling ADCs operating at the fixed Nyquist rate or a higher sampling frequency. However, when recording from multiple neurons, the neural signal is inactive during a large portion of the recording time. During the inactive time of the neuron, constantly sampling the sparse signal and performing a full range analog to digital conversion will waste the resources of the higher significant bits. In order to reduce the data size of the sensor array, on-chip spike sorting and data compression algorithms have been proposed, but those methods increase system power and complexity.
Another challenge of the current design is the power constraint of the ADCs at individual local sensors. A battery-supplied sensor array system requires less than 50 mW total power consumption in order to keep the sensor array working for two weeks. From our experience with a wireless image sensor [11] , which is similar to the case of a wireless sensor array, more than 60% of the power of the sensor array will be consumed by the wireless circuit, leaving less than 40% of the power available for the ADCs and amplifiers.
The third consideration is the silicon area of the individual sensor circuit in the large scale sensor array. A local ADC in each channel should be designed with low complexity and small silicon area in order to be implemented in the whole sensor array. It is not applicable to use a global ADC for the whole sensor array because when the number of sensors increases, the required sampling rate of the ADC will be in the 10 million samples per second level, which is too high for the limited power budget.
In order to face the data compression, power and area challenges introduced by the large scale sensor array, efforts have been made to minimize the operation in the local sensors. The variable resolution ADC [8] , integration based asynchronous ADC [12] - [15] and level crossing sampling ADC [14] - [24] have been proposed. In this work, we explored the fixed window asynchronous level crossing sampling techniques in order to reduce the power and complexity of the sensor circuit. In the level crossing ADC, sampling is first performed in amplitude domain, then quantization is performed in time domain. As we will demonstrate in the following sections, the asynchronous ADC performs data rate compression better than the clocked ADC for sparse signals. Also in the asynchronous ADC, the level crossing ADC has better dc offset immunity than the integrated-and-fire ADC.
The level crossing sampling ADC was originally proposed in 1966 [25] , and was also called asynchronous delta modulation. Theoretical analysis has been made [26] - [33] and some applications related to ultrasound and audio/ECG recording have been investigated at the simulation level [34] - [38] . When the input signal is inactive within the threshold window, no sampling is made and no conversion is performed. So the circuit is working in low power mode. This is also called an ActivityDependent Power Dissipation System [39] . The level crossing sampling ADC provides data compression, which can assist in tackling the critical challenge in the sensor array. Compared to the clocked sampling systems, the level crossing sampling ADC will reduce the data rate when the signal is sparse. These properties are attractive to most sensor array applications when they are detecting burst-like signals.
In this paper, we propose a new "fixed window" level crossing sampling method by subtracting the input signal. This method removes the local DAC in previously reported references, which used the "floating window" method. Without generating and updating reference voltages, the fixed window method trades simplicity, power and silicon area with resolution, while it still obtains acceptable resolution for the application. This trade-off is important when ADCs are integrated into a large scale sensor array, in which power and silicon area constraints are applied. The main contribution of this paper is to provide a low complexity and low power design of level crossing sampling ADC in the wireless bio-potential sensor array.
The paper is organized as follows. Section II-A gives an overview of level crossing method and a comparison between the fixed window method and the floating window method. Section II-B compares the level crossing sampling ADC to the clocked sampling ADC and describes the system considerations in bio-potential recording applications. Section II-C discusses the difference between the level crossing method and the integrated-and-fire method. Section II-D discusses asynchronous wireless solutions for the level-crossing ADC. Section III presents the circuits and systems design of the fixed window level crossing ADC. Test-bed and measurement results are reported in Sections IV and V, respectively. A summary is given in Section VI.
II. SYSTEM CONSIDERATIONS
A. Fixed Window Level Crossing ADC
The level crossing ADC converts the analog amplitude of the input signal to an asynchronous digital pulse sequence. The output pulses are generated when the input signal is crossing the threshold window. The number of the output pulses is proportional to the variation rate of the input signal. Existing level crossing sampling ADCs are implemented using the "floating window" method. In this paper, we propose, design and test a new level crossing sampling method using the "fixed window". As shown in Fig. 2 , when the input signal is crossing a certain amplitude level, the fixed window method [ Fig. 2 In [39] , a floating window circuit is demonstrated. Also in [23] , another floating window level crossing ADC is partially integrated on chip. However, in those works, a local DAC with a resistor or capacitor bank in the control unit will cause relatively high power and silicon area in each channel, which is not applicable for integration in a large sensor array. In order to solve the problem, in this paper we present a new structure using the fixed window method with subtraction. The ADC in a local sensor just uses two comparators. No local resistor or capacitor bank is needed or used. It also avoids using a local clock. The subtraction is performed by capacitor feedback and resetting of the analog buffer. The circuits are introduced in Section III-A. Although sampling noise is introduced by resetting the analog buffer, this method could save power and area for the applications of the large sensor array. The output digital pulse sequence and the reconstructed waveform from the fixed window method and the floating window method are identical, and the simulated waveform is shown in Fig. 2 (e) and (f).
The fixed window method with resetting provides a low complexity implementation in a level-crossing sampling ADC, which makes it possible to integrate ADCs in every channel in the large sensor array while providing data compression. However, resetting the analog input in a continuous time system will cause signal loss during the sampling time, due to the finite response time of the comparators and the switched-capacitor circuits. In [23] , the SNR of the floating window level crossing sampling ADC is calculated based on a finite time resolution ratio. However in a fixed window level crossing sampling ADC, another sampling noise is added to the system due to the finite loop delay time of the delta modulator. As illustrated in Fig. 3 , the lost signal amplitude is proportional to the output The previous pulse ends at T0, the current pulse starts at T1' and finishes at T2. T1 to T1' is the propagation delay of the comparator. The input signal between T1 and T2 will be lost. The amplitude between S and Sr is the sampling noise. The sampling noise can be partially compensated in the digital domain by estimating the slope of the input signal using extrapolation from the previous pulse, as shown as Sc. The sampling error can be reduced by implementing delta modulator with shorter loop delay.
pulse width. The accumulation of the signal loss will cause distortion and dc shift in the recorded signal. That limits the fixed window method from being used in high resolution ( bits) applications. However, if the resetting time is much shorter compared to the input signal bandwidth, the resolution of the fixed window method will still be acceptable. The accumulated sampling noise can be modeled as (1) Where is the amplitude of the accumulated sampling noise, which will add distortion in the reconstructed waveform by reducing its amplitude. is the signal amplitude.
is the loop delay time from the delta modulator, which includes the reseting time of the buffer and capacitors. The propagation delay of the comparator is . is the rising time of the spike from peak to peak. The second term represents the root-mean-square (RMS) quantization error in time domain [23] .
is the input signal frequency and is the sampling clock frequency for reconstruction. The sampling noise increases with the number of resolution bits. If the loop delay is 30 ns and the propagation delay of the comparator is 6 ns, and the rising time of the spike is 300 us, with , the signal to sampling noise ratio will be 37.3 dB, which is below the SNR requirement of a 7 bit ADC ( dB). Therefore, in such a case the maximum resolution of the fixed window level crossing sampling ADC is 6 bits. The pulse width also depends on the common mode voltage of the comparators, process variation and other random noise generated from the comparator. In order to reduce this problem, the positive and negative delta step should be equal and close to virtual ground (1/2 VDD). Equation (2) converted from (1) represents the general signal to noise ratio. Fig. 4 shows the simulated SNDR from the above estimation. The time domain SNDR variation comes from the misalignment of the reconstruction clock with the asynchronous level crossing event.
(2)
The sampling noise could be partially corrected with digital processing by estimating the slope of the pulse using extrapolation from the previous pulse. The sampling noise can also be reduced by a short loop delay time. The accumulation of sampling noise can cause low frequency shift in the reconstructed signal. In our design we removed the dc component during reconstruction by using a digital filter.
B. Level Crossing ADC for Bio-Potential Signal
In vivo bio-potential recording systems monitor the precise spike shape in order to perform spike sorting and analysis. In the sampling and reconstruction process, when we compare the reconstructed signal and the original signal, the largest error does not usually occur on the sampling points, but rather between the sampling points, especially when we are trying to record the peak of a spike, which is very important in this application. In order to suppress the error under a certain requirement, the sampling and quantization process are correlated: To suppress the error under the quantization noise level for the given resolution, a higher sampling rate must be applied. Sampling at the Nyquist rate, which is double the signal bandwidth, is usually not enough to reliably sample the peak of the spike when we are using zero or first order recovery. A spike signal sequence can be represented by (3) Here is the bio-potential signal sequence, the first term on the right hand side represents the background noise waveform, which contains environmental noise and spikes from other neurons surrounding the probe. and are the amplitude, angle frequency and phase of the background noise waveform. The second term on the right hand side represents the target bio-potential signal spikes. Here, we simplify a signal spike as a cosine function. indicates the number of the spike. For a single spike, and are the amplitude, angle frequency and phase of the th spike, respectively. The th spike started at time and finished at . The measured frequency spectrum of a spike sequence contains frequency component up to several mega hertz, although most of the spike durations are over 0.5 ms. To simplify the analysis, we assume zero order hold reconstruction is applied to both the clocked sampling ADC and the level crossing ADC. When the clocked sampling method is applied, the sampling frequency should be fast enough to meet the requirement of the quantization resolution, especially when we are trying to record the peak of a spike for spike sorting and other analysis. On the other hand, high quantization resolution is meaningless if the sampling rate is not fast enough, as the reconstruction error between the sampling points will exceed the amplitude of the least significant bit (LSB). As shown in Fig. 5 , in a bit resolution clocked system, in order to record the peak of a spike within the error of Err by using zero or first order recovery, we have (4) to represent the maximum Err required for the bit quantization process. Here the spike is simplified as a cosine wave with frequency of , the peak-to-peak amplitude of the spike is normalized from to .
We then calculate the required sampling rate . In order to guarantee the maximum error Err is less than the resolution LSB of the quantizer, we consider the worst case. In the worst case the sampling point is located symmetrically beside the peak of the spike. Fig. 5 and (5) represent that scenario. Based on (4) and (5), the required sampling rate is calculated in (6).
Here, is the minimum required sampling rate when the quantization resolution is bit.
In the bio-potential recording application, if clocked sampling ADCs are used, most of the sampling points will be taken during the non-spike period. They represent the background noise, which is not of interest. Those points will occupy the limited bandwidth resource of the wireless device during wireless data transmission. To solve this problem, we examine the level crossing sampling ADCs and calculate the sampling rate in (7). (7) Here and are the level crossing sampling frequency and the simplified spike signal frequency, respectively.
is the total number of resolution bits. Because both the rising edge and falling edge of the signal will be sampled in one period, is times the . For a cosine waveform with a frequency of and rail-to-rail amplitude, by comparing (6) and (7), we conclude that in order to obtain the same amplitude resolution , the level crossing sampling method will take more sampling points than the clocked sampling method. However, in bio-potential recording applications, the final data size of the level crossing method may be smaller than the clocked sampling method, especially when the resolution is low. This happens first because at every sampling point, the clocked sampling method needs bits to represent the information, while the level crossing method only needs the polarity to characterize the sampling point (i.e., 2 bits for every sampling point to represent a positive or negative delta step change). Second, the number of sampling points from the level crossing sampling method will be remarkably reduced if the target signal has a low activity ratio.
The activity ratio is a statistical signal property. It is defined by using the level crossing sampling method. For a certain amplitude level , where is the number of the threshold level, is the frequency of the signal crossing the level . If the target signal frequency is , we define the signal activity ratio by (8) . (8) means the frequency of the signal crossing the th amplitude level. The numerator of the right-hand-side represents the total level-crossing frequency of the signal for all levels. The denominator of the right-hand-side is the maximum level crossing frequency of a signal with frequency , in other words, it is the total level crossing frequency of a signal with rail-to-rail swing. As the total number of is and the maximum of is , the activity ratio is always less than one. Similar with the signal frequency spectrum, we can plot the level crossing spectrum of a signal as shown in Fig. 6 , which shows the level crossing frequency as a function of the amplitude level . In this example the resolution is 12-bit so the total number of is 4096. Fig. 6(a) shows a signal in time domain with an activity ratio of 1, which means the signal has a rail-to-rail amplitude swing. Fig. 6(b) is a signal with a low activity ratio, in which the level crossing frequency is much less than in Fig. 6(a) . We should notice that activity ratio is different from duty cycling. A signal with high duty cycling can still have low activity ratio if it is inactive but staying at high amplitude. An example is in Fig. 6(c) , which is generated from Fig. 6 (b) plus a low frequency shift. We plot the signal level crossing spectrums at the bottom of Fig. 6 . The activity ratio can also be viewed as the ratio between the area under the target signal level crossing spectrum and the area under the rail-to-rail swing signal level crossing spectrum.
From the above discussion, we conclude that the level crossing sampling method will generate less data than the clocked sampling method, when the resolution requirement is low and the signal has a small activity ratio. This property fits the specified bio-potential recording applications very well. In Fig. 7 , a rat cortex signal with a zoom-in spike is shown. The activity ratio of the signal is 0.12. When we apply this signal to both a level crossing ADC and a clocked sampling ADC with a standard 20 kS/s sampling rate, the total data size is related to the resolution, and is compared in Fig. 8 . At 7-bits resolution, continuous time level crossing sampling can save 40%-60% of the data size over the clocked sampling method. In the current recording system, the input referred noise is at a 10 V level without a probe, while the peak of a spike signal is at the mV level, so a 6-7 bit resolution is reasonable. From the level crossing sampling ADC, the number of events is exponentially proportional to the number of the resolution bits. Because bio-potential signals have a low activity ratio, the data size can be saved by 50% or more when the resolution is under 7 bit.
C. Level-Crossing vs. Integrated-and-Fire
Integrated-and-fire [12] is another method to convert an analog signal into asynchronous digital pulses. In [13] - [15] , Harris et al. proposed the integrated-and-fire method for bio-potential recording. Similar with the fixed-window level crossing method, the integrated-and-fire method also provides a solution to avoid changing reference voltages in order to reduce circuit complexity and power consumption. In this method, the output pulse frequency is proportional to the absolute amplitude of the input signal, while in the level-crossing method, the output pulse frequency is proportional to the slope of the input signal. Therefore, the level crossing sampling method has advantages for saving power and resisting dc offset voltage, since the integrated-and-fire method will keep generating pulses if there is a background low frequency component in the input signal.
D. Asynchronous Transmitter vs. Synchronous Transmitter
The level crossing sampling ADC outputs are two sequences of asynchronous digital pulse chains. Traditional synchronous transmission will compromise the advantage from the asynchronous sampling. In such a case, asynchronous wireless transmission should be implemented. A feasible solution could be an FSK-OOK UWB impulse radio [40] . As show in Fig. 9(a) , the positive pulse and negative pulse are carried by different frequency carriers. The polarity of the received impulses will be distinguished by filters and demodulated by envelope detectors as shown in Fig. 9 (b), and finally digitized by level-crossing quantizers. If a multi-channel sensor array is applied, the wireless address event representation [41] could be used, in which a local clock for coding will help to add address bits to the asynchronous data packet, as shown in Fig. 9(c) . In order to save power, the local clock should be running only when there is a data packet to send. The clock and data recovery 10 . Schematic of the bio-potential recording chip with typical waveform at different nodes. The capacitor feedback of the amplifier is designed to filter out the dc component of the input signal while rejecting common-mode noise. C1 and C2 are tunable capacitors for changing the gain. The MOS-bipolar pseudoresistor elements are working as large resistors to amplify low frequency signal and reject the dc offset. The amplified analog signal is compared with the threshold voltages. When the comparator triggers, a digital pulse is sent to the output and the level crossing sampling circuit is reset. method for the asynchronous wireless solution is described in [40] .
III. SYSTEM AND CIRCUIT DESIGN
We proposed the new fixed window level-crossing ADC design by resetting the input signal, instead of changing the threshold voltages using DACs in each channel. Fig. 10 is the block diagram of the bio-potential recording circuit using the continuous time fixed window level crossing sampling method. The integrated circuit contains a low-power low-noise bio-potential amplifier (OTA) and a level crossing sampling analog to digital convertor (Level Crossing Sampling Circuit). The OTA is used as the main amplifier. Capacitor feedback is designed to work with the OTA to reject the low frequency variation of the input neural signal. The bandwidth of the OTA with feedback is 200 Hz-20 kHz. Ma-Md are utilized as large pseudo-resistors to amplify low frequency signals while rejecting dc offsets. In the feedback, C1 and C2 are tunable capacitors in order to control the gain of the front end, which can be selected as 7 pF or 35 pF. Feedback capacitor C3 and C4 are 50 fF. Both C5 and C6 are 1 pF. The ratio between C1 and C3 should be made large enough to increase the gain, so input capacitor C1 and C2 occupies large silicon area on chip. This OTA is designed based on [42] .
A. Level Crossing Sampling ADC
In Fig. 10 , if the analog input signal is zero, the output of the Buffer will be set to reflevel. Two threshold voltages (refn and refp) are compared with the buffer output. The gap between the threshold voltages (refn or refp) and reference level (reflevel) is the positive or negative delta step. The amplified signal is sampled when its amplitude is higher than refn or lower than refp. When the amplitude of the input signal is crossing the window between refn and refp, one of the comparator outputs (outn or outp) as well as the reset signal will be set to VDD. The high reset output will reset the buffer output to reflevel. After reset, the outputs of the comparators will be logic low because reflevel is in the window between the two threshold voltages. So the reset signal is released to make the buffer return to the follower mode automatically. After reset, a voltage difference between the amplifier output and reflevel might exist, but this difference will be considered as a dc difference and hence can not pass the buffer with capacitor feedback. By doing so the amplitude is subtracted by a delta step. This process will generate a pulse from one of the comparator outputs (outn or outp). The comparator output pulses are the result of the level crossing sampling analog to digital conversion. The pulse rate is directly proportional to the rate of the signal change. The self-reset scheme makes the circuit a clock-less A/D converter.
B. Front-End Amplifier, Buffer and Comparators
The resolution of the level crossing sampling ADC is determined by the delta amplitude and timing preciseness of the resetting process. The system expects a shorter duration of the reset pulse for a higher resolution. The duration of the reset pulse is the sum of the responding time of the comparator and the resetting time of the Level Crossing Sampling Circuit. A high-speed unity gain Buffer is inserted between OTA and Level Crossing Sampling Circuit in order to perform fast resetting. The simulation result shows that the pulse width is 30 ns. The threshold level step can be reduced to 4 mV. The quantization circuit could reach 5 bits resolution.
The schematics of the OTA and the Buffer are shown in Fig. 11 . The bias current of M11 is set to 5 A and current in M1-M10 is 2.5 A. A cascade structure is used in the output stage to boost the gain. The circuit is designed to suppress noise while maintaining relevant speed for neural signal processing. The W/L ratio of the input differential PMOS transistor pair is large (1000 m/5 m) in order to reduce input referred noise. The open loop gain of the OTA is 94 dB from simulation. A high-performance comparator [43] including preamplifier, decision circuit and output buffer is implemented. The schematic of the comparator is shown in Fig. 12 . According to the simulation results, the comparator consumes 23 A. The rising time and falling time of the pulse is 2 ns and 3.5 ns, respectively. The rising time and falling time will increase to 7 ns and 8 ns if the output of the comparator drives output pads. The simulated Fig. 11 . Schematic of the low-power low-noise operational amplifier (OTA) and the Buffer with the sizes (W/L ratio) of the devices. The input stage of the OTA is a PMOS pair to reduce noise. The output stage of the OTA is a cascade amplifier to increase the gain. Fig. 12 . Schematic of the comparator used in the design, including preamplifier, decision circuit and output buffer. All ratios (W/L) are given in micrometers. Fig. 13 . A block diagram of the hardware test board. The test board consists of a DAC and a Spartan-3 FPGA. The bio-potential recording chip is controlled using a GUI driven C++ program.
propagation delay of the comparator is 7 ns, 10 ns, and 23 ns for input slopes of 2000 V/ms, 32 V/ms and 2 V/ms, respectively. The minimum and maximum pulse width from the comparator output is 27 ns and 31.5 ns, respectively. The pulse width represents the loop delay time of the delta modulator, which includes the resetting time of the buffer. As discussed in Section II, the decision time of the comparator will affect the system resolution. A fast comparator is expected when higher resolution is desired. The offset of the comparator will add to the offest-error to the system. However, if the offset is a fixed value, it will only cause a gain error at the reconstructed waveform, which can be removed by calibration. The input signal is a 1 kHz sine wave. The total number of the pulses is proportional to the input signal amplitude. When the signal amplitude is fixed, the total number of the output pulses is reversely proportional to the delta level step.
IV. HARDWARE TEST-BED
A diagram of the hardware test-bed is shown in Fig. 13 . The entire system is powered at 3.3 V. The digital interface was provided by a field programmable gate array (FPGA) on an Opal Kelly 3001v2 board. The bias voltage was provided by an Analog Device AD7398 12 bit DAC. The FPGA samples the output pulses from the level crossing sampling ADC using a 50 MHz clock. A counter is used to measure the time stamp between two consecutive pulses. When a pulse is detected, its polarity and the time stamp between this pulse and the previous pulse will be recorded in the RAM of the FPGA. A double buffer is used in the RAM so the pulse recording and transmitting are able to work continuously without losing data. The data of the pulse polarity and time stamp is sent to the computer through Fig. 16 . Power spectrum density of the reconstructed waveform. The input signal is a 1 kHz sine wave with 6 mV peak to peak amplitude. Fig. 17 . Compared signal to noise ratio versus frequency tested using a 7 mV sine waveform input. a universal serial bus (USB) 2.0 cable. The entire system consists of two stacked printed circuit boards (PCB) packaged in a shielded box.
Reconstruction of the recorded signal from the pulse sequence is performed by the computer. According to the timing of the positive and negative pulses, the recorded waveform value is increased by a positive delta with each positive pulse, and decreased by a negative delta with each negative pulse. Plotting the recorded value with the time stamp reconstructs the original signal. Accumulation of the offsets will cause a dc shift in the reconstructed waveform. In this test-bed, the dc shift is removed by a high pass digital filtering with cutoff frequency at 2 Hz.
V. EXPERIMENTAL RESULTS
The circuit was fabricated using the AMI 0.5 m 3M2P process. The feedback capacitors are built of PIP (polysilicon-insultor-polysilicon) structure. The measured gain of the bio-potential amplifier with feedback is 53 dB between 200 Hz and 20 kHz. In this bandwidth, the input referred noise is 20 nV/ with rms of 2.8 V. The input-referred noise is calculated from the measured output noise and amplifier gain. The experimental results show that the cross talking between channels can be ignored. For a 3.3 V power supply, the reference level (reflevel) is set to 1.65 V. Fig. 14 shows the measured input and output waveform of the amplifier and analog buffer output. The input signal is a 1 kHz 10 mV peak-to-peak sine wave. Referring to Fig. 10 , the buffer output signal is compared with the positive (1.8 V) and negative (1.35 V) threshold voltages. Here the positive and negative delta step have different values. This will be considered during reconstruction in the digital domain. Ideally, different values of the delta step will not affect the recording and reconstruction. However, the individual pulse width varies with the delta step amplitude due to the common mode voltage of the comparator. Although this variation (less than 5 ns by simulation) is small compared to the pulse width (about 30 ns by simulation), it should be minimized in order to have a higher signal to noise ratio. Therefore, in the clinical recording the positive and negative delta step should be equal. It should be noted that, for a periodic signal, when the input signal amplitude is not integral times of the delta step, the number of the output pulses in one period will be different than in the other periods. Just as shown in Fig. 14 , one period has four rising pulses while the other has five rising pulses. This will not affect the reconstruction of the waveform.
We measured the number of output pulses as illustrated in Fig. 15 . We used a 1 kHz sine signal as the input signal and set the delta step to 5 mV, 10 mV and 20 mV, and counted the number of output pulses at reset when the input changes from peak to peak (half cycle of the sine wave). When the delta level step is fixed, the number of the pulses is linearly proportional with the input signal amplitude, and is reversely proportional to the delta step when the signal amplitude is fixed.
The power spectral density of the reconstructed sine waveform is plotted in Fig. 16 . The measured signal to noise ratio is 31 dB for a 1 kHz input signal. The input signal range of the ADC is up to 5 kHz, as shown in Fig. 17 .
The signal to noise ratio of the reconstructed waveform as a function of the input signal amplitude is shown in Fig. 18 . The 0 dBFS is 6 mV full scale amplitude. The measured SNR is smaller than the ideal case because of the finite loop delay time of the level crossing sampling circuit.
A demonstration system is developed with the hardware testbed. A graphical user interface (GUI) reconstructs the pulse sequence back to an analog waveform using zero order hold recovery. The GUI programmed using C++ is also controlling the bias of the amplifier and the delta amplitude of the level crossing ADC. The system is running in real-time monitoring the activities of the input signal. In the demo system, the positive and negative delta steps are not necessarily identical. The differences of positive and negative delta step can be controlled in software, and compensated when the reconstructed signal is displayed. Fig. 19 shows a reconstructed rat barrel cortex signal, which is generated from an Agilent 33250 arbitrary signal generator. The peak spike is 1 mV amplitude with 0.6 ms duration. We also used the testing system to record a mouse electrocardiograph (ECG) activity. The recorded waveform is shown in Fig. 20 . Table I summarizes the main properties of the chip. The power consumption is measured with a 1 kHz 5 mV input sine wave.
A general comparison is made with recently reported asynchronous ADCs and biomedical recording ADCs, as shown in Table II . As we discussed in Section I, the most important parameters in a bio-potential sensor front end circuit are the power consumption, data compression rate and silicon area. We define a figure of merit (FOM) as (9) Where is the data compression rate and is the silicon area of the ADC. The signal to noise and distortion ratio SNDR is in the ratio form not dB. In this FOM calculation, the level crossing sampling ADC has a data compression rate of 50% while the data compression rate of clocked ADC is set at 1. The FOM is listed in Table II . It should be noticed that due to the process limitation, the FOM of our fixed window level crossing ADC is not the best in Table II . However, its low complexity, low power and data compression advantages are very helpful if large scale sensors are integrated with wireless capability, especially when advanced processing technology is applied. In the large scale sensor array, each sensor will be tracking signals with a small activity ratio. A fixed window level crossing ADC is a competitive candidate in this situation, since no local DAC or clock is necessary in the individual sensor.
VI. CONCLUSION
We investigated the level crossing sampling ADC and compared its performance with traditional clocked sampling ADCs. In the application of bio-potential recording systems, level crossing ADCs generate less data than clocked sampling ADCs while keeping the same resolution. This happens when the signal has a small activity ratio and the quantization of the system has a low resolution. We designed and tested the fabricated 4-channel low-power low-noise bio-potential recording system. Our fixed window level crossing ADC doesn't need local DACs to track the input signal, which saves power and silicon area. The chip micrograph is illustrated in Fig. 21 . The chip area is 1.5 mm by 1.5 mm. The test result shows that our circuit with all four channels consumes 118.8 W in static mode and 501.6 W when the pulse rate is at 60 kS/sec in each channel (total 240 kS/sec), while the input signal is a 1 kHz sine wave with 5 mV Vpp. The equivalent conversion efficiency is 1.6 nJ/conversion. The ADC resolution is 5-6 bit. The resolution can be improved by using better process technology. When the signal activity ratio is 0.12, the level crossing sampling ADC can reduce 60% data size than clocked sampling ADC while keeping the same resolution. We demonstrated the system performance in a real mouse ECG recording experiment. The system provides remarkable data compression, clock-less A/D conversion and low power consumption. This design is a competitive solution in large scale wireless bio-potential recording systems.
