Abstract. We introduce two new classes of graphs which we call convex-round, respectively concave-round graphs. Convex-round (concave-round) graphs are those graphs whose vertices can be circularly enumerated so that the (closed) neighborhood of each vertex forms an interval in the enumeration. Hence the two classes transform into each other by taking complements. We show that both classes of graphs have nice structural properties. We observe that the class of concave-round graphs properly contains the class of proper circular arc graphs and, by a result of Tucker [Pacific J. Math., 39 (1971), pp. 535-545] is properly contained in the class of general circular arc graphs. We point out that convex-round and concave-round graphs can be recognized in O(n + m) time (here n denotes the number of vertices and m the number of edges of the graph in question). We show that the chromatic number of a graph which is convex-round (concave-round) can be found in time O(n + m) (O(n 2 )). We describe optimal O(n + m) time algorithms for finding a maximum clique, a maximum matching, and a Hamiltonian cycle (if one exists) for the class of convex-round graphs. Finally, we pose a number of open problems and conjectures concerning the structure and algorithmic properties of the two new classes and a related third class of graphs.
appear consecutively in the enumeration (see [13] ). More precisely, if G is a proper circular arc graph, then the vertices of G can be circularly enumerated, v 1 , v 2 , . . . , v n , so that the closed neighborhood of each vertex v i forms a set {v i−l , v i−l+1 , . . . , v i+r } for some l, r ≥ 0 (which depend on i), where the addition and subtraction are modulo n. However, not all circular arc graphs enjoy this property. Because of this, many problems can be solved much more efficiently for proper circular arc graphs than for general circular arc graphs. For instance, the recognition problem and the maximum clique problem for proper circular arc graphs can be solved in linear time (see [3, 9] ), but no linear time algorithms are known for general circular arc graphs.
In order to better understand the above feature of proper circular arc graphs, we introduce two new classes of graphs as follows: A graph G is concave-round if the vertices of G can be circularly enumerated, v 1 , v 2 , . . . , v n , so that the closed neighborhood of each vertex v i forms a set {v i−l , v i−l+1 , . . . , v i+r } for some l, r ≥ 0. Here l, r depend on i and the addition is modulo n. We shall refer to the circular enumeration v 1 , v 2 , . . . , v n as a concave-round enumeration and often denote it by L. A graph is convex-round if it is the complement of a concave-round graph, that is, if the neighborhood of each vertex forms an interval in the enumeration. Within the class of bipartite graphs, convex-round graphs form a proper subclass of so-called convex bipartite graphs. Convex bipartite graphs have nice algorithmic properties and practical applications; see [7, 8, 12, 20, 22, 24, 29, 32] . In [20] , a superclass of convex bipartite graphs was introduced under the name circular convex bipartite graphs. Even though this name seems to indicate that a circular convex bipartite graph must also be convex-round, this is not the case, as one can see from the definition in [20] .
Let L = v 1 , v 2 , . . . , v n be a circular enumeration of the vertices of a graph G. A vertex v i is concave with respect to L if the closed neighborhood of v i forms an interval in L. A vertex v i is convex with respect to L if its neighborhood forms an interval in L. A circular enumeration L of V (G) is a concave-round (convex-round) enumeration of V (G) if all vertices of G are concave (convex) with respect to L. Figure 1 shows a concave-round and a convex-round enumeration of the same graph.
It is easy to see that every induced subgraph of a concave-round (convex-round) graph is concave-round (convex-round). It follows from the definition of a concaveround graph and an earlier remark on a feature of proper circular arc graphs that all proper circular arc graphs are concave-round graphs. But the converse is not true, that is, there exist concave-round graphs which are not proper circular arc graphs. So the class of concave-round graphs strictly contains the class of proper circular arc graphs. See Figure 2 for examples of graphs showing relationships between the above classes.
In this paper we study the structure of concave-round and convex-round graphs. We prove that the chromatic number problem can be solved in time O(n 2 ) for both of these classes. (The reason why our algorithms are O(n 2 ) is that the operation of taking complementary graphs is used.) We describe optimal linear time algorithms for finding a maximum clique, a maximum matching, and a Hamiltonian cycle (if one exists) for convex-round graphs. Since every concave-round graph is a circular arc graph (see Theorem 3.1) and since the above three problems can be solved efficiently for circular arc graphs (see [4, 23, 27] ), these three problems are efficiently solvable for concave-round graphs. Due to this and space considerations, we shall concentrate more on the algorithmic aspects of convex-round graphs. However, we wish to point out that none of the algorithms in [4, 23, 27] achieves optimal running time and we believe this is possible for each of the above problems when restricted to concave-round graphs.
Terminology and notation.
We assume all graphs are finite and simple, i.e., they contain no loops or multiple edges. For standard terminology, we refer to [5] .
Let G be a graph. We shall use V (G) (resp., E(G)) to denote the set of vertices (resp., the set of edges) in G. We shall always use n (resp., m) to denote the number of vertices (resp., edges) of G. Two vertices x, y ∈ V (G) are adjacent and y is a neighbor of x if xy ∈ E(G). If xy / ∈ E(G), then y is a nonneighbor of x. The neighborhood of x, denoted by N (x), is the set of all neighbors of x. The closed neighborhood of x, denoted by N [x], is defined as N (x) ∪ {x}.
A graph is bipartite if the vertex set V (G) can be partitioned into two sets A and B such that every edge of G has one endvertex in A and the other in B. We shall often use the terminology (A, B) for a bipartite graph with vertex set A ∪ B and we only specify the set of edges E when this is necessary.
A
, the subgraph of G induced by S, denoted by G S or simply S, is the unique induced subgraph of G with vertex set S. A clique of G is a subgraph G of G for which every vertex in V (G ) is adjacent to every other vertex in V (G ). The size of a largest clique in a graph G is denoted by ω(G).
Suppose that G is a graph and S ⊆ V (G) is a set of vertices of G. We shall use G − S to denote the subgraph induced by V (G) − S. We shall write G − x instead of G − {x}. If S contains no adjacent vertices, then S is called an independent set of G. The size of a largest independent set is denoted by α(G).
Let G be a graph. The complement of G, denoted by G, is a graph such that the vertex set of G is V (G) and two vertices are adjacent in G if and only if they are not adjacent in G.
A path P of length k is a graph with the vertex set {x 1 
in G).
A graph G is an interval graph if there is a one-to-one correspondence between V (G) and a family I of intervals on the real line so that two vertices in G are adjacent if and only if the two corresponding intervals intersect. If the family I can be chosen so that no interval is contained in another, then G is called a proper interval graph. A graph G is a circular arc graph if there is a one-to-one correspondence between V (G) and a family F of circular arcs on a circle so that two vertices are adjacent in G if and only if the corresponding two circular arcs intersect. As above, if the family F can be chosen so that no circular arc is contained in another, then G is called a proper circular arc graph.
A matrix whose entries belong to {0, 1} has the circular 1's property for rows (columns) if its columns (rows) can be permuted in such a way that the 1's in each row occur in a circular consecutive order. The augmented adjacency matrix of a graph G is obtained from the adjacency matrix of G by adding 1's along the main diagonal.
It is helpful to visualize a concave-round enumeration of the vertices of G by putting the vertices 3. Structure of concave-round graphs and convex-round graphs. In this section we shall describe several structural results on graphs which are concave-round or convex-round. These results will be used in the later sections. As we observed earlier, concave-rounds graphs form a superclass of the class of proper circular arc graphs. We will now show that they form a subclass of the class of circular arc graphs.
Theorem 3.
If a graph is concave-round, then it is a circular arc graph.
Proof. By a theorem of Tucker, see [13, Theorem 8.16, p. 190 ], a graph is a circular arc graph if its augmented adjacency matrix has the circular 1's property for columns. As we remarked earlier the augmented adjacency matrix of any concave-round graph has this property.
Theorem 3.2. There is a linear time algorithm for recognizing concave-round (convex-round) graphs and finding (if it exists) a concave-round (convex-round) enumeration.
Proof. Checking whether a graph is convex-round can be done using PQ-trees [6] : we are checking whether the adjacency matrix has the circular 1's property for columns. Instead of working with the adjacency matrix (whose size may not be O(n + m) if m is not large) we can perform the checking by just giving the adjacency lists of G (i.e., entries which correspond to a one). For details on PQ-trees, see [6, 13] . The same argument shows that we can decide whether a graph is concave-round in time O(n + m). A convex-round (concave-round) enumeration can be found from the resulting circular 1's ordering.
A tournament is an orientation of a complete graph, i.e., an oriented graph in which every pair of distinct vertices are joined by an arc. A tournament is transitive if and only if it has no directed cycles. An oriented graph D = (V, A) is a local tournament (local transitive tournament) if the set of out-neighbors as well as the set of in-neighbors of each vertex v ∈ V forms a tournament (a transitive tournament) [2, 14, 16] .
The following lemma can be found in [16] ; see also [28] . 1. Every vertex of G has a nonneighbor. In [16] , the second author characterized all possible orientations of a proper circular arc graph as local tournaments. The following problem may be seen as an attempt to generalize that result.
G has no pair of vertices
Problem 3.
Given a graph G which is concave-round, what are the possible concave-round enumerations of G?
We now turn our attention to convex-round graphs. 
Moreover, it can be decided in time O(n + m) which of the above properties holds for G.
Proof.
is not independent, i.e., there exists an edge between two vertices in [v i+k , v i ], say one of them is x 1 . Clearly, x 1 can be chosen such that Let a ∈ A be chosen so that [v i+k , a) ∩ A = ∅. We claim that [a, v i ) must be independent. Assume that this is not the case and let x 1 ∈ [a, v i ) be chosen such that x 1 has an edge to a vertex in (x 1 , v i ). Let P = x 1 x 2 . . . x l be a shortest path from , x l−1 ), and x l ∈ [v i , a) . However, this implies that a is adjacent to v i , which is a contradiction. Hence x l−2 ∈ L, which implies that x l−2 ∈ R (the minimality of l ensures x l−2 / ∈ A). However, this implies that 
The following lemma is easy to prove; we leave the details to the reader. Proof. Suppose that G is convex-round with a convex-round enumeration L. Assume that G contains an odd cycle C = v 1 v 2 . . . v 2k+1 (k ≥ 1). By Lemma 3.9, the vertices of C must occur in the order v 1 , v 3 , . . . , v 2k+1 , v 2 , v 4 , . . . , v 2k in L. Let v be a vertex not on C. Then v must be between v i and v i+2 for some i ≤ 2k + 1 (the addition is modulo 2k + 1). Since L is a convex-round enumeration, we see that v is adjacent to v i+1 . Hence every vertex of G is adjacent to at least one vertex of C and therefore G is connected.
Lemma 3.11. If G is concave-round and G is not bipartite, then G is a proper circular arc graph.
Proof. Let L = v 1 , v 2 , . . . , v n be a concave-round enumeration of G and let C be an arbitrary odd cycle in G. Since C is odd it is easy to check that for every edge 
Hamiltonian cycles in convex-round graphs. Lemma 4.1. The Hamiltonian cycle problem is solvable in linear time for bipartite graphs which are convex-round.
Proof. Since this follows from a more general result for circular convex bipartite graphs (using a reduction to circular arc graphs) [20] , we give here only the main idea which is to reduce the problem to the same problem for interval graphs.
Let G be a connected bipartite graph which is convex-round with a convex-round enumeration L = v 1 O(n + m) . Therefore we may assume that v i v i+k−1 ∈ E(G) for all v i ∈ V (G). As G is convex-round, we must have
. Now we see that G is Hamiltonian: If k is even, then G contains the following Hamiltonian cycle:
If k is odd, then G contains the following Hamiltonian cycle:
Note that there exist highly connected convex-round graphs which contain a factor (a spanning collection of disjoint cycles) but not a Hamiltonian cycle. Such a graph can be obtained from the graph G = ({a, b, c, d}, {ab, bc, bd, ca}) by substituting for each vertex an independent set of size k > 1.
Maximum matchings in convex-round graphs.
The following lemma is due to Glover [12] . For the sake of completeness and since the paper [12] may not be easily accessible, we give a short outline of Glover's (greedy) algorithm.
Lemma 5.
The maximum matching problem is solvable in time O(n + m) for bipartite graphs which are convex-round.
Description of Glover's algorithm. Let G = (A, B, E) be a bipartite graph. We may assume that G is connected, as otherwise we consider the components of G separately. According to Lemma 3. Let G be a convex-round graph with convex-round enumeration Proof. Let G be a convex-round graph with a convex-round enumeration L = v 1 , v 2 , . . . , v n . We may assume that G is connected, as otherwise we consider the components of G separately. We claim that the following algorithm will find a maximum matching in G in time O(n + m).
Algorithm B:
. . , n/2 , then these edges form a matching of size n/2 which clearly is maximum. Otherwise find a largest potentially independent interval in L. Without loss of generality, let the interval be [
is a potentially independent interval. Hence a largest potentially independent interval must contain at least n/2 vertices and, in particular, l ≥ n/2 .) 2. If G is bipartite, then use Lemma 5.1 to find a maximum matching in G and return this. To prove it is correct, it is enough to show that, when G is not bipartite, the graph G defined in step 3 is in fact bipartite and convex-round and, furthermore, the size of a maximum matching in G equals the size of a maximum matching in G . So we assume below that G is not bipartite.
It is easy to see that G is convex-round. It remains to show that the size of a maximum matching in G equals the size of a maximum matching in G . To do this, we shall construct a maximum matching in G, which is also a matching in G . Define
, then we obtain the following matching of size n − l, which is in both G and G :
is independent, a matching of G contains at most n − l edges and thus the above matching is maximum in G. So assume that l + j ≤ n − k. We will now make some useful observations.
( (ii) j ≥ 2 and k ≥ 1: As G is not bipartite, there exists an edge v a v b in G with 
Combining (i), (ii), and (iv), we have that 
the following edges form a maximum matching in G (and G ):
6. Maximum cliques in convex-round graphs. In this section, we shall present a linear time algorithm for solving the maximum clique problem for convexround graphs. We observe that an O(n 2 ) algorithm may be obtained by adapting the algorithm in [15] , for solving the maximum independent set problem for circular arc graphs. (Although the algorithm in [15] is linear, we obtain only an O(n 2 ) algorithm, as we have to take the complement of the input graph.) The algorithm below is more efficient and in fact it applies for a larger class of graphs, which is of independent interest.
We say that a graph G is interval enumerable if there exists a linear enumeration 7. Chromatic number of concave-round and convex-round graphs. Recall that the chromatic number χ(G) is the least number of sets in a partition V (G) = V 1 ∪ · · · ∪ V t such that each of the graphs G V i has no edges.
Note that we can have that χ(G) > ω(G) for convex-round graphs. The complement of any odd cycle is such an example and, in general, complements of powers of Hamiltonian cycles (on an odd number of vertices) provide such examples. For each of these examples we have χ(G) = ω(G) + 1. Through the correspondence between convex-round and concave-round graphs (by taking complements) and the fact that concave-round graphs are circular arc graphs, we obtain the following results. (Note again that the O(n 2 ) algorithm is the best we can get because we need to consider the complement of the input graph.) Theorem 7.1 (see [15] ). The chromatic number of a convex-round graph can be found in time O(n 2 ). Translating the proof of [15, Theorem 3.2] we get that the chromatic number of a convex-round graph is closely related to the size of a largest clique. . Here C r k denotes the rth power of a k-cycle. It follows from this example that the bound in the following theorem is best possible even for concave-round graphs.
Theorem 7.3 (see [17] 2 ) and then check in linear time whether G is bipartite. Suppose first that G is not bipartite. Using the linear algorithm from [9] for recognizing and representing proper circular arc graphs we obtain a representation of G by inclusion-free circular arcs. Now we apply the O(n 1.5 ) algorithm of [26] for coloring a proper circular arc graph to find an optimal coloring of G.
Suppose now that G is bipartite with bipartition (A, B), where |A| ≥ |B|. It is not difficult to check that χ(G) = n − k, where k is the size of a maximum matching in G (recall that A and B induce cliques in G and hence all vertices inside these sets must receive different colors). Second, if we are given a maximum matching M of G, then we can construct an optimal coloring with n − |M | colors in linear time as follows: Color each vertex in A with its own color. Let M = a 1 b 1 , . . . , a k b k . Color b i with the color of a i for i = 1, 2, . . . , k. Finally give each vertex in B − {b 1 , . . . , b k } a new color. By Lemma 5.1, we can find a maximum matching in G in linear time and hence the whole algorithm is O(n 2 ). Recall that the minimum coloring problem is NP-complete for general circular arc graphs [11] and polynomially solvable for proper circular arc graphs [3, 26] . 
Conjectures and open problems.

