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Abstract
A vertex set U ⊆ V of an undirected graph G = (V,E) is a resolving set for G, if for
every two distinct vertices u, v ∈ V there is a vertex w ∈ U such that the distances
between u and w and the distance between v and w are different. The Metric Dimension
of G is the size of a smallest resolving set for G. Deciding whether a given graph G
has Metric Dimension at most k for some integer k is well-known to be NP-complete.
Many research has been done to understand the complexity of this problem on restricted
graph classes. In this paper, we decompose a graph into its so called extended biconnected
components and present an efficient algorithm for computing the metric dimension for
a class of graphs having a minimum resolving set with a bounded number of vertices
in every extended biconnected component. Further we show that the decision problem
Metric Dimension remains NP-complete when the above limitation is extended to
usual biconnected components.
Keywords: Graph algorithm, Complexity, Metric Dimension, Resolving Set,
Biconnected Component
1. Introduction
An undirected graph G = (V,E) has metric dimension at most k if there is a vertex
set U ⊆ V such that |U | ≤ k and ∀u, v ∈ V , u 6= v, there is a vertex w ∈ U such that
dG(w, u) 6= dG(w, v), where dG(u, v) is the distance (the length of a shortest path in an
unweighted graph) between u and v. The metric dimension of G is the smallest integer
k such that G has metric dimension at most k. The metric dimension was independently
introduced by Harary and Melter [12] and Slater [25].
If for three vertices u, v, w, we have dG(w, u) 6= dG(w, v), then we say that u and v
are resolved by vertex w. If every pair of vertices is resolved by at least one vertex of a
vertex set U , then U is a resolving set for G. The metric dimension of G is the size of a
minimum resolving set. Such a smallest resolving set is also called a resolving basis for
G. In certain applications, the vertices of a resolving set are also called resolving vertices,
landmark nodes or anchor nodes. This is a common naming particularly in the theory of
sensor networks.
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Determining the metric dimension of a graph is a problem that has an impact on
multiple research fields such as chemistry [3], robotics [20], combinatorial optimization
[24] and sensor networks [17]. Deciding whether a given graph G has metric dimension
at most k for a given integer k is known to be NP-complete for general graphs [11],
planar graphs [5], even for those with maximum degree 6 and Gabriel unit disk graphs
[17]. Epstein et al. showed the NP-completeness for split graphs, bipartite graphs, co-
bipartite graphs and line graphs of bipartite graphs [6] and Foucaud et al. for permutation
and interval graphs [9][10].
There are several algorithms for computing the metric dimension in polynomial time
for special classes of graphs, as for example for trees [3, 20], wheels [16], grid graphs [21],
k-regular bipartite graphs [23], amalgamation of cycles [19], outerplanar graphs [5], cactus
block graphs [18] and chain graphs [8]. The approximability of the metric dimension has
been studied for bounded degree, dense, and general graphs in [14]. Upper and lower
bounds on the metric dimension are considered in [2, 4] for further classes of graphs.
There are many variants of the Metric Dimension problem. For the weighted version
Epstein et al. gave a polynomial-time algorithm on paths, trees and cographs [6]. Her-
nando et al. investigated the fault-tolerant Metric Dimension in [15], Estrada-Moreno et
al. the k-metric Dimension in [7] and Oellermann et al. the strong metric Dimension in
[22].
The parameterized complexity was investigated by Hartung and Nichterlein. They
showed that for the standard parameter the problem is W [2]-complete on general graphs,
even for those with maximum degree at most three [13]. Foucaud et al. showed that
for interval graphs the problem is FPT for the standard parameter [9][10]. Afterwards
Belmonte et al. extended this result to the class of graphs with bounded treelength,
which is a superclass of interval graphs and also includes chordal, permutation and AT-
free graphs [1].
In this paper, we introduce a concept that allows us to compute the metric dimension
based on a tree structure given by the decomposition of a graph G into components like
bridges, legs, and so-called extended biconnected components. An extended biconnected
component H of G is an induced subgraph of G formed by a biconnected component H ′ of
G extended by paths attached to vertices of the biconnected component H ′. Each vertex
of H ′ has at most one path attached to it. Each vertex at which a path is attached is a
separation vertex in G and not adjacent to any vertex outside of extended biconnected
component H. The idea of such a decomposition leads to a polynomial time solution
for the Metric Dimension problem restricted to graphs having a minimum resolving set
with a bounded number of vertices in every extended biconnected component. This
result is especially noteworthy, because we also show that the decision problem Metric
Dimension remains NP-complete if the above limitation is extended to usual biconnected
components.
2. Definitions and Basic Terminology
We consider graphs G = (V,E), where V is the set of vertices and E is the set of edges.
We distinguish between undirected graphs with edge sets E ⊆ {{u, v} | u, v ∈ V, u 6= v}
and directed graphs with edge sets E ⊆ V × V. Graph G′ = (V ′, E′) is a subgraph of
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G = (V,E) if V ′ ⊆ V and E′ ⊆ E. It is an induced subgraph of G, denoted by G|V ′ , if
E′ = E ∩ {{u, v} | u, v ∈ V ′} or E′ = E ∩ (V ′ × V ′), respectively.
A sequence of k + 1 vertices (u1, . . . , uk+1), k ≥ 0, ui ∈ V for i = 1, . . . , k + 1, is an
undirected path of length k, if {ui, ui+1} ∈ E for i = 1, . . . , k. The vertices u1 and uk+1
are the end vertices of undirected path p. The sequence (u1, . . . , uk+1) is a directed path
of length k, if (ui, ui+1) ∈ E for i = 1, . . . , k. Vertex u1 is the start vertex and vertex
uk+1 is the end vertex of the directed path p. A path p is a simple path if all vertices are
mutually distinct.
An undirected graph G is connected if there is a path between every pair of vertices.
The distance dG(u, v) between two vertices u, v in a connected undirected graph G is the
smallest integer k such that there is a path of length k between u and v. A connected
component of an undirected graph G is a connected induced subgraph G′ = (V ′, E′) of G
such that there is no connected induced subgraph G′′ = (V ′′, E′′) of G with V ′ ⊆ V ′′ and
|V ′| < |V ′′|. A vertex u ∈ V is a separation vertex of an undirected graph G if G|V \{u}
(the subgraph of G induced by V \ {u}) has more connected components than G. Two
paths p1 = (u1, . . . , uk) and p2 = (v1, . . . , vl) are vertex-disjoint if {u2, . . . , uk−1} ∩
{v2 . . . , vl−1} = ∅. A graph G = (V,E) with at least three vertices is biconnected, if for
every vertex pair u, v ∈ V , u 6= v, there are at least two vertex-disjoint paths between u
and v. A biconnected component G′ = (V ′, E′) of G is an induced biconnected subgraph
of G such that there is no biconnected induced subgraph G′′ = (V ′′, E′′) of G with
V ′ ⊆ V ′′ and |V ′| < |V ′′|.
Definition 2.1 (Resolving set). Let G = (V,E) be a connected undirected graph. A
vertex set R ⊆ V is a resolving set for G if for every vertex pair u, v ∈ V, u 6= v, there
is a vertex w ∈ R such that dG(u,w) 6= dG(v, w). The set R is a minimum resolving set
for G, if there is no resolving set R′ ⊆ V for G with |R′| < |R|. A connected undirected
graph G = (V,E) has metric dimension k ∈ N if k is the smallest positive integer such
that there is a resolving set for G of size k.
Definition 2.2. Let G = (V,E) be a connected undirected graph.
1. (leg, root, leaf, hooked leg, ordinary leg) A path p = (u1, . . . , uk), k ≥ 2, of
G is a leg, if vertex u1 has degree one, the vertices u2, . . . , uk−1 have degree 2, and
vertex uk has degree ≥ 3 in G. Vertex uk is called the root of p. Vertex u1 is called
the leaf of p. A leg is called a hooked leg, if the removal of its root separates G into
exactly two connected components, i.e. the edges at root uk without edge {uk−1, uk}
belong to exactly one biconnected component. A leg is called an ordinary leg, if it
is not a hooked leg, i.e. if the removal of its root separates G into more than two
connected components.
2. (bridge) An edge e ∈ E is called a bridge if H = (V,E \{e}) is not connected and
if e is not an edge between two vertices of one and the same leg.
3. (extended biconnected component (EBC)) A biconnected component H =
(VH , EH) of G extended by the subgraphs of G induced by the vertices of the hooked
legs with roots in VH is an extended biconnected component (EBC) of G.
4. (component) Every subgraph induced by the vertices of an ordinary leg, every sub-
graph induced by the two vertices of a bridge, and every EBC is called a component
of G.
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Figure 1: Graph G = (V,E) with ten amalgamation vertices (a0, . . . , a9), two hooked legs (at roots
u0 and u1), 14 ordinary legs (two legs at each of the roots a2, a4, a5, a6, a7, a8 and a9), one bridge
({a0, a1}) four EBCs and 19 components. The set of vertices that are drawn as squares is a minimum
resolving set for G. See Figure 2 for a DEBC-tree of G with root a9.
5. (amalgamation vertex) Separation vertices of G that belong to at least two com-
ponents, i.e. separation vertices without the degree two vertices of the legs and roots
of the hooked legs are called amalgamation vertices.
Every undirected graph G = (V,E) can be decomposed into legs, bridges and EBCs.
This decomposition is a unique and edge-disjoint partition of G.
Definition 2.3 (EBC-tree). Let G = (V,E) be a connected undirected graph.
1. The EBC-tree T = (VT , ET ) for G is a tree with two types of nodes called c-nodes
(nodes for the components of G) and a-nodes (nodes for the amalgamation vertices
of G). T has a c-node for every component of G. The vertex set of the corresponding
component of G represented by a c-node c is denoted by V(c). T has an a-node for
every amalgamation vertex of G. The amalgamation vertex represented by a-node
a is denoted by ν(a). Let Vc be the set of c-nodes and Va be the set of a-nodes of
T . Then VT = Vc ∪Va and ET is the set of all edges {c, a} with c ∈ Vc, a ∈ Va and
ν(a) ∈ V(c).
Note that in the EBC-tree all leaves are c-nodes and there is no edge between two
a-nodes and no edge between two c-nodes. All ordinary legs are represented by leaves,
all bridges are represented by inner c-nodes, and all EBCs are represented by leaves or
inner c-nodes.
Definition 2.4 (DEBC-tree). Let G = (V,E) be a connected undirected graph.
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Figure 2: A DEBC-tree
−→
T = (VT ,
−→
E T ) at root a9 for a graph G with 10 amalgamation vertices a0, . . . , a9,
two hooked legs (at roots u0 and u1), 14 ordinary legs (two legs at each of the roots a2, a4, a5, a6, a7,
a8 and a9), one bridge ({a0, a1}) four EBCs and 19 components. The vertices that are drawn as squares
build a minimum resolving set for G. The vertices of
−→
T (19 c-nodes and 10 a-nodes) are drawn as blue
boxes, the directed edges as black arrows. For a c-node c the blue box for c contains the subgraph of G
induced by V(c) and for an a-node a the blue box for a contains the vertex ν(a) of G.
1. For the EBC-tree T = (VT , ET ) for G and a node r ∈ VT let −→T := (VT ,−→E T ) be the
directed EBC-tree (DEBC-tree) with root r that is defined as follows:
−→
ET contains
exactly one directed edge for every undirected edge of ET such that for every node
u ∈ VT there is a directed path to root r, i.e. all edges are directed from the leafs
towards the root.
2. For a node u ∈ VT , let −→T (u) be the subtree of −→T induced by all nodes v for which
there is a directed path from v to u in
−→
T . The root of
−→
T (u) is u.
3. For a subtree
−→
T (u) let V ′T be the set of c-nodes of
−→
T (u) and V(V ′T ) :=
⋃
v∈V ′T V(v).
Then G[u] := G|V(V ′T ) is the subgraph of G induced by the vertices of V(V ′T ).
G[u] is the subgraph of G represented by
−→
T (u). It is not necessary to refer to the
a-nodes of
−→
T (u), because the vertices of G that are represented by the a-nodes are
also represented by the c-nodes since for every a-node a there is a c-node c such that
ν(a) ∈ V(c).
Note that the EBC-tree and the DEBC-tree of G can be constructed in linear time with
the help of any linear time algorithm for finding the biconnected components and bridges
of G.
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3. Computing the metric dimension based on a graph decomposition
Without loss of generality we will use from now on the following assumptions:
1. G = (V,E) is a connected undirected, but not biconnected graph.
2.
−→
T = (VT ,
−→
E T ) is the DEBC-tree for G with root r.
3. Va is the set of a-nodes of
−→
T and Vc is the set of c-nodes of
−→
T .
4. Root r ∈ Va is an a-node.
5. Root r has at least two children (because G is not biconnected).
First we will describe the general idea of how to compute the metric dimension of G.
The idea is based on dynamic programming.
Property 3.1. For every subtree
−→
T (v), v ∈ VT , of −→T we compute an information h(v)
satisfying the following properties:
1. For every a-node a ∈ Va with children c1, . . . , ck ∈ Vc, k ≥ 1, the information h(a)
can efficiently be computed from h(c1), . . . , h(ck).
2. For every c-node c ∈ Vc with children a1, . . . , ak ∈ Va, k ≥ 0, the information h(c)
can efficiently be computed from h(a1), . . . , h(ak) and G|V(c).
3. The metric dimension of G[r] can efficiently be computed from h(r).
These properties allow an efficient bottom-up processing of
−→
T as follows: We start by
computing h(c) for every leaf c of
−→
T . Since the leafs are c-nodes without children we only
need the subgraph G|V(c) of G. For every inner a-node a with children c1, . . . , ck ∈ Vc we
compute h(a) from h(c1), . . . , h(ck). For this we don’t need any information from G. For
every inner c-node c with children a1, . . . , ak ∈ Va we compute h(c) from h(a1), . . . , h(ak)
and additionally G|V(c). Finally we compute the metric dimension of G from h(r).
Before we define h(v) we need a few more definitions.
Definition 3.2 (Gate Vertex). Let A ⊆ V be a set of vertices. A vertex v ∈ V is
an A-gate of G, if there is a vertex u ∈ V \ {v}, such that for all w ∈ A the equation
dG(u,w) = dG(u, v) + dG(v, w) holds. Vertex u is called an out-vertex for A-gate v.
Intuitively this definition means that v is an A-gate if there is a vertex u ∈ V \ {v}
that has a shortest path to any vertex a ∈ A that passes v.
Observation 3.3. Let A ⊆ V and v ∈ V be an A-gate of G. Then there is an out-vertex
u ∈ V adjacent to v.
Observation 3.4. Let A ⊆ V , v, u1, u2 ∈ V and v be an A-gate of G. If u1 and u2
are two out-vertices for A-gate v with the same distance to v, i.e. dG(u1, v) = dG(u2, v),
then both vertices u1 and u2 have the same distance to all vertices of A. In this case A
is not a resolving set for G. Conversely, if A is a resolving set for G then all out-vertices
have a different distance to A-gate v. A closer look shows that if A is a resolving set for
G all out-vertices for A-gate v are on a shortest path between v and the out-vertex with
longest distance to v, see also Figure 3.
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Figure 3: The Figure shows graph C6 = (V,E) drawn two times. The set A = {a1, a2} ⊆ V is a
resolving set for C6. The vertex a1 is an A-gate with out-vertices v1 and v2 as shown on the left side.
The vertex v1 is an A-gate with out-vertex v2 as shown on the right side. Notice that there is no other
A-gate in C6.
Definition 3.5 (v-resolving set, non-gate-v-resolving set). Let v ∈ V.
1. A v-resolving set for G is a resolving set R for G with v ∈ R.
2. A minimum v-resolving set for G is a resolving set R for G with v ∈ R such that
there is no v-resolving set R′ for G with |R′| < |R|.
3. A non-gate-v-resolving set for G is a v-resolving set R for G with v ∈ R and v is
not an R-gate in G.
4. A minimum non-gate-v-resolving set for G is a v-resolving set R for G with v ∈ R
and v is not an R-gate in G, such that there is no non-gate-v-resolving set R′ for
G with |R′| < |R|.
Note that a minimum v-resolving set is not necessarily a minimum resolving set. It is
possible that no minimum resolving set contains v. Also a minimum non-gate-v-resolving
set is not necessarily a minimum v-resolving set. It is possible that in every minimum
v-resolving set R vertex v is an R-gate.
Lemma 3.6. Let v ∈ V . Let R1 ⊆ V a minimum resolving set for G, R2 ⊆ V a
minimum v-resolving set for G, and R3 ⊆ V a minimum non-gate-v-resolving set for G,
then |R2| ≤ |R1|+ 1 and |R3| ≤ |R2|+ 1.
Proof |R2| ≤ |R1| + 1 : If R1 contains vertex v, R1 is already a minimum v-resolving
set. If v 6∈ R1 the set R2 := R1 ∪ {v} is a v-resolving set.
|R3| ≤ |R2|+1 : If v is not an R2-gate, R2 is already a minimum non-gate-v-resolving set.
If v is an R2-gate there are out-vertices u1, . . . , uk for v. From Observation 3.4 we know
that these out-vertices are on a shortest path between v and the out-vertex with longest
distance to v, so for any i ∈ {1, . . . , k}, k ≥ 1, the set R2 ∪{ui} is a non-gate-v-resolving
set. 
Figure 4 shows that these bounds are tight.
Lemma 3.7. Let s ∈ V be a separation vertex and V1, . . . , Vk, k > 2, be the vertex sets
of the connected components of G|V \{s}. Let R be a resolving set for G. Then there is
at most one i ∈ {1, . . . , k} such that Vi ∩R = ∅.
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Figure 4: There are four minimum resolving sets for G, namely {v1, v3}, {v1, v4},{v2, v3}, and {v2, v4}.
None of them contains v5. Therefore every minimum v5-resolving set contains three vertices, i.e.
{v1, v3, v5}, {v1, v4, v5}, {v2, v3, v5}, and {v2, v4, v5}. In every minimum v5-resolving set R the vertex
v5 is an R-gate. The corresponding out-vertex is v6. Therefore every minimum non-gate-v5-resolving
set contains four vertices, i.e. {v1, v3, v5, v6}, {v1, v4, v5, v6},{v2, v3, v5, v6}, and {v2, v4, v5, v6}.
Proof Assume there are two sets V1, V2 such that V1 ∩R = ∅ and V2 ∩R = ∅. Consider
a vertex v1 ∈ V1 adjacent to s and a vertex v2 ∈ V2 adjacent to s. For any r ∈ R we
have d(v1, r) = dG(v1, s) + dG(s, r) = dG(v2, s) + dG(s, r) = dG(v2, a). This contradicts
the assumption that R is a resolving set. 
Lemma 3.8. Let s ∈ V be a separation vertex and V1, . . . , Vk, k > 1, be the vertex sets
of the connected components of G|V \{s} such that if k = 2 in every resolving set R for G
there is a vertex r ∈ V1 ∩ R and a vertex r ∈ V2 ∩ R. Let A ⊆ V with s ∈ A. If A is a
resolving set for G then A′ = A \ {s} is resolving set for G.
Proof Consider two vertices u, v ∈ V that are separated by s. We will show, that there
is a vertex a ∈ A, a 6= s, that separates u and v.
Assume u and v are both in the same set Vi, i ∈ {1, . . . , k}. Then, by assumption and
Lemma 3.7, there is a vertex a ∈ A ∩ Vj , j 6= i. Since every path from u to a or v to a
contains vertex s and s separates u and v, vertex a does the same.
Assume u and v are in different sets. Without loss of generality let vi ∈ Vi, vj ∈ Vj ,
i 6= j, and dG(u, s) < dG(v, s).
Case 1: Vi ∩A = ∅
If Vi ∩A = ∅ then by assumption G|V \{s} has at least three components. By Lemma 3.7
there is a component Vl, l 6= i, l 6= j, such that Vl ∩A 6= ∅. Let a ∈ Vl ∩A, then we have
dG(u, a) = dG(u, s) + dG(s, a) < dG(v, s) + dG(s, a) = dG(v, a).
Case 2: Vi ∩R 6= ∅
Then we have for any a ∈ Vi
dG(u, a) ≤ dG(u, s) + dG(s, a) < dG(v, s) + dG(s, a) = dG(v, a).

Lemma 3.9. Let s ∈ V be a separation vertex and V1, . . . , Vk, k > 1, be the vertex sets
of the connected components of G|V \{s} such that if k = 2 in every resolving set R for G
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there is a vertex r ∈ V1 ∩ R and a vertex r ∈ V2 ∩ R. Let A ⊆ V , Gi := G|Vi∪{s}, and
Ai := (A∩Vi)∪{s}. A is a minimum resolving set for G if and only if for all i ∈ {1, . . . , k}
Ai is a minimum s-resolving set for Gi and there is at most one i ∈ {1, . . . , k} such that
s is an Ai-gate in Gi.
Proof ⇒: Let A be a resolving set for G. We will show that (1) for every i ∈ {1, . . . , k}
the set Ai is an s-resolving set for Gi and (2) there is at most one index i ∈ {1, . . . , k}
such that s is an Ai-gate in Gi.
(1): Consider two vertices u, v ∈ Vi. Obviously Ai is a resolving set for those pairs of
vertices that are separated by a vertex a ∈ A ∩ Vi. Assume that for a pair of vertices
u, v there is no vertex in A ∩ Vi that separates them, i.e. u, v are separated by a vertex
a ∈ A ∩ Vl, l 6= i. Since all paths from u to a and v to a contain vertex s, we have
dG(u, a) = dG(u, s) + dG(s, a) and dG(v, a) = dG(v, s) + dG(s, a).
Therefore dG(u, a) 6= dG(v, a) implies dG(u, s) 6= dG(v, s), i.e. s ∈ Ai separates u and v.
(2): Assume there are two indices i, j ∈ {1, . . . , k}, i 6= j, for which s is an Ai-gate in
Gi and an Aj-gate in Gj . Then there are out-vertices vi1 , . . . , vil ∈ Vi for Ai-gate s in
Gi and out-vertices vj1 , . . . , vjm ∈ Vj for Aj-gate s in Gj , l,m > 0. From Observation
3.4 we know that the out-vertices vi1 , . . . , vil ∈ Vi are on a shortest path between s and
the out-vertex of vi1 , . . . , vil ∈ Vi with longest distance to s. The same holds for the
out-vertices vj1 , . . . , vjm ∈ Vj . Without loss of generality let vi1 ∈ Vi and vj1 ∈ Vj be the
out-vertices adjacent to s, i.e. dG(vi1 , s) = dG(vj1 , s) = 1. Due to the decomposition of
G with separation vertex s there is for any a ∈ A a shortest path between vi1 and a and
between vj1 and a via vertex s. This holds for all vertices a ∈ A and not only for the
vertices a ∈ Vi or a ∈ Vj , respectively. It follows that
∀a ∈ A : dG(vi1 , w) = dG(vi1 , s) + dG(s, w) = dG(vj1 , s) + dG(s, w) = dG(vj1 , w)
This contradicts the assumption that A is a resolving set for G, see also Figure 5.
⇐: Let Ai be an s-resolving set for Gi and let there be at most one i ∈ {1, . . . , k}
such that s is an Ai-gate in Gi. We will proof that A is a resolving set for G.
Let A′ =
⋃k
i=1Ai. Obviously A
′ separates all pairs of vertices that are in the same set
Vi. Consider two vertices u, v that are in different set. Without loss of generality let
vi ∈ Vi and vj ∈ Vj , i, j ∈ {1, . . . , k}, i 6= j and Gi the component in which s is not
an Ai-gate for Gi. This implies that there is a vertex a ∈ Ai, a 6= s such that there is
no shortest path from vi to a via s. Since every path from vj to a contains s, vertex a
separates u and v. This implies that A′ is a resolving set for G and with Lemma 3.8 we
get that that A = A′ \ {s} is a resolving set for G.
Now we will show the minimality. Assume that A is a minimal resolving set for G and
Ai is not a minimal s-resolving set, i.e. there is set A
′
i with |A′i| < |Ai| that contains s
and resolves all vertices from Gi. Consider the set A
′ :=
⋃k
j=1Aj \ {s}. As shown above
A′ is a resolving set for G and we have with |A′| < |A|. This contradicts the assumption
that A is minimal.
Assume that Ai is a minimal s-resolving set and there is at most one j ∈ {1, . . . , k}
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vj1
s
s
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s
vj1
s
not A3-gate
a1
a1'
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a2'
a3a3'
a3''
A1-gate
A2-gate
out-vertex for s
out-vertex for s
G1
G3
G2
G a1'
a1
a3''
a3a3'
a2
a2'
Figure 5: Graph G = (V,E) with three connected components and separation vertex s ∈ V on the left
side and graphs G1, G2 and G3 on the right side. The vertices of the resolving sets A1 = {a1, a′1} for
G1, A2 = {a2, a′2} for G2 and A3 = {a3, a′3, a′′3} for G3 are drawn as squares. s is an A1-gate in G1 and
an A2-gate in G2, therefore there are two vertices vi1 and vj1 that are not separated by A :=
⋃3
i=1 Ai
and A is not a resolving set for G.
such that s is an Aj-gate in Gj , but A is not minimal, i.e. there is a resolving set A
′
for G with |A′| < |A|. This implies that there is at least one i ∈ {1, . . . , k} such that
A′i := (A
′ ∩ Vi) ∪ {s} is a resolving set for Gi and |A′i| < |Ai|. This contradicts the
assumtion that Ai is minimal. 
Lemma 3.10. Let s ∈ V be a separation vertex and V1, . . . , Vk, k > 1, the vertex sets
of the connected components of G|V \{s} such that if k = 2 in every resolving set R for G
there is a vertex r ∈ V1 ∩ R and a vertex r ∈ V2 ∩ R. Let A ⊆ V . If A is a minimum
resolving set for G, then A′ := A ∪ {s} is a minimum s-resolving set for G.
Proof Let A be a minimum resolving set and A′ = A ∪ {s} an s-resolving set. From
Lemma 3.8 we know that s /∈ A, therefore |A| < |A′|. Assume there is a miniumum
s-resolving set A′′ with |A′′| < |A′|. Then, by Lemma 3.8, A′′ \ {s} is a resolving set for
G and we have |A′′ \ {s}| < |A|. This contradicts the assumption that A is a minimum
resolving set for G. 
Now we define h(v), v ∈ VT , as introduced at the beginning of the section.
Definition 3.11.
1. Let a ∈ Va be an a-node. We define h(a) := (α, β), where α is the size of a minimum
non-gate-ν(a)-resolving set for G[a] and β is the size of a minimum ν(a)-resolving
set for G[a].
2. Let c ∈ Vc be a c-node with father a ∈ Va in −→T . We define h(c) := (α, β), where α
is the size of a minimum non-gate-ν(a)-resolving set for G[c] and β is the size of a
minimum ν(a)-resolving set for G[c].
To get familiar with this definition we will investigate the smallest possible values for
α and β. For an arbitrary node v ∈ −→T with father w ∈ −→T we have h(v) ≤ h(w), i.e.
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the i-th component of h(v) is less or equal than the i-th component of h(w), since G[v]
is a subgraph of G[w]. Therefore we will first have a look at the leafs of
−→
T , which are
by definition c-nodes and afterwards at the fathers of the leafs, which are by definition
a-nodes. For a leaf c with father a the graph G[c] is either an EBC, or an ordinary leg.
Let G[c] be an ordinary leg. Then vertex ν(a) ∈ G[c] resolves all vertices in G[c], so
β = 1. Since ν(a) is a {ν(a)}-gate in G[c] every minimum non-gate-ν(a)-resolving set
contains another arbitrary vertex. Therefore α = 2. Let G[c] be an EBC, then every
resolving set for G[c] contains at least two vertices. Therefore h(c) ≥ (2, 2).
For an a-node a that has only leafs as children the graph G[a] consists of EBCs and
paths, that are connected by the separation vertex ν(a). Note that if a has exactly one
child c the graph G[c] is not an ordinary leg, since this contradicts the decomposition
of G into EBCs, ordinary legs, and bridges. Thus every minimum ν(a)-resolving set for
G[a] contains at least two vertices and the smallest values α and β for an a-node a are
h(a) = (2, 2), what leads to the following observation:
Observation 3.12. Let S be a minimum resolving set for G. For any a-node a ∈ V (−→T )
the subgraph G[a] contains at least one resolving node, i.e. S ∩ V (G[a]) 6= ∅.
We will now show that this definition satisfys the properties in 3.1.
Theorem 3.13. For every a-node a ∈ Va with children c1, . . . , ck ∈ Vc, k ≥ 1, h(a) can
be computed from h(c1), . . . , h(ck).
Proof k = 1: If a has exactly one child c then h(a) = h(c). Since ν(a) ∈ V(c) and c is
the only child of a, we can follow that G[a] = G[c]. Therefore a minimum non-gate-ν(a)-
resolving set for G[c] is also a minimum non-gate-ν(a)-resolving set for G[a]. The same
holds for a minimum ν(a)-resolving set.
k ≥ 2: Let h(ci) = (αi, βi), i ∈ {1, . . . , k}. Then h(a) = (α, β) with
• α = (∑ki=1 αi)− (k − 1)
• β =
{
α, if βi = αi ∀i
α− 1, else
Let Ai be a minimum non-gate-ν(a)-resolving set for G[ci] and thus |Ai| = αi. Then
every Ai is also a minimum ν(a)-resolving set and there is no i, i ∈ {1, . . . , k}, such that
Ai is a ν(a)-gate in Ai. With the help of Lemma 3.9 it follows that A :=
⋃
iAi \{ν(a)} is
a minimum resolving set for G[a] and from Lemma 3.10 it follows that A′ := A ∪ {ν(a)}
is a minimum ν(a)-resolving set for G[a]. Since there is no index i such that ν(a) is an
Ai-gate in G[ci], it follows that ν(a) is not an A′-gate in G[a]. Since ν(a) ∈ Ai forall i we
have |A′| = α = ∑i αi − (k − 1).
In a minimum ν(a)-resolving set A′′ for G[a] there is at most one index i such that
ν(a) is a A′′∩V (G[ci])-gate in G[ci], otherwise there would be two vertices u, v ∈ V (G[a])
such that for every w ∈ A′′ there is a shortest path to w via ν(a), i.e. A′′ is not a resolving
set (see Lemma 3.7). Therefore β = α− 1, if there is one index i such that βi < αi and
β = α else. 
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Theorem 3.14. For every c-node c ∈ Vc with father a ∈ Va and children a1, . . . , ak ∈ Va,
k ≥ 0, h(c) can be computed from h(a1), . . . , h(ak) and G|V(c).
To proof this theorem, we need the following lemma:
Lemma 3.15. Let c ∈ Vc be a c-node with father a ∈ Va and children a1, . . . , ak ∈ Va,
k ≥ 0. Let R ⊆ V (G[c]) with ν(a) ∈ R. Let Ri := (R∩V (G[ai]))∪{ν(ai)}, i ∈ {1, . . . , k},
and R∗ := (R∩V(c)))∪{ν(ai) | 1 ≤ i ≤ k}. R is a ν(a)-resolving set for G[c] if and only
if
1. Ri is a resolving set for G[ai] and
2. R∗ is a ν(a)-resolving set for G|V(c) and
3. For every i ∈ {1, . . . , k} vertex ν(ai) is not an Ri-gate in G[ai] or not an R∗-gate
in G|V(c).
Proof ”⇒”: Let R be a ν(a)-resolving set for G[c].
1. We show that Ri is a resolving set for G[ai]. Let u, v ∈ V (G[ai]). Pair u, v is
either resolved by a vertex wi ∈ V (G[ai]) ∩ R, or by a vertex w ∈ V(c) ∩ R, or by
a vertex wj ∈ V (G[aj ]) ∩ R, j ∈ {1, . . . , k}, j 6= i. Since every path from a vertex
of V (G[ai]) to w or to wj contains vertex ν(ai), vertex w or wj resolves u, v if and
only if ν(ai) resolves u, v , see Figure 6a. Thus, set R ∩ V (G[ai]) ∪ {ν(ai)} = Ri
resolves all pairs in V (G[ai]).
2. We show that R∗ is a ν(a)-resolving set for G|V(c). Since ν(a) ∈ R∗ by definition,
we just have to show that R∗ is a resolving set. Let u, v ∈ V(c). Pair u, v is
either resolved by a vertex w ∈ V(c) ∩ R or by a vertex wj ∈ V (G[aj ]) ∩ R,
j ∈ {1, . . . , k}. Since every path from a vertex in V(c) to wj contains vertex ν(aj),
vertex wj resolves u, v if and only if ν(aj) resolves u, v, see Figure 6b. Thus, set
R ∩ V(c) ∪ {ν(aj) | 1 ≤ j ≤ k, k ≥ 0} = R∗ resolves all pairs in V(c).
3. We show that for every i ∈ {1, . . . , k} vertex ν(ai) is not an Ri-gate in G[ai] or
not an R∗-gate in G|V(c). Assume there is an index i ∈ {1, . . . , k} such that vertex
ν(ai) is an Ri-gate in G[ai] and an R∗-gate in G|V(c). From Observation 3.3 we
know that there is an out-vertex vi ∈ V (G[ai]) with respect to Ri adjacent to ν(ai)
and an out-vertex v ∈ V(c) with respect to R∗ adjacent to ν(ai). That is there
are two vertices vi and v with the same distance to ν(ai), such that from both,
there is a shortest path to every vertex in Ri∪R∗ that contains ν(ai). This implies
that pair vi, v cannot be resolved by a vertex in R
′ := R ∩ (V (G[ai]) ∪ V(c) and
therefore must be resolved by another vertex in R\R′, i.e. by a vertex in V (G[aj ]),
j ∈ {1, . . . , k}, j 6= i. However, if there is a vertex in V (G[aj ]), that resolves pair
vi, v, then vertex ν(aj) ∈ R∗ also resolves pair vi, v. This implies that there is no
j ∈ {1, . . . , k}, j 6= i, such that a vertex in V (G[aj ]) resolves v, vi and therefore R
is not a ν(a)-resolving set for G[c], what contradicts the assumption.
”⇐”: Let
1. Ri be a resolving set for G[ai]
2. R∗ be a ν(a)-resolving set for G|V(c)
3. for every i ∈ {1, . . . , k} vertex ν(ai) be not an Ri-gate in G[ai] or not an R∗-gate
in G|V(c).
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w
υ(ai) υ(aj)
υ(a)G[c]
wj
(a) The Figure shows graph G[c] with
subgraph G[ai] and G[aj ] and vertex pair
u, v ∈ V (G[ai] that needs to be resolved.
They can be resolved by a vertex wi ∈
R ∩ V (G[ai]) or by a vertex w ∈ R ∩ V(c)
or by a vertex wj ∈ R ∩ V (G[aj ]).
u v
wi
υ(ai) υ(aj)
υ(a)G[c]
w
wj
(b) The Figure shows graph G[c] with
subgraph G[ai] and G[aj ] and vertex pair
u, v ∈ V(c) that needs to be resolved.
They can be resolved by a vertex wi ∈
R ∩ V (G[ai] or by a vertex w ∈ R ∩ V(c).
Figure 6
We show that R is a ν(a)-resolving set. R is a ν(a)-resolving set, if ν(a) ∈ R and if
for every pair u, v ∈ V (G[c]) there is a vertex in R, that resolves u and v. Obviously
ν(a) ∈ R, because ν(a) ∈ R∗, so we just have to show that R is a resolving set. We divide
between the follwing four cases:
(a) u, v ∈ V (G[ai]), i ∈ {1, . . . , k},
(b) u ∈ V (G[ai]), v ∈ V (G[aj ]), i, j ∈ {1, . . . , k}, i 6= j,
(c) u, v ∈ V(c),
(d) u ∈ V (G[ai]) and v ∈ V(c), i ∈ {1, . . . , k}.
We will have a closer look at all these cases.
(a) Let u, v ∈ V (G[ai]). Pair u, v is either resolved by a vertex wi ∈ Ri \ {ν(ai)} ⊆ R,
or by vertex ν(ai). Since R ∩ V(c) 6= ∅ and every pair that is resolved by ν(ai) is
also resolved by a vertex in R∩V(c) (ν(a) ∈ R), R resolves all pairs u, v ∈ V (G[ai]),
see Figure 7a.
(b) Let u ∈ V (G[ai]) and v ∈ V (G[aj ]). Pair u, v is either resolved by wi ∈ Ri \
{ν(ai)} ⊆ R or by wj ∈ Rj \ {ν(aj)} ⊆ R, because it is not possible that u and v
have the same distance to both, wi and wj , what can be seen as follows:
Let a := dG[c](u,wi), b := dG[c](u, ν(ai)), c := dG[c](wi, ν(ai)), a′ := dG[c](v, wj),
b′ := dG[c](v, ν(aj)), c′ := dG[c](wi, ν(aj)) and d := dG[c](ν(ai), ν(aj)), (see Figure
7b). Since wi 6= wj we can follow d > 0. Assume that neither wi nor wj separate
u, v, i.e. a = c+ d+ b′ and a′ = b+ d+ c′. From a ≤ b+ c and a ≤ b′ + c′ we get
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c + d + b′ ≤ b + c and b + d + c′ ≤ b′ + c′. Finally we have d + b′ ≤ b′ − d what
implies d ≤ −d and thus d = 0. This contradicts the assumption d > 0. It follows
that
⋃k
i=1Ri \ {ν(ai)} ⊆ R resolves all pairs u, v with u ∈ V (G[ai]), v ∈ V (G[aj ]).
(c) Let u, v ∈ V(c). Pair u, v is either resolved by a vertex w ∈ R∗ \ {ν(ai)} | i ∈
{1, . . . , k}, k ≥ 0} ⊆ R or by a vertex in {ν(ai)} | i ∈ {1, . . . , k}, k ≥ 0}. Since
R ∩ V (G[ai]) 6= ∅ for every i ∈ {1, . . . , k}, k ≥ 0 (see Observation 3.12) and every
pair that is resolved by ν(ai) is also resolved by a vertex in R ∩ V (G[ai]), R
resolves all pairs u, v ∈ V (G[ai]), see Figure 7c.
(d) Let u ∈ V (G[ai]) and v ∈ V(c). Since for every j ∈ {1, . . . , k} vertex ν(aj)
is not an Rj-gate in G[aj ] or not an R
∗-gate in G|V(c), pair u, v is either re-
solved by a vertex wi ∈ Ri \ {ν(ai)} 6= ∅ (see Observation 3.12) or by a vertex
w ∈ R∗ \ {ν(ai) | i ∈ {1, . . . , k}, k ≥ 0} 6= ∅ (ν(a) ∈ R∗), what can be seen as
follows:
Assume pair u, v cannot be resolves by a vertex wi ∈ Ri \ {ν(ai)} and can-
not be resolved by a vertex w ∈ R∗ \ {ν(ai) | i ∈ {1, . . . , k}, k ≥ 0}. With-
out loss of generality let ν(ai) be no Ri-gate in G[ai]. Then there is a vertex
wi ∈ Ri \ {ν(ai)} such that there is no shortest path from u to wi via vertex ν(ai).
Therefore dG[c](u,wi) < dG[c](u, ν(ai)) + dG[c](ν(ai), wi). Since wi does not resolve
pair u, v, we get dG[c](v, wi) = dG[c](v, ν(ai)) + dG[c](ν(ai), wi) = dG[c](u,wi) <
dG[c](u, ν(ai)) + dG[c](ν(ai), wi). It follows that dG[c](v, ν(ai)) < dG[c](u, ν(ai)).
Vertex w does not resolve pair u, v either, that means dG[c](v, w) = dG[c](v, ν(ai))+
dG[c](ν(ai), w) = dG[c](u,w) ≤ dG[c](u, ν(ai))+dG[c](ν(ai), w). It follows dG[c](v, ν(ai))
≤ dG[c](u, ν(ai)), what contradicts the asumption.

Proof of Theorem 3.14 Graph G[c] is composed by the graph G|V(c) and the graphs
G[ai], i ∈ {1, . . . , k}. We compute h(c) = (α, β) by computing a minimum-non-gate-
ν(a)-resolving set A for G[c] with |A| = α and a minimum ν(a)-resolving set B for G[c]
with |B| = β with the help of Lemma 3.15.
Let Ai be a minimum-non-gate-ν(ai)-resolving set for G[ai] and Bi be a minimum-
ν(ai)-resolving set for G[ai], i ∈ {1, . . . , k}. To compute sets A and B and thus α and β
we can do the following:
For every subsetW ⊆ V(c) that contains vertices ν(a), ν(a1), . . . , ν(ak) and resolves all
pairs u, v ∈ V(c) we determine a resolving set RW for G[c]. RW contains the vertices in W
and for every i ∈ {1, . . . , k} either the vertices in Ai or in Bi. If vertex ν(ai) is a W -gate in
G|V(c) then RW contains the vertices in Bi else the vertices in Ai. RW is a ν(a)-resolving
set for G[c] (Lemma 3.15) and by Lemma 3.8 we get that R′W := RW \{ν(a1), . . . , ν(ak)}
is a ν(a)-resolving set for G[c]. Vertex set R′W is a smallest ν(a)-resolving set for G[c]
with the property V(c) ∩ R′W = W for a given W , that contains at least the vertices of
W .
Then we have B = min{R′W |W ⊆ V(c) is a resolving set for G|V(c) with ν(a), ν(a1),
ν(a2), . . . , ν(ak) ∈W} with β = |B| and A = min{R′W |W ⊆ V(c) is a resolving set for
G|V(c) with ν(a), ν(a1), . . . , ν(ak) ∈ W and ν(a) is not an W -gate in G[c]} with α = |A|.

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(a) The Figure shows graph G[c] with
subgraph G[ai] and G[aj ] and vertex pair
u, v ∈ V (G[ai] that needs to be resolved.
They are either resolved by a vertex wi ∈
Ri \ {ν(ai)} ⊆ R, or by vertex ν(ai). Since
R ∩ V(c) 6= ∅ and every pair that is re-
solved by ν(ai) is also resolved by a vertex
in R ∩ V(c), R resolves u, v.
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dυ(ai) υ(aj)
υ(a)G[c]
(b) The Figure shows graph G[c] with sub-
graph G[ai] and G[aj ] and vertex pair u, v
with u ∈ V (G[ai]) and v ∈ V(c) that needs
to be resolved. Since d > 0, either wi or wj
resolves pair u, v.
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(c) The Figure shows graph G[c] with
subgraph G[ai] and G[aj ] and vertex pair
u, v ∈ V(c) that needs to be resolved. They
are either resolved by a vertex w ∈ R∗ \
{ν(ai)} | i ∈ {1, . . . , k}, k ≥ 0} ⊆ R or
by a vertex in {ν(ai)} | i ∈ {1, . . . , k}, k ≥
0}. Since R ∩ V (G[ai]) 6= ∅ for every
i ∈ {1, . . . , k}, k ≥ 0 (see Observation 3.12)
and every pair that is resolved by ν(ai) is
also resolved by a vertex in R ∩ V (G[ai]),
R resolves all pairs u, v ∈ V (G[ai]).
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(d) The Figure shows graph G[c] with
subgraph G[ai] and G[aj ] and vertex pair
u, v with u ∈ V (G[ai]) and v ∈ V(c)
that needs to be resolved. Since for every
i ∈ {1, . . . , k} vertex ν(ai) is no Ri-gate
in G[ai] or vertex ν(ai) is no R∗-gate in
G|V(c), pair u, v is either resolved by a ver-
tex wi ∈ Ri \ {ν(ai)} 6= ∅ or by a vertex
w ∈ R∗ \ {ν(ai) | i ∈ {1, . . . , k}, k ≥ 0} 6= ∅
(ν(a) ∈ R∗).
Figure 7
15
Theorem 3.16. The metric dimension of G[r] can efficiently be computed from h(r).
Proof Let B be a minimum-ν(r)-resolving set for G[r]. Since the conditions of Lemma
3.8 are given, we get that B′ := B \ {r} is a resolving set for G[r] and with Lemma 3.6
we get that B′ is a minimum resolving set for G[r]. Thus, if h(r) = (α, β), then β − 1 is
the metric dimension of G[r]. 
4. Algorithm and Time Complexity
Let G = (V,E) be a connected undirected graph with |V | = n and |E| = m. To
compute a resolving set for G we first compute the DEBC-tree
−→
T := (VT ,
−→
E T ) for G.
This can be done in O(n + m) with the help of any linear-time-algorithm for finding
the biconnected components and bridges of G. Then we compute h(c) = (αc, βc) for
every leaf c with father a in the DEBC-tree
−→
T . We do this by checking every subset
W ⊆ V (G[c]) if W ′ := W ∪ {ν(a)} is a resolving set for G[c]. We choose the size of the
smallest set W ′ for βc and the size of the smallest set W ′, such that a is not a W ′-gate
in G[c] for α. For this we need O(2n · n · (n+m)) steps, because we have 2n subset and
for each subset we test if it is a resolving set in time n · (n+m). Next we can compute
the values h for every inner node of
−→
T . In Theorem 3.13 and 3.14 we showed that this
can be done in O(1) and O(2n ·n · (n+m)), respectively. Overall we have a running time
in O(2n · n · (n+m)).
Definition 4.1. An undirected graph G is (minimum) k-EBC-bounded for some positive
integer k, if there is a (minimum) resolving set R for G such that every EBC of G contains
at most k vertices of R. R is called a (minimum) k-EBC-bounded-resolving set for G.
Let Gk and Gmink be the class of graphs that are k-EBC-bounded and minimum-k-EBC-
bounded, respectively.
A set of graphs B is (minimum) EBC-bounded, if for every graph G ∈ B there is a k
such that G is (minimum) k-EBC-bounded.
Corollary 4.2. The following problems can be solved in polynomial time for any fixed
positive integer k:
1. Given an undirected graph G. Is G ∈ Gk?
2. Given a set B of EBC-bounded graphs. Find the smallest integer k′ such that
G ∈ Gk′ .
3. Given an undirected graph G ∈ Gk. Compute a minimum k-EBC-bounded-resolving
set for G.
4. Given an undirected graph G ∈ Gmink . Compute a minimum resolving set for G and
thus the metric dimension of G.
To solve these problems we use our algorithm with slight modifications.
Instead of checking every subset W ′ if it is resolving, we do the following: For the
problems 1., 3. and 4. we only test those subsets with at most k vertices. For the
problem 2. we run our algorithm for k = 1 and increase k successively by one until we
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Figure 8: The Figure shows graph Gk with k + 1 EBCs. Graph Gk is in G2 for all k. Every resolving
set for Gk contains one of the vertices xi, x
′
i, 1 ≤ i ≤ k, since there is no other vertex that can resolve
them. The only vertex pairs that still need to be resolved are pairs ai, bi. To solve them it suffices to
choose vertices ai as resolving vertices. By doing so we get a 2-EBC-bounded-resolving-set with 2 · k
vertices (every EBC except of one contains two resolving vertices) and there is no other 2-EBC-bounded-
resolving-set with less vertices. Nevertheless a minimum resolving set contains less vertices. By choosing
vertices ci instead of ai as resolving vertices one gets a minimum resolving set with
3
2
· k vertices. In
this case one of the EBCs contains 1
2
· k resolving vertices and the others contain one vertex.
get a resolving set. F By doing these modifications the running time of our algorithm
can be bounded by O(nk · n · (n+m)).
Obviously it holds that G′k ⊆ Gk. Vice versa it holds that for all k there is a graph
G ∈ G2 such that G /∈ Gmink , see Figure 8. Moreover, the complexity of the following
problems remain open:
1. Given an undirected graph G a fixed positive integer k. Is G ∈ Gmink ?
2. Given an undirected graph G ∈ G′. Find the smallest integer k′ such that G ∈ Gk′ .
The following problem, however, still remains NP-complete. The proof can be found
in the full version of this paper.
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(a) Gadget for a variable.
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(b) Gadget for a clause.
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(c) Modified variable gad-
get.
Figure 9
k-bounded BC Metric Dimension
Given: An undirected graph G = (V,E) and a positive integer r ∈ N such
that there is a minimum resolving set R ⊆ V for G that contains at
most k vertices from each biconnected component of G.
Question: Is the metric dimension of G at most r?
Theorem 4.3. k-bounded BC Metric Dimension is NP-complete for all positive
integers k ∈ N.
Proof We use a slight modification of the NP-completeness proof of Metric Dimension
from Khuller et al. in [20], where they reduce from 3-SAT. Let F be a 3-SAT instance
with n variables and m clauses. For each variable xi they construct the gadget in Figure
9a and for each clause cj the gadget in Figure 9b. The nodes Ti and Fi are the ”True” and
”False” ends and an variable gadget is connected to the rest of the graph only through
these two nodes.
If xi is a positive literal in cj the edges {Ti, c1j}, {Fi, c1j} and {Fi, c3j} are added. If
xi is a negative literal in cj the edges {Ti, c1j}, {Fi, c1j} and {Ti, c3j} are added. If xi does
not occur in cj the edges {Ti, c1j}, {Fi, c1j}, {Ti, c3j} and {Fi, c3j} are added, see Figure 10
for an example. In the following they argue that a formula F is satisfiable if and only if
the metric dimension of the corresponding graph G is n+m. To show this they observe
that every resolving set for G contains at least one of the nodes a1i , a
2
i , b
1
i , b
2
i and at least
one of the nodes c4j , c
5
j , 1 ≤ i ≤ n, 1 ≤ j ≤ m.
We now modify the variable gadget as shown in Figure 9c so that at least one of the
nodes a1i , a
2
i , a
3
i , a
4
i , b
1
i , b
2
i , b
3
i , b
4
i must be in every resolving set. Note that whenever one
of the nodes a1i , a
2
i , b
1
i , b
2
i is in a resolving set it can also be substituted by one of the
nodes a3i , a
4
i , b
3
i , b
4
i . 
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Figure 10: Clause Cj = x1 ∨ x¯2 ∨ x3.
5. Conclusion
We have shown that Metric Dimension can be solved in polynomial time on graphs
having a minimum resolving set with a bounded number of resolving vertices in every
EBC. Even more the algorithm even can compute a minimum resolving set in polynomial
time under these restrictions. However, the problem remains NP-complete for graphs
having a minimum resolving set with a bounded number of vertices in every biconnected
component. This shows that the extended biconnected components can not simply be
downsized further. A next step can be to investigate how this algorithm can be modified
to solve other variants of the Metric Dimension problem, such as the Fault-tolerant Metric
Dimension, the Local Metric Dimension, and the Strong Metric Dimension, etc. One
version we are currently working on is the Fault-tolerant Metric Dimension as presented
in [15]. The two open problems discussed at the end of Section 4 are also going to be
investigated.
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