We describe Monte Carlo approximation to the maximum likelihood estimator in models with intractable norming constants and explanatory variables. We consider both sources of randomness (due to the initial sample and to Monte Carlo simulations) and prove asymptotical normality of the estimator.
Introduction
Maximum likelihood (ML) is a well-known and often used method in estimation of parameters in statistical models. However, for many complex models exact calculation of such estimators is very difficult or impossible. Such problems arise if considered densities are known only up to intractable norming constants, for instance in Markov random fields or spatial statistics. The wide range of applications of models with unknown norming constants is discussed e.g. in [12] . Methods proposed to overcome the problems with computing ML estimates in such models include, among others, maximum pseudolikelihood (MPL) [1] or Monte Carlo maximum likelihood (MCML) [2, 6, 7, 8] . MPL estimators are easy to compute but not efficient. This is demonstrated e.g. in [17] for an important autologistic spatial model via a simulation study. Comparison of MLP or ,,coding method" with MCML is also discussed in [9] . In our paper we focus on MCML.
In influential papers [6, 7] the authors prove consistency and asymptotic normality of MCML estimators under the assumption that the initial sample is fixed, and only the Monte Carlo sample size tends to infinity. Both sources of randomness (one due to the initial sample and the other due to Monte Carlo simulations) are considered in [2, 8, 18] . Authors of the first mentioned paper apply the general importance sampling recipe. They show that for their scheme of simulations, the Monte Carlo sample size has to grow exponentially fast to ensure consistency of the estimator. As the remedy for this problem they propose to use a preliminary estimator which is consistent. Another possibility to overcome this problem is proposed in [8] . The log-likelihood is first decomposed into independent summands and then importance sampling is applied. Papers [2, 8] describe asymptotic properties of MCML estimators for models with missing data. In our paper we consider models with intractable norming constants and explanatory variables. We apply argumentation similar to [8] in our setting.
We consider a parametric model with covariates
where y ∈ Y ⊂ R d is a response variable, x ∈ X ⊂ R l is a covariate or "explanatory" variable (random or deterministic), θ ∈ R p is a parameter describing the relation between y and x. The norming constant,
is difficult or intractable.
Assume that the data consist of n independent observations (Y 1 , X 1 ), . . . , (Y n , X n ). If we regard covariates as random, then we assume that these pairs form an i.i.d. sample from a joint distribution with a density g(y, x). Alternatively, x i can be regarded as deterministic and then we assume that random variable Y i has a probability distribution g i which depends on x i . Both cases can be analysed very similarly. For simplicity we focus attention on the model with random covariates. It is not necessary to assume that g(y|x) = p(y|x, θ 0 ) for some θ 0 . The case when no such θ 0 exists, i.e. the model is misspecified, makes the considerations only slightly more difficult. Thus, let us consider the following log-likelihood
The first term in (1.1) is easy to compute while the second one is approximated by Monte Carlo (MC). Let h(y) be an importance sampling (instrumental) distribution and note that
Thus, an MC approximation of the log-likelihood ℓ n (θ) is
where
Let us note that the general Monte Carlo recipe can also lead to approximation schemes different from (1.2). For instance, we could generate n independent MC samples instead of one, i.e.
. . , n and use ith sample to approximate C(x i , θ). Using this scenario one can obtain estimators with better convergence rates, but at the cost of increased computational complexity. Another scheme, proposed in [2] , approximates the log-likelihood by
However, this scheme leads to estimators with unsatisfactory asymptotics unless a preliminary estimator is used. Thus, we focus our attention only on (1.2).
Letθ n be a maximizer of ℓ n (θ) (a genuine maximum likelihood estimator). It is well-known that under some regularity assumptions [14, 15] 
. Symbols ∇ and ∇ 2 denote derivatives with respect to θ and VAR stands for the variance-covariance matrix. In Theorem 3.1 we will prove that the maximizer of (1.2), denoted byθ m n , satisfies
where the matrix W will be given later. Formula (1.4) means that the estimatorθ The choice of the instrumental distribution h affects W and thus the asymptotic efficiency of MCML. In [11, Equation (2.17)] a formula for optimal h is derived (this h minimizes the trace of W in a model without covariates). This result may be of some theoretical interest but has a limited practical value, because the optimal h can be very difficult to sample from. On the other hand, a more practical approach, suggested by several authors, e.g. [2, 18] , is to select some distribution in the underlying parametric family, i.e. to put
for some fixed ψ ∈ R p (here we restrict attention to models without covariates). It is natural to guess that a "good choice" of ψ should be close to the target, θ ⋆ . Since θ ⋆ is unknown, one can use a preliminary estimator. Such a choice of h is recommended in [2, 18] . In the first of the cited papers, theoretical results are given which justify using a consistent preliminary estimate of θ ⋆ as ψ, compare [2, Theorems 4 and 7]. However, the results are about sampling scheme (1.3). In [18] , sampling scheme (1.2) is considered and the choice of ψ near θ ⋆ is recommended on heuristical grounds. In fact the intuition behind this choice turns out to be wrong, as demonstrated by the following toy example.
EXAMPLE.
Let Y = {0, 1} and f (y|θ) = e θy for θ ∈ R. Of course, the norming constant C(θ) = 1 + e θ is easy and there is no need to apply MCML, but the simplicity of this model will allow us to clearly illustrate our point. Assume we have an
. Now suppose that we use MCML approximation (1.2) with h(y) = f (y|ψ)/C(ψ). It can be easily shown that the asymptotic variance W (now a scalar) is minimum for ψ ⋆ = 0 -and not for ψ = θ ⋆ ! The following direct derivation explains this fact. The formula (1.2) now assumes the form
we see that the equation ∇ℓ m n (θ) = 0 is equivalent tō
After elementary computations we obtain that the solutionθ m n of this equation isθ m n = logȲ
Let us rewrite this expression as follows:
whereψ m is an ML estimate of ψ based on the MC sample. It is clear that
2 ), independently of θ. The asymptotic variance of the MC error is minimum for ψ ⋆ = 0. The overall error of MCML is the sum of two independent terms (θ
Asymptotic properties of MCML estimator (consistency, rates of convergence, asymptotic normality) can be obtained using standard statistical methods from the empirical processes theory [14, 15] . However, these tools should be adjusted to the model with double randomness when both sample sizes n and m tend to infinity simultaneously. This adaptation makes our proofs very arduous and technical despite the fact that the main ideas are rather clear. Therefore, to make the paper more transparent we present only the proof of asymptotic normality. This result is the most important from a practical point of view. Moreover, the argumentation used in proving this property illustrates well how to adapt standard methods to the double randomness setup. Similar adaptation can be used to obtain consistency and the rate of convergence of the MCML estimator. Since the proof of (1.4) for the model with covariates is rather complicated, we begin in Section 2 with a model without covariates. It is extended to the general case in Section 3.
As we have already mentioned, related results on MCML for missing data models can be found in [2, 8] . In particular, our theorems are of similar form as those in [8] . However, models with intractable norming constants and observable covariates, considered in our paper, are more difficult to analyse. Let us also mention that for the missing data models there exists another powerful tool for computing maximum likelihood estimates, namely the EM (expectation-maximization) algorithm [3] . The expectation step (E-step) can be implemented using MC computations resulting in Monte Carlo EM (MCEM) algorithm which has been examined in several papers [16, 10, 5] .
MCEM cannot be applied to models with intractable norming constants and observable covariates. This points to particular importance of MCML in this setting and motivates examination of its behaviour.
Model without covariates
First, we consider a model without covariates
with an intractable norming constant C(θ) = f (y|θ)dy. 
Now we can state the main result of this section. 1. second partial derivatives of f (y|θ) with respect to θ exist and are continuous for all y, and can be passed under the integral sign in f (y|θ)dy,
matrices
exist and D is negative definite,
Note that 1 and 3 are rather standard regularity assumptions. Condition 2 stipulates the square root consistency of the MCML estimator. If the MC approximationl m n (θ) is concave (as in the example studied below), then assumption 2 is automatically fulfilled [13] . Otherwise, it can be deduced from more explicit assumptions by adapting standard methods from the empirical processes theory [14, 15] to the double randomness problem. For simplicity, we do not explore this topic. We just choose condition 2 as a starting point of our argumentation (which is by itself quite complicated).
We shall show that conditions 4 -6 are satisfied for exponential families, i.e. if f (y|θ) = exp(θ T W (y)) with W (y) = (W 1 (y), . . . , W p (y)) . We can easily verify that ∇ 2 log p(y|θ) = −∇ 2 log C(θ), so assumptions 4 and 5 are obviously fulfilled. Thus, condition 6 is the last one to establish. Function ∇ 2 C m (θ) is matrix-valued, so it is enough to prove that for each component (that is for each r, s = 1, . . . , p)
Consider a family of functions
The set U is compact, so to obtain (2.2) it is sufficient to assume functions in (2. Proof of Theorem 2.1. Without loss of generality we can assume that θ ⋆ = 0. First we assume that n n+m → a and consider three cases corresponding to rates at which n and m go to infinity: 0 < a < 1, a = 0 and a = 1. Once our theorem is proved in these three special cases, standard application of the subsequence principle shows that it is valid in general (for n → ∞ and m → ∞ at arbirary rates).
We begin with the case 0 < a < 1. It is well-known (see [14, Theorem VII.5]) that we need to prove
To obtain (2.4) notice that
and the terms on the right hand side in (2.6) are independent. We can calculate the gradient
Therefore, by LLN, CLT and Slutsky's theorem we have that
Thus, we obtain (2.4) since
Now we focus on (2.5). Using Taylor expansion it can be bounded by
}. First two terms in (2.7) tend to zero in probability by assumptions 4 and 5. We prove that assumption 6 implies convergence to zero in probability of the third term in (2.7). Calculating the second derivative we get
.
Note that continuous functions C(θ), |∇C(θ)|, |∇ 2 C(θ)| are bounded on the compact set U, in particular function C(θ) is separated from zero. Therefore, all we need is assumption 6 and
However, uniform convergence in (2.8) and (2.9) easily follows from Taylor expansion, LLN and assumption 6. For instance, for some θ ′ ∈ (0, θ)
Thus, the proof in the case 0 < a < 1 is finished. For a = 0 or a = 1 we proceed similarly. For example, if a = 0, then we should prove an analog of (2.5), namely for every M > 0 (2.10) n sup
Argumentation is almost the same as in the proof of (2.5). To obtain (2.4) in this case note that
Therefore, expression (2.11) tends in distribution to N (0, V ). Moreover,
Model with covariates
Let us return to the general case and state the main theorem of the paper. We need new notation:
3.1 Theorem. For some δ > 0 let U = {θ : |θ − θ ⋆ | ≤ δ} be a neighbourhood of θ ⋆ . Suppose the following assumptions are satisfied:
1. second partial derivatives of f (y|x, θ) with respect to θ exist and are continuous for all y and x, and may be passed under the integral sign in f (y|x, θ)dy for fixed x,
matrices
Then matrix
is finite and
We discuss assumptions in Theorem 3.1 for functions f (y|x, θ) belonging to the exponential family at the end of this section.
Proof. Without loss of generality we can assume that θ ⋆ = 0.
Similarly to the proof of Theorem 2.1 we consider three cases: 0 < a < 1, a = 0 and a = 1, where n n+m → a. Finally, we complete the proof by using the subsequence principle.
We focus on the case 0 < a < 1, because for a = 0 or a = 1 we proceed in a similar way (cf. the proof of Theorem 2.1). It is well-known (see [14, Theorem VII.5]) that we need to prove that for every M > 0
We start with (3.2). Using Taylor expansion the left hand side of (3.2) can be bounded by
}. First two terms in (3.4) tend to zero in probability by assumptions 4 and 5. We prove that assumptions 6 and 7 imply convergence to zero in probability of the third term in (3.4) . Calculating the second derivative of r m n (θ) we get
The convergence in assumptions 6(a) and 6(b) can be strengthened to be uniform over θ ∈ U in the similar way as in the proof of Theorem 2.1. Using these arguments and assumption 7 we obtain that for arbitrary η > 0 and sufficiently large m with probability at least 1 − η for each
Hence, every term on the right side of (3.5) tends to zero in probability.
The last step is proving (3.3). First, notice that
whereφ(y) = E X∼g φ(y|X). By CLT, the expression (3.6) tends in distribution to N (0, V /a + W/ (1 − a) ), since the Monte Carlo sample is independent of the observation. To show that the term (3.7) tends to zero in probability, we prove that
tends to zero in probability. We start with (3.8) and calculate
Therefore, by Cauchy-Schwarz inequality, expression (3.8) is bounded by
By assumptions 6(a) and 7 we again obtain that for arbitrary ε > 0, η > 0 and sufficiently large m with probability at least 1 − η for every
Therefore, the term under the first square root in (3.10) tends in probability to zero, because with probability at least 1 − η
Using Markov's inequality and assumption 3 the second square root is bounded in probability, since
where we use the fact that E Y ∼h φ(Y |x) = 0 for fixed x. Now consider (3.9). Change the order of summation and notice that
so (3.9) tends to zero in L 2 , hence, in probability.
Finally, we discuss assumptions in Theorem 3.1. Note that conditions 1-3 are similar to their analogs in Theorem 2.1. Therefore, we briefly comment on the others. Consider the exponential family
where W (y, x) = (W 1 (y, x), . . . , W p (y, x)) , the set X is compact and the function W (y, x) is continuous with respect to the variable x. For simplicity we restrict attention to finite (but very large) space Y, so that C(x, θ) = y∈Y exp(θ T W (y, x)).
The autologistic model [9] that is very popular in spatial statistics belongs to this family. We can calculate that .
Since the function W (y, x) is continuous with respect to x functions C(x, θ), ∇C(x, θ), ∇ 2 C(x, θ) are continuous with respect to both variables on the compact set X × U, therefore assumption 7 is satisfied. Besides, the function ∇ 2 log p(y|x, θ) is also continuous that implies condition 4. The uniform convergence in assumption 5 and 6 follows from [4, Theorem 16(a)] or [15, Example 19 .8] if we again use compactness of sets X , U and continuity of considered functions.
