Abstract. When computing the infimal convolution of a convex function f with the squared norm, the so-called Moreau-Yosida regularization of f is obtained. Among other things, this function has a Lipschitzian gradient. We investigate some more of its properties, relevant for optimization. The most important part of our study concerns second-order differentiability: existence of a secondorder development of f implies that its regularization has a Hessian. For the converse, we disclose the importance of the decomposition of R N along U (the subspace where f is "smooth") and V (the subspace parallel to the subdifferential of f ).
1. Introduction. The motivation for this paper is to explore the possibility of introducing efficient preconditioners into the proximal-point algorithm to minimize a convex function f . This algorithm (see [2] , [13] , [23] ) is essentially an implicit (sub)gradient method. However, it is much more fruitful to see it as the ordinary gradient method applied to a certain perturbation of f : the Moreau-Yosida regularization (see [15] , [27] ), whose minima coincide with those of f . The introduction of a preconditioner into this gradient method is thus natural; first steps in this direction were already made in [21] , [3] . Naturally, such a preconditioner has to exploit the second-order properties of the perturbed objective function; a study of these properties is therefore a prerequisite to the development of any reasonable algorithm. We address this last, purely theoretical, question here; we also study some other properties relevant for optimization. Specifically, we relate the smoothness, behavior at infinity, and strong convexity of an objective function to the corresponding properties of its Moreau-Yosida regularization; for this, we use extensively the technical results of [11] . The companion paper [28] exploits the results obtained here to develop some related algorithms, emphasizing the implementable aspect; along these lines, we also mention the computational considerations contained in [5] , [1] , [9] , [25] , [14] , [10] .
Our notation follows closely that of [22] and [7] . In the space R N , the Euclidean product is denoted by ·, · ,a n d · is the associated norm; B(x, ρ) is the ball centered at x with radius ρ. The conjugate of a closed (i.e., lower semicontinuous) convex function ϕ is ϕ * (g):= sup x∈R N { g, x −ϕ(x)}. (1) Recall that the conjugacy operation is an involution; i.e., the conjugate of ϕ * is ϕ itself. The indicator function of a closed convex set S (0 on S,+ ∞outside) is denoted by I S . Given a symmetric positive definite linear operator M , we set ·, · M := M ·, · ; accordingly, we will shorten 
where ∨ + stands for the infimal convolution. The dual relation
will be used continually in this paper. First-order regularity of F is well known; without any further assumption, F has a Lipschitzian gradient. More precisely, for all x 1 ,x 2 ∈R N ,
(Note that the Lipschitz property comes with Cauchy-Schwarz.) If we denote by p(x) the unique minimizer in (2) , called the proximal point of x, ∇F (x) has the following expression:
G := ∇F (x)=M(x−p(x)) ∈ ∂f(p(x)) . (4) Note in particular that f has a nonempty subdifferential at any point p of the form p(x).
Our paper is organized as follows. First, we review a few elementary results on the Moreau-Yosida regularization F of (2), which are relevant when developing optimization algorithms. Some of them are easy and/or already known, at least for M = I, the identity operator. Then in section 3 comes the main content of this paper: a study of second-order differentiability. We give a detailed answer to the question "when does F have a Hessian?" We also touch on second-order differentiability in the epigraphical sense, [24] , which yields related but complementary results. This question is also addressed in [12] and [17] . In this last reference, the fairly general class of proxregular functions, which contains lower-C 2 , primal-lower-nice, and strongly amenable functions, is considered. Our present work is limited to a convex f ; moreover, we will often consider the finite-valued case, f : R N → R. This avoids some technical difficulties and makes the reading lighter.
2. Properties of the Moreau-Yosida regularization. We study here some properties which F of (2) inherits from f .
We first show that f and F have the same behavior at infinity. Recall that the recession (or asymptotic) function of a closed convex function ϕ is defined by
(a limit which does not depend on x ∈ dom ϕ). This function is useful because ϕ has a nonempty bounded set of minima if and only if ϕ
Theorem 2.1. The recession functions of f and F are identical. Proof. Apply Corollary 9.2.1 in [22] : the recession function of an infimal convolution is the infimal convolution of the recession functions. Because the recession function of a squared norm is clearly I {0} , we obtain
Recall that a function ϕ is said to be strongly convex with modulus c>0 if and only if ϕ(·) − 1 2 c · 2 is a convex function. This property plays the role of nondegenerate Hessians in smooth optimization; as such, it is fairly relevant for optimization algorithms. We show that strong convexity is transmitted between f and F . Dually, smoothness is likewise transmitted between f * and F * . Theorem 2.2. For a finite-valued convex function f , the following statements are equivalent:
(i) f is strongly convex with modulus 1/ℓ; (ii) f * has a Lipschitzian gradient with Lipschitz constant ℓ; (iii) F * has a Lipschitzian gradient with Lipschitz constant L; (iv) F is strongly convex with modulus 1/L. Furthermore, we have the inequalities
Proof. Because f and F are finite valued, Theorems X.4.2.1 and X.4.2.2 in [7] can be applied to yield the equivalences (i) ⇐⇒ (ii) and (iii) ⇐⇒ (iv).
Let us prove (ii) ⇐⇒ (iii). Since F is the infimal convolution of f and
, its conjugate is the sum of the respective conjugates:
whenever one of the gradients exists. The equivalence between the Lipschitz properties is then clear; as for the relations between the constants, apply appropriate triangular inequalities. We now turn our attention to properties involving the proximal operator more directly. They will be useful for the study of second-order smoothness.
Proposition 2.3. For any x 1 and x 2 in R N ,
It follows that the mapping x → p(x) is Lipschitzian with constant Λ/λ.
Proof. For arbitrary p 1 ,p 2 ∈ R N and G i ∈ ∂f(p i ), the convexity of f gives the monotonicity of the subgradients; G 1 − G 2 ,p 1 −p 2 ≥0. Now take x 1 and x 2 in R N , and write the inequality for p i := p(x i ), G i from (4):
which is (5) . From this we can obtain
and the Lipschitz property follows immediately. Proposition 2.4. Assume f is a closed convex function. Then ∇F (·) has directional derivatives if and only if p(·) has directional derivatives. The Hessian ∇ 2 F (x) exists if and only if the Jacobian ∇p(x) exists:
Proof. The proof is straightforward from (4) . As observed in [14] , a space decomposition may be important when combining quasi-Newton updates with proximal-point algorithms. Along these lines, we show that when x → x 0 , p(x) is asymptotically close to the normal cone to ∂f(p(x 0 )) at G. First we recall a well-known property of convex functions. Lemma 2.5. Let f be a closed convex function and let z 0 ∈ ri dom f . Suppose t ↓ 0 and (z−z 0 )/t has a cluster point ℓ; let g ∈ ∂f(z) have a cluster point g 0 ∈ ∂f(z 0 ). Then ℓ ∈N := N ∂f(z0) (g 0 ), the normal cone to ∂f(z 0 ) at g 0 .
Proof.T a k ea n yγ∈∂f(z 0 ); from convexity, g − γ, z − z 0 ≥0. Dividing by t>0 and passing to the limit, we obtain g 0 − γ, ℓ ≥0.
Corollary 2.6. When x → x 0 , all the cluster points of
lie in N∩ B (0, Λ/λ). As a result, if p(·) has a Jacobian ∇p(x), then Im ∇p(x) ⊂N.
Proof.S e tg 0 =G=∇ F ( x 0 )∈∂f(p(x 0 )), z 0 = p(x 0 ), z = p(x), g = ∇F (x) ∈ ∂f(p(x)), and t = x − x 0 . Because F is continuously differentiable, g → G.T h e n apply Lemma 2.5 and Proposition 2.3.
A direct consequence is that ∇F enjoys automatically some directional differentiability.
Corollary 2.7. For the closed convex function f, let G be defined by (4) , and denote by T the tangent cone to ∂f(p(x)) at G. Then, for any d such that Md ∈T,
we only need to show that [p(x + td) − p(x)]/t tends to 0 when t ↓ 0. For this, use (5):
Observing that the left-hand side is minorized by λ p(
In view of Corollary 2.6, the (bounded) right-hand side cannot have any positive cluster point; it must tend to 0 and the proof is complete. Of course, owing to the Lipschitz property of ∇F , a classical argument enables the following improvement of this directional result: if x → x 0 in such a way that (x − x 0 )/ x − x 0 →dwith Md ∈T, then
To illustrate Corollary 2.7, take the bivariate function f (ξ, η)=| ξ |+ 
,a n dp ( · ) has the Jacobian ( 0 0 0 1/2 ). We see that the nondifferentiability of f at 0 in the subspace T = R ×{0} does not affect the second-order differentiability of F .
We conclude this section with a trivial but often forgotten observation: the proximal mapping has an explicit inverse. This may be very useful when designing algorithms; see [10] .
Theorem 2.8. Let p be such that ∂f(p) = ∅ and take G ∈ ∂f(p). Then p is the proximal point of x := p + M −1 G. Proof.W eh a v eM ( x−p )∈∂f(p) and this characterizes the proximal point in a unique way; see (4).
3. Second-order analysis. The aim of this section is to relate second-order derivatives of F and f . For the continuously differentiable F , there is no need of generalizing the classical notion of Hessian. For f , however, the multivalued ∂f calls for a special concept. We will say that the finite-valued convex function f admits at z 0 a generalized Hessian Hf (z 0 )w h e n (i) the gradient ∇f (z 0 ) exists, (ii) there exists a symmetric positive semidefinite operator Hf (z 0 ) such that
An important result of [6] is that (6) is equivalent to
where B is the unit ball. Note also that when ∂f is single valued in a neighborhood of z 0 ,H f( z 0 ) is the classical Hessian ∇ 2 f (z 0 ). We present our study in several steps. First, we consider f strongly convex and differentiable; next, we eliminate the differentiability assumption. Finally, we take a general convex finite-valued function. We are interested in relating the existence of ∇ 2 F (x 0 )a n dH f ( p 0 ), with p 0 = p(x 0 ). The following growth condition plays a central role for most of our results:
for some C>0 and all h ∈ B(0,ε). 
Proof. In view of Proposition 2.4, we only need to exhibit ∇p(x 0 ). Write (7) with z 0 and z 0 + h replaced by p(x 0 )a n dp ( x 0 +h ), respectively:
and add p(x 0 + h) to both sides to obtain the following:
Now recall Theorem 2.8: the left-hand side contains x 0 +h; likewise, M −1 ∇f (p(x 0 ))+ p(x 0 ) is the singleton x 0 . Thus, we have proved
Knowing that I + M −1 Hf (p(x 0 )) is invertible, this can also be written
which means that
Let the finite-valued convex function f have a generalized Hessian at p(x 0 ). Then ∇ 2 F (x 0 ) exists and
Proof. Use the notation H := Hf (p(x 0 )) and
If
−1 H and we show, likewise, that Hv = 0 implies H ′ v =0. The converse part of Theorem 3.1 is not so simple; it will be stated in Theorems 3.14 and 3.15 below. First, the next geometrical result is crucial.
Proposition 3.3. Let f be a finite-valued strongly convex function satisfying
Proof. Let F have a Hessian at x 0 ; hence, by Proposition 2.4, ∇p(x 0 ) exists. Assume for contradiction G ∈ rbd ∂f(p 0 ); by Proposition 2.2 in [11] , the normal cone N =N ∂f(p0) (G) is not a subspace. Now use Proposition 2.1 in [11] and the notation therein. We can take a unitary ν 0 ∈N∩M ⊥ (with M := N∩− N)s u c h that
Take G t := G + tν 0 with t>0; calling c the modulus of strong convexity of f , Theorem 2.2 guarantees that p t := ∇f * (G t ) satisfies the Lipschitz condition
By Theorem 2.8, this p t is the proximal point of x t := p t + M −1 G t which, therefore, satisfies
Furthermore, since (8) holds, we can apply Corollary 3.3 in [11] ,
Combine this equation with (10):
Clearly, ν 0 ,ν > 0; hence, by (9) , −ν/ ∈N. This shows that Im∇p(x 0 ) is not a symmetric set; ∇p(x 0 ) cannot be a linear operator, which is the required contradiction.
We can now establish two second-order results, a local and a global one, valid for strongly convex functions.
Proposition 3.4. Let f be a finite-valued strongly convex function satisfying
By Corollary X.4.2.9 in [7] , the existence of
exists and, by (11) , is positive definite. Again, by Corollary X.4.2.9 in [7] , f has a generalized Hessian at p 0 .
Proposition 3.5. Let f be a finite-valued strongly convex function satisfying (8)
Fexists on the whole of R N , then f has a classical Hessian ∇ 2 f on the whole of R N . Proof. We claim that f is differentiable at every p ∈ R N . Indeed, if ∂f(p 0 )i sn o t a singleton, take a subgradient G in the relative boundary of ∂f(p 0 ) (Proposition 2.3 in [11] ). Because of Theorem 2.8, p 0 is the proximal point of x 0 := p 0 +M −1 G and, by assumption, ∇ 2 F (x 0 ) exists. From Proposition 3.3 we get the desired contradiction: G lies in the relative interior of ∂f(p 0 ).
Then ∇ 2 F and ∇f exist on the whole of R N and Proposition 3.4 applies.
Nondifferentiable case:
The partial proximal operator. In this section, we consider a fixed x 0 such that f has no gradient at p(x 0 ). In such a situation, can we relate the existence of ∇ 2 F (x 0 ) with some smoothness of f at p(x 0 )? To get an idea of what can happen, perturb the bivariate example f (ξ, η)=|ξ|+ 1 2 η 2 at the end of section 2. Add to f an arbitrary convex univariate function n(ξ), as nasty as desired, the extreme cases being n ≡ 0a n dn=I {0} . It is easy to see that F remains the same near 0. In other words, F is totally blind to the behavior of f in the tangent cone T .
We already know that the existence of ∇ 2 F (x 0 ) implies G ∈ ri ∂f(p(x 0 )) (Proposition 3.3). As a result, the normal and tangent cones to ∂f(p(x 0 )) at G are two complementary subspaces (Proposition 2.2 in [11] ). Things are easier to visualize if the following notation is used:
The reason is that f is smooth or "U-shaped" in p(x 0 )+U and kinky in p(x 0 )+V. Accordingly, we use the matrix-like decomposition H =(
) for linear operators. We denote indifferently by Proj U (s)o rs U the projection of s onto U, similarly for V. Note, incidentally, that the important subspace is really U, which is completely defined by f alone; by contrast, V depends on the scalar product. Furthermore, these two subspaces do not depend on the particular G ∈ ri ∂f(p(x 0 )): V is the subspace parallel to aff ∂f(p(x 0 )).
Lemma 3.6. Let f be a finite-valued strongly convex function with modulus c, satisfying (8) at a given p 0 .I f∇ 2 f * ( G )exists, then it has the form (
Proof. The existence of ∇f * (G) follows from Theorem 2.2. Then write the development (6) for f * and apply Corollary 3.7 in [11] with ϕ = f , r = 1 2 c · 2 , z 0 =p 0 , and g 0 = G. We obtain s, 
for all s ∈ B(0,εC/2). In particular, if s ∈U∩B (0,εC/2), then s U = s and we obtain, with (12),
This clearly implies s, ( 
Lemma 3.7. Let f be a finite-valued convex function. Take the Moreau-Yosida regularization of φ V , defined in (13):
M }, and denote by π(x) the associated proximal point. Then the following holds: 
(ii): Theorem 2.2 yields the following chain of equivalences:
2 ) * strongly convex. The result follows from (13 
′ h 2 . This is the growth condition (8) for φ V (recall ∇φ V (p 0 ) = 0). Write Theorem 3.1 and Proposition 3.4, with f, F, x 0 ,p 0 replaced by φ V , Φ V ,p 0 ,p 0 , to obtain the stated equivalence.
Finally, when Hφ V (p 0 ) exists, it is positive definite and its inverse is ∇ 2 φ * V (0) (Corollary X.4.2.9 of [7] ). Because of (13), ∇ 2 φ * V (0) = ∇ 2 f * (G) + Proj V , and because of Lemma 3.6, the diagonal form follows.
This enables us to state the key relation for the present nondifferentiable case. 
Because of (13), this is further equivalent to (recall ∇φ
Finally, ∇ 2 Φ * V (0) is positive definite; by Corollary X.4.2.9 in [7] , this last existence is equivalent to the existence of ∇ 2 Φ V (p 0 ). We devote the end of the section to interpretations of the above result in terms of the original function f . They crucially rely on the partial proximal operator associated to (13) :
Remember from Proposition 4.1 of [11] the useful characterization
as well as
First of all, the definition (7) of Hφ V (p 0 ) can be translated as follows. Corollary 3.9. Let f be a finite-valued strongly convex function satisfying (8) at a given p 0 = p(x 0 ). Existence of ∇ 2 F (x 0 ) is equivalent to the following property. Let x → p 0 and let g ∈ ∂f(p V (x)) be such that
Proof. At each x, apply (15): with g as stated, g − G describes ∂φ V (x). The result follows from Proposition 3.8, remembering that ∇φ V (p 0 )=0.
This result concerns approximations of particular subgradients of f near p 0 . Function values can also be approximated along the surface described by p V (·). In what follows, we study second-order developments of f with respect to the variable p V (x) rather than x itself. Theorem 3.10. Let f be a finite-valued strongly convex function satisfying (8) at a given p 0 such that H := Hφ V (p 0 ) exists. Taking
Proof. By definition (13) and remembering that φ V (p 0 )=f(p 0 )− G, p 0 (Proposition 4.1 of [11] ), the second-order development of φ V gives
Now, H has the special form given in Lemma 3.7(iii), so the property
Plugging this equality into (17), we get
2 ). Beware that (16) is not a regular development of f near p 0 . First, it is valid only for special increments d(·) and, at this point, we have not even proved that they tend to 0. Second, what happens to the "extra" term p V (x) − x ∈V? To clarify this situation, we need to bound the difference p V (x) − x.
Theorem 3.11. Let f be a finite-valued strongly convex function, satisfying (8) at a given p 0 and such that H := Hφ V (p 0 ) exists.
we have the second-order development
Proof. With g as in (ii), define x : (14) shows that
T h e assumptions (i), (ii) clearly imply that this is o( d
2 ). This result describes points at which f behaves like a quadratic function. We now show a way of constructing such points. (14), there is some g ∈ ∂f(p V (x)) such that Proj
We are in the framework of Theorem 3.11: d → 0, assumption (ii) holds; let us prove that assumption (i) is also satisfied. Any limit point of g lies in ∂f(p 0 ) (graph closedness of ∂f). Since V =a ff∂f(p 0 ) − G, the property Proj
Using Lemma 2.5 with g 0 = G, z 0 = p 0 , z = p V (x), and t = p V (x) − p 0 , we deduce that any limit point of
p V (x)−p0 lies in U: assumption (i) of Theorem 3.11 holds. Let us summarize our results: appropriate assumptions (strong convexity, growth condition, existence of ∇ 2 F (x 0 )) provide the following second-order information:
exists and is completely characterized by its UU-block (Lemma 3.6).
(ii) ∇p(x 0 ) exists and, in view of Corollary 2.6, has the form ∇p(x 0 )=( 
To see this, we need two results from linear algebra, stated without proof.
• For M =(
• Let P be such that I−P and (I−P) −1 −I are both invertible. Then P is invertible and
Let us now compute H * of (12): (
A straightforward computation gives
. This serves to compute T and we obtain the UU-block
This is precisely the inverse of H U f (p 0 ); then, (19) follows using (20).
3.3.
Getting rid of strong convexity. Our final goal will be to eliminate the strong convexity assumption in the preceding second-order results. For this we perturb f to a strongly convex function f τ , and we study the effect of this perturbation on the proximal point. 
Denote by q τ (x) the unique minimizer of (21); then, the following statements hold:
(i) the function f τ is strongly convex and satisfies (8) at p 0 with C replaced by C + τ Λ;
(ii) for all x, q τ (x)=p(τz 0 +(1−τ)x). Proof. The strong convexity of f τ is clear. To prove that (8) holds for f τ ,a d d For proving (ii), write the optimality conditions for p(τz 0 +1−τx)a n dq τ ( x ):
Since ∂f τ (p)=∂f(p)+{τM(p − z 0 )}, they have the same solutions.
Thus, passing from f to f τ can be absorbed by a perturbation of M in the Moreau-Yosida regularization of (2) and a (smooth) change of variables. Then the wording "strongly convex" can be removed in our second-order results. Note that our proof technique below will use f τ and F τ with arbitrary τ ∈]0, 1[. Theorem 3.14. Let f be a finite-valued convex function such that for a given x 0 ∈ R n , (8) holds at p 0 = p(x 0 ). Assume ∇f (p 0 ) exists. Then ∇ 2 F (x 0 ) exists if and only if Hf (p 0 ) exists.
Proof. The "only if" part is Theorem 3.1. As for the "if" part, suppose ∇ 2 F (x 0 ) exists; hence, from Proposition 2.4, ∇p(x 0 ) exists. Then, consider f τ as in Proposition 3.13, with z 0 = x 0 :w eh a v eq τ ( x )=p ( τx 0 +(1−τ)x) for all x, therefore ∇q τ (x 0 )=( 1−τ) ∇ p ( x 0 ) exists. Again, using Proposition 2.4, F τ has a Hessian at x 0 . Since f τ is strongly convex and satisfies (8) τ )x) for all x. Proceeding as in the proof of Theorem 3.14 but applying, this time, Proposition 3.5, we conclude that ∇ 2 f τ (and hence ∇ 2 f ) exists everywhere.
For the nondifferentiable case, we again will use f τ as in Proposition 3.13 with z 0 = x 0 and F τ of (21) . Then, because
We will also consider φ V,τ , obtained by replacing f and G in (13) by f τ and G τ .T h e associated partial proximal operator q V,τ is characterized by
Theorem 3.16. Let f be a finite-valued convex function satisfying (8) at a given
where H ′ =(
Proof. Consider again f τ as in Proposition 3.13 with z 0 = x 0 ; F τ of (21) has at
By Proposition 3.8, this is equivalent to the existence of Hφ V,τ (p 0 ). Take d satisfying (i) and apply (ii) together with (22) 
Then Theorem 3.11 holds for the perturbed functions: mutatis mutandis, we write
where H τ is the corresponding generalized Hessian. By rearranging terms we obtain
To finish the proof we give the expression of H ′ := H τ −τM. Indeed, by Lemma 3.7(iii), H τ has the diagonal form (
). This, together with (19) and Proposition 3.13(ii), gives
Finally,
Corollary 3.17. Let f be a finite-valued convex function satisfying
Proof. Proceed as before; q V,τ (·) of (23) enjoys the same properties as p V (·). Also, the existence of ∇ 2 F (x 0 ) implies the existence of ∇ 2 F τ (x 0 ), which in turn is equivalent to the existence of Hφ V,τ (p 0 ). Thus Corollary 3.12 applies.
3.4. The epi-convergence approach. So far, our study has been dealing with rather classical derivatives: the Hessian for F and its (slight) generalization (6) for f . Another object appears as fairly handy when used in conjunction with MoreauYosida regularizations: the so-called epi-derivative. We proceed to explain in a few informal words what it is, referring to [26] , [4] , [24] for more detailed explanations.
• Let {E t } be a family of sets indexed by t. Form the set E of all possible clusterpoints of all possible sequences of elements e t ∈ E t when t ↓ 0. Under certain conditions which we do not specify here, we say that E is the limit of E t and we write E t → E.
• Recall that the epigraph of a (convex) function ϕ is the set epi ϕ := {(x, r) ∈ R n × R : r ≥ ϕ(x)}⊂R n ×R .T h egraph of its subdifferential is the set gr ∂ϕ := {(z, g):g∈∂ϕ(z)}⊂R n ×R n .
• Several classical meanings can be given to a statement like "the function ϕ t converges to the function ϕ" (pointwise convergence, uniform convergence,...). Here, we use the following concept: ϕ t epi-converges to ϕ when epi ϕ t → epi ϕ in the sense of the above set-convergence. We will then use the notation ϕ = epi lim ϕ t .
• For closed convex functions, a fundamental property of epi-convergence is its stability under conjugacy and differentiation. More precisely, the statements ϕ = epi lim ϕ t and ϕ * = epi lim ϕ * t are equivalent. They are further equivalent to the statement gr ∂ϕ = lim gr ∂ϕ t , provided that pointwise convergence holds at least at one point (to fix the constant of integration).
• A (classical) second-order derivative can be viewed as a quadratic form. In the present theory, it is convenient to accept the value +∞ f o rs u c ha no b j e c t . Accordingly, given a positive semidefinite operator H and a subspace S, we call generalized quadratic form characterized by H and S the closed convex function q(x): =1 / 2 x, Hx +I S . Note that ∂q(x)=Hx + S ⊥ for x ∈ S. This class of functions is invariant under conjugacy: the conjugate of a generalized quadratic form is another generalized quadratic form, characterized by K and T ,s a y .
•Let ϕ be a closed convex function. For given z 0 and g 0 ∈ ∂ϕ(z 0 ), we form the second-order difference quotient
This is a closed convex function of d, indexed by t ↓ 0. Direct calculations give its subdifferential
and its conjugate
Observe that
• Then we say that ϕ has a second epi-derivative q at z 0 , relative to g 0 ,w h e n the function ∆ t epi-converges to q (a generalized quadratic form). Equivalently, ϕ * has at g 0 , relative to z 0 , a second epi-derivative q * . A further equivalence, probably the most useful, is gr ∂∆ t → gr ∂q. In plain words, the clusterpoints of the difference quotients [∂ϕ(z 0 + td t ) − g 0 ]/t,w h e nt↓0a n dd t →d , form some affine manifold Hd + S. Now the stage is set and we can use these concepts in our Moreau-Yosida framework. Here again, we will not go into details, referring to [17] and also [12] for a more accurate analysis. Our aim here is to somehow "explain" our second-order results by heuristic observations rather than rigorous statements.
(a): We start with the following observation. Let the growth condition (8) hold at some p 0 , and let f have a gradient at p 0 .T h e n∂f has at p 0 the radially Lipschitz behavior (see Corollary 3.5 in [11] ); the two concepts of second epi-derivative and of generalized Hessian (7) coincide. Likewise, since ∇F is Lipschitzian, the two concepts of second epi-derivative and of classical Hessian coincide for F .
(b): Now suppose that f has at p 0 a second epi-derivative (H, S), relative to some subgradient G ∈ ∂f(p 0 ). Equivalently, f * has at G a second epi-derivative (K, T ) relative to p 0 . Clearly enough,
. Naturally, since K + M −1 is positive definite, this last epi-derivative is an ordinary quadratic function: S ′ = R n . Indeed, as already mentioned, the difference quotients [∇F (x 0 + td) − G]/t (which are bounded) converge uniformly to a linear function H ′ d. This explains and actually completes Theorem 3.1. (c): Conversely, suppose that F has a second epi-derivative at some x 0 (relative to G = M (x 0 − p(x 0 )) = ∇F (x 0 ); of course, it is actually a Hessian). Then F * has a second epi-derivative (K ′ ,T ′ )a tG , relative to x 0 . Here again, f
has a second epi-derivative (K, T )a tG , relative to x 0 − M −1 G = p(x 0 ) ∈ ∂f * (G). Finally, because f * is convex, f itself has a second epi-derivative (H, S)a tp ( x 0 ), relative to G ∈ ∂f(p(x 0 )).
We conclude that as far as epi-derivatives are concerned, second differentiability of f and of F are always equivalent properties.
(c ′ ): When F has a Hessian at x 0 , suppose that the growth condition (8) holds and that ∇f (p(x 0 )) exists. As seen in (a) above, the second epi-derivative of f at p(x 0 ) (which exists) is actually a generalized Hessian; this explains Proposition 3.4.
(d): Suppose f has a second epi-derivative at p 0 , relative to G ∈ ∂f(p 0 ) (for example, ∇ 2 F (p 0 + M −1 G) exists), and consider curves (g t − G)/t with g t ∈ ∂f(p 0 + td t )a n dd t →d . Their clusterpoints form the set Hd + S ⊥ , where H is a symmetric positive semidefinite operator and S is a subspace.
• Such clusterpoints can exist only for d ∈ N ∂f(p0) (G) (otherwise, g t − G does not even tend to 0).
• To obtain these clusterpoints, one can in particular take d t ≡ 0andg t arbitrary in ∂f(p 0 ); this generates T ∂f(p0) (G), which is therefore contained in S ⊥ .
• On the other hand, let the growth condition (8) hold. Then it takes some work (based on Corollary 3.3 in [11] ) to realize that S ⊥ exactly reduces to T ∂f(p0) (G). As a result, S ⊥ =T ∂f(p0) (G)=V . This explains Proposition 3.3; it also explains the extra term p V (x) − x ∈V=S ⊥ in (16).
• Finally, since these clusterpoints cover the whole of Hd + S = Hd + U, some of them are exactly Hd; among the latter, we have those described by Theorem 3.11 and Corollary 3.12.
Let us summarize this section. Epi-derivatives are an elegant and powerful tool to relate second-order behaviors of f and F . They yield the essence of our results in sections 3.1-3.3 at practically no cost. This, however, is paid by the high degree of abstraction imposed by the concept. By contrast, our approach requires the heavy material developed in [11] , but we deal with natural objects such as Taylor developments and ordinary (point-) convergence. We believe that the two approaches are in fact complementary and beneficial to each other: epi-derivatives give insightful guesses of the kind of result to be expected; standard convex analysis gives a more intuitive meaning to these "epi-results" and makes a closer description of f (p 0 + h) for actual values of h. This last point becomes particularly useful when coming to numerical algorithms. Consider now a general objective function. Barring all implementation considerations, assume that the proximal point p(x) can be computed for each x (perhaps approximately, but for a negligible computation cost). Then the question arises whether such a computation is any good to minimize F (i.e., f ). More specifically, what can be said about a superlinear algorithm minimizing F as compared to the ordinary proximal algorithm minimizing f ?
When f is differentiable on the whole space, Theorem 3.15 and Corollary 3.2 tell us that such an approach brings exactly nothing. Either F still does not enjoy the necessary properties of smoothness and nondegeneracy or a superlinear algorithm could have been applied to f at the first place (ordinary Newton, quasi-Newton, or nonsmooth Newton as in [20] ). For example, take an augmented Lagrangian
which is associated to the nonlinear program: minimize f 0 subject to f 1 ≤ 0. The minimization of the corresponding F (for given µ, π,a n dM) is not easier than the minimization of f : ∇ 2 F exists and is positive definite only when ∇ 2 f enjoys the same properties.
When f is differentiable just at an optimum pointx, the situation is less clear. On the one hand, existence of a positive definite ∇ 2 F (x) gives hope for an efficient nonsmooth Newton algorithm; the pending question is semismoothness of ∇F ,a question which is investigated in [19] . On the other hand, the existence alone of a (positive definite) generalized Hessian Hf (x) is probably not quite enough to obtain superlinearly convergent algorithms applied directly to f . Here we mention a technical question. As far as quasi-Newton methods are concerned, an important property is the strict differentiability of ∇F at an optimum point (see [3] , [8] ). It would be interesting to examine the consequences of such a property on the behavior of f ; following [24] , some useful insight might be provided by the epi-derivative approach.
The real issue is when f is not differentiable atx, a situation which does not preclude the existence of a positive definite ∇ 2 F (x). In this case, any kind of Newtonian method will minimize F rapidly but will not even be locally convergent when applied to f . Existence of ∇ 2 F at an optimum pointx implies some interesting properties for f . First of all, 0 ∈ ri ∂f(x), a property which can be compared to the strict complementarity slackness in constrained optimization. Furthermore, f enjoys a partial second-order behavior, via the existence of H U f (x); see (19) . In our analogy with constrained optimization, U is the subspace tangent to the active constraints. The UV-decomposition appears as an important tool from the theoretical point of view; this observation assesses the algorithmic approach of [14] .
Take for illustration the bivariate function f (x):=max{ 1 2 x 2 −α e, x , e, x }; here, e := (0, 1)
T and α is a nonnegative parameter. In Fig. 1 , C 1 (respectively, C 2 ) is the boundary of the region where the first (respectively, second) function prevails at p(x). The dashed crown is the locus of those x such that p(x) is a kink. The point is that C 2 is always far from 0, while C 1 does contain 0 when α = 0. As a result, ∇ 2 F (0) exists if α>0 but not if α =0. T o show this, we consider two cases.
(i): When α = 0, the origin is on C 1 . Analytically, ν(x) = 1 in (26) whenever x − 2e > 2. From this observation, the directional derivatives are easy to compute:
Here, the nonexistence of ∇p (0) It takes some calculations to see that this minimum is attained at
With this value of λ in (27) , the claim follows. This confirms that p V (x) is a kink, as explained at the end of [11] . Then the function φ V of (13) has the expression
It can be differentiated directly, or (15) can be used: ∂φ V (x)i sm a d eu po ft h o s e g∈∂f(p V (x)) whose second coordinate is the same as x − p V (x). We obtain just one vector: λp V (x)+(1−(α+1)λ)e, where λ takes the above value. Thus,
From there, (generalized) Hessians follow easily. Alternatively, the above expression of ∇p(0) can be plugged into the calculations made at the end of section 3.2: P = We have a final comment. In this paper we focused our attention on the Fréchet point of view; as far as algorithms are concerned, this is well suited to the quasiNewton pattern. For the Newton pattern (possibly approximate, see [18] ), the directional point of view may be more relevant; see [20] . Likewise, the Moreau-Yosida regularization could be generalized to the resolvent of a maximal monotone operator in the framework of variational inequalities; for this, see [16] .
We are indebted to J.-B. Hiriart-Urruty, L.Q. Qi, and R.T. Rockafellar, as well as three anonymous referees, for careful reading and many helpful suggestions.
