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We consider M clusters of interacting particles, whose in-group interactions are arbitrary, and
inter-group interactions are approximated by oscillator potentials. We show that there are masses
and frequencies that decouple the in-group and inter-group degrees of freedom, which reduces the
initial problem to M independent problems that describe each of the relative in-group systems.
The dynamics of the M center-of-mass coordinates is described by the analytically solvable problem
of M coupled harmonic oscillators. This paper derives and discusses these decoupling conditions.
Furthermore, to illustrate our findings, we consider a charged impurity interacting with a ring of
ions. We argue that the impurity can be used to probe the center-of-mass dynamics of the ions.
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2I. INTRODUCTION
Exactly solvable problems play an important role in physics [1]. They are tools to check approximation schemes [2],
to learn about fundamental phenomena [3], and to test numerical codes [4]. In addition, they give an incentive to
find relevant realistic systems; see for example [5–7] and references therein for recent cold-atom and cold-ion quantum
simulators. In this paper we study (arguably) the simplest exactly solvable model — a system of coupled harmonic
oscillators. In spite of its simplicity, it plays a significant role in quantum mechanics where it describes the behavior
of systems close to an equilibrium position [8]. Furthermore, coupled oscillators are a standard platform for model
studies. For example, in few-body physics they are employed to estimate energies and gain insight into spatial
correlations [9, 10]. In many-body physics they provide a route for analyzing statistical phenomena such as quantum
Brownian motion [11] and quantum quenches [12, 13].
A peculiar feature of harmonic coupling is that it can lead to solvable models even if other types of interactions
are present in the system. In such models groups or clusters can be identified that have non-harmonic interaction
within them while maintaining harmonic coupling between the clusters. For example, the simplest Hooke’s atoms
and molecules are integrable because the in-group motion (e.g., “electron-electron” for atoms) decouples from the
inter-group dynamics (“electron-nucleus”) [9, 14–16]. Surprisingly, this feature survives in many-body systems that
can be divided into clusters with not more than two particles per cluster. This was recently demonstrated in refs. [17–
19]. In this paper we show that the in-group and inter-group dynamics can be decoupled also for systems with more
than two particles per group. This decoupling provides a reference point for numerical and theoretical studies, and
generates new separable and integrable models. Moreover, it leads to a solvable model for studying the appearence
of clusters from microscopic Hamiltonians. Clustering is ubiquitous in nature: as we move up in scale, quarks and
gluons combine into nucleons, nucleons bind into nuclei, nuclei and electrons bind into atoms, atoms into molecules
and so on. At each stage, an effective description by bound clusters emerge. The “natural” degrees of freedom to
understand the physics of the system are those of the clusters, and the internal degrees of freedom of the constituent
particles lose relevance. Our paper provides a concrete, solvable example of how this can occur. In this example,
the in-group and inter-group dynamics decouple, and the effects of tracing out the constituent scale can be exactly
evaluated.
II. MODEL
We consider M clusters of particles with harmonic interactions between the clusters. The cluster α [α =
1, 2, 3, . . . ,M ] contains Nα particles interacting via arbitrary pairwise potentials, V
(α)
ik [i, k = 1, 2, 3, . . . , Nα]. In
addition, the cluster may be subject to external one-body harmonic oscillator potential, which for simplicity we take
to be isotropic. The extension of our work to the non-isotropic case is straightforward; see our impurity-in-bath
example. The particle i in the cluster α has the mass m
(α)
i , and the coordinate r
(α)
i . The Hamiltonian, H, for the
system reads
H =
M∑
α=1
Hα +
M∑
α>β=1
Uαβ , (1)
Hα =
Nα∑
i=1
− ~2
2m
(α)
i
~∇2
r
(α)
i
+
m
(α)
i
(
ω(α)r
(α)
i
)2
2
+ Nα∑
i>k=1
V
(α)
ik
(
r
(α)
i − r(α)k
)
, (2)
Uαβ =
1
2
Nα∑
i=1
Nβ∑
k=1
d
(αβ)
ik
(
r
(α)
i − r(β)k − r(αβ)0
)2
, (3)
where d
(αβ)
ik characterizes the inter-group harmonic interactions. We allow for shifts of oscillator centers as expressed
by r
(αβ)
0 . The one-body external potential is assumed to have a harmonic form, m
(α)
i (ω
(α)r
(α)
i )
2/2, and have one
frequency, ω(α), for all particles in the same group, i.e., ω(α) does not depend on i. These assumptions allow for
exact separation of the in-group relative and center-of-mass coordinates. The two-body interactions, V
(α)
ik , are left
unspecified. The only assumption is that they only depend on the relative distances. Note that we could add a
constant, v
(αβ)
ik , to each two-body oscillator Uαβ . The numerical calculations would still be precisely the same, but
this shift might be necessary to approximately reproduce the ground state energy of realistic systems [20].
3A. Decoupling
To show that in the Hamiltonian (1) the inter-group and in-group dynamics are decoupled we first notice that the
couplings between the clusters α and β are determined by the r
(α)
i · r(β)k terms:
Uαβ = wα(r
α
i ) + wβ(r
β
k)−
Nα∑
i=1
Nβ∑
k=1
d
(αβ)
ik r
(α)
i · r(β)k , (4)
where the functions wα(r
α
i ) and wβ(r
β
k) are straightforwardly obtained from eq. (3). In eq. (4) only the last term
mixes the coordinates from different clusters, α and β. If the couplings can be written as
d
(αβ)
ik = m
(α)
i m
(β)
k d
(αβ)
0 , (5)
where d
(αβ)
0 is some parameter that does not depend on i and k, then the coupling term in eq. (4) reduces to
Nα∑
i=1
Nβ∑
k=1
d
(αβ)
ik r
(α)
i · r(β)k = MαMβd(αβ)0 Rα ·Rβ , (6)
where the total α-group mass, Mα, and the center-of-mass coordinate, Rα, are defined by
Mα =
Nα∑
i=1
m
(α)
i , MαRα =
Nα∑
i=1
m
(α)
i r
(α)
i . (7)
Thus, with eq. (5) the couplings between the clusters only involve their center-of-mass coordinates, which allows us
to decouple the relative in-group motions and inter-group center-of-mass motions. We show in the appendix that
the assumptions in eqs. (5) are both necessary and sufficient for this decoupling (the exceptions for Nα ≤ 2 are
discussed in ref. [19]). Before proceeding, we emphasize that eq. (6) is most easily satisfied if the clusters α and β are
made of indistinguishable particles of type A and B, correspondingly. For non-identical particles within a group, the
decoupling can be fulfilled only provided the strengths are related through eq. (5).
With eqs. (5) and (6) the Hamiltonian (1) can be rewritten as
H = Hcm +
M∑
α=1
Hrelα , (8)
Hrelα = −
Nα∑
i=1
~2
2m
(α)
i
~∇2
r
(α)
i
+
Nα∑
i>k=1
V
(α)
ik
(
r
(α)
i − r(α)k
)
+
~2
2Mα
~∇2Rα +
1
2
Nα∑
i=1
m
(α)
i
(
ω¯(α)
)2 (
r
(α)
i −Rα
)2
, (9)
Hcm = −
M∑
α=1
~2
2Mα
~∇2Rα +
1
2
M∑
α=1
Mα
(
ω(α)Rα
)2
+
1
2
M∑
α>β=1
MαMβd
(αβ)
0
(
Rα −Rβ − r(αβ)0
)2
, (10)
where we defined the in-group effective frequency arising from the external one-body field and the inter-group coupling,(
ω¯(α)
)2
≡
(
ω(α)
)2
+
M∑
β=1(β 6=α)
Mβd
(αβ)
0 . (11)
Note that in eq. (9) we subtracted the kinetic energy operator for the group center-of-mass coordinate to maintain
only the relative coordinates in Hrelα . To compensate, these terms now appear in H
cm where all center-of-mass
dependencies are collected. The operators Hcm and Hrelα commute, which leads to the decoupling of the relative
in-group and inter-group center-of-mass motions.
B. Spectrum
The observation that [Hcm, Hrelα ] = [H
rel
β , H
rel
α ] = 0 ∀α, β implies that the wave function and the energy that solve
the Schro¨dinger equation, HΨ = EΨ, can be written as
Ψ = Ψcm({Rα})ΠMα=1Ψrelα ({r(α)i −Rα}) , (12)
E = Ecm +
M∑
α=1
Erelα , (13)
4Figure 1. A sketch of the bath-impurity system, in which the impurity (in the middle) is coupled equally-strongly to all particles
in the bath (in the ring). This geometry is inspired by the experiments with cold ions [35].
where the eigenvalue equations for Hcm and Hrelα read
HcmΨcm = EcmΨcm, Hrelα Ψ
rel
α = E
rel
α Ψ
rel
α . (14)
The Hamiltonian Hcm describes a system of coupled oscillators, which is integrable for all values of the parameters [20]
(see [21] for the most symmetric case: M identical harmonically interacting particles). Therefore, to solve the initial
problem with the
∑
αNα degrees of freedom we need to solve M separate problems, each with Nα − 1 degrees of
freedom.
Note that if the spectra of the relative Hamiltonians Hrelα can be calculated, then the same is true for H. For
example, if the potentials V αik are zero range, i.e., V
α
ik(x) = g
α
ikδ(x), with every g
α
ik →∞, then the spectrum of H can
be computed in the leading order in 1/gαik [22–25]. Other relevant few-body systems are discussed in refs. [26, 27].
Furthermore, if every Hrelα corresponds to an integrable system (e.g., as in ref. [28]), then the decoupling implies that
so is the Hamiltonian H.
III. IMPURITY IN A BATH
To illustrate the decoupling, we investigate the impurity-bath dynamics, where the bath is a system of identical
particles in a ring, and the impurity is placed in the middle of the ring (see fig. 1). Studies on impurity-bath dynamics
shed light on thermalization mechanisms, and on the possibility to probe a bath employing impurities. Coupled
harmonic oscillators are one of the usual platforms for investigating these dynamics (see, e.g., [29–34]), because, in
particular, they can simulate a heat bath [11]. In those studies the impurity-bath coupling is often parametrized as
rI
∑
ciri, where {ri} are the bath degrees of freedom, rI is the coordinate of the impurity. The coupling coefficients
ci are usually all different. They are chosen to model realistic situations, for example, a chain of coupled harmonic
oscillators with only nearest-neighbor interactions. We illustrate the cluster decoupling by considering the case ci = cj
∀i, j, which can mimic the situation depicted in fig. 1. In this situation the conditions in eq. (5) are satisfied, which
means that the dynamics of the impurity is integrable. It is easy to understand the origin of the decoupling in this
simple system. Indeed, the coupling is of the form ∼ rI
∑
ri, where
∑
ri defines the center-of-mass coordinate from
eq. (7).
Hamiltonian. We consider an impurity particle in a bath, which consists of N identical interacting particles. For
simplicity, we assume that the impurity particle and every particle in the bath have the mass m. All particles are
confined by external linear oscillator potentials. The coordinate of the impurity is rI = (xI , yI , zI); the coordinate of
the ith particle in the bath is ri = (xi, yi, zi). The Hamiltonian of the system is
H = HI +HB +
N∑
i=1
(dxxixI + dyyiyI + dzzizI) , (15)
where the parameters dx, dy and dz define the bath-probe coupling, and HI , HB fully describe the probe and the bath
when there is no coupling
HI = − ~
2
2m
~∇2rI +
mω2xIx
2
I
2
+
mω2yIy
2
I
2
+
mω2zIz
2
I
2
, (16)
HB = − ~
2
2m
N∑
i=1
~∇2ri +
∑
i>j
V (ri − rj) +
N∑
i=1
W (ri), (17)
5where {ωxI , ωyI , ωzI} are the trapping frequencies; V (r) is the interaction potential and W (r) is the one-body trapping
potential for the particles in the bath.
Motivation. To motivate the study of the Hamiltonian (15), let us consider an ion placed in the middle of the
ring of ions. This set-up is inspired by the current experiments with cold ions [35]. We assume that the impurity
has a weaker confinement in the z-direction, such that the important degree of freedom is zI . For the ith particle in
the bath the confinement is such that the important degrees of freedom are φi, zi (φi is the azimuthal angle). The
corresponding Coulomb potential energy is written as
ke
QQI
ρ
√
1 + (zi−zI)
2
ρ2
' keQQI
ρ
(
1− (zi − zI)
2
2ρ2
)
, (18)
where ρ is the radius of the ring, Q is the charge of a particle in the bath, QI is the charge of the impurity, and ke is
Coulomb’s constant. Here we assume that the relevant values of zi and zI are much smaller than ρ, i.e., 〈zi〉, 〈zI〉  ρ.
Therefore, the impurity-bath coupling is the same for all particles in the bath, and can be in the leading order
described by eq. (15). Note that the assumption that the impurity is confined to the line piercing the middle of the
ring is essential for our discussion: if the impurity could move in the xy-plane then eq. (18) would not be valid.
Decoupling. Motivated by the system of ions, we use in eq. (15) dx = dy = 0, and ωxI = ωyI → ∞, the latter
condition means that the impurity moves effectively in one spatial dimension described by zI . Furthemore, we write
W (ri) = v(xi, yi)+mΩ
2z2i /2, where v(xi, yi) describes the ring trap in the xy-plane, and Ω is the trapping frequency in
the z direction. To show that the impurity degrees of freedom are decoupled from the relative motion of the particles
in the bath, we introduce the Z-center-of-mass variable NZ =
∑
i zi, which allows us to rewrite the Hamiltonian as
H = Hcm +Hrel, (19)
where Hcm describes the coupling between the impurity and the center-of-mass coordinate
Hcm = − ~
2
2m
∂2
∂z2I
− ~
2
2mN
∂2
∂Z2
+
mω2zIz
2
I
2
+
mNΩ2Z2
2
+ dzNZzI ; (20)
Hrel describes the relative motion in the bath
Hrel =
N∑
i=1
(
− ~
2
2m
~∇2ri + v(xi, yi) +
mΩ (zi − Z)2
2
)
+
~2
2mN
∂2
∂Z2
+
∑
i>j
V (ri − rj). (21)
The operators Hcm and Hrel depend on different variables, and, hence, they commute, i.e., [Hcm, Hrel] = 0. The
Hamiltonian Hcm is solvable – it describes a very-well studied system of two coupled harmonic oscillators [36–41].
Therefore, the decoupling allows one to study static and dynamic properties of the impurity in a simple manner.
Applications of decoupling. To illustrate the usefulness of the decoupling, we consider the quench dynamics in the
system of ions from fig. 1 with characteristics similar to [35], i.e., we use 40Ca+ ions, ρ = 45µm and N = 10. The
corresponding Hamiltonian Hcm is given by eq. (20) with dz = keQ
2/ρ3 (Q = QI), mω
2
zI = mω
2
ext−NkeQ2/ρ3,mΩ2 =
mΩ2ext − keQ2/ρ3, here ωext,Ωext are the frequencies of the external potential. In what follows we assume that
Ω = ωzI ≡ ω. This assumption is not essential, but simplifies the theoretical calculations. It should also be noted that
the radius of the ring is sufficiently large to prevent any tunneling between the impurity particle in the center and
the ring particles, so that the 40Ca+ ion in the center can function as an impurity despite being identical in nature
to the bath ions.
We consider the following quench dynamics: At t = 0 the system is in the ground state with mω2  dzN , which
does not allow the impurity to couple to the bath. At t > 0 the frequency ω is changed dynamically to mω2(tf ) ∼ dzN ,
allowing for strong impurity-bath correlations. For the sake of argument, we use mω2(tf ) = 2dz
√
N . The decoupling
allows us to solve this seemingly complicated 1+N problem by investigating two coupled oscillators, and thus, relying
on many previous studies.
To find the solution, we introduce the variables x = (zI −
√
NZ)/
√
2 and y = (zI +
√
NZ)/
√
2, in which the
Hamiltonian Hcm is written as
Hcm = − ~
2
2m
∂2
∂x2
− ~
2
2m
∂2
∂y2
+
mω2x(t)x
2
2
+
mω2y(t)y
2
2
, (22)
where mω2x(t) = mω
2(t)−dz
√
N , mω2y(t) = mω
2(t)+dz
√
N . The solution to the Schro¨dinger equation HcmΦ = i~∂tΦ
(assuming that the system is initially in the ground state) up to an irrelevant phase factor is (cf. [42–44])
Φ(x, y, t) = ψωx(x, t)ψωy (y, t), (23)
6Figure 2. The width of the impurity cloud 〈z2I 〉mω(0)/~ as a function of tω(0) (ω(0) ' 1.5MHz). Different curves show different
drivings: the solid (blue) curve is for γ = 0.1, the dashed (red) curve is for γ = 0.5, and the dot-dashed (orange) curve is for
γ = 10.
where
ψωξ(ξ, t) =
1√
λξ
(
mωξ(0)
~pi
) 1
4
e
mξ2
2~λ2
ξ
(iλξ∂tλξ−ωξ(0))
(24)
with λ3ξ(t)∂
2
t λξ(t)/ω
2
ξ (0) = 1−ω2ξ (t)λ4ξ(t)/ω2ξ (0); λξ(0) = 1 and ∂tλξ(0) = 0. The function Φ allows us to calculate all
observables of interest. As an example, we calculate the variance 〈z2I 〉(= N〈Z2〉),
〈z2I 〉 =
∫∞
−∞ |ψωx |2x2dx+
∫∞
−∞ |ψωy |2y2dy
2
. (25)
Note that
∫∞
−∞ |ψωξ |2ξ2dξ =
~λ2ξ(t)
2mωξ(0)
, thus, the functions λx and λy alone determine 〈z2I 〉. We assume an expo-
nentially fast transition from the initial to the final state: mω2(t) = 20dz
√
Ne−γω(0)t for t < tf , and mω2(t) =
20dz
√
Ne−γω(0)tf ≡ 2dz
√
N for t > tf , where the dimensionless parameter γ defines the speed of transition. This
time dependence of ω(t) allows us to write the solution to the equation for λξ through Bessel functions (cf. [45]).
The corresponding variance 〈z2I 〉 is plotted in fig. 2. For slow driving γ = 0.1 we have an almost adiabatic evolution,
whereas for faster driving γ = 0.5 and γ = 10 the evolution is more complex, but still readily calculable. Note that√〈z2I 〉 is much smaller than ρ for all values of γ. Therefore, our approximation scheme for the Coulomb interaction
is valid.
The dynamics of the system is easily computed using the Hamiltonian Hcm also if the system is initially in the
mixed state. This dynamics is relevant if the bath is in a finite temperature state at t < 0. In this case, however,
the choice of the initial state is not clear. Indeed, on the one hand, the center-of-mass of the bath is coupled only
to the impurity by assumption. On the other hand, in reality there are higher-order terms in the potentials that
will couple the Z-coordinate also to the relative motion in the bath. Since the dynamics depends strongly on the
initial state, the impurity can be used as a probe to reconstruct the motional state of the Z-variable, similar to a
sympathetic tomography [46]. The effect of a weak coupling to the environment might be studied using the master
equation approach (cf. [47]).
IV. SUMMARY AND OUTLOOK
In this article we consider clusters of interacting particles described by the Hamiltonian (1). Particles within
clusters interact via arbitrary potentials, whereas the inter-group interactions are of a harmonic form. We establish
conditions (5) for which the Hamiltonian (1) can be written as a sum of commuting Hamiltonians: The intra-group and
the inter-group dynamics are decoupled, which facilitates the description of such systems. For example, it simplifies
calculations of certain observables such as inter-group entanglement, which will be focus of future research. Relevant
studies have been performed in systems with all harmonic interactions where entanglement measures can monitor the
decoupling for the Gaussian ground state and thermal states; see, e.g., refs. [48]. The strength of our model is that it
is not constrained to only harmonic interactions. Future directions for this work include quantifying the entanglement
that develops among clusters during the decoupling process, which should still be an analytically tractable problem
for our model.
7More generally, whenever a system is partitioned into subsystems, either theoretically or through some experimental
control process, it is important to understand how that external decoupling depends on the internal balance of particle
interactions. In the case of a partition into an impurity probe and a bath, for example, what can we learn about the
bath from the dynamical decoupling of the probe? In this article we provide a specific example of what information
can be extracted from the bath by measuring impurity probe observables.
We note that there are systems beyond what was presented in fig. 1 for which the harmonic approximation is
accurate, and hence they can be studied with the suggested model. A textbook example is a crystal where the inter-
actions are modelled by coupled oscillators. It is worthwhile noting that such a crystal while composed of composite
objects (ions, atoms, or molecules) can be readily described since the objects’ center-of-mass motion is approximately
decoupled from their internal degrees of freedom. The harmonic approximation has been also successfully applied to
study chains of cold dipoles in tubes and layers [49–51]. One can show, however, that the harmonic approximation
obtained from a two-body dipole-dipole potential does not describe accurately more complicated structures, e.g., with
more than one dipole per tube, and should be modified[52]. To this end, one might first calculate energies and struc-
tural properties of few-body structures (e.g., from ref. [50]) and then use this knowledge to construct better harmonic
models.
In conclusion: We have presented a method to tremendously simplify N -body problems whose constituents can be
divided into clusters with harmonic inter-group interactions. We discuss a topical application of an impurity in a
bath.
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V. APPENDIX
The inter-group coupling is written in eq. (4) as
∑Nα
i=1
∑Nβ
k=1 d
(αβ)
ik r
(α)
i · r(β)k . The scalar product of the two vectors
implies that the coupling is a sum over the spatial dimensions of these vectors. We can therefore deal with each
dimension separately, and subsequently add up the contributions. We first define the x-components of r
(α)
i collectively
for i = 1, 2, ..., Nα by a new vector x
(α). The x-component of the coupling term is then written as Ucouple =
x(α)†D(αβ)x(β), where the elements of the non-quadratic Nα ×Nβ matrix D(αβ) are d(αβ)ik .
We choose a new set of coordinates defined by y
(α)
i = x
(α)
i −Xα for i = 1, 2, ..., Nα − 1 and y(α)i=Nα = Xα (cf. [20]).
Here we denote the x-coordinate of the center-of-mass vector Rα by Xα. This linear coordinate transformation
is described by a matrix, T (α), such that x(α) = T (α)y(α), where the elements, t
(α)
ik , of T
(α) are: t
(α)
ik = δik for
(i, k) = 1, 2, ..., Nα − 1; t(α)iNα = 1 for i = 1, 2, ..., Nα; t
(α)
Nαk
= −m(α)k /m(α)Nα for k = 1, 2, ..., Nα − 1. The function δik is
the Kronecker delta.
The coupling potential Ucouple in the new coordinates reads
Ucouple = y
(α)†D(αβ)T y
(β), (A.2)
where D
(αβ)
T = T
(α)†D(αβ)T (β). Since all coordinates in yα and yβ are relative except the y(α)i=Nα and y
(β)
k=Nβ
elements
(i.e., Xα and Xβ) the cluster decoupling is achieved if and only if the transformation leads to
Ucouple = y
(α)
Nα
(
D
(αβ)
T
)
NαNβ
y
(β)
Nβ
(A.3)
for all possible coordinates y(α) and y(β). This is achieved if and only if all matrix elements, except the last, are
identically zero, that is
(
D
(αβ)
T
)
ik
= 0 for all i and k except when (i, k) = (Nα, Nβ). These conditions can easily be
worked out to give (
D
(αβ)
T
)
ik
= d
(αβ)
ik −
m
(β)
k
m
(β)
Nβ
d
(αβ)
iNβ
− m
(α)
i
m
(α)
Nα
d
(αβ)
Nαk
+
m
(α)
i m
(β)
k
m
(α)
Nα
m
(β)
Nβ
d
(αβ)
NαNβ
, (A.4)
8for i = 1, 2, ..., Nα − 1 and k = 1, 2, ..., Nβ − 1;
(
D
(αβ)
T
)
Nαk
=
Nα∑
i=1
d(αβ)ik − m(β)k
m
(β)
Nβ
d
(αβ)
iNβ
 , (A.5)
for k = 1, 2, ..., Nβ − 1; (
D
(αβ)
T
)
iNβ
=
Nβ∑
k=1
(
d
(αβ)
ik −
m
(α)
i
m
(α)
Nα
d
(αβ)
Nαk
)
, (A.6)
for i = 1, 2, ..., Nα − 1; and (
D
(αβ)
T
)
NαNβ
=
Nα∑
i=1
Nβ∑
k=1
d
(αβ)
ik . (A.7)
Equations (A.4), (A.6) and (A.5) give two identities
d
(αβ)
iNβ
=
m
(α)
i
m
(α)
Nα
d
(αβ)
NαNβ
, d
(αβ)
Nαk
=
m
(β)
k
m
(β)
Nβ
d
(αβ)
NαNβ
, (A.8)
for i = 1, 2, ..., Nα − 1 and k = 1, 2, ..., Nβ − 1, which together with eq. (A.4) give d(αβ)ik = d(αβ)NαNβ
m
(α)
i m
(β)
k
m
(α)
Nα
m
(β)
Nβ
for all i
and k. This necessary and sufficient condition is equivalent to eq. (5). The remaining crucial non-vanishing matrix
element in eq. (A.7) is (
D
(αβ)
T
)
NαNβ
= d
(αβ)
NαNβ
MαMβ
m
(α)
Nα
m
(β)
Nβ
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