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Abstract
Langevin MCMC gradient optimization is a class of increasingly popular methods for
estimating a posterior distribution. This paper addresses the algorithm as applied in a
decentralized setting, wherein data is distributed across a network of agents which act to
cooperatively solve the problem using peer-to-peer gossip communication. We show, theo-
retically, results in 1) the time-complexity to ǫ-consensus for the continuous time stochastic
differential equation, 2) convergence rate in L2 norm to consensus for the discrete imple-
mentation as defined by the Euler-Maruyama discretization and 3) convergence rate in the
Wasserstein metric to the optimal stationary distribution for the discretized dynamics.
1 Introduction
Consider the problem of sampling a posterior distribution π on Rd with density
π : x→ e−U(x)/
∫
Rd
e−U(y)dy
with respect to the Lebesgue measure, with a continuously differentiable potential U : Rd → R.
Now, consider a decentralized computing environment. Specifically, we define the potential
U(x) =
∑m
i=1 ui(x), where we have a set of agents all of whom store local copies of estimates
of x(i), i ∈ {1, ...,m} and only have access to their respective ui(x). This can be an inherent
property of the problem, with the data defined on separate and distinct processes whose con-
glomerate minimization is encouraged. Alternatively, the set up is methodological, where the use
of a distributed computing platform is undertaken in order accelerate the convergence towards
the stationary distribution.
The communication network of the agent is modeled as a fixed undirected graph G , (V, E)
with vertices V , {1, .., I} and E , {(i, j)|i, j ∈ V} representing the agents and communication
links, respectively. We assume that the graph G is strongly connected. We note by Ni the
neighbors of i, i.e., Ni = {j : (i, j) ∈ E}.
We define the graph Laplacian matrix L = I −W, where W = A ⊗ I with A satisfying
Aij 6= 0 if (i, j) ∈ E and Aij = 0 otherwise.
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We assume that L is double stochastic. The eigenvalues of L are real and can be sorted in
a nonincreasing order 1 = λ1(L) > λ2(L) ≥ ... ≥ λn(L) ≥ 0.
Defining,
β , λ2(L)
we shall make the following assumption,
Assumption 1.1 It holds that,
β < 1
We shall define β¯ to be the smallest eigenvalue of L that is nonzero.
Each agent i has access to and controls an estimate of the primal stochastic variables X(i)(t).
We make the following assumption about the potential function.
Assumption 1.2 The potential U(x) has a Lipschitz continuous gradient with constant L, i.e.,
‖∇U(x)−∇U(y)‖ ≤ L‖x− y‖, the gradient is bounded, i.e. ∇U(x) ≤ Bg for all x, and U(·) is
strongly convex with constant m, i.e., U(x)− U(y)−∇U(y)(x− y) ≥ m2 ‖x− y‖2.
We consider convergence in terms of the Wasserstein distance W2. For two measures µ and ν
on (Rd,B(Rd)) and for any real number q ≥ 1, we define,
Wq(µ, ν) =
(
inf
ρ∈ρ(µ,ν)
∫
Rd×Rd
‖x− y‖q2dρ(x, y)
)1/q
where ρ(µ, ν) is the set of joint distributions with µ and ν as marginals.
Consider the standard Langevin equation,
dXt = −∇U(Xt)dt+
√
2σdBt
Convergence of this stochastic differential equation (SDE) and its discretization to the stationary
distribution of the potential has been studied in a number of works, with increased interest in
recent years due to the superiority of Langevin gradient based approaches over sampling for log-
concave potentials with high dimensional datasets. Consider now that there are now m different
estimates X(i) for which we implement the following SDE,
dX
(i)
t = −
∑
j∈Ni∪{i}
LijX
(j)(t)dt− α(t)∇ui(X(i)(t))dt+
√
2σα(t)dB
(i)
t (1)
and its Euler-Maruyana discretization with step-size h,
X
(i)
k+1 = (1− h)X(i)k + h
∑
j∈Ni
WijX
(j)
k − αk+1h∇ui(X(i)k )dt+
√
2σαk+1hZ
(i)
k+1 (2)
We assume a standard diminishing step-size,
α(t) =
1
1 + t
(3)
If we consider the random vectors Xt and Xk, respectively, as the stack,
Xt =
(
(X
(1)
t )
T (X
(2)
t )
T ... (X
(m)
t )
T
)T
and Xk =
(
(X
(1)
k )
T (X
(2)
k )
T ... (X
(m)
k )
T
)T
2
and define Uv(X) =
∑m
i=1 ui(X
(i)), then we can write the update of the full stack of vectors as,
dXt = −LX(t)dt− α(t)∇Uv(X(t))dt +
√
2σα(t)dBt (4)
Xk+1 = ((1 − h)I − hW)Xk − αk+1h∇Uv(Xk) +
√
2σαk+1hZk+1 (5)
Consider the averaging operator 1m11
T ⊗ Id. It is clear from the double stochasticity of W
that ( 1m11
T ⊗ Id)W = ( 1m11T ⊗ Id) and so ( 1m11T ⊗ Id)L = 0.
Thus the average vectors X¯t = (
1
m11
T ⊗ Id)Xt and X¯k = (11T ⊗ Id)Xk satisfy the updates,
dX¯t = −α(t)m
∑m
i=1∇ui(X(i)(t))dt+
√
2σα(t)dBt
= −α(t)∇U(X¯(t))dt− α(t) ( 1m∑mi=1∇ui(X(i)(t))−∇U(X¯(t))) dt+√2σα(t)dB¯t (6)
X¯k+1 = X¯k − αk+1hm
∑m
i=1∇ui(X(i)k ) + αk+1
√
2σαk+1hZk+1
= X¯k − αk+1h∇U(X¯k)− αk+1h
(
1
m
∑m
i=1∇ui(X(i)k )−∇U(X¯k)
)
+
√
2σαk+1hZ¯k+1
(7)
where we treat these terms in parentheses as bias error terms.
1.1 Previous Work
Langevin gradient methods have enjoyed a surge in popularity roughly since the publication
of the popular article [10]. Other important papers concerning convergence and applications
include [5] and [2].
The paper [1] considers stochastic gradient Langevin dynamics for distributed learning, with-
out the network architecture considered in this work. The closest paper to this work is [7] which
considers a stochastic gradient annealing algorithm for global optimization, see also the simi-
lar [9]. The setting and algorithms are similar, however the focus and ultimate nature of the
results is distinct in considering asymptotic convergence as well as iteration convergence in ex-
pectation to a global minimizer, as opposed to convergence to a desired stationary distribution
for posterior sampling as considered here, with convergence defined in appropriate distance of
probability measures.
2 Consensus
To begin with, we consider a precisely defined appropriate notion of consensus in this setting, and
show that the SDE converges to consensus. We characterize the time-complexity to consensus
at an arbitrary desired ǫ.
Theorem 2.1 Assume σ < β¯.
Let Xˇ(t) = X(t) − 1m ⊗ X¯(t).
Define f(Xˇt) = ‖Xˇt‖2.
It holds that E[f(Xˇt)] converges to zero exponentially, i.e., we have that for any ǫ the time
Tǫ at which E[f(Xˇt)] ≤ ǫ satisfies,
E[Tǫ] ≤ 2
β¯ − σ
[
− log ǫ+
(
E[f(Xˇ0)] + σ log
(
2L
β¯
))
e
(α(0)L−β¯)( 2L
β¯
−1)
+
2L
β¯
− 1
]
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Proof. We have that,
dXˇt = −LXˇtdt− α(t)
(
∇Uv(X(t)) − 1⊗ 1
m
m∑
i=1
∇ui(X(i)(t))
)
dt+
√
2σα(t)
(
dBt − 1⊗ dB¯t
)
We can write dBˇt =
(
dBt − 1⊗ dB¯t
)
as itself a Wiener process since it is a scaled sum of Wiener
processes.
Now it holds that,
α(t)
∥∥∇Uv(X(t)) − 1⊗ 1m∑mi=1∇ui(X(i)(t))∥∥
≤ α(t)∥∥∇Uv(X(t)) − 1⊗∇U(X¯(t)) + 1⊗∇U(X¯(t))− 1⊗ 1m∑mi=1∇ui(X(i)(t))∥∥
≤ 2α(t)L‖Xˇ(t)‖
By Itoˆ’s Lemma,
df(Xˇt) = −2XˇTt LXˇtdt−2α(t)
(
∇Uv(X(t)) − 1⊗ 1
m
m∑
i=1
∇ui(X(i)(t))
)T
Xˇtdt+σα(t)dt+
√
2σα(t)XˇTt dBˇt.
Note that Xˇt is in the nullspace of L if and only if Xˇt = 0. Thus, Xˇ
T
t LXˇt ≥ β¯‖Xˇt‖2. And so
we have,
Et(f(Xˇt)) = f(Xˇ0)− E
[∫ t
s=0
{
2XˇTt LXˇt + 2α(s)
(∇Uv(X(t)) − 1⊗ 1m∑mi=1∇ui(X(i)(t)))T Xˇs − 12σα(s)} ds]
≤ f(Xˇ0)− 2E
[∫ t
s=0
{
β¯f(Xˇs)− α(s)L‖Xˇs‖2 − 12α(s)σ
}
ds
]
≤ f(Xˇ0)− 2E
[∫ t
s=0
{
(β¯ − α(s)L)f(Xˇs)− 12α(s)σ
}
ds
]
Let Tˆ be such that α(Tˆ ) ≤ β¯2L , i.e., Tˆ = 2Lβ¯ − 1. Then,
Et(f(Xˇt)) ≤ E[f(Xˇ0)]+2E
[∫ Tˆ
s=0
{
(α(0)L − 1
2
β¯)f(Xˇs) + α(s)σ
}
ds
]
−2E
[∫ t
s=Tˆ
{
1
2
β¯f(Xˇs)− 1
2
α(s)σ
}
ds
]
Recall the standard Grownwall’s inequality,
u(t) ≤ v +
∫ t
a
β(s)u(s)ds =⇒ u(t) ≤ v exp
(∫ t
a
β(s)ds
)
We get that,
Et(f(Xˇ(Tˆ ))) ≤
(
E[f(Xˇ0)] +
σ
2
∫ tˆ
s=0
α(s)ds
)
e(α(0)L−β¯)Tˆ ≤
(
E[f(Xˇ0)] + σ log
(
2L
β¯
))
e
(α(0)L−β¯)( 2L
β¯
−1)
Now define Tǫ as a stopping time at which it holds that E[f(Xˇs)] ≤ ǫ. Consider,
E(f(XˇTǫ)) ≤ E[f(XˇTˆ )]− E
[∫ Tǫ
s=Tˆ
{
β¯f(Xˇs)− α(s)σ
}
ds
]
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Applying Grownwall’s inequality again,
E(f(XˇTǫ)) ≤
(
E[f(XˇTˆ )] + σ
∫
E[Tǫ]
s=Tˆ
α(s)ds
)
e−β¯(E[Tǫ]−Tˆ )
≤
(
E[f(XˇTˆ )] + σ log(1 + E[Tǫ])− σ log(1 + Tˆ )
)
e−β¯(E[Tǫ]−Tˆ )
≤ (E[f(XˇTˆ )] + σE[Tǫ]) e−β¯(E[Tǫ]−Tˆ )
which implies,
log(ǫ) ≤ log (E[f(XˇTˆ )] + σE[Tǫ])− β¯(E[Tǫ]− Tˆ ) ≤ E[f(XˇTˆ )] + (σ − β¯)E[Tǫ] + 2Lβ¯ − 1
and thus,
E[Tǫ] ≤ 1
β¯ − σ
[
− log ǫ+
(
E[f(Xˇ0)] + σ log
(
2L
β¯
))
e
(α(0)L−β¯)( 2L
β¯
−1)
+
2L
β¯
− 1
]
Now consider the discrete result, i.e., a notion of convergence rate to consensus for the
stochastic process defined by the Euler-Maruyama discretization Xk.
Theorem 2.2 The consensus error Xˇk := Xk − 1⊗ X¯k satisfies,
‖Xˇk‖ = O
(
1√
1 + k
)
Proof. We have that
Xˇk+1 := Xk+1 − 1⊗ X¯k+1
= ((1− h)I− hW)Xk − 1⊗ X¯k − αk+1h∇Uv(Xk) +
√
2σαk+1hZk+1
+
αk+1h
m
∑m
i=1 1⊗∇ui(X(i)k )−
√
2σαk+1h1⊗ Z¯k+1
= Xˇk − hLXk − αk+1h
(
∇Uv(Xk)− 1m
∑m
i=1 1⊗∇ui(X(i)k )
)
+
√
2σαk+1hZˇk+1
= (1− h)LXˇk − αk+1h
(
∇Uv(Xk)− 1m
∑m
i=1 1⊗∇ui(X(i)k )
)
+
√
2σαk+1hZˇk+1
Let νk be the distribution associated with the stochastic process Xˇk. Define the distribution
for consensus of Xˇ to be π, the delta function at zero, i.e., π = δ0(x). Define the distribution
πk to be the stationary distribution of a random walk around zero with standard deviation
2σh/
√
1 + k.
Construct now a stochastic variable Y0 ∼ π0 such that the Wasserstein distance to the initial
distribution is minimized, i.e., W2(ν0, π0) = ‖Y0 − Xˇ0‖ and Yk+1 = Yk +
√
2σαk+1hZˇk+1. Note
that this is a process that for each k has πk as its associated distribution since it is a martingale.
Since the support is Rd, each Yk is in the support of πk. Since zero, the only vector in the support
of π, is also in the support of πk, it holds that W2(π, πk) =
√∫
Rd
‖x‖2dπk = 2σ/
√
k + 1h and
we can finally write,
W2(νk, π) ≤W2(νk, πk) +W2(πk, π) ≤ E[‖Xˇk − Yk‖L2 ] + 2σh
√
k + 1
Consider now Xˇk,
Xˇk+1 =
∑k
j=0
[
αj+1h((1− h)L)k−1−j
(
∇Uv(Xk)− 1m
∑m
i=1 1⊗∇ui(X(i)k )
)
+ ((1− h)L)k−1−j√2σαk+1hZˇk+1]
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and so by the spectral properties of L we have that,
‖Xˇk+1−Yk‖ ≤ h
k+1∑
j=0
[
αj+1((1 − h)β)k−1−jBg + ‖(((1 − h)L)k−1−j − I)
√
2σαk+1hZˇk+1
]
= O
(
1√
k + 1
)
where the last result is standard (e.g., [11, Proposition 3]).
3 Convergence
Finally we show that the average process X¯k converges to a minimizer of U(·).
Let S(t) =
∫ t
0 α(s)ds and let T : R → R be the inverse of S such that S(T (t)) = t (which
exists since T is increasing. Letting Y (t) = X¯(T (t)), we have ddtY (t) =
dX¯(T (t))
dt
dT (t)
dt and
dS(T (t))
dt
dT (t)
dt = 1 so
dT (t)
dt =
1
α(T (t)) (see [8]). Now the process Yt satisfies,
dYt = −h∇U(X¯(T (t)))dt−h
(
1
m
m∑
i=1
∇ui(X(i)(T (t)))−∇U(X¯(T (t)))
)
dt+
√
2σα(T (t))h
α(T (t))
dB¯(T (t))
and by the scale invariance of a Wiener process (β−1Wβ2t = Wt for all β > 0) this is equivalent
to,
dYt = −h∇U(Yt)dt− h
(
1
m
m∑
i=1
∇ui(X(i)(T (t))) −∇U(X¯(T (t)))
)
dt+
√
2σhdB¯t
with discretization,
Yk+1 = Yk − h∇U(Yk)− h
(
1
m
m∑
i=1
∇ui(Y (i)k )−∇U(Y¯k)
)
+
√
2σhZ¯k+1
We observe that with αk =
1
1+k , it holds that Sk = log(1 + k) and so T (tk) = e
tk − 1. Thus
αk =
1
ek
≤ 11+k .
Let us redefine νk to be the distribution associated with the stochastic process Yk and π
the stationary process associated with U(x). Consider that in general now we have iteration
dependant stepsize hk.
To derive our diminishing step-size convergence result, we recall a useful Lemma.
Lemma 3.1 [6, Lemma 2.4] Let uk ≥ 0 and,
uk+1 ≤
(
1− c
k
)
uk +
d
kp+1
with d > 0, p > 0 and c > 0 and c > p. Then,
uk ≤ d(c− p)−1k−p + o(k−p)
We are now ready to prove the main convergence result.
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Theorem 3.1 If hk is constant, i.e., hk = h and h < min
{
1
L ,m
}
then,
lim
K→∞
W2(νK , π) ≤ χL(hd)
1/2
m
with χ = 7
√
2/6. If hk =
1
k then for k ≥ L+m2 − 1,
W2(νk, π) = O
(
k−1/2
)
Proof. We apply [3, Proposition 2] to νk with the deterministic bias bound ‖ζk‖ ≤ Lαk to get,
W2(νk+1, π) ≤ ρk+1W2(νk, π) + χL(h3k+1d)1/2 + Lhk+1αk+1 (8)
where ρk = max(1−mhk+1, Lhk+1 − 1).
If hk = h such that ρk < 1 (i.e., h < min
{
1
L ,m
}
) then we have,
W2(νK , π) ≤ ρKW (ν0, π) +
K∑
k=0
ρK−kχL(h3d)1/2 +
K∑
k=0
LhρK−k
1 + k
and we use [4, Lemma 7a] to conclude that the last term approaches zero.
Now assume that hk =
1
k , and let Kˆ be the first iteration from which 1− mk+1 ≥ Lk+1 − 1, or
L+m
k+1 ≤ 2, i.e., Kˆ = L+m2 − 1. We have for k ≥ Kˆ,
W2(νk+1, π) ≤
(
1− mk+1
)
W2(νk, π) +
χLd1/2
(k+1)3/2
+ L
(k+1)2
≤ (1− m2k)W2(νk, π) + χLd1/2+Lk3/2
Applying Lemma 3.1 we obtain that,
W2(νk, π) ≤ χLd
1/2 + L(
m
2 − 12
)
k1/2
+ o(k−1/2)
4 Conclusion
In this paper we derived convergence rate results in appropriate notions of probability measure
distance for the stochastic gradient Langevin dynamics method in a decentralized setting. These
results confirm that the performance of this powerful method for obtaining the stationary distri-
bution associated with log-concave potentials extends to a distributed network communication
setting. Given the promising theoretical results we are aiming to perform an extensive set of
numerical experiments.
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