In scoping reviews, boundaries of relevant evidence may be initially fuzzy, with refined conceptual understanding of interventions and their proposed mechanisms of action an intended output of the scoping process rather than its starting point. Electronic searches are therefore sensitive, often retrieving very large record sets that are impractical to screen in their entirety. This paper describes methods for applying and evaluating the use of text mining (TM) technologies to reduce impractical screening workload in reviews, using examples of two extremely large-scale scoping reviews of public health evidence (choice architecture (CA) and economic environment (EE)).
Introduction
This paper describes the use of text mining (TM) technologies to expedite study screening and selection in reviews by reference to an evaluation of their application in two extremely large-scale scoping reviews of public health evidence, to help identify and configure large and heterogeneous evidence bases. Arksey and O'Malley 2005; Valaitis et al., 2012) . Their methods diverge from those of conventional systematic reviews in several key dimensions (see also Figure 1 ).
First, the boundaries of relevant evidence explored by scoping reviews (and characteristics of studies that fall within those boundaries) are typically unclear at the outset. Prespecified study eligibility criteria are therefore inevitably provisional, and it is accepted that these will be refined and re-applied iteratively during the review process, based on emergent knowledge of the studies and evidence encountered. In these circumstances, refined conceptual understanding of interventions, their proposed mechanisms of action and related phenomena of interest becomes an intended output of the scoping process rather than its starting point, to be derived through an a posteriori interpretive process (Kelly and Moore, 2012) . Second, the obligation to identify every eligible study may be relaxed to some extent, as scoping reviews typically prioritise conceptual breadth (the aim to assemble a range and distribution of eligible studies that are representative of the target evidence base in terms of key study characteristics) over depth (the aim to assemble all eligible studies) (Brunton et al., 2012) . Third, scoping reviews typically employ evidence synthesis strategies that focus on configuring or mapping evidence and generating or exploring intervention theory Hammersley 2002) , rather than on aggregating evidence and testing intervention theory, as exemplified by the use of meta-analysis to combine evidence for intervention effects Deeks et al., 2008) . As such, many scoping reviews include a conceptual or theoretical development dimension. The broad, initially fuzzy scope and configurative approach of scoping reviews means that electronic search strategies, designed to locate records of potentially eligible studies, are necessarily sensitive and can retrieve very large numbers of study records.
Text mining: a potential solution to the 'too many records' problem
A potential solution to the problem of impractically large search yields (the 'too many records' problem) entails use of TM technologies to prioritise retrieved study records for manual screening. TM is 'an automated process that can assist with the identification and structuring of patterns in the text of individual documents and across multiple documents' . Its application in the field of systematic reviews is relatively new (Thomas et al., 2011; Ananiadou et al., 2009 ) but the technique is being recognised for its ability to classify text and to enable more sensitive searching without increasing manual screening workload (Brunton et al., 2012) . Critically, for study screening and selection applications, it can change the distribution of retrieved study records so that those records most likely to meet eligibility criteria are placed at the top of the search results list. This means that study screening and selection can be better focused and, potentially, take less time to complete compared with conventional manual screening.
However, TM technologies are highly dependent on the records available to train from (i.e. screened records from which TM automatically 'learns rules' for use to classify or prioritise further unscreened records). This raises concern that using TM may result in a bias towards finding 'more of what is already known'-the problem of 'hasty generalisation' (Wallace et al., 2010a) . In theory, deployment of multiple TM technologies, which may individually be susceptible to introducing this form of bias into a review, in combination would ameliorate the risk of such bias (assuming that the different techniques make different, uncorrelated errors).
In the remainder of this introduction, we describe challenges presented by two scoping reviews of public health evidence in which systematic searches yielded extremely large numbers of study records, and describe the TM methods we used to address them. Similar methods could reasonably be applied in other scoping or Figure 1 . A spectrum of approaches to evidence synthesis. systematic reviews with moderately large initial record sets (i.e. application of the techniques is not limited to the extreme quantities of records retrieved in these two examples).
The example scoping reviews
We conducted two scoping reviews to explore, delimit and describe broad evidence bases for two classes of interventions that involve altering environments with the aim of encouraging change in health behaviours at population level House of Lords Science and Technology Select Committee, 2011) : choice architecture ('nudge') interventions and economic environment interventions Shemilt et al., in press ). Both had objectives that align with the characteristics of scoping reviews outlined above. For example, the objectives of the choice architecture (CA) review were
• to develop an operational definition of choice architecture applicable to public health interventions;
• to develop a provisional typology of a set of such interventions that involve altering micro-environments to change people's health behaviour;
• to map empirical evidence for the effects of the interventions on tobacco, alcohol, diet, and physical activityrelated behaviours and
• to identify next steps for the development and evaluation of choice architecture interventions to change health behaviour at population level.
These objectives reflected our observation that previous conceptual work had not produced a clear definition of choice architecture applicable to public health intervention. Although extensive policy interest had stimulated efforts to clarify the concept and highlight example choice architecture interventions with public health objectives Dolan et al., 2010; Cabinet Office Behavioural Insights Team, 2010) , terminology used to describe the concept has remained inconsistent (House of Lords Science and Technology Select Committee, 2011). Moreover, because the concept of choice architecture was proposed relatively recently (Thaler and Sunstein, 2008) , we could expect empirical study reports to describe relevant interventions using terms and theoretical constructs that predated it, with variant terminology between research disciplines. In the economic environment (EE) review, though we had a clearer initial understanding of the likely range of eligible interventions, search terms based on target intervention concepts were unlikely to be specific to titles, abstracts or index terms of the target set of empirical studies. These issues presented thorny challenges for selection of search terms based on target intervention concepts for incorporation into electronic search strategies.
Search methods for locating studies
A range of search methods are available to locate studies for scoping and systematic reviews and related evidence synthesis activities (Greenhalgh and Peacock, 2005; Lefebvre et al., 2008; Booth, 2008; Papaioannou et al., 2010; Kaltenthaler et al., 2011) . In the initial stages of each scoping review (CA and EE), we consulted topic experts and conducted preliminary, non-systematic searches to assemble an initial corpus of empirical studies closely aligned with, or close to the boundaries of, provisional eligibility criteria for interventions and outcomes. Snowball searches aim to locate further eligible studies by checking references lists of eligible study reports that have already been located, coupled with forward citation tracking from those reports, using online platforms such as PubMed and Google Scholar (Lefebvre et al., 2008) . We intended to conduct snowball searches in both the CA and EE reviews, building on our initial corpora of eligible studies. However, using this technique as the principal method for locating studies might introduce bias into the reviews if it failed to locate clusters of eligible studies unconnected to our initial corpora via chains of linked citations. This concern was particularly germane to these scoping reviews (CA and EE) because eligible studies would likely be distributed across (and clustered within) different fields of applied research. We therefore decided to invest major effort in conducting systematic searches of electronic literature databases in parallel with snowball searches.
Designing electronic searches of bibliographic databases for published reports of intervention studies involves selecting discrete sets of keyword and index terms based on target concepts derived from a 'structured participants, interventions, comparators, outcomes and study designs' (PICOS) framework (or alternative framework for translating research questions into study eligibility criteria) (O'Connor, 2008; Booth, 2003) . These sets of terms are then combined using Boolean operators so that they locate records of studies that meet all eligibility criteria (Lefebvre et al., 2008) . Alongside challenges in the selection of search terms based on intervention concepts in the CA and EE scoping reviews, it was not appropriate-for the purposes of scoping each broad evidence base-to impose exclusion criteria relating to participants, comparators or study designs. Further, although we did prespecify eligibility criteria for outcomes, these encompassed multiple sets of health behaviours (CA: tobacco and alcohol use, diet and physical activity; EE: diet and physical activity), proximal consequences of these behaviours (e.g. energy, nutrient, alcohol and tobacco intake and energy expenditure) and, in the EE review, their more distal consequences-modifiable physiological and metabolic risk factors for noncommunicable diseases (e.g. overweight and obesity, raised blood pressure, raised blood glucose and raised blood cholesterol). These design specifications ensured electronic search strategies would be highly sensitive.
We developed a draft MEDLINE search strategy for each review (see Appendix A), adapted these for Embase and PsycINFO, and tested all three for their sensitivity to retrieve study records contained in our early initial corpora of eligible or borderline studies. We refined draft search strategies until they retrieved 100% of initial corpus records indexed in each database, with a concurrent aim to minimise search yields (so far as possible). The process of testing and refining draft search strategies confirmed that we could not achieve greater specificity without sacrificing sensitivity to retrieve eligible records. We adapted final search strategies for 12 (CA) and 11 (EE) relevant electronic literature databases and executed these between 11 July and 11 August 2011 (Table 1) .
Electronic searches retrieved totals of 1 207 611 (CA) and 1 426 032 (EE) title-abstract records, prior to removal of duplicates (Table 1 ). All phases of study selection were managed using EPPI REVIEWER 4 (ER4) systematic review software (Social Science Research Unit, Institute of Education, London, UK). We exported all retrieved records from source databases to ENDNOTE X4 databases (Thomson Reuters, San Fransisco CA, USA), exported to RIS file format and then bulk imported all into two ER4 review databases (CA and EE). We next ran automatic deduplication software to remove the majority of duplicate records present in each record set. Following automatic duplicate removal, 804 919 (CA) and 1 053,908 (EE) title-abstract records remained (Table 1) . To our knowledge, the size of these initial record sets makes these the two largest scale scoping (or systematic) reviews ever attempted.
Use of text mining to support study screening and selection
Conventional methods for screening title-abstract records in reviews involve researchers manually inspecting all records and provisionally selecting those judged likely to meet eligibility criteria . In addition to the sheer size of record sets our searches had retrieved, the magnitude of the screening challenge was exacerbated because provisional eligibility criteria were intended to be refined and re-applied iteratively during the study screening and selection process. This meant provisional selection and exclusion decisions needed to be reviewed periodically as our eligibility criteria evolved. Given these factors, application of conventional screening methods was beyond the time and resources available for title-abstract screening.
We therefore used TM technologies to prioritise title-abstract records for manual screening. In both scoping reviews (CA and EE), the principal aim of using TM technologies was to improve the efficiency of the screening process, by identifying as many provisionally eligible records as possible whilst reducing manual screening workload to practicable levels. Alongside the two scoping reviews (CA and EE), we conducted a methodological study to evaluate the use of TM technologies to support title-abstract screening and selection. This study is novel because TM technologies have not previously been applied or evaluated in scoping or systematic reviews of this size. The remainder of this paper describes the methods and results of our evaluation.
Study objective
Our study objective was to assess the performance of TM technologies to support title-abstract screening in two extremely large-scale scoping reviews of public health evidence (CA and EE), compared with conventional screening (an unobserved counterfactual). 
Methods

Application of TM technologies
Three TM technologies were applied in both reviews: automatic term recognition (ATR), automatic classification (AC), and reviewer terms (RT), each with different strengths and weaknesses. In addition, we used hybrid combinations of two of these three technologies in counterpoint to one another (AC with ATR and AC with RT). There were two main reasons for using different technologies in sequence or combination: first, to maximise the number of eligible study records identified and second, to offer some degree of protection against risk of bias due to the problem of 'hasty generalisation' described previously (i.e. our assumption being that likely biases differed across the different technologies). An overview of each TM technology (ATR, AC, RT and hybrids) is provided in Appendix B.
In order to provide initial sets of records for analysis by TM, we coded title-abstract records of our early, initial corpora of studies against provisional eligibility criteria. We had developed detailed coding notes for use by researchers to guide screening decisions, and these were updated regularly during the study selection stage, as eligibility criteria evolved.
Two further essential preliminary stages in advance of applying TM technologies were to establish inter-rater reliability between those reviewers scheduled to undertake screening and to estimate a baseline inclusion rate (BIR) for each review, in order to establish a proxy metric for our unobserved counterfactual (conventional screening) against which progress of screening and performance of TM could be monitored and evaluated. Methods and results of both these stages are described in Appendix C, for the benefit of readers contemplating similar application of TM technologies in their scoping or systematic reviews.
Prioritising records for manual screening
We first deployed ATR (as described in Appendix B) to prioritise consecutive sets of unscreened records for manual screening. We prospectively monitored ATR performance in each consecutive set of screened records by comparing the observed inclusion rate (OIR, i.e. the observed rate at which eligible study records were identified in practice within each consecutive set of prioritised records assigned for manual screening) with the BIR (used in this instance as a proxy estimate of the rate at which we would have expected to identify eligible study records had we used the unobserved counterfactual method of conventional screening). A performance metric based on these two rates (OIR : BIR U , i.e. the unadjusted ratio of the OIR to the BIR) was used to inform real-time decisions about when to switch from ATR to deploy an alternative (or hybrid) TM technology (see Appendix C for details).
Bearing in mind the extreme numbers of study records we were dealing with, our rule of thumb for judging the success of the TM was that, for those records screened using TM prioritisation, we expected the OIR to be five times larger than the BIR (i.e. OIR : BIR U ≥ 5) at any point during the screening process. When the ratio dropped below this threshold, we would consider seeking to boost performance by switching to a different TM technology. It should be acknowledged that this is an ambitious ratio to expect because it represents a proportionate saving in manual screening workload of over 80% when other studies have suggested 50% is attainable (Wallace et al., 2010a) . The substantial efficiency anticipated was due to the nature of these reviews-to scope the literaturewhere the standard systematic review requirement to identify every relevant study was relaxed.
The rationale for sequencing and switching between technologies was threefold. First, AC is known to perform relatively poorly on a small training set (i.e. the balanced numbers of records in each class-'excludes' and 'includes'-used to train the classifier; see Appendix B for further details). Applying ATR first would therefore increase the number of eligible records identified-and thus the size of training dataset-before using the classifier. Second, we hypothesised that because the different technologies process terminology in different ways, they would prioritise different studies (i.e. identify different 'low hanging fruit'); thus, the utilisation of multiple technologies was a strategy to maximise early 'wins'. Third, use of different technologies aimed to mitigate the impact of hasty generalisation (i.e. the impact of focusing on some clusters of relevant studies to the exclusion of others). Our overall stopping rule for the title-abstract screening stage of these reviews was: 'either when 100% of those provisionally eligible records expected to be present within each full record set had been coded as provisionally eligible (see Appendix C), or on the date that time available to be allocated to title-abstract screening expires (25 November 2011)'.
We manually screened consecutive sets of records prioritised by the different TM technologies over periods of approximately 11 weeks (CA:8 September-25 November 2011) and 10 weeks (EE:15 September-25 November 2011). Two researchers completed the large majority of screening assignments (i.e. one researcher per review), supported by a third researcher. Because study eligibility criteria could evolve during the scoping process (Introduction), we reviewed provisional eligibility decisions periodically as criteria were refined and revised these if required. In practice, eligibility criteria were refined to a moderate extent in the CA review and a negligible extent in the EE review. This process invariably resulted in the exclusion of some study records previously coded as provisionally eligible (rather than vice versa) as the scope and boundaries of relevant evidence were progressively tightened.
Evaluation of TM performance
Once the end date of title-abstract screening stage was reached (25 November 2011), we recorded the overall OIR and the absolute number of records coded as provisionally eligible within each review. We then collated a series of performance metrics: the unadjusted ratio of the OIR to the BIR (OIR : BIR U -see previous text); the corollary estimated reduction in screening workload in terms of both proportionate and absolute numbers of study records and the number of eligible records identified by TM as a proportion of the estimated number eligible records present in the full records sets after use of TM had been initiated. We also used the first of these metrics (OIR : BIR U ) to compare the relative performance of different TM technologies in prioritising each consecutive set of unscreened records for manual screening.
As stated above, we expected the OIR to be five times larger than the BIR and planned our work on this basis, based on previous experience with the technologies concerned. Given that we did not expect to be able to screen more than a fraction of the studies retrieved, the viability of the work depended on the anticipated reduction in workload. In the event, TM exceeded our expectations in this regard, so we also report the 'equivalent' reduction in workload, acknowledging that no less screening was carried out, to illustrate how many records would need to have been screened using conventional methods in order to identify the stated number of relevant studies.
Results
Figures 2 and 3 show the overall performance of TM in the CA (Figure 2 ) and EE (Figure 3 ) reviews. In each figure, the point of divergence between the dashed and solid lines represents the point at which use of TM technologies was initiated to prioritise records for manual screening (i.e. after coding initial corpus records, inter-rater reliability assessments and screening a random sample of records to estimate the BIR).
The dashed line represents the unobserved counterfactual (conventional screening). Its slope represents the average rate at which provisionally eligible records would have been identified had we used the conventional method (based on the BIR). The slope of the solid line represents the observed overall rate at which provisionally eligible records were identified in practice (based on the OIR). The vertical gap between the dashed and solid lines therefore represents the gain from use of TM at a given stage of title-abstract screening.
In the CA review, the overall OIR : BIR U was 10.1 (Table 2) . Interpretation of this ratio is that overall, TM performed ≈10 times better than screening a random sample (i.e. ≈10 times better than our proxy for conventional screening methods). This equates to a proportionate reduction in screening workload of 90.1% and an absolute reduction in screening workload of 430 839 records (Table 2) . In other words, after the point at which use of TM was initiated to prioritise records for manual screening, we screened 430 839 fewer records than we would have needed to screen using conventional methods to identify and select the same number of provisionally eligible records. The total number of TM prioritised records that we manually screened within the time and resources available for this task was 47 591 records. In the CA review, we identified and selected a further 238 provisionally eligible records after the point at which use of TM was initiated; this equates to 84.9% of eligible Figure 2 . Overall text mining performance: choice architecture scoping review. records estimated to be present in the full records set after this point. Had we used conventional methods, our estimates indicate that we would have identified <9% of these further records.
In the EE review, the overall OIR : BIR U was 8.3 (Table 2 ). Overall, TM performed ≈8 times better than screening a random sample. This equates to a proportionate reduction in equivalent screening workload of 88.0% and an absolute reduction of 376 643 records ( Table 2 ). The total number of TM prioritised records that we manually screened within the time and resources available for this task was 46 099 records. In the EE review, we identified and selected a further 1334 provisionally eligible records after the point at which use of TM was initiated. This represents 37.7% of eligible records estimated to be present in the full records set after this point. Had we used conventional methods, our estimates indicate that we would have identified <5% of these further records.
In each review, the overall OIR : BIR U masks considerable variation between the different, sequentially applied TM technologies and hybrids in terms of their respective performance. Figures 4 and 5 show the relative performance of each TM technology in terms of its associated OIR : BIR U in the CA (Figure 4 ) and EE ( Figure 5 ) reviews.
The lower blue line in Figure 4 shows the sequence in which we used each TM technology in the CA reviewfrom ATR, through hybrid models to using RT. It shows that while ATR prioritised screening was much more effective than conventional screening to begin with, performance quickly tailed off (ATR3-5) and thereafter, we obtained better results from hybrid models and using RT. A similar picture emerges from Figure 5 , in that initial results from using ATR are good, but performance tails off before most relevant studies have been identified; a key difference in Figure 5 is that the performance of RT was clearly much poorer than in the CA review (Figure 4 ). In the EE review, the better results towards the end of screening were achieved using AC, at times combined with ATR. I. SHEMILT ET AL.
Discussion
This study expands an emerging corpus of empirical evidence for the use of TM to support study screening and selection in reviews Cohen et al., 2010; Wallace et al., 2010a; Cohen et al., 2006) by demonstrating its feasibility, strengths and limitations in two extremely large-scale scoping reviews of public health evidence. By reducing manual screening workload to manageable levels, TM made it possible to conduct the two largest scale reviews ever attempted, in order to assemble, configure and describe large and complex evidence bases that crossed multiple disciplinary boundaries. Our evaluation findings indicate that, although we were unable (within available time and resources) to locate and select all potentially eligible studies expected to be present within the full record set of each review, use of TM enabled us to identify up to 10 times more potentially eligible studies than we would have identified had we used conventional screening methods with the same investment of workload. The objective of locating all available studies is relaxed to some extent in scoping reviews, which prioritise conceptual breadth over depth. Although we cannot know the performance of the TM over the entire dataset (because we did not manually screen all ≈1.85 million records), the order of magnitude of workload reduction that we observed here has previously been reported elsewhere (Wallace et al., 2012) . We should acknowledge, however, that empirical evidence suggests the performance of classifiers (AC) increases with the size of dataset, and so for smaller reviews, performance gains from this specific TM technology may be smaller (Wallace et al., 2012) .
TM technologies can hunt through the text of many thousands of study records in rapid succession to search for patterns, associations and connections that might easily elude even the most conscientious researchers undertaking screening by conventional methods (McDonald and Kelly, 2012) . As a result, their use in these scoping reviews also facilitated development of a refined conceptual understanding of complex and heterogeneous sets of interventions that aim to alter environments with the goal of changing health behaviours and their proposed mechanisms of action. We therefore propose that the methods used in these scoping reviews are transferable for use in other scoping or systematic reviews that incorporate a conceptual development or explanatory dimension.
By any measure, the two examples evaluated in this study were 'extreme reviews' (Shemilt et al., 2012) . Practical challenges involved in assembling, de-duplicating and applying TM techniques to ≈1.85 million study records were substantial. For example, exporting study records from their source databases to reference management software was time consuming due to upper limits on numbers of records that can be exported in a single batch. Additionally, record transfer, de-duplication and TM routines required major reprogramming of ER4 and considerable computer processing power to enable the software to handle record sets of this sheer size whilst maintaining the stability of the user interface. Combined with the human resources required to manually screen a combined total of >100 000 study records within a period of 10-11 weeks, this made the use of TM to support study screening and selection in such extremely large-scale reviews a resource intensive exercise despite the overall efficiencies gained. Use of TM technologies does not eliminate the need to screen irrelevant studies, and some relevant studies are still likely to be missed. Although the unaided time investment in manual screening of study records by researchers is likely to remain relatively consistent over time (per record), many of the practical challenges described previously and their resource implications will be ameliorated in future extremely or moderately large-scale scoping or systematic reviews that employ TM for the same purpose, because our work has now established updated software and methods that are transferable to such reviews.
There are two points to be raised about the metrics that we used to inform assessment of the overall performance of TM. First, it should be borne in mind that reducing the screening burden by approximately 90% may only have been possible because the usual requirement to identify every relevant study (i.e. a 100% retrieval rate) was relaxed for these scoping reviews. We may have identified the 'low hanging fruit' and considerably more workload may have been needed to identify the remaining eligible studies. This is an empirical question, for which a definitive answer would require the manual screening of all ≈1.85 million records. However, we are currently conducting follow-up simulation studies to investigate the closely related question of whether our chosen configuration of text mining technologies operated at optimal efficiency, or whether there were more optimal alternative configurations to minimise workload in these reviews. Second, we had difficulty devising an appropriate metric to capture the overall performance of the TM during the screening process. While the BIR and OIR were useful, if the OIR : BIR U ratio was 8.2 when say, 10% of eligible study reports had been identified and also when 80% of relevant study reports had been identified, these ratios are not strictly comparable because in the first case, there were 90% of eligible reports yet to find and in the second, only 20%. Thus a ratio of 8.2 in the second case actually represents better TM performance. Further methodological work is needed to develop a metric able to encapsulate the relative scarcity of remaining studies. It is worth reflecting a little on the stark difference in comparative performance of RT between reviews (Figures 4 and 5) . The exercise of using RTs to identify relevant studies was clearly successful in the CA review and unsuccessful in the EE review. This may be explained by the fact that there were only 21 such terms in the EE review, but 116 in the CA review; more terms may result in better performance. However, we went to considerable lengths in the EE review to identify more terms with limited success because we were looking for terms that distinguished between our 'provisionally eligible' and 'excluded' categories, and such terms were difficult to identify in the EE review. Other TM technologies performed much better than RT in the EE review, however, so the explanation is not that the application of exclusion criteria in the EE review relied on reviewer interpretation of abstracts containing similar terminology. Instead, it may be that we needed more terms to enable the RT ratio to operate effectively over a corpus of abstracts where one single term might be indicative of both relevance and irrelevance; but where terms occurring in combination with one another might distinguish better between the two. The challenge here may be in identifying those combinations of terms in a way that does not simply duplicate the way that TM technologies operate.
Work elsewhere has focused on refining TM technologies to yield the most efficient solutions in terms of performance (Wallace et al., 2010b; Cohen et al., 2006) . Notwithstanding the importance of this work, our approach achieved a pragmatic balance between using technologies that offer benefits in reviews and are also sufficiently widely available-and easy to deploy-that they can be experimented with elsewhere. One of the contributions of this study has been the demonstration that relatively simple TM technologies can yield tangible benefits. Deployment of the support vector machine (AC) was a relatively challenging task technically, but one which should be within the capability of many IT departments; the use of RT and ATR should be achievable in many more situations. However, it is important to highlight that although TM technologies themselves are automated, their deployment is a semiautomated process. Careful user input is required to manage TM performance and to implement, interpret and respond to analyses of data collected from real-time performance monitoring in the pursuit of an optimal configuration (sequencing) of the different technologies. Careful user input is also needed to configure those technologies (such as RT) that rely primarily on user experience to act as a counterpoint to the automated technologies. As such (and despite the TM technologies assessed in this study being relatively easy to deploy), new users will invariably benefit from initial training and support from more experienced users in order to ensure judicious and effective use of TM technologies to support study screening and selection in reviews.
Finally, the technologies and methods utilised in this study are still in their infancy and require significant development before they can be considered to have been proven in scoping reviews and more conventional systematic reviews. The use of TM technologies to support study screening and selection does, however, offer the potential for reviews to become more efficient and thus both cheaper and more responsive to decisionmaking timetables-at the same time as facilitating conceptual development, broad reviews and scoping with ever-increasing numbers of potentially relevant publications. used the radial bias function kernel with parameters set using a 'grid' search. A challenge when using AC in a systematic review is class imbalance; that is, there are usually many more records marked as excluded than provisionally eligible. Because the SVM needs roughly equal numbers from each class in order to perform well, we draw a random sample of excluded records equal in number to the total number records marked as provisionally eligible at a given stage of the screening process. This is known as 'undersampling' because some relevant information is not utilised. Although this generates good results in terms of classification, multiple 'runs' of the classifier will give slightly different results due to changes in the composition of the random sample of excluded records between iterations. In order to maximise precision, we therefore ran the classifier multiple (between three and 10) times and then manually screened only those title-abstract records that were consistently classified as being potentially eligible. This component of the approach is known as 'bagging'. Empirical evidence for its superior performance over other methods when classifying the type of data found in systematic reviews has been reported by Wallace and colleagues .
Reviewer terms
Reviewer terms (RT) operates rather differently to the previous two automated technologies because it is highly reliant on reviewer input. Operationally, it is composed of two lists of terms which are drawn up by the reviewers undertaking the screening; one list of 'relevant' terms that are subjectively judged to be indicative of a provisionally eligible record, and one list of 'irrelevant' terms that are subjectively judged to be associated with excluded records. The text contained in each title-abstract record that is yet to be screened is then analysed, and the number of 'relevant' and 'irrelevant' terms they contain is calculated. A simple ratio is then generated, dividing the number of 'relevant' terms in a given abstract by the number of 'irrelevant' terms. The natural logarithm is then taken, giving us a score where <0 indicates a balance of irrelevant terms and >0 a balance of relevant terms. Items can then be ranked according to their balance of 'relevant'/'irrelevant' terms. The purpose of this method is to act as a counterpoint to the automated technologies; whereas in ATR and AC, the results are heavily determined by those studies already identified as being relevant; RT offers another perspective on potential relevance, offering some protection against the problem of hasty generalisation (see main text article, Introduction). For further work on the use of RT, see Small and colleagues .
Hybrids
As well as using each of the previous technologies alone, we also used them in combination with one another by ordering the results of the AC using ATR or RT. Although unnecessary in most reviews, these hybrid approaches were adopted because of the extremely large numbers of title-abstract records retrieved. For example, ≈10 000 records were consistently classified as being potentially eligible after running 10 iterations of the AC in the EE review. This AC-generated list of ≈10 000 records was therefore prioritised using ATR in order to identify a subset of those records most likely to be marked as provisionally eligible. 
