Abstract. In fully-coupled climate models, it is now normal to include a sea ice component with multiple layers, each having their own temperature. When coupling this component to an atmosphere model, it is more common for surface variables to be calculated in the sea ice component of the model, the equivalent of placing an interface immediately above the surface.
The heat diffusion equation is discretised by splitting the ice into N layers of thickness h i , and using finite timestepping in the usual way. To ensure stability, temperatures are updated using variables from the next timestep, the so-called 'implicit' T ; in addition, Equation (10) is an approximation, as in reality upwelling longwave radiation has a nonlinear dependence on surface temperature. Because of these factors, it is necessary to iterate the linear solver, updating outgoing longwave radiation, F and c pk at each iteration, to achieve an accurate and energy-conserving solution. (Note that  15 although k also depends upon T, as this variable carries no direct implications for energy conservation it is not updated at each iteration.) CICE allows up to 100 iterations, although generally fewer than 10 will suffice to reduce the energy imbalance to acceptable levels. Hence, in equation 10, starred variables represent variables from the preceding iteration.
It should be noted that CICE also allows for the presence of a snow layer on top of the ice, which introduces an extra row into the matrix equation, with accordingly different heat capacity and conductivity. For this study, however, we assume 20 initially that no snow is present.
The models: JULES
The principal function of the surface-exchange scheme JULES is to solve the surface energy balance equation, in which a surface temperature is calculated such that incoming fluxes of shortwave and longwave radiation are in balance with outgoing turbulent, radiative and conductive fluxes: 25 In this equation SW in , LW in refer to the incoming shortwave and longwave fluxes respectively; F sens and F lat to the net inward sensible and latent heat fluxes respectively; T sfc , T air and T ice to surface temperature, lowest-layer air temperature and uppermost layer ice temperature respectively, q air to lowest layer air specific humidity, k eff to effective conductivity of the top ice layer, α to surface albedo and F melt to the sea ice melt flux. JULES solves this equation by first calculating a 'first guess' explicit solution, calculating fluxes and surface temperature based on surface temperature at the previous timestep, and then 5 calculating an implicit updated solution, in which the exchange coefficients are modified by considering the initial solution.
JULES computes surface exchange coefficients over sea ice using the same method as is used over land, as described in Section 2.1 of Best et al (2011) . Because the surface temperature simulation carries no implications for energy conservation, the calculation is not iterated.
The coupling methods and experiments 10
In their standard formulations, both the CICE thermodynamic solver and the JULES surface exchange solver calculate surface variables. The two coupling methods under investigation arise from opposite methods of resolving this redundancy.
In the standard 'CICE' coupling method (Figure 1a ), the atmosphere, or surface exchange scheme, calculates fluxes of incoming shortwave and longwave radiation based on the evolving atmospheric state whose lower boundary condition is the ice surface temperature from the previous coupling instant. The atmosphere then averages these over the coupling period, 15
and passes them to CICE at the end of that period. CICE then uses these incoming fluxes throughout the same coupling period in the first row of the tridiagonal matrix equation the row concerning the surface temperature (equation 10), each time iterating the solver until convergence is achieved. In the process, CICE computes the remaining surface fluxes (outgoing radiative, turbulent and conductive fluxes) and hence the net surface flux. This approach is equivalent to placing an interface between JULES and CICE immediately above the ice surface. 20
In the alternative, 'JULES' coupling method under investigation (Figure 1b) , the surface temperature is a prognostic variable of the atmosphere or surface exchange model, and is not passed from CICE; instead, the temperature and effective conductivity (the latter defined as 1 1 It should also be noted that in HadGEM3, fluxes are always passed as gridbox means, to ensure conservation. This point only becomes relevant in 3D modelling, where sea ice may cover only part of a grid cell; in this case, the relevant flux is multiplied by the grid cell ice concentration before being passed to the coupler for regridding. This is necessary because of the parallel coupling of HadGEM3 (see Section 4.4); underlying ice concentration may change during a coupling period, and hence the amount of energy being passed must be correctly represented by multiplying, effectively, by the area over which it 5 is valid.
3 Testing the impact of varying resolution on an idealised solver
Setup
In this experiment, the penetrating solar radiation term was ignored, and the ice was assumed to be fresh, in order that the conductivity and specific heat capacity are constant. The ice was assumed to be 1m thick, and there is no snow cover. The 10 diffusion equation was forced at the top of the ice by a sinusoidally varying heat flux:
There exists an exact analytical solution to the diffusion equation with this surface forcing, for an infinitely deep ice cover (after Best et al, 2005) :
Where T→T B as z→∞.
is the e-folding depth.
This analytical solution was compared to the solution from the CICE temperature solver under 6 different conditions, summarised in Table 1 . In these experiments, the timestep length, coupling period length and vertical resolution were varied, from extremely low values designed to give results as close as possible to 'truth', to higher values considered to be typical of coupled model experiments. 20
Results
Figure 2 displays the simulation of two key variables by the temperature solver: the surface temperature, and the temperature at a depth of .125m (roughly analogous to the top layer temperature in standard CICE, which uses 4 vertical layers). It is clear that under very high temporal and vertical resolution, CICE produces a simulation that is virtually indistinguishable from the analytic solution. As one would expect, when these resolutions are reduced to more realistic levels inaccuracies 25 appear.
When the timestep length is increased to 1 hour (but the high vertical resolution is maintained), there is a slight increase in the error of the surface temperature simulation, which is still very small in proportion to the cycle amplitude. For the .125m temperature, a small phase lead of around 30 minutes is introduced, and the amplitude is reduced by a tiny amount (0.02°C); the diurnal cycle of .125m temperature error has an amplitude of about 0.03°C.
The effect of decreasing the vertical resolution is more marked. For the surface temperature, we see a a large phase lead 5 introduced, of 90 minutes, but also a marked increase in amplitude, from 1.2 to 1.5• C; this results in some comparatively high errors, of up to 0.6°C. On the other hand, the diurnal cycle of .125m temperature is reduced in amplitude slightly, and has a lower phase lead of about 1 hour. The errors have magnitude of up to 0.09°C. The contrasting effects of the decreased vertical resolution on surface and top layer temperature can be understood by considering that the surface temperature is forced by the air temperature, and damped by the ice temperature. A top ice layer of thickness 1cm can warm or cool more 10 easily for a given forcing than can a top ice layer of thickness 25cm; therefore, when the entire top 25cm of ice has to vary in unison, the amplitude of its cycle is reduced, and its damping effect on the surface temperature is correspondingly reduced, which can hence vary more strongly in response to the air temperature forcing.
Lastly, we look at the effects of moving to a 3-hour coupling period, with timestep length maintained at 1 hour (Figure 3 ). It is apparent that this change has little effect on the phase or amplitude of the surface temperature simulation, and only serves 15 to make the diurnal cycle more 'jagged'; at each coupling period, indicated by the vertical solid grey lines, the surface temperature jumps by a large amount, and over the following two (non-coupling) timesteps, moves backwards by a smaller amount as the sea ice adjusts towards a new equilibrium.
The error in the 4-layer experiment should give cause for concern, as this is a fairly realistic resolution for most implementations of CICE in coupled models. In the next section, therefore, we compare the simulations at realistic 20 resolution, using the two different coupling methods.
Comparing the two coupling methods under realistic resolution

Setup
For this experiment, the solver was run under 6 different setups. Firstly, two 'control' experiments were undertaken, in which the ice, atmosphere and coupling timesteps were each 1 second. In the first control, the ice was given 100 layers, to 25 provide a 'truth' against which to compare subsequent experiments; in the second control, the ice was given 4 layers, to separate the effects of high timestep values from the effects of low vertical resolution. The two control experiments were run using the 'CICE' coupling method, with the surface variables calculated by the ice model, but at these timestep values the coupling method has negligible impact on the simulation.
The solver was then run with 4 vertical layers, an ice timestep of 1 hour, atmosphere timestep 20 minutes, and coupling 30 period of 1 hour, fairly realistic values for a coupled model, using the two different coupling methods, 'CICE' and 'JULES'. A further two experiments were then performed, using a coupling period of 3 hours, also a common period found in coupled model runs.
The solver was forced with incoming sensible heat flux only, driven by a diurnal cycle of atmospheric surface temperature
, with wind speed set to 5 m/s. For the ‛CICE' coupling, T atmos is averaged over a coupling period and passed to the ice model, which calculates from this the incoming sensible heat flux, and uses this as forcing for the 5 temperature solver to calculate internal and surface ice temperatures. For the ‛JULES' coupling, a self-contained ‛atmosphere model' uses T atmos and T 1 (top-layer ice temperature) to implicitly calculate surface fluxes, including F condtop , downwards conductive flux, accumulates and averages this over the coupling period and passes it to the ice model as forcing for the solver. Figure 4 displays the simulation of key variables by the high-resolution control runs and by the test runs, using a 1-hour coupling period length. The forcing atmospheric temperature is indicated in Figure 4a . First examining the surface flux ( Figure 4b ), we compare the two control runs and note that the decrease in vertical resolution is associated with a slight decrease in amplitude and a phase lag. We then see that when the 'JULES' coupling method is used, there is little further 15 error associated with the decrease in temporal resolution (blue line). When the 'CICE' coupling method is used, however, there is an additional phase lag and amplitude decrease, and in addition the diurnal cycle becomes more jagged.
Results 10
1-h coupling
Interpreting these results, it is likely that the additional phase lag is a consequence of the atmosphere model 'seeing' a surface flux calculated in the previous CICE coupling period, which is itself based on an atmospheric temperature valid for the period before that, up to 2 hours previously. With the 'JULES' method, however, the surface flux is able to respond 20 immediately to the changing atmospheric temperature. There is a corresponding delay in the atmosphere model 'sensing' the damping response of the top layer ice temperature to the changing surface flux. However, the resulting phase lead is tiny in comparison to the phase lag of the 'CICE' method.
We now consider the atmosphere model surface temperature (Figure 4c ). In this variable, a decreasing vertical resolution is associated with an increase in amplitude and a phase lead. Again, using the 'JULES' method, a decreasing temporal 25 resolution makes little difference, causing a tiny phase lag and a slightly less smooth shape compared to the 4-layer control.
Using the 'CICE' method produces a much more blocky shape, and a substantial phase lag. However, as the 4-layer control itself has a phase lead relative to the high-resolution control, the 'CICE' method actually has a more accurate phase; the temporal and vertical errors 'cancel', while the 'JULES' method maintains a phase lead.
How the ice model 'sees' the surface temperature is demonstrated in Figure 4d . The diurnal cycle is very similar to that of 30 the atmosphere model surface temperature for the two control runs, due to their low timestep length. The ice model does not have knowledge of the surface temperature in the 'JULES' coupling method and this line is not plotted. The surface temperature simulation in the 'CICE' method is very similar to the control; the phase lag experienced by the atmosphere model is due to the coupling delay only.
Conversely, Figure 4e demonstrates how the atmosphere model 'sees' the top layer temperature, in the 4-layer control and in the 'JULES' coupling method (as in the 'CICE' method the atmosphere has no knowledge of this variable). There is a slight phase lag relative to the control, and associated jaggedness of the diurnal cycle, owing to the need to hold the temperature 5 constant over each coupling period, rather than update it every atmospheric timestep.
The lower panels (Figure 4f and 4g) compare the internal ice temperatures at .125m (top layer) and .625m (third layer) depth in the four experiments. For both variables, the decrease in vertical resolution is characterised by a decrease in amplitude and a phase lead which are both more severe in the deeper variable. The decrease in timestep length produces additional amplitude decrease and phase lead which are very similar in the two coupling methods. It is interesting to note that the 10 errors are marginally smaller for the 'JULES' method. This is likely due to the fact that in the 'JULES' method, changes in T atmos can propagate quickly downwards to changes to f surf on the 20-minute atmospheric timestep, the main bottleneck occurring in the coupling, as f surf forces changes in T 1 on the slower 1-hour coupling period. In contrast, in the 'CICE' method, each link in the chain -from T air , to T sfc and f condtop , to T 1 -must communicate on a slow 1-hour timestep. In consequence, the 'JULES' method simulation is slightly closer to that of the 4-layer control. 15
3-h coupling
The results of the experiments when 3-hour coupling is used are shown in Figure 5 . For the surface flux (Figure 5b ), again, decreasing temporal resolution is identified with a small phase lag and amplitude decrease in the 'JULES' method; the simulation is very similar to that with the 1-hour coupling period, although slightly less smooth. For the 'CICE' method, however, the phase lag and amplitude decrease are greatly magnified; the peak of the diurnal cycle occurs 2-3 hours too late, 20 and the cycle has a very discontinuous shape.
Considering the surface temperature (Figure 5c ), the 'JULES' method again produces a simulation with a 3-hour coupling period which is quite similar to that with the 1-hour period, though less smooth. Again the effect of the 'CICE' method is to produce a phase lag. Whereas in the 1-hour coupling period case, however, this phase lag almost exactly cancelled the lead of the increased vertical resolution, in the 3-hour case the lead is much greater, and the absolute phase error of the method is 25 actually greater than that of the 'JULES' method, in an interesting demonstration of the dangers of cancelling errors.
When considering the ice variables (Figure 5f and 5g) there are again few clear differences between the simulations, but again the error is marginally smaller for the 'JULES' method than for the 'CICE' method. Again this is likely related to the 'chain' by which changes propagate from T atmos , via T sfc and f surf , to T 1 . The 'JULES' method involves a 'fast' link, on the 20-minute atmospheric timestep, from T atmos to T sfc and f surf , and a 'very slow' link, on the 3-hour coupling timestep, from f surf 30 to T 1 . By contrast, the 'CICE' method involves a 'very slow' link, on the 3-hour coupling timestep, from T atmos to T sfc and f surf , and a 'slow' link, on the 1-hour CICE timestep, from T sfc to T 1 . While the rate of propagation is for both methods dominated by the 3-hour coupling 'bottleneck', therefore, changes in T atmos are still able to propagate slightly more quickly with the 'JULES' method.
In summary, the deterioration in simulation of the atmospheric variables that is associated with decreased temporal resolution is significantly reduced by using the 'JULES' coupling method. There is also a small improvement in the simulation of the ice variables, although this is very marginal. 5
Varying the parameters of the experiments
To gain some idea of the generality of the results, the parameters of the experiment were varied. Firstly, the coupling methods were tested with an 11cm snow layer present above the ice. Secondly, they were tested without a snow layer, but with the wind speed increased from 5 m/s to 20 m/s, to examine the impact of strengthening the coupling between the forcing air temperature and the surface. 10
The results are presented in Figure 6a Looking first at the 'snow layer' experiment, it can be seen that the surface flux diurnal cycle displays greatly reduced 15 amplitude in all setups (Figure 6a, 6c) , a consequence of the extra insulation provided by the snow layer decreasing conduction through the ice. The 'JULES' method here displays a slight amplitude increase relative to the 4-layer control, a result of the 3 hour delay in the atmosphere 'sensing' the damping snow layer temperature, and thus allowing the surface flux to overshoot. However, the errors are still far smaller than those of the 'CICE' method. The snow layer temperature (Figure 6b , 6d) has a much larger diurnal cycle than does the top ice layer temperature in the original experiment, due to its 20 much lower heat capacity. Relative to the 4-layer control, the 'JULES' method overestimates the amplitude, while the 'CICE' method underestimates the amplitude, precisely as is the case for the surface flux.
Next examining the 'wind speed' experiment, in this case the surface flux diurnal cycle (Figure 6e ) is greatly increased in magnitude under all setups, as the increased wind speed facilitates heat loss from the surface to the air (and vice versa).
Similarly to the snow layer experiment, the 'JULES' method develops an anomalously high amplitude, related to the 25 persistent 'overshoot' in surface flux during each coupling period. This is because the rate at which the surface flux changes during each coupling period is directly proportional to the wind speed, and is therefore four times greater in this experiment; the overall surface flux amplitude, although larger than in the 5 m/s experiment, does not increase in direct proportion.
Hence the overshoot is higher in proportion here. However, the 'JULES' method errors are still considerably lower than those of the 'CICE' method. For the top layer ice temperature (Figure 6f ), both methods produce simulations very close to
Serial versus parallel coupling
In the experiments described above, the forcing flux being passed from the atmosphere to the ice was used as forcing for the ice model for the same coupling period as that during which it was calculated. This is a framework in which atmosphere and ice models are run in sequence, the so-called 'serial' coupling method. While many coupled models function in this way, some (including HadGEM3) use the alternative 'parellel' method, in which atmosphere and ice models are run concurrently . 5 This entails that the atmosphere-to-ice forcing flux is used instead as forcing for the ice during the coupling period after that in which it was calculated. The serial and parallel frameworks are demonstrated schematically in Figure 7 .
The parallel method can be more computationally efficient, but is less accurate (as is demonstrated below). The tests of Section 4.1-4.3 were carried out below using the series method, despite HadGEM3 using the parallel method, in order to eliminate the additional source of inaccuracy caused by parallel coupling and therefore enable the results to be more relevant 10 to the wider community. However, it is also useful to compare the relative performance of the 'CICE' and 'JULES' methods under parallel conditions. The tests were therefore carried out again, with the 1D solver edited to mimic a parallel system, rather than a serial one.
The results are shown in Figure 6a -6b (serial coupling) and Figure 6g -6h (parallel coupling) As seen in the sensitivity experiments of Section 4.3, the 'JULES' method displays a deterioration in the surface flux simulation relative to the control 15 (series coupling), shown in Figure 6g , with the surface flux 'overshoot' again enhanced, and the amplitude increased accordingly, a result of the extra 3 hours of delay in the atmosphere receiving a damping response from the top layer temperature to the original overshoot. The reason that the 'CICE' method does not display a similar deterioration is that for this method, one of the variables immediately adjacent to the interface (the air temperature), is not free to vary in this experiment, but prescribed, and therefore the atmosphere 'pays no penalty' for the delay in receiving the forcing from below 20 -a situation which would not occur in a fully coupled model. The three hour lag introduced to the top layer temperature simulation (Figure 6h ) is noticeable in both the 'JULES' and 'CICE' methods, and incidentally demonstrates, independently of this study, the drawbacks of using parallel coupling as opposed to serial. It should be pointed out however that this drawback is much reduced when 1-h coupling is used; also, that despite the deterioration, the surface flux errors for the 'JULES' method are still substantially lower than those of the 'CICE' method. 25
Discussion and conclusions
This study has compared, under idealised conditions, the performance of the CICE temperature solver under varying resolutions, and using two different methods of coupling with an atmospheric model. It has been shown that low vertical resolution within the ice can be the source of significant errors in simulating the diurnal cycle. It has been shown that in simulating an idealised diurnal cycle of ice temperatures and surface fluxes, a coupled model in which an atmosphere-ice 30 interface is placed within the ice performs considerably better than one in which an interface is placed at the ice surface, under typical temporal and vertical resolutions; the simulation of surface temperature and surface flux are in general significantly improved, and the simulation of within-ice variables also improves slightly. It is seen that if a thin snow layer is present, or if the wind speed is increased, the 'JULES' method still simulates the surface flux more accurately, although the margin is reduced.
What is the reason for the improved simulation obtained by simulating surface variables within the atmosphere model, rather than the ice model? The root cause is probably that in the experiments, as is usually the case in coupled models and in the 5 real world, the principal thermodynamic forcing on the surface, and the ice, comes from above rather than below. Air temperature and radiation conditions usually change more rapidly than do properties of the underlying ocean, and of the subsurface ice. Therefore it is not surprising that an improved simulation is obtained by placing a higher proportion of the icesurface system within the atmosphere model, from which the forcing comes. With a thin snow cover present, or with increased windspeed, the improvements offered by the 'JULES' method grow slightly less. The reason is likely that both 10 modifications have the effect, for the 'JULES' method, of increasing the magnitude of the surface flux response during each coupling period relative to the surface flux amplitude, thus allowing the overestimation of the amplitude to be worsened.
There is no corresponding deterioration for the 'CICE' method, as here the surface flux does not change during the coupling period. However, the 'JULES' method still produces substantially lower surface flux errors. It can be concluded that although the top layer temperature simulation is not systematically better in either method, the 'JULES' method produces a 15 better surface flux simulation under most circumstances.
At first sight, this conclusion appears to disagree with the statement in the introduction to Section 2 of the CICE documentation (Hunke et al, 2013) , that 'accuracy may be significantly reduced' by solving for surface temperature in the atmosphere model. However, this statement relates specifically to the hypothetical necessity of artificially reducing effective conductivity to ensure stability in such a situation, rather than the inherent accuracy of the coupling method. In practice, we 20 have found that reducing effective conductivity is not necessary (see Appendix).
This prompts the question: how realistic were the conditions under which the one-dimensional experiments were held, and to what degree would this improvement carry across to the simulation of ice and atmospheric variables in a non-idealised setting? Clearly the best way to answer this question would be to test two coupled models, one using each method.
However, the differences between the two setups involve substantial structural changes to all components of the HadGEM3 25 model, and this option was deemed impractical. Following the results of these experiments, the 'JULES' coupling method is being implemented in the Met Office HadGEM3-GC3 coupled model for use with CICE's capability for multilayer thermodynamics, and when this becomes operational there will be an opportunity to compare the simulation of processes over sea ice to other fully-coupled models which use CICE with the standard 'CICE' coupling method. It is nevertheless possible to use the insight provided by the idealised experiments to gain some idea of the likely effects of the different 30 coupling methods in a 3-D simulation.
The principal effect of the 'CICE' coupling, as opposed to the 'JULES' coupling, is to damp and delay the response of the surface flux (equal in these experiments to the sensible heat flux) to changes in surface air temperature. These changes are applied in the experiments as variations of around 5°C in the course of about 12 hours. Variations in air temperature of this rate and magnitude are common in the Arctic Ocean, although often they occur in response to changes in cloud cover, or the passage of frontal boundaries, rather than to the diurnal cycle (e.g. Persson et al, 2002) . Nevertheless, the implication of the 1-D experiments is that a model using the 'CICE' coupling method will simulate a surface flux response that is overly delayed and damped, relative to a model using the 'JULES' coupling. In effect, the coupling between the atmosphere and the underlying sea ice is weaker, and the atmosphere is likely to behave more like an isolated system. 5
The effects of this would be complex. A mild airmass moving over cold sea ice tends to be diabatically cooled at the surface via the surface flux response, while the opposite will occur when a cold airmass moves over less cold sea ice. A delayed and damped surface flux response would tend to reduce the rate of modification of airmasses, allowing them to retain characteristics for longer. A similar effect would be likely to be seen in the event of air temperatures responding to changes in radiative forcing due to cloud cover. Normally, the response of surface flux would likely be to moderate diabatic heating 10 or cooling of air masses due to these radiative effects, by transferring some of this heating or cooling into the sea ice; a delayed, damped response would hinder this modification. In this way, it is possible that anomalous characteristics of neighbouring airmasses would become more exaggerated, relative to the real world, when using the 'CICE' coupling method, with unpredictable consequences for atmospheric dynamics. The perturbed parameter experiments demonstrate that under very windy, stormy conditions, the reverse effect might be seen; the surface flux could respond too quickly, and too 15 strongly, thus allowing airmass modification to take place too quickly.
It is seen in Section 4 that the choice of coupling method has little direct impact on the internal sea ice simulation. However, the sea ice simulation will be strongly affected through the atmospheric response described above, whose dynamics will affect advection of warm and cold air over the ice, as well as advection of the ice itself. As the 'JULES' coupling method produces a more realistic surface flux response to changes in air temperature, it appears clear that, all other factors being 20 equal, this coupling method would simulate a more accurate evolution of atmosphere and sea ice.
A secondary finding of this study has been that the vertical resolution at the top of the sea ice is of similar importance to the coupling method used in terms of simulating a realistic surface flux, as demonstrated in Figure 4b . In the current configuration of CICE, whereby all layers are equally spaced within the ice, this implies that surface flux response will tend to be stronger, and more realistic, in regions of thin ice. This suggests that the implementation of variably-spaced layers, 25 with higher resolution near the top of the ice, would be a logical objective to pursue subsequently, to further improve surface flux simulation.
The main focus of this study has been the accuracy of the two coupling methods; a separate question is their stability. The 'CICE' method of coupling is known to have major problems of instability arising from the explicit interface in the surface exchange, an area where processes occur relatively quickly (e.g. Best et al, 2004) . However, the 'JULES' method has its 30 own explicit interface, below the ice surface, and is therefore also likely to become unstable under certain conditions. A detailed analysis of the stability of the 'JULES' method in the one-dimensional case is described in Appendix A. The principal factors affecting stability are found to be ice thickness and wind speed; a prediction from this analysis is that setting a minimum ice thickness of 30cm in a coupled model is sufficient to avoid instability in all situations. In practice, however, in test runs of the coupled model a minimum ice thickness of 20cm has been found to be sufficient to avoid instability. This is probably because in the fully-coupled model, other negative feedbacks are at work in the atmosphere that act to damp oscillations caused by the explicit coupling, and prevent instability.
It is planned to follow this paper with a study examining the simulation of sea ice in HadGEM3 resulting from the implementation of multilayer sea ice, using the 'JULES' coupling method. 5
Appendix A: Stability of the 'JULES' method of coupling
In this section, the one-dimensional model is used to investigate the conditions under which the solver becomes unstable, prior to its implementation in the Met Office coupled model.
In the stability experiment, the model was run for 5 days; for the first day, the atmospheric temperature was held constant at -20°C, but at the beginning of the second day, the atmospheric temperature was abruptly changed to -15°C; the solver was 10 judged to be stable or unstable according to whether the variables converged to a new solution, and the nature of the convergence was examined. The test was performed under typical modelling conditions of 4 ice layers, ice timestep 1 hour, atmospheric timestep 20 minutes, and of coupling period length 3 hours. The initial parameter that was varied was the ice thickness; the test was performed for six different thicknesses of ice: 1m, 20cm, 10cm, 5cm, 1cm and 1mm. In each case, the top layer ice temperature converged to a new solution, the convergence tending to be most rapid for the thinnest ice 15 ( Figure A1 ).
From this it appears that under normal modelling conditions, the ‚JULES' coupling method is not inherently unstable to sudden perturbations, and tends to be more, rather than less stable, for thin ice. This is perhaps surprising, as it would be thought that thin ice would tend to react more sensitively to perturbations in conductive flux, given its lower thermal inertia.
However, counteracting this is the higher effective conductivity of thin ice, meaning that perturbations in top conductive flux 20 will tend to propagate more rapidly through the ice during a coupling period, reducing the resulting change in top layer ice temperature. It also means that as ice thins, the response of the conductive flux comes to dominate the surface energy balance, effectively 'locking' surface temperature to top layer ice temperature, and reducing variation in conductive flux.
To examine the reasons for the stability more carefully, we derive theoretical limits on perturbations to top layer temperature and conductive flux. Given an equilibrium solution to the coupled system ( ) , it can be shown from the surface energy balance equation that the perturbation conductive flux produced by the atmosphere is constrained by the perturbation top layer ice temperature in the following way: In summary, equations (A1), (A2) and (A3) show that instability cannot occur in the limit of very thick ice (when thermal 20 inertia dominates), due to a highly damped response of top layer temperature to perturbations of conductive flux, and also cannot occur in the limit of very thin ice (when conduction to the ocean dominates), due to the surface temperature becoming virtually 'locked' to top layer ice temperature, perturbations in conductive flux becoming correspondingly small (i.e. when OFE k eff >> ), and these perturbations very easily propagating through the ice to the ocean. It is noticeable that in Figure   A1 , the least stable solutions appear to occur for intermediate ice thicknesses (5cm, 10cm), when neither conduction nor 25 thermal inertia dominates, but the 'overlap' in the two conditions is nevertheless sufficient to allow a relatively rapid convergence.
The question arises as to whether the solver would continue to converge for all ice thicknesses were any of the parameters in equations (A1), (A2) or (A3) altered. Parameters c p , ρ I and t c are assumed to be at the lower, lower and upper limits of physical plausibility respectively in equation (2), and to vary them in the opposite direction would serve only to strengthen the limits on convergence. The parameter OFE, however, depends strongly on the rate of change of turbulent fluxes with respect to surface temperature, and therefore on wind speed. In the initial stability experiments, wind speed was set to 5 m/s, 5 a fairly typical value for many synoptic situations. Particularly with the passage of extratropical depressions, however, wind speeds can reach much higher values.
The perturbation experiment was repeated, but this time two parameters were varied: ice thickness from 1mm to 1m, and wind speed from 0 m/s to 50 m/s, the upper limit roughly representing the very highest wind speeds possible during extratropical storms. The results are shown in Figure A2 . It is seen that the solver is no longer unconditionally stable, with 10 instability setting in at a wind speed of around 23 m/s, at first for a narrow band of ice thicknesses close to 10cm, a band which steadily widens as wind speed increases. At all wind speeds the solver remains stable in the limit of thin ice. However, at the upper limit of wind speed, the solver is unstable for ice thicknesses of between roughly 4cm and 25cm.
This result holds for t c = 3 hours, but t c = 1 hour is also a fairly widely used coupling period, and is likely to become more so as computing power increases. The experiment was repeated for t c = 1 hour ( Figure A3 ). In this case, the solver is stable for 15 all ice thicknesses and wind speeds, although at the upper limit of wind speed, convergence is extremely slow for ice thicknesses of around 7cm. (Clearly the second region of slow convergence, to the right of the figure, is not a concern, as this is caused by higher thermal inertia of thick ice, is entirely physically realistic, and will not lead to instability).
In summary, it is found that the coupled solver system is stable under all physically realistic situations when 1-hour coupling is used, but may become unstable in very windy conditions when 3-hour coupling is used, for certain values of ice thickness. 20
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