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Abstract
We report on the development of a new shell-model Monte Carlo algorithm, which
uses the proton-neutron formalism. Shell model Monte Carlo methods, within the
isospin formulation, have been successfully used in large-scale shell-model calcula
tions. Motivation for this work is to extend the feasibility of these methods to shell
model studies involving non-identical proton and neutron valence spaces. We show
the viability of the new approach with some test results. Finally, we use a realistic
effective nucleon-nucleon interaction in the model space described by (lp 1 ;2, Og9;2)
proton and (ld5;2, 2s 1 ;2, ld3;2, Og7;2, Ohn;2) neutron orbitals above the 88 Sr core to
calculate ground-state energies, binding energies, B(E2) strengths, and study pairing
properties of the even-even 90-104 Zr and 92-106 Mo isotope chains.
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Chapter 1
Introduction
The physics of nuclei covers a vast arena of diverse phenomena and proved to be ex
tremely challenging through its history from its early days of the discovery of neutron
till today. A large number of models have been developed to address different classes
of problems. Among these models, the nuclear shell model has a very central role
capable of addressing all aspects of the nuclear many-body problem.
One of the computational techniques developed for the nuclear shell model, the
shell model Monte Carlo (SMMC) method [36, 37] is a powerful tool that has been
succesfully used in large-scale applications. The subject matter of this thesis is to to
report on the development of a new SMMC algorithm, based on the pn-formalism,
in order to extend the applicability of the method to shell model calculations where
the isospin symmetry is not manifest in the effective NN interactions.
The early form of the nuclear shell model was introduced in 1949 [6, 43] as an
independent particle model and succesfully explained nuclear regularities associated
with the existence of magic numbers, and other properties such as spins and magnetic
moments of nuclei in the vicinity of magic shell closures. However as the neutron or
proton numbers depart from the magic numbers, the independent particle picture fails
to be satisfactory, and configuration mixing arising from the interactions among the
valence orbitals becomes essential. Thus the interacting shell model was formulated to
produce such mixing of many-body configurations and the shell model has been a sub
discipline of the many-body problem. During the past few decades, our knowledge
of in-medium nucleon-nucleon interaction has increased noticeably and thanks to
advances in computer speeds and memory, the shell model has been applied succesfully
to many nuclei close to and far from the valley of stability. It has thus proved to
be capable of explaining a wide range of phenomena related to both single-particle
and collective degrees of freedom [4, 8, 11], hence providing a unified view of nuclear
structure physics. The conventional method of solution for the shell model is the
diagonalization of the Hamiltonian matrix constructed for many-body basis vectors.
1

This can be done either in uncoupled angular momentum (m-scheme) or coupled
scheme (J-scheme), and a number of computer codes have been developed based
on either approaches. However, combinatorial scaling of the many-body space with
the single-particle basis and number of valence nucleons limits such an approach
to light nuclei, or to heavier nuclei with a small number of valence nucleons. In
recent decades, alternative approaches such as stochastic methods for the path integral
formulation, density matrix renormalization group (DMRG) [2 3, 5 4] and the coupled
cluster method [ 15, 20, 3 8, 66], have been proposed to overcome these computational
limitations in large-scale computations. Stochastic approaches include the quantum
Monte Carlo (QMC) method [ 5 5, 56] for the ab initio calculations of light nuclei,
and the SMMC, and the Monte Carlo shell model (MCSM) [ 5 1, 52] methods for
calculations involving large valence spaces.
The SMMC method is based on the idea of representing the partition function of
the nuclear system as a path integral of the coherent superposition of one-body evo
lution operators in fluctuating one-body fields. This is achieved by applying the
Hubbard-Stratonovich transformation [ 3 3] to the imaginary-time many-body evo
lution operator. The resulting integral is then evaluated stochastically using the
Metropolis algorithm [ 4 4]. This approach can deal with much larger valence spaces
than conventional approaches. Since it calculates ensemble averages, the SMMC
method is not a suitable tool to provide detailed spectroscopy, with the exception
of the ground state expectation values which can be calculated in the low tempera
ture limit. However, it can calculate many nuclear properties such as masses, total
strengths, strength distributions, and deformation. One apparent limitation of the
SMMC approach is the "sign problem" causing non-positive definite integrands lead
ing to intractable statistical errors. However, this problem can be either be circum
vented via an extrapolation method [2] or delayed via the shifted-contour method [ 5 9].
There is even a well known class of schematical interactions free of the sign problem,
which contains most relevant content of the realistic interactions for the calculation
of certain properties of nuclei, such as level densities.
In recent years, we have witnessed an increased interest in nuclei far from the valley
of stability. New experimental facilities are pushing the boundaries of known nuclei
towards the proton and neutron drip-lines . In such heavy regimes where the shell
model calculations are often not feasible, mean-field methods are the main theoretical
tools providing the bulk properties of the nuclei. However shell model predictions for
those regions can be tested in heavy nuclei that lie closer to the line of stability, where
such calculations are possible through SMMC methods. It is also important to test
realistic effective interactions adopted to valence spaces designed for some regions
of heavy nuclei. SMMC methods are also very helpful in astrophysical applications
such as nuclear beta-decay and electron capture rate calculations. Such applications
often involve conditions of extreme temperatures and densities, and are generally
2

beyond the reach of experimental capabilities. Since exact diagonalization methods
are not applicable due to enermous size of the valence spaces, SMMC have often been
the most available, if not the only, means of calculation which is a natural one also
because SMMC methods are designed to calculate thermal expectation values.
For heavy nuclei, or nuclei far from the valley of stability, shell-model calculations
often involve proton and neutron valence spaces that may have only a few or no
common orbitals; hence, despite the underlying NN-interaction is isospin invariant,
the effective interaction in the valence space does not respect this symmetry, in which
case the current isospin SMMC code is no longer applicable to calculations of such
systems. In this work, we first outline the SMMC method in the pn-formalism and
then demonstrate its computational power in an application to even-even 90-104 Zr
and 92-106 Mo isotope chains. In this mass region, occupancies of the single-particle
configurations are known to be related to sudden changes in nuclear properties such
as quadrupole deformation as a function of neutron and proton numbers and a study
of these isotopes may give new insights about the evolution of the shell structure and
a test ground for the shell model interactions in this mass region.

3

Chapter 2
Overview of Nuclear Shell Model
In this chapter we will give a brief introduction to the nuclear shell model starting from
the basic notion of a mean field and shell structure, and then we will outline important
tenets of a typical shell-model calculation. Then the current status of the conventional
shell-model calculations will be summarized. A detailed treatment of the nuclear
shell-model problem can be found in any one of the books in references [ 10, 30, 4 1, 60].
Essential to the nuclear shell model is the idea of a central potential. The early
form of the shell model was able to explain the shell structure and the bulk properties
of the nuclei in the immediate vicinity of magic closures, according to a picture in
which nucleons are independent particles confined by a central harmonic oscillator
potential with a strong spin-orbit coupling:

2

....
1
U(r) = nwr 2 + Dl� +Cl· s.

(2.1)

This potential generates single particle levels which then are filled, starting from
the lowest one up to the shell gap. Then the wave function of the ground state is
expressed as the product of the two Slater determinants, one for the neutrons and
another for the protons. As we add more protons and neutrans thereby departing
from the magic numbers, this picture becomes too simple to explain nuclear properties
and it becomes clear that "residual interaction" between nucleons is essential to mix
different configurations and thus break the degeneracies inherent to the filling of the
orbitals by two or more nucleons.
In this interacting shell model, the nuclear Hamiltonian for a nucleus made of A
nucleons can be written as

4

"

( 2. 2)

"

Ho+ Hres·

Above, we have introduced the concept of "residual interaction" in connection
with the mean-field ( i.e. central) potential. The mean-field potential can be chosen
to be a harmonic oscillator, Woods-Saxon, or Hartree-Fock potential. The nucleons
are assumed to be interacting via a two-body N N interaction, which can be generated
from a microscopic level and at this stage will be taken as a basic ingredient of our
model. Fig. 2.1 illustrates the single-particle orbitals produced by the potential Ui .
A striking observation about the distribution of the orbitals is the grouping of levels
( i. e. shells) and the existence of well-defined gaps between them. The orbitals are
labeled through the quantum numbers { nljtz }, where n denotes the principal quan
tum number, l the orbital angular momentum, j the total angular momentum, and
tz the z-component of the isospin of the nucleon. Each orbital has a degeneracy
of 2j + 1. Hence, single-particle levels in an orbital have an additional m quantum
number for the z-component of the total angular momentum. The single-particle
levels in a given shell have, in general, the same parity and same major oscillator
quantum number. As already mentioned in the Introduction, shell-model calcula
tions are restricted by computational limitations which make certain approximations
unavoidable. Firstly, due to large shell gaps, we generally impose restrictions on the
number of nucleons that can be excited, and secondly, we may truncate the infinite

Ofr12
Oda/ 2
ls 172
Ods/2�

op1 2� shell gaps (magic numbers):
1
0pa/ 2 .-- 2, 8, 20, 28, 50, ...
0s112

F1gure 2. 1: Emergence of shell structure
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Hilbert space to render the problem tractable. The concept of an inert core emerges
by filling the single-particle levels from the 0s 1 ;2 orbital up to a certain orbit right
below a shell gap at a magic number. Nucleons occupying the core will be "frozen",
i.e. they will not be excitable to orbitals above the shell gap. Since the core is
comprised of completely occupied single-particle levels, it is isotropic and has the
spin-parity pr = o + , like a vacuum, and apart from its contribution in the spherical
mean field and the renormalization of operators, the nucleons occupying the core do
not play an explicit role in the shell model calculations. (For light nuclei (A rv 12 ) ,
shell-model calculations can cope with the dimensions of the model space without
the need to have an inert core; hence, they are called the no-core shell-model calcu
lations [24, 46].) The nucleons outside the core are called the valence nucleons. Due
to the same computational limitations, the valence nucleons will be allowed to oc
cupy only a few single-particle orbitals above the core, typically one major oscillator
shell, which defines the valence space. The concepts of the core and valence space
are theoretical idealizations, but their utilization is supported by the fact that the
most significant components of the low-lying states of nuclei can be thought of as
many-body configurations containing excitations of the nucleons into a few orbitals
in the neighborhood of the Fermi level.
Now we can specify a shell model procedure: Choose a proper valence space,
adopt an effective interaction to it, and solve the eigenvalue problem with an efficient
algorithm [9, 11, 21, 31].
Conventionally, model spaces are defined in terms of the shell gaps associated with
the LS oscillator scheme, which are observed experimentally at 2, 8, 20, 28, 50, 82,
126 ... defining the Os, Op, 1s-Od, lp-Of ... shells. However, choosing a suitable
model space may not be obvious in the case of heavy nuclei, in particular, nuclei that
are far from the ,B-stability line, for which shell gaps may be reduced, modified, or
even disappear.· Particularly, for heavy nuclei, the LS oscillator scheme is broken
by the spin-orbit interaction, which is responsible for the exchange of the orbitals
of highest j in two subsequent oscillator shells. In certain mass regions, the break
up of the oscillator scheme poses a challenge for future applications. Also, far from
the ,B-stability line, the single-particle levels may have considerably changing energy
spacings with the increasing number of protons or neutrons. This may result in the
replacement of the well-known magic numbers 8, 20, 28 ... with 6, 16, 34 ... m
neutron-rich nuclei [53].
In a suitably chosen valence space, one can obtain a regularized effective interac
tion through the G-matrix approach, starting from the bare NN-force. However, the
G-matrix method often requires some phenomenological corrections, particularly for
the single-particle energies, and also it is known to work better in no-core calcula
tions, and for model spaces with a small number of valence particles. Truncation of

6

the infinite Hilbert space into the valence space necessarily implies the introduction
of effective operators through a renormalization procedure:
( 2. 3)

Once a good valence space and an effective interaction suitable for it have been
determined, one aims to solve the secular equation to obtain as much physical in
formation as possibly available by the method of solution. Therefore, as long as
computationally feasible, the method of solution should be the exact diagonalization
of Eqn. 2. 3. For this purpose, the Lanczos algorithm has become a standard, as it is
very efficient for the computation of the low-lying eigenvectors, which are the most
important for nuclear structure calculations.
Existing computer codes performing exact diagonalization fall into two main cat
egories:
• m-scheme:
Glasgow-Manchester code (6 5], ANTOINE [1 3], OXBASH ( 57] etc.

• the coupled scheme (J or JT):
Oak-Ridge/Rochester code [2 5], Drexel University code (DUSM) [1 4],
NATHAN ( 4 8] etc.
The m-scheme approach uses the Slater determinants of A particles distributed
in k individual single-particle states as its basis states. Since fermionic occupation
numbers for an individual single particle state can only take the values O or 1, each
Slater determinant can be represented naturally in the form of an integer word, of
which every bit is associated with a single particle state. Despite its simplicity, them
scheme approach has the disadvantage that J and T are not good quantum numbers;
hence, the dimensions of the matrices are maximal, i.e., the space contains all states
with J 2::: Jz and T 2::: Tz . For large model spaces, a coupling scheme (J or JT)
is, in general, more efficient in terms of memory because the full m-scheme matrix
is reduced to boxes of smaller dimensions of good J (or JT) quantum number. In
general, this reduces the memory requirements considerably but the price to pay
is the necessity of computing the coefficients of fractional parentage. Considering
the overall efficiency, however, the two approaches are complementary to each other
depending on the nature of the shell-model calculation. Typically coupled codes are
used for low J calculations.
Feasibility of the traditional diagonalization methods, whether based on the m
scheme or the coupled scheme, is limited by the number of many-body basis states
which can grow very quickly with the number of valence particles or the dimension
of the valence space. One can see this by calculating the total number of Slater
7

Table 2. 1: Shell-model dimensions for typical nuclei for various major shells. Dimen
sions are given for M = 0 states [ 4].
# of single-particle states nucleus
shell
i B
6
p
2ssi
12
sd
60 zn
20
fp
13
2 Dy
50 � Z, N � 8 2
32
110
Dy
3 2, 4 4
50 � Z � 8 2, 8 2 � N � 126

M

= 0 states

9.4
2.0

84

104
9
X 10
16
rv 10
X

rv 1020

determinants within a Hilbert space, which can give a rough estimate of the dimension
of the m-scheme or coupled scheme spaces
( 2. 4)
Above Ns1r and Nsv are the number of single-particle states for protons and neu
trons, and 1r and v are the number of valence protons and neutrons, respectively.
The actual dimension of the m-scheme, Dm , or of the coupled scheme, DJ , is, in
fact, several orders of magnitude smaller than the number D given by Eqn. 2. 4, as
the z-component of the angular momentum is fixed in the m-scheme and we project
states of good angular momentum in the J-scheme. Take the example of the mid-fp
shell nucleus 60 Zn. Eqn. 2. 4 gives D � 3. 4 x 10 10 Slater determinants. The dimension
of M = 0 states is approximately 2. 0 x 10 9, whereas the dimension of J = 0 states is
of the order of 10 7 [ 4 9]. In Table 2. 1, the m-scheme dimensions for M = 0 states for
some major shells are shown.
As seen in Table 2. 1, the enormous increase in shell-model dimensions suggests
that regardless of possible advances in computational power in the future, shell-model
calculations for many nuclei will lie well beyond the reach of feasibility. Fig. 2. 2 shows
the increase in the floating point computational speed in Gflops through years. A
number of shell-model applications and the corresponding m-scheme dimensions are
also indicated. One can see that, roughly speaking, the computational power has
doubled every two years. Nowadays, ANTOINE and NATHAN codes can deal with
matrix dimensions Dm rv 10 9 and D J rv 10 7 , respectively.
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1940

1960

1980

Year

2000

Figure 2. 2: Evolution of CPU speed of computers and shell-model dimension [ 4].
In contrast to the conventional diagonalization methods, the numerical effort re
quired by the SMMC method scales much more gently with the dimension of the
valence space, and it is independent of the number of valence nucleons. Moreover,
it is parallelizable in a straightforward fashion. Thus, SMMC renders much larger
shell-model calculations amenable than the largest calculations that can be done us
ing the conventional diagonalization. In this chapter we have summarized the basics
of a nuclear shell-model calculation and mentioned various traditional methods; now
it is time to present the formal description of the SMMC approach which will follow
in the next chapter.
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Chapter 3
Monte Carlo Methods
3.1

The Hubbard- Stratonovich Transformation

SMMC calculations employ the imaginary-time many-body evolution operator (; =
e -f3 iI to project out the ground-state properties and evaluate thermal expectation
values (0) = Tr(UO ) /TrU. Above f3 = l /kT is the inverse temperature. Central to
the development of the SMMC technique is the Hubbard-Stratonovich ( HS ) trans
formation [33] by which the imaginary-time evolution operator (; is managed. Here
we restrict ourselves to Hamiltonians that have at most two-body terms which can
always be cast into the "normal" form as
(3.1 )
Above Ei is the energy of single-particle level i. The operator Po: is a linear combi
nation of one-body density operators Pii = a!ai . Note that the number of operators
Po: can at most be N;, where N; is the size of the valence space. A o: are eigenval
ues associated with the interaction matrix and they are real. To see what the HS
transformation does, we will start with the well-known Gaussian integral identity,
e

- l t;.p�6 2 ·
2

=

�,B/.AI / da e _ l �f31.Xla
--

V

2

2w

2

+t:!..(3su.XO

(3.2)

where s = ±l if ,X > 0, or s = ±i if ,X < 0. This identity shows how the evolution
operator O can be linearized by introducing an auxiliary field a0 for each operator

60: :
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( 3. 3)
where
( 3. 4)
However, since, in general, [00 , O,a ] =/= 0, direct use of the identity in Eqn. 3. 3 would
be inappropriate. Therefore we split the time interval [O, /3] into Nt time slices and
write the operator U as
(3 .5)

Now we can use the identity since the error terms due to the non-vanishing commu
tators are of order (b../3)2 • We label time slices such that Tn = nb../3 for n = l . . . Nt ,
and introduce a different set of auxiliary field a0 (Tn ) for each time slice to obtain the
HS representation of the operator U:
(3 .6)

where the metric of the functional integral is given by

'D [a] =

IJ t',,.f327r1 Vo l da (-r ) ,
0

a ,n

n

(3 .7)

and the Gaussian weight above is defined as
(3.8)

Note that the resulting path integral representation in the auxiliary fields a has a
one-body evolution operator

11

(3.9 )
where the linearized Hamiltonian is defined by
(3. 10)
Q

Now the thermal expectation value of an operator
representation as

(O)

6 can be expressed in the HS

= Tr [Oe- 1311 ] = fV[a]G (T ( O ) (T�(T
fV [a]G(T �(T '
Tr[e-PiI ]

(3. 1 1 )

where the following definitions are used:

[ (T ]
( O ) (T = Tr 6? _
TrU(T

(3.12)

According to the definition above, (0) can be interpreted as the expectation
value of the operator 6 in a non-interacting system of fermions moving in fluctuating
mean fields a( T) . This is the crucial outcome of the HS representation, by which
the two-body interactions in the Hamiltonian are linearized with the introduction of
fluctuating auxiliary fields. The resulting one-body traces, as we shall see later on,
can be evaluated by manipulations of matrices of dimension N8 x N8 where N8 is the
size of the valence space, including both proton and neutron single-particle levels.
This is how the many-body problem is rendered "tractable". At each time slice, we
have introduced an auxiliary field for each A n whose number can be at most N; . Thus
the dimension of the multi-dimensional integrals in fluctuating fields is of the order
of N; Nt , These integrals can be evaluated using Monte Carlo methods, the basics
of which will be summarized in Sec. 3.3. In particular, the Metropolis algorithm
will be described as a suitable way of generating the auxiliary fields to perform the
integrations stochastically.
In order to use Monte Carlo methods, we need to define a positive-definite weight
function
CT

(3. 13)
12

so now Eqn. 3. 1 1 can be rewritten as

(O)
where

<I>
= ((O)cr <I>cr)w
= JV[a]Wcr (O)cr cr '

JV [a]Wcr <I>cr

( 3. 1 4)

( <I>cr ) w

( 3. 1 5)
is the sign of the partition function.
Note that we have expressed the integrals in Eqn. 3. 1 4 as W-weighted averages.
Performing a random walk in the iJ space, we can generate a statistically independent
set of auxiliary fields { ak : k = l, . . . , N} distributed according to the weight function
Wcr , and thus write the W-weighted average of any a-dependent function X as
( 3. 16)
Thus, we can write the Monte Carlo result for the observable O in Eqn. 3. 1 4 as
( 3. 17)
up to a statistical error given by
fJ (O)

_1_ ( 0
MC =
[

vN

2 2 ) - (O <I> ) 2 (O <I> ) 2
<1>
(( <I> 2 ). - ( <I> ) 2)
<I>
<I>
( )2
+ ( )4

-<�f; (
A

( 6<T?2 ) - ( <P) (6<T?))]

1/2

( 3. 1 8)

The uncertainity above is estimated from the variance of the "observations" (O) crk .
We have taken into account the correlations of (O) crk with <I> crk since both are calcu
lated from the same set of fields.
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3.2

Quadratization of the · Hamiltonian

We have seen in the section above that, to utilize the HS representation, we need
to cast the two-body part of the Hamiltonian into a quadratic form using an appro
priate set of operators. The set of operators can be chosen as linear combinations
of one-body density operators or linear combinations of pair creation and annihila
tion operators. The first approach is called the density decomposition, and the latter
the pairing decomposition. We can exemplify both ways of decomposition on an
individual interaction term [ 3 9]:
( 3. 19)

Let ' s start with the density decomposition. There are two possible ways of doing
this, either by grouping ( 1, 3) and ( 2, 4) to obtain

fI

�
a 1 a3 at2 a4 -at1 a4623

-at1 a4623 +

-

4
1

1 t
1
[a 1 a3 , a2t a4] + ( a t1 a3 + a2t a4) 2

2

(at1 a3 - a2t a4) 2 ,

4

( 3. 20)

or grouping ( 1, 4) and ( 2, 3) to obtain

fI

( 3. 2 1)
( 3. 2 2)

Alternatively in the pairing decomposition, one groups pair creation and annihi
lation operators together:
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H

�
a 1 a 2 a 4 a3
�

( 3. 2 3)

+ l [at1 a2t , a3 a4).
2

( 3. 2 4)

1

1
( a t1 a2t + a3 a4 ) 2 - ( at1 a2t - a3 a 4)2
4
4

All the commutator terms above are one-body operators, and they should be added
to the one-body term of the Hamiltonian. This example has thus shown that it is
possible to transform the two-body part of a general Hamiltonian into a quadratic
form. Although we mention the pairing decomposition for purposes of completeness,
we will follow the density decomposition approach. But in principle, it is possible
to use either approach, or both at the same time, since the resulting path-integral is
independent of the way the Hamiltonian is decomposed.
In the following, we have adopted a notation that a labels a single-particle level
with the quantum numbers nljmr, where T signifies either a proton ( T = 1r, t z =
- 1/ 2) or a neutron ( T = v, t z = 1/ 2). a labels an orbital with the quantum num
bers nlj r. Let us start applying the density decomposition to a general shell-model
Hamiltonian iI = H1 + H2 , where

LE �
l
V
2L
,8,6

H1

a

a

H2

( 3. 2 5)

a aa

a ,e

a

,8 at at a5 a,.
a

,e

( 3. 26)

The nucleon-nucleon interaction must obey rotational and time-reversal invari
ance, and respect parity conservati_on. It is convenient to write the Hamiltonian in
such a way that the rotational invariance and shell structure are explicit:

fl2

iLL
x

abed

J

[(1 + 8ab ) ( I + 8cd)]

L A�u (ab)AJu (cd),
M

1 12

v/ ( ab, cd)
( 3. 27)

where V/ (ab, cd) are the anti-symmetrized two-body interaction matrix elements in
the J-coupled scheme satisfying:
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(3.28 )
The pair creation and annihilition operators in this ]-coupled scheme are defined as

(3.29 )

(3.30 )
Note that, in general, isospin invariance can also be made explicit in Eqn. 3.27,
as done in [37, 39]. However, as we mentioned earlier, effective interactions derived
for non-identical proton and neutron valence spaces break this symmetry. Since it is
our aim to deal with such cases, we are not going to follow that approach.
The Hamiltonian in Eqn. 3.27 can be expressed in diagonal quadratic form in
terms of density operators with definite multipolarity defined as
PKM (ab)

=

L (jamajbmb l KM ) at maTa ajbmbTb = [at Ta ® CLjbTb ]K,M,

(3.31 )

ma mb

where we have used the definition of time-reversed operators,

1 -ma Ta ·
1 ma Ta = ( - l ) ia +ma aJa
aJa

(3.32 )

Performing a Pandya tr_ansformation [10], the two-body part of the Hamiltonian
can be decomposed as H2 = fl� + HL such that

fI'2
where

E:d

(3.33 )

ad

L LK EK (ac, bd) L ( - l )
2 abed
M

and EK (ac, bd) are given by
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M

PKM (ac)fJK - M (bd ),

(3.34 )

(3.35 )

EK (ac, bd)

( - l )ib+ic

1) - lf (2 J + 1 ) !a lb

{

J

X � Vf (ab,

)d

Jc

i< }

cd) J(l + 8ab) (l + 8c,1)

(3.36 )

We can now rewrite H� in Eqn . 3 . 34 as

fl; =
where the notation i

=

� L L EK (i, j ) L H ) M /JKM (i ) PK-M (j ) ,
ij

(ac), j

K

=

M

(3.37 )

(bd ) is used . By diagonalizing the EK matrix
(3.38 )

and defining
(3.39 )
we can represent H� as

fl� = �

L >-.Ka L ( - l ) M /JKM (a ) /JK-M (a ) .
Ka

(3.40 )

M

Forming the following linear combinations of P KM ( a )
lJ KM ( a ) PKM ( a )

y'2 ( 1�0M o ) ( PKM ( a )

+ ( - l ) M PK-M ( a ) )

,

M
- y'2 ( 1�0M o ) ( PKM ( a ) - ( - l ) PK - M ( a ) ) ,
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(3.41 )
(3.42 )

we finally bring H� into the desired form:
(3.43 )
The HS transformation applied to the diagonal quadratic form of the nuclear
Hamiltonian yields the one-body Hamiltonian hur of time step Tn :

Q

+

ad

S K a A K L (Q KM ( a )aK
L
2".:0
K
a

o

M

Mon

n

+ PK M ( a )a� Mon ) .

(3.44 )

Since we have two quadratic terms in H� , we need two sets of auxiliary fields, namely
aK Man and ak Man to couple to Q K M ( a ) and Q K M ( a ) respectively.

3.2 . 1

Isospin formalism vs. proton-neutron formalism

In the section above, we have expressed the two-body Hamiltonian in its J-representation,
in which case the resulting linearized Hamiltonian will mix protons and neutrons.
This is because the linearized Hamiltonian h uu' is a linear combination of operators
PKM (ab ) which has terms like atan and atap . An inevitable consequence of having
such terms in h uu' is that although the total number of particles will remain the same,
proton and neutron contents of the Slater determinants may change from sample to
sample since
e-f3hu I SD) z,N

=

I SD') z ,N' ·
1

(3.45 )

In this so called pn-formalism, conservation of proton and neutron numbers may
be enforced, as we shall do later in Sec. 3 .4.1 , by projecting only those Slater de
terminants with the desired proton and neutron numbers. This is where the new
implementation ( SMMCpn ) differs from the existing implementation. In the latter
case, a manifest separation of the neutron and proton sectors is achieved by em
ploying the isospin formalism as explained in detail in [37, 39]. An isospin invariant
Hamiltonian, which is written in its JT-representation can be quadratized solely in
terms of density operators that conserve proton and neutron numbers. As long as
the isospin symmetry is intact, the isospin formalism should be favored because the
number of auxiliary fields is halved, and instead of employing a double projection as
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done in the pn-formalism to achieve the desired proton and neutron numbers, only a
single projection is necessary, one for the number of protons and another for the num
ber of neutrons, each done separately in the respective proton and neutron sectors.
These factors speed up the computation noticeably. But the raison d 'existence of the
SMMCpn is not to challenge the computational efficiency of the isospin SMMC im
plementation, but to carry out large-scale shell-model calculations with model spaces
built on non-identical proton and neutron cores, where the latter approach can def
initely not be used. Improvements in computer speeds and memory have recently
allowed the completion of the fp-shell calculations by the conventional diagonaliza
tion methods. Shell-model calculations in mass regions beyond the fp-shell are crucial
to test model spaces to see whether configuration mixing within the set of orbitals
in these valence spaces is adequate for a microscopic understanding of the nuclei in
these regions. In addition, the A rv 100 mass region is an important meeting point
for the shell-model and approximate methods such as deformed Hartree-Fock and it
is important to study interesting phenomena such as shape transitions from different
perspectives. Calculations that can be carried out by SMMCpn should therefore be
of great value to this end.

3.3

Monte Carlo Methods

In the sections above, we have seen how the imaginary-time evolution operator can be
reduced to a multidimensional path-integral over auxiliary fields. Thus we calculate
thermal expectation values by evaluating the ratio of integrals in Eqn. 3. 14. In this
section, we are going to review the Monte Carlo quadrature and outline the Metropolis
algorithm for efficient and accurate evaluation of these multidimensional integrals.
One can find more on this topic in [ 47, 6 4]. Here we will give a brief introduction.
As mentioned before, the dimensions of the integrals are of the order of N; Nt ,
and this number can be very large even for a moderate shell-model calculation. As an
example, consider a typical fp-shell calculation in which proton and neutron valence
spaces have 20 single-particle levels each. Remember that in the formalism we have
chosen, protons and neutrons are treated alike; hence, the total number of single par
ticle levels Ns = Ns1r + Nsv is 40. Using a typical value of 6 4 time slices, we obtain
the number of auxiliary fields needed to be in the order of 10 5 • Using a conventional
method of integration in which we have N mesh points for each dimension of in
5
tegration, we would need to evaluate the integrand N 10 times, and obviously even
for very small N, this would be an overwhelming number beyond the reach of any
imaginable means of computation! The problem with conventional integration lies
in the fact that the desired levels of accuracy can be attained in a very impractical
way as a function of the number of mesh points. Take the example of an integral
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evaluated using Simpson ' s rule, where a d-dimensional integral has an error of the
order of O( N!1 d ) . For large dimensions d, this error falls off very slowly with N.
On the contrary, Monte Carlo integration treats the integral statistically where the
errors in the sampling decrease with the number of samples N as 1/ VN, indepen
dent of the dimension of the integral. Hence, for multidimensional integrals, Monte
Carlo integration has a greater advantage over standard methods, and for very large
dimensions, it is the only way the integration can be carried out.
Consider the expectation value of a a-dependent function X

(X ) =

fV[a]W(a)X (a)
JV[a]W(a)

( 3. 46)

and assume that W(a) is positive-definite. (A more general case will be discussed in
section 3.5.) Eqn. 3. 46 can be given a statistical meaning by identifying

P(a) =

W(a)
fV[a]W

( 3. 47)

as a probability distribution satisfying

P(a) � 0 ,

J 'D[a]P(a)

=

1.

( 3. 4 8)

We can approximate Eqn 3. 46 by forming an average over N statistically independent
samples distributed according to P(a)
( 3. 49)
i=l
u i 1: P(u)

The value of this sum varies with the sampling. Therefore the sum itself has
a probability distribution of its own. Using a central limit theorem, one can show
that this distribution for large N approaches a normal distribution independent of
the probability distribution P(a) and the function X (a) , and the dimension d. The
standard deviation in Eqn. 3. 4 9 is given by
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(3.50)

where we can use the estimate

(3. 5 1 )
i=l

i=l
a i e P(a)

for large N.
We will now turn our attention to how the sampling is performed. We will do
this first by considering a Markov process which generates a sequence of variables
{x 1 , x 2 , x 3 , . . . } according to a rule such that the probability distribution for the ( n +
1 ) st element in the sequence depends solely on the probability distribution of the nth
element. Such a sequence is called a Markov chain. Below we will show the criteria
which must be satisfied by the rule to ensure that the elements in the sequence will
eventually be distributed according to a specified probability distribution. Then as a
specific example to this rule, we will give an outline of the commonly used Metropolis
algorithm.
Let x be the current and y be the next element in a Markov chain, and let P(x --+ y)
denote the rule by which we generate y starting from x. Since each point x is assigned
to a new point y somewhere in the interval of interest, P(x --+ y) satisfies

fdy P(x ---+ y) =

I.

(3.52)

Let the probability distribution of the current element be give·n by normalized
p(x) , then the probability distribution of points in the next element is given by

p(y) =

fdx P(x ---+ y)p(x)

(3.53)

J

which obviously preserves the normalization condition, i.e., dyp(y) = 1.
Now let p 8 (x) be the probability distribution that we would like to sample. Then
it is sufficient for a Markov process that the rule P(x --+ y) satisfies the following two
conditions
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• one must be able to access all y with P(x -+ y)

• the condition of microreversibility must be satisfied

Ps (x)P(x -+ y) = Ps (y)P(y -+ x).

(3.54)

Proof. We will first show that p8 (x) is an equilibrium solution, that is, eventually
after each step one gets the same probability distribution Ps (x) as the one before

fdx P(x ---+ y)p,(x) = fdx P(y ---+ x)p, (y)
p,(y) f dx P(y ---+ x) = p, (y) ,

p(y)

(3.55)

where the condition of microreversibility and normalization were used. The second
step in the proof is to show that the distribution converges to Ps (x). To do this, let us
first define a measure for the deviation of the distribution p(x) from the equilibrium
distribution Ps (x) as
Dold

fdx lp(x) - p, (x) I .

(3.56)

The deviation in the next step will be

fdy l /dx p(x)P(x ---+ y) - p,(y) I

Dnew

/ dy [ / dx (p(x) - p,(x)) P(x ---+ y) [
<

fdy fdx lp(x) - p,(x) I P(x � y) ,

(3.57)

hence
Dn ew

:<'. / dx l p(x) - P, (x) I =

Dold ·

(3.58)

Thus the deviation from the equilibrium distribution is non-increasing. The equality
is satisfied only in the case of equilibrium, or in the case when some configurations are
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inaccessible, but this case is excluded by hypothesis. Therefore the process is certain
to yield the desired probability distribution.
There are a variety of known algorithms P(x ---+ y) satisfying the conditions men
tioned above. Because of its simplicity and applicability to an arbitrary distribu
tion, we have used the Metropolis algorithm which is due to Metropolis, Rosenbluth ,
Rosenbluth, Teller, and Teller [44]. This algorithm generates field configurations
{ a 1 , a2 , . . . } that are randomly distributed according to some probability distribution
P as in Eqn. 3.47, by repeating the following procedure times
1. Start with some initial configuration ai
2. Move to a trial configuration at
3. Calculate the ratio

(3 . 5 9)
4. If r > l , then accept the trial move, i.e., ai + 1 = at . If r < l, then accept the
trial move with probability r. This can be done by generating a random number
R on [O, 1]. If R � r , then ai + 1 = at , otherwise reject the move i.e., ai+I = ai.

5. Go to step 1.

Proof Values at can take are not restricted ( see below ). Hence the first condition
is satisfied. To see that the condition of microreversibility is satisfied as well, consider
first the case r = P(at )/ P(ai) > 1, for which P(ai ---+ at ) = l. Going the other way,
i.e. , at ---+ ai is accepted with probability
(3.6 0 )
Therefore
(3.61 )
The argument for the other case i.e., r � l follows analogously; hence, the microre
versibility condition is established.
Implementation of generating trial steps: One easy way of implementing the trial
move is by updating fields according to
(3.62 )
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where � is a random number in the interval [-1, 1] and Lia is the characteristic step
size, which is Ghosen so that about half of the trial steps are accepted. To see why,
consider the case in which the step size is very large; then, it is very likely that P (at )
will be much smaller than P(ai); thus, the step will be rejected. In the other extreme
case, in which the step size is very small, the step is very likely to be accepted, but
then a will take a very long time to explore the full space. Therefore the step size
should be chosen so that a compromise between the two inefficient cases is obtained.
An alternative way of updating the fields turns out to be more efficient due to a
considerable reduction in the correlation length (discussed below). This is achieved
by employing a discrete version of the HS transformation:
( 3.6 3)
where
f (a)

=

6 [c5 (a - ao ) + 8 (a + a0 ) +
1

4 8 (a)],

( 3.6 4)

and a0 = ( 3/>..Li/3) 1 /2 • Using this procedure, the path integral has been reduced
to a path sum in which the fields have become three-way variables. Note that this
approach, which can be called the discrete evolution, would not introduce a loss of
accuracy, because the accuracy of the HS transformation is determined by the commu
tator terms (remember that Eqn. 3. 3 is valid up to order Li/32 ). In the implementation
of this approach, we choose a pre-determined relative probability 'IJ· Then for each
field a, we generate a random number � in (0, 1]. If � ::; TJ, then the field is allowed to
take one of the three permissible values according to their relative weight, i.e.,
a0 · (with 1/6 probability)
0 (with 2/ 3 probability)
a0 (with 1/6 probability).

( 3.6 5)

Just like in the alternative implementation mentioned above, the relative probability
'I] is chosen so that the acceptance ratio is � 50%. The SMMCpn code uses this
approach.
Th ermalizat ion and decorrelation: We start our calculations with randomly ini
tiated auxiliary fields. In order to ensure that the fields get distributed according
to the sampling function, the Metropolis algorithm must be run long enough. This
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process is known as thermalization. Only after stabilizing the walkers density at the
sampling density, we must start the actual sampling of the observables.
Another point of importance in the sampling is statistical independence. Since
the generation of ( i + 1 ) th configuration depends on the ith one, we should expect
some correlation between successive samples. The error estimates given by Eqn. 3.50
would then be wrong, since in its derivation, statistical independence of the samples
X (a-i ) is assumed. As a measure of correlation of X (a-i ) to X ( a-i + k ) , one can use the
autocorrelation function,
(3.66 )
Once the autocorrelations are obtained for various correlation lengths k, one can
choose a particular value of correlation leg at which autocorrelation function is small
enough, say, about 0.1. Then we will skip the field configurations O"i as many times
as this length to sample observables X (a-i ) - This way we can practically render the
sampling statistically independent.

3 .4

Calculation of Static Observables

Having reviewed how the integration is carried out, we now turn our attention to the
evaluation of the integrands, in particular the various traces appearing in Eqn. 3.12.
This task can be handled by the algebra of N8 x Ns matrices. This follows from
the matrix representation of hu ( Eqn. 3.10 ), and thus of Uu . Introducing the matrix
notation, we define ( hu ) a,e = ( a l h u l /J) . Then we can write uu (Tn ) = e-�,Bho- (Tn ) and
express the one-body evolution operator in its matrix representation as
(3.67)
For the evaluation of thermal expectation values, one can use either the grand
canonical or the canonical ensembles. The former is not a suitable choice for atomic
nuclei because of fluctuations in particle number, and the fact that expectation values
of observables are averaged over neighboring nuclei, which often display dramatically
different properties. Therefore a canonical ensemble must be employed. In our cal
culations, we will use the Fourier extraction method [37, 50] to retrieve the canonical
traces from the grand canonical counterparts.
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We will start with evaluating TrUa for 1-body, 2-body, . . . N8 -body states
(O IUa l O)

=

L ( i l Ua l i)

1,

= trUa ,

� L. ( ij ! O-u l ij) = � [(trU u )2
1,J

-

trU !] ,
(3.68)

Summing up the n-body traces corresponding to all possible number of nucleons the
valence space can get hold of, we obtain the grand canonical result,
(3.69)

This relationship can be verified by a direct expansion of the determinant in powers
of U. Above, the labels Tr and tr are used for many-body operator and matrix traces
respectively. The vacuum state is denoted by I O). A corresponding canonical trace
for fixed N and Z,

(3.70)

will be extracted in the next section. Above A _ (N, Z) = (A, Tz ) is a shorthand
notation characterizing a specific nuclei for which the canonical trace can be obtained
by using the projection operators for the good A and Tz :
(3. 71 )

3.4. 1

Proj ecting onto good A and Tz states

The evaluation of thermal expectation values of an observable X (we will consider
one and two-body cases below) for a given nucleus specified by A ,

,. .

(X )A =

f V[a] W(a) ( X ) a A <I>(a)
f V[a] W(a) <I>,(a)
'
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(3.72)

involves the computation of the traces in
(3.73 )
Let us start with the evaluation of (A - We first write the (total ) number-projection
operator in its familiar integral representation

" = 121r dcp

- '"'A

'"'IV .

-e i'+' ei'+'

PA

0

21r

(3.74 )

However, we prefer to use the equivalent expression
(3.75 )
in which an arbitrary constant µ is introduced. A numerical value for this constant is
chosen to ensure better numerical stability. The canonical trace over a fixed number
of nucleons can thus be written as

(3.76 )
where the linearity property of a trace is used in the second line. Upon diagonalizing
Uu and writing its Ns eigenvalues (which can, in general, be complex ) in the form
e - E>. , the trace above can also be expressed as
(3.77 )
The grand canonical trace in the integrand of Eqn. 3. 77 contains contributions
from canonical ensembles of all particle numbers in O ::; A ::; Ns . Since these con
tributions vary noticeably with A , the value of µ is optimally chosen so that the
contribution corresponding to the desired value of A can be obtained with higher ac
curacy. This can be done by following the analogy of obtaining the chemical potential
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µ in thermodynamics. First we sort the eigenvalues of U a in increasing order so that
Re E 1 :s; Re E2 :s; . . . Re EN8 A good choice for µ is then (Re EA + Re EA+ i ) / 2 [ 37].
In order to target a specific nucleus in our calculations, we also need to project
onto good Tz states. This is done by the application of (total) Tz -projection operator
as well:
•

( 3.7 8)
where Tz is given by

(--=-!l__Q_)

Tz = 2 � .
1

( 3.7 9)

Above the upper left (lower right) quadrant is the proton (neutron) sector.
When implementing the Fourier extraction method, discrete sums are used instead
of the integrals above. This is done by the replacement
( 3. 80)
where the quadrature points are given by ¢m = 21rm/Ns and 0n = 21r n/(NTz + l),
where N8 is the number of single-particle states, and NTz is the number of values Tz
can take, which can be determined simply from the number of nucleons and the the
orbitals in the valence space.
Now we consider the evaluation of the expectation values of one- and two-body
operators .X . Starting with the one-body case first, in each Monte Carlo sample we
. need to compute
( .X ) a,A

=

L Xa13 ( al a13 ) a,A ,
a/3

( 3. 8 1)

where X013 = (a lXl,B). Hence the basic quantity of interest is ( ala13 ) a,A , which can
be obtained using the projection techniques that are described above on the grand
canonical counterpart [50]:
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(3.82)

Hence we have
l __ � � - iA<J,m -f3Aµ -iTz 0n
'T/mn ( a ) 'Yamn
( aat a/3 ) A _ ___
e
e
e
/3 ( a ) ,
r
o-, - Ns ( N z + l ) (A (a ) � �
A

NTz

(3 . 83 )

where 'T/mn (a) and 'Y;;}? (a) are defined as
(3.84)

(3.85)

A similar expression can be written for the expectation values of two-body operators.
For this purpose, we first rearrange the creation and annihilation operators

(3.86)

where X 013-y 8
is given by

= ( a ,B I X l,y8) . The first term can be evaluated using (ala5a1a-y ) a, A which

Computational effort for the calculation of 'T/mn can be eased by the diagonalization
of V a which is defined as
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(3.88)
Thus, we can express the determinant in terms of the eigenvalues Ai n ) of
I

rJmn (a ) =

IT ( 1+ e
Ns

f1 µ e i <Pm Ai n )

).

n
U� )

(3.89)

The transformation matrix P associated with U�n ) can then be used for the evaluation
of ,;;it (a) as well:
,;;1t (a ) =

3.4.2

LP
6

11c5 (l

+ ef3 µ ei<Pm Ain) ) - l ef1µ e i <Pm p;;;} .

(3.9 0)

Projecting onto good parity states

An important property of nuclear levels is parity. Parity distribution of nuclear
levels is important for understanding parity-violating processes and neutron capture
reactions. Many heavy elements are synthesized by radiative capture of neutrons
by s- and r-processes, and knowledge of parity-projected level densities is crucial for
theoretical estimation of the nuclear reaction rates in nucleosynthesis. Using similar
projection techniques presented in the section above, it is also possible to project
onto good parity states in the evaluation 9f the traces. Since calculation of level
densities in the shell model is computationally intensive due to large model spaces,
· SMMC methods were used in the past for this purpose ( 3, 4 5]. Here we will follow the
discussion given in ( 4 5].
First, we define positive and negative parity projection operators ·

P± = ( 1± P)/ 2,

(3.91)

where P is the parity operator. In its matrix representation, P is diagonal with matrix
elements ( .:_ 1)'i , where li is the orbital angular momentum of the single-particle level
i. Thermal expectation values of an observable over good parity states is given by
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which can be rewritten as

Tr[P±UX]
Tr[P±O]
f V [a] G(a)TrA [P± Uu X]
f V [a] G(a)TrA [P± Ou ]

f V [a] W (a) <I> (a)[(X) u,A ± (X) u,A, P (A, P (a)/ (A (a)]
f V[a] W (a)<I> (a)[l ± (A,P (a)/ (A (a)]

( 3. 9 2)

( 3. 9 3)

Above we have used the definition of the canonical partition function of the non
interacting propagator (A (a), expectation value of X in the non-interacting system
(X) o-,A and the Monte Carlo weight function W (a) as given in Sec. 3. 1, and intro
'
duced new quantities
(A,P ( a )
(X) u,A,P

TrA [?Uu ],
TrA [PUu X]
TrA [PUu ]

( 3. 9 4)

( 3. 9 5)

The operator POu can be represented by the matrix PU o- , and using the matrix
algebra quantities like (A,P (a) and (X) o-,A,P are computed as usual with the difference
that the matrix Uu is replaced by PU o- .

3.5

The Monte Carlo Sign Problem

The whole discussion of the SMMC method relies on the evaluation of the path
integrals stochastically. For this purpose, as mentioned in section 3. 3, the weight
function W (a) must be positive-definite for all a in order to interpret it as a prob
ability distribution. However this is not always the case. Apart from a class of
schematic interactions [ 3 9], most interactions produce TrUu ; hence, W (a) is not nec
essarily positive-definite. In that case, the average value of the sign, ( <I> u ) w , which is
used in the normalization of Eqn. 3. 46, approaches zero due to cancellations of the
fluctuating sign from sample to sample. As a result, the uncertainity in Monte Carlo
estimates in Eqn. 3. 1 8 becomes too large. This situation causes uncontrollable numer
ical instabilities, and is known as the Monte Carlo "sign" problem. The sign problem
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often gets worse at lower temperatures due to an exponential decrease in the average
value of the sign with /3, and thus limits the usefulness of the method most severely
at the ground-state calculations. It turns out that the sign problem is inherent to all
fermionic Monte Carlo methods [ 4 2], and an exact cure is still not known although it
is possible to delay the problem [ 5 9]. In this section, we are going to discuss the issue
of the sign problem at some length and finally outline a practical solution method
due to Alhassid et.al. [ 2], which is used in the Zr and Mo calculations that will be
presented later in this work. In the literature there exist numerous (isospin) SMMC
studies in which the use of this technique has been validated [ 18, 37, 3 9, 40].
An apprehension of the sign problem is closely related to the time-reversal prop
erties of the linearized Hamiltonian. The time-reversed partners of the creation and
annihilation operators are defined as:
·

= ( - 1) 1 +m ajm ,

aj m
aL
Jm

= (-l)i +m a�J m ·

( 3. 96)

a=tjm - -ajt m ·

( 3. 97)

Note that the spin-half nature of the states implies

Let us write a given Hamiltonian in an explicit time-reversal invariant form

( 3.9 8)
where all An are real and the density operators are given by
A

Pa

= L.....t

"""' cQ

ij

'

ii Pii ,
A

( 3. 9 9)

and Pa is the time-reverse of Pa · Applying the HS transformation, we obtain the
linearized Hamiltonian
hu (Tn )

= L Ea aJ ai + L (sa AaO"an Pn + Sa Aa a:nPn ) .

(3.100 )

Q

Note that Pa and Pa couple to complex-conjugate fields, but the linearized Hamil
tonian is not necessarily time-reversal symmetric in general. However for the class
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of Hamiltonians with A a negative for all a, we have s 0
symmetry is established,

1 and the . time-reversal

(3 . 101)

We will now show that this property will guarantee that the grand-canonical TrUu be
positive-definite and thus the sign be equal to unity for all samples. Let us start with
reordering the single-particle states such that their vector representation contains
states with m > 0 in the first half, and their time-reversal partners in the other:
(3 . 1 02)

Then one can show that, in its matrix representation,

h can then be written as
(3. 103)

It then follows that the one-body imaginary-time evolution operator will be repre
sented by
U

= IT e-�/3hn = (

Q
*
P*
-p
Q

)

(3 . 1 04)

The matrices An ,B n ,P, Q are of dimension Ns /2. Diagonalization of U then yields
a complex-conjugate pair of eigenvalues, t and t*, with the eigenvectors ( � ) and
( - :: ) , respectively. Thus we have

TrU = det [1 + U] =

Ns /2

IT (1 + t:,\ ) (1 + t:; ) > 0.
.X

(3. 105)

For the more complicated canonical case, in which the trace above includes only
states of fixed particles, TrU is also positive-definite for even-even nuclei under the
condition of A a < 0. However, it can be shown that there is another kind of sign
problem for odd-A nuclei. The discussion below is taken from Koonin et. al. [37].
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For demonstrating the point, only one kind of nucleon in the simple cases in ·which
N8 = 2 and A = 1 or A = 2 is considered. It follows from the Eqn. 3. 77 in its N8 -point
quadrature form_ that
1

2

L
2 m=l
½

2

2

e- i<f>m A IJ [l + ei<Pm e -/3€>. ]

L{

>.=1

e-i</>m A

m= l

+ e-i</>m ( A- 2) e-/lRe ,, + i<l>m (A-l ) Re e-/lf! } ,

( 3. 106)

where the e - /3µ term is dropped for the sake of simplicity. It can be shown that when
the sum is evaluated, the first two terms survive in the case of A = 2. Since these
terms are positive-definite, so is (A - In the odd case of A = 1, the surviving term is
the last one, which is real but not positive-definite.
The condition that ,X0 is negative (positive) for good (bad) sign was established
for the Hamiltonian expressed in the form of Eqn. 3. 9 8. The equivalent sign rule for
a Hamiltonian, which is specified in the form (Eqn 3. 40), follows from

il; = ½ L (-1)

K

Ka

A K"

L /JK
M

/J

M (a ) K M (a ),

( 3. 107)

where we have used the time-reverse of a given density operator PKM (a),
K M
PKM (a) = (-l) + PK - M (a).

( 3. 10 8)

Thus we get the sign rule by which the condition of negative coupling constant can
be checked:
( 3. 10 9)

Shell-model applications using valence spaces with orbitals of mixed parity, such as
the Zr and Mo calculations (Sec. 4� 2), require the inclusion of parity in the arguments
above. In that case, the matrix elements E
K1r (ac, bd) of good parity 1r = (-l)la+ lc =
( - 1)'b+ld are constructed from the two-body interaction matrix elements VH (ab, cd)
of good parity if = (-l)la+l b = (-l)lc+ld _ (Note that any set of orbitals abed that
conserves if also conserves 1r.) Then diagonalization of the matrices EK1r produce
eigenvalues A K1ra and eigenvectors VK1ra · In the Condon-Shortley convention [ 17]
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K M
PK M ( a ) = 1r (- l ) + PK -M ( a ) , and now the modified sign rule gives the "good"
eigenvalues by:

(3.110 )

3.5.1

A practical solution t o the sign problem

Realistic Hamiltonians expressed in the form of Eqn. 3.107 do not necessarily have all
AK1r a satisfying the sign rule of Eqn. 3.110. The practical solution to the sign problem
presented in [2] is based on the idea of identifying the "good" and "bad" parts of a
given Hamiltonian and constructing a "nearby" family of Hamiltonians which gives
good sign and depends on a continuous coupling parameter g. Observables of interest
are then extrapolated to the physical value of g.
A given Hamiltonian can be decomposed into its "good" and "bad" parts as
fla

L E;a!a; + ½ L A,, {p,, , ,O,, } ,
½ L A,.{J),. , ,0,. } ,
i

Aa <O

Aa >O

(3.111 )

where He contains the one-body part plus the two-body terms producing good sign,
while Hn consists of the remaining two-body terms.
A family of Hamiltonians is then constructed
H9

= J (g ) Hc + gHB

(3.112 )

where f (g) is a smooth function with f(g < 0 ) > 0 so that for negative values
of the continuous parameter g, the Hamiltonian 3.112 satisfies good-sign properties.
Furthermore f is chosen to satisfy H9 = 1 = fI so that we obtain back the original
Hamiltonian at g = l where we will extrapolate. The arbitrariness in f (g) other
than the restrictions above can be used to have a handle on the smoothness of the
extrapolations, if need be. For all the SMMCpn calculations reported in this work
f (g) = 1 is used conveniently.
Since the new Hamiltonian produces <I> u = 1 for g � 0 by construction , we can
calculate
(3.113 )
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accurately and if (O) g is a smooth (unction of g, we should be able to extrapolate it
to g = 1. In practice, we fit to polynomials E�=o ai (g - 1)i by a linear least-square
method. The degree of the polynomial is chosen to be the lowest giving x2 � 1 per
datum.
In our calculations, linear, or at most quadratic extrapolations have been used for
all the observables except energy for which a cubic polynomial has been chosen. For
the latter case, a constrained fit is used such that
d(H)g
dg I g=l

=0

(3. 1 14)

due to the variational principle. 3 Note- that the variational condition holds true only
for ground-state calculations (/ ---t oo), and should one wish to perform finite tem
perature calculations, a variation-free energy method can be used [ 4 9].
Fig. 3. 1 shows the extrapolation technique for various ground-state observables of
48
Ti. Monte Carlo calculations for each of the six data points from g = - 1 to g = 0
were carried out at /3 = 2 Me v - 1 using Nt = 12 8 time steps, and 9600 uncorrelated
samples. The definitions of the observables are given in Sec. 4. 1.
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Chapter 4
Numerical Results
4. 1

Test Cases

The purpose of this section is to benchmark the accuracy of the new implementation
by comparing numerical results of the SMMCpn approach with those obtained by ex
act diagonalization and earlier isospin SMMC methods. We will do this in two steps.
First, we will compare the ground-state energies of a few sd-shell nuclei against AN
TOINE results using schematic interactions. The reason for using such interactions
is that they are free of the sign problem, and SMMC calculations do not pertain to
the extrapolation method. The interactions are created purely for testing purposes
and results are not physically relevant.
The first set of the sd-shell calculations were performed using a quadrupole inter
action given by
V = -xQ · Q

(4. 1 )

where the operator Q is defined as

,. _ l � . d Vws
. ) [ajta
.c 2 1 1 )b
Q - J5 L.....t ()a l l � v
ab

-

Q9 ajb

] J=l ,T=O

(4.2)

The term Vws in the equation above is the central part of a Woods-Saxon potential
with parameters given in [7]. We chose x = 0. 0 260 MeV- 1 fm2 for the interaction
strength, and for either kind of nucleons, we adopted the same single-particle energies
as the sd-shell calculations with the USO-interaction. Note that, since the interaction
lacks a pairing term, in order to obtain the ground-state energies, we need to "cool
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Table 4. 1: Comparison of the ground-state energies (in MeV), as calculated by SMM
Cpn and the ANTOINE results. A quadrupole interaction is used.
Nucleus
24Mg
26 Mg
22 Ne
2ssi

E (ANTOINE)
- 36.60
- 40.6 1
- 2 8. 2 2
- 4 5. 9 8

E (SMMCpn)
- 36. 37 ± 0. 0 5
- 40. 4 3 ± 0. 0 5
- 2 8. 0 1± 0. 0 3
- 4 5. 7 3 ± 0. 0 4

down" the system at a high value of /3 . For this purpose, /3 = 4 Mev - 1 was used. A
comparison of the results is given in Table 4. 1.
A second set of calculations was performed for the same nuclei, this time, by
adding a pairing term to the interaction used in the previous case. The presence
of the pairing term helps the ground state become separated well enough from the
first excited state in the case of even-even nuclei; thus, performing the calculations at
/3 = 2 Mev- 1 is sufficient to ensure cooling within a few hundered keV of the ground
state. The pairing interaction is given by

lf = -gfa ( O, )t . p ( 0, ) ,
l

where g

= 0. 2 12 MeV was used.

p(o, i )t

p(O, l )t

1

above is defined as

'°' [a1 @ a1 ] J
=�
Ja
Ja
a

= O, T= l .

( 4. 3)

( 4. 4)

Both sets of calculations mentioned above involved 2 500- 3000 . uncorrelated samples
and a time discretization of Nt = 12 8 intervals. A comparison of our results with the
exact diagonalization values for the quadrupole plus pairing case are illustrated in
Table 4. 2. The results show that, with sufficient cooling, the SMMCpn results agree
with the direct diagonalization values within a few hundred ke V.
Calculations using realistic interactions evidently need extrapolations, as explained
in Sec. 3. 5. 1. Hence, another set of comparisons is necessary for demonstrating the
viability of the new approach when the extrapolation technique is used. For this
purpose, we have calculated ground-state energies, B(E2) , B(Ml) , and B(GT+)
strengths of several fp-shell nuclei using the KB 3 effective interaction. We compare
our results to those obtained by exact diagonalization given in Caurier et. al. [ 12]
and those obtained by the isospin SMMC given in Langanke et. al. [ 40]. SMMCpn
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Table 4. 2: Comparison of the ground-state energies (in MeV), as calculated by SMM
Cpn and the ANTOINE results. A quadrupole plus pairing interaction is used.
Nucleus E (ANTOINE) E (SMMCpn)
24Mg
- 3 8.6 8 ± 0. 27
- 3 9. 2 8
26 Mg
- 4 2.7 5 ± 0.70
- 4 3. 5 8
22Ne
- 2 9. 5 3 ± 0. 4 1
- 30. 2 3
2ssi
- 4 8. 80 ± 0. 37
- 4 9. 2 5
calculations were performed at /3 = 2 Mev - 1 with Nt = 1 2 8 time steps and each
calculation at each of six values of g (as explained in Sec. 3. 5. 1) involved 8000- 9000
uncorrelated samples.
In Table 4. 3, ground-state energies and B(E2) strengths are tabulated. In all
cases, the energies agree strikingly well within error bars that are reasonable with
the internal excitation energy of a few hundred keV due to the finite-temperature
calculations. B(E2) strength is given by
( 4. 5)
where the quadrupole operator is defined as Qp(n) = I::i r;Y2 (0i, <Pi)- The effective
charges were chosen to be eP = 1. 35 and en = 0. 35, and the oscillator strength is
given by b = l.OlA 1 16 . B(E2) values are also nicely reproduced in general, but in the
case of 48 Cr, the exact result is underestimated by � 2 5%.
Table 4. 4 shows a comparison of results for the B(Ml) and B(GT+) strengths.
B(Ml) strength is defined by
( 4.6)
where µN is the nuclear magneton. We used the bare g factors for angular momentum
and spin (gt = l and 9s = 5. 5 86 for protons and 9l = 0 and 9s = - 3. 8 26 for neutrons).
Also defined is the Gamow-Teller strength given by
( 4.7)

where the unquenched Gamow-Teller operator is written as G± = I::i at± , Both
B(Ml) and B(GT+) results agree well with those obtained by direct diagonalization.
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Table 4.3: Comparison of exact diagonalization, SMMCpn, and isospin SMMC results
for ground-state energies (in MeV ) and B(E2) strengths (in e2 fm4 ) . Typical error bar
for energies is ±0.6 MeV for SMMCpn and ±0.4 MeV for isospin SMMC calculations.
Nucleus
4STi
48Cr
56Fe
64zn

E
E
exact SMMC(pn)
-24.6
-24.4
-32.9
-32.6
-66.4
-66.0
- 106.3
-106.5

E
SMMC (iso)
- 23.9
- 32.3
-65.8
- 1 04.8

I: B (E2)
exact
476
978
1019
1 157

I: B(E2)
SMMC(pn)
459 ± 33
745 ± 40
913 ± 55
1 1 16 ± 81

L B (E2)

SMMC (iso)
455 ± 25
945 ± 45
990 ± 6
1 225 ± 65

Table 4.4: Comparison of exact diagonalization, SMMCpn, and isospin SMMC results
for B(Ml) (in µN ) and Gamow-Teller strengths.
Nucleus I: B(Ml )
exact
10.6
4STi
12.0
48Cr
19.4
56Fe
21.6
64zn

I: B(Ml)
SMMC(pn)
10.4 ± 4
12.5 ± 4.4
22.6 ± 6.4
22.8. ± 1 .2

I: B(Ml)
SMMC (iso )
10.2 ± 1 . 2
13.8 ± 1 . 7
20.4 ± 3.0
23.6 ± 2.2
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I: B (GT+ )
exact
1 .26
4.13
4.69
5.54

I: B(GT+ )
SMMC(pn)
0.89 ± 0.36
4.35 ± 0.44
4.02 ± 0.55
5.66 ± 0.7

I: B (GT+)
SMMC (iso)
1 .13 ± 0.18
4.37 ± 0.35
3.99 ± 0.27
4.13 ± 0.34

Lastly, as in the case of isospin SMMC calculations, our calculations satisfy the Ikeda
sum rule B (GT- ) - B (GT+) = 3 (N - Z) .

4.2

Applications on Z r and M o Isotope Chains

As a first novel application of the new implementation, we performed shell-model
calculations for the even-even 90-104 Zr and 92 - 106 Mo isotope chains. The nuclei in
this mass region have attracted a lot of attention from the point of view of the
interacting shell-model and mean-field studies [ 27, 6 1] since dramatic changes in the
structure of neighboring nuclei have challenged theoretical models to reproduce the
experimental data. It is well known that the low-energy structure of these isotopes
displays an unusually abrupt shape transition around N = 60. 90Zr and 92 Mo are
spherical at the neutron shell-closure for N . 50, · and along the Zr isotope chain
evidence for sub-shell closure for 96 Zr and 98 Zr has been reported by various studies.
This is followed by a sharp shape transition to the strongly deformed 1 02 Zr. Likewise,
along the Mo chain, shapes vary from spherical at 92 Mo to rotational-like 104 Mo and
are known to be deformed up to 108 Mo. Evidence of shape coexistence has also been
reported [ 26].
The history of shell-model applications in this mass region goes back to the
60's with model spaces built on 88 Sr or 90 Zr cores [ 5, 16, 6 2, 6 3]. Gloeckner [ 2 8]
used an effective interaction built on a 88 Sr core with a model space consisting of
the orbitals (1r : lp1 ;2 , 0g9;2 ) , (v : ld5;2 , 2s 1 ;2 ) . Other studies used larger model
spaces [ 2 9, 35, 67] with varying effective interactions and truncation schemes. Holt et.
al. [ 3 2] derived a realistic effective interaction in the model space (1r : lp1 ;2 , 0g9; 2 ) ,
(v : ld5; 2 , 2s 1 ;2 , ld3;2 , 0g7; 2, Ohn;2 ) based on meson exchange models for the free
nucleon-nucleon interaction, and carried out calculations for the low-lying spectra
of the Zr isotopes with neutron numbers from N = 5 2 to N = 60.
In our calculations we have used the same valence space of Holt et. al. [ 3 2] which
is built on the 88 Sr core, but employed a slightly modified interaction. Physical pa
rameters that were used in the calculations are given in Table 4. 5 ( [ 3 2] and references
therein). All calculations were performed at /3 = 2 Mev- 1 using Nt = 1 2 8 time inter
vals and 8 500- 9 500 uncorrelated samples, and the g-extrapolation method was used
to obtain the expectation values of the observables.

4.2. 1

Ground-state energies

Shown in Fig. 4. 1 is the comparison of the expectation value of energy (H). Filled
circles that are connected with dashed lines represent exact diagonalization results
obtained by A. Juodagalvis [ 3 4] and in both the Zr and Mo cases, the agreement of
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Table 4. 5: Physical parameters used in the calculations

Protons
I
I Orbital Energy (MeV)
0g9;2
lp 1;2

Neutrons
Orbital Energy (MeV)
0h 11;2
3. 50
2.6 3
0g1;2
2. 2 3
ld3;2
2s 1;2
1. 26
0. 00
ld 5;2

0. 90
0.00

b = 2. 2 5 fm
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Figure 4.1: Ground-state energies of the even-even 90 - 1 04 Zr and 92 - 1 06 Mo isotopes.
Results from direct diagonalization available for lighter isotopes are also shown.
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the SMMCpn values is remarkable. Only for
miss the exact value slightly.

4.2.2

94

Zr, error bars of the SMMCpn result

Binding energies

The ground-state energies given above correspond to the contribution to the nuclear
binding energy of the interaction of the valence particles among themselves.
In Fig. 4.2, we have plotted calculated and experimental values of binding energies
with respect to the 88 Sr core. We have used the following formulae:
BE (90+nzr)

BE(90+nzr) - BE (88 Sr)
-n [BE (89 Sr) - BE (88 Sr)]
-2 [BE(89 Y) - BE (88 Sr)] ,

BE(92+n Mo)

BE (92+n Mo) - BE (88 Sr)
-n [BE(89 Sr) - BE(88 Sr)]
- 4 [BE(89 Y) - BE (88 Sr)] .

(4.8)

(4.9)

An inspection of the resulting relative binding energies shows that the calculated
values (shown by asterisks) deviate from the experimental values (shown by filled
circles) which display a parabolic behavior. This situation is common among calcu
lations using realistic interactions derived from N N data which is known to be prone
to give bad saturation properties. It is known that a given Hamiltonian can always
be separated in the form fl = Hm + HM where Hm is the monopole part, while the
multipole HM contains all other terms [l]. Although fIM given by realistic N N inter
actions takes proper account of the configuration mixing, it is the monopole part Hm
which should produce the correct unperturbed energies, that fails. It is possible to
change the averages of the so-called centroid matrix elements to fix this failure with
out affecting the spectrosopy in order to produce the correct binding energies [22].
However, a rigorous treatment of the global monopole corrections would require a
detailed study and thus go beyond the scope of the current work. Instead, to give
some substance to how this correction may work, we add an overall constant to the
diagonal interaction elements so that the modified matrix elements are given by
vmod
(ab ' a b)
J

=

n(_
n_-_l_)
VJ (ab ' a b) + W '
2
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(4. 10)
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isotopes

where n is the number of valence particles. We have adopted W = - 12 5 keV to
reproduce the binding energy of 102 Zr. The effect of this rather naive correction is
also plotted in Fig. 4. 2, where modified results represented by diamonds show much
better agreement for both chains of isotopes.

4.2.3

B (E2) strengths

Since the 2t state is expected to absorb most of the total B(E2) strength, the latter
can be used as a measure of the - 2t spacing, which should reflect a strong change
with the shape transitions. Shown in Fig. 4. 3 are the calculated total B(E2) strengths
(open circles) and available experimental [ 5 8]
--+ 2t values (filled circles). Despite
the fact that the calculated total strengths increase as expected in both isotope chains
with the addition of neutrons, their numerical values fall much shorter than the
experimental B(E2;
--+ 2t) values on the heavier side of the isotope chains. This
failure is probably due to strong components that are missing in the given model
space.

ot

ot

ot

4 . 2 .4

Pairing properties

Pairing correlations among like nucleons is known to be important for the ground
state properties of the even-even nuclei [ 19]. These correlations are expected to be
quenched along the Zr and Mo isotope chains as the transition from spherical to
well-deformed shapes becomes more pronounced. We have investigated the pairing
content of the ground states of the nuclei of interest using a BCS-like pair operator
which is defined for neutrons as
(4. 1 1 )

where the sum is over all orbitals with m > 0, and vJm = (-l)i +m vJ_ m is the time
reversed operator. Hence the expectation value of the pairing fields is ( Ll!Llv ) - This
quantity for an uncorrelated Fermi gas is given by
"t"

="
(� �) �
J

ni2
2( 2j + 1) '

( 4. 12)

where ni = ( v]m vi m ) are the neutron occupation numbers. Any excess over the
Fermi-gas value therefore points out to pairing correlations in the ground state. Our
results, which are plotted in Fig. 4. 4, confirm a suppression of these correlations, as
the contribution of the added neutrons to the pairing gradually decreases and the
correlations become noticeably quenched beyond 9 6 Zr and 1 00 Mo.
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and 92-106 Mo isotopes. Experimental results are for
-t 2T

ot

48

90-104

Zr

1 5.0

1 0.0

Zr isotopes

1 0. 0

5.0

0.0

Mo isotopes

90

94

98
A

1 02

Figure 4. 4: Pairing correlations of the even-even
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We have also calculated the proton pairing contents of the nuclei in both isotope
chains a;nd obtained an essentially constant behavior (within statistical error bars) at
a small value, indicating that proton-neutron correlations are not prominent.
In addition, the occupation numbers of various orbitals are plotted in Fig. 4.5,
demonstrating that additional neutrons are distributed into the available orbitals
rather uniformly, while protons tend to migrate from the Og9 ; 2 to the lp 1 ; 2 orbital.
In the case of Mo isotopes, the spurious effect of exceeding the maximum-allowed
occupancy for the lp 1 ; 2 orbital is a result of the extrapolation scheme that was used.
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Chapter 5
Summary and Conclusions
We have introduced a new approach for the implementation of the Shell Model Monte
Carlo (SMMC) method to perform shell-model calculations using non-identical pro
ton and neutron valence spaces. General features of the SMMC method have been
reviewed. Differences between the isospin and the pn-formalisms have been pointed
out; in particular, the Tz projection has been described in detail.
The results of the SMMCpn approach have been validated in two ways. First,
ground-state energies of a few sd-shell nuclei were calculated using schematic inter
actions which satisfies the "good" sign rule. Agreement of the SMMCpn and the
ANTOINE results were consistent up to small excitation energies of a few hundred
keV. The second set of calculations were performed for a few fp-shell nuclei using
the realistic KB 3 interaction. The sign problem was dealt with using an extrapola
tion method. Results for the ground state energies, B(E2), B(Ml) , and B(GT+)
strengths were compared to those obtained by exact diagonalization. In most calcu
lations, the SMMCpn results contained the exact diagonalization results within the
statistical error bars.
As the first novel application of the new approach, we have performed a set
of calculations for the even-even 90 - 1 04 Zr and 92 - 1 06 Mo isotopes, using a realistic
effective interaction in the valence space described by (1r : lp 1; 2 , Og9 ; 2 ) and (v :
ld5;2 , 2s 1; 2 , ld3 ;2 , Og7;2 , Oh11; 2 ) orbitals. A comparison of the ground-state energies
of the first few nuclei in both isotope chains showed agreement up to thermal ex
citation energies of a few hundred keV with the exact diagonalization results that
were available. We then studied �he transitional nature of the isotopes by using the
B(E2) strength as a gross measure of the of - 2f separation. Along both isotope
chains, we have obtained an enhancement in the B (E2) strengths as a function of the
added neutrons, accompanied by a quenching in the neutron-pairing correlations. In
spite of this qualitative reproduction of the onset of deformations, we have failed in
producing reasonable strength in the E2 transition rates for the heavier Zr and Mo
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nuclei. A comparison with the experimental data suggests that this situation may be
a shortcoming due to the degrees of freedom that are absent in the chosen valence
space. Yet, another possibility is inspired by mean-field studies [61 ] ; it is well known
that the position of the v0h 1 1 ; 2 orbital plays a crucial role in the deformations in this
mass region; so, the idea of modifying the corresponding single-particle energy is an
interesting prospect for future studies.
In summary, we have gained some insight about the model space and the effective
interaction, as well as about the feasibility of future shell-model calculations in this
mass region.
Apart from future applications involving realistic effective interactions, use of
schematic interactions in SMMCpn applications should be an interesting direction of
research. Such interactions have been commonly used to calculate realistic estimates
of collective properties and level densities; the latter is an important ingredient in
the prediction of nuclear reaction rates in astrophysics. Parity dependence of these
densities may play a crucial role in the nucleosynthesis. We believe that SMMCpn
may prove to be a useful computational tool in this regard.
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