We used numerical modeling to study the evolution of EUV-induced plasmas in argon and hydrogen. The results of simulations were compared to the electron densities measured by microwave cavity resonance spectroscopy. It was found that the measured electron densities can be used to derive the integral amount of plasma in the cavity. However, in some regimes, the impact of the setup geometry, EUV spectrum, and EUV induced secondary emission should be taken into account. The influence of these parameters on the generated plasma and the measured electron density is discussed.
I. INTRODUCTION
In the semiconductor industry, the photolithography process is used to create patterns on silicon wafers, an important step in microchip production. Due to diffraction, the characteristic pattern dimensions depend on the illuminating wavelength. However, it is becoming increasingly complicated to further reduce printed feature sizes with deep ultraviolet (DUV) light sources. As a result, extreme ultraviolet (EUV) lithography, operating at a wavelength of 13.5 nm, is expected to be used to print integrated circuits with very high resolution features.
For various reasons, a buffer gas is frequently used in both laboratory and industrial EUV light sources. However, even at low pressure (1 .. 30 Pa), EUV absorption leads to EUV induced plasma formation. There is a strong need for reliable diagnostics of EUV induced plasmas, because the interaction of an EUV induced plasma with the chamber interior and optical elements can lead to various plasma induced processes, such as surface etching, accelerated deposition of overlayers, and oxidation, depending on the exact constituents of the background gas [1, 2] .
It was shown in [3] that it is possible to measure the electron density of an EUV induced plasma, at relevant background gas pressures, by measuring the resonant frequency shift of a microwave cavity that contains the plasma. Although this is a highly sensitive method, it only allows the field average [4] electron density inside the cavity to be determined.
Nevertheless, it is interesting to know the spatial distribution of plasma in the cavity, the electron temperature and other plasma parameters. Unfortunately, measuring all the relevant parameters experimentally is difficult due to the transient nature of the EUV induced plasma. For example, the insertion of a probe can yield unreliable estimates of plasma parameters for EUV induced plasmas, since, during and after the EUV pulse, the probe signal is heavily distorted [5, 6] .
In this paper, we use a particle-in-cell model of the EUV-induced plasma to determine the spatio-temporal distribution of the electron density, the electron-ion balance, and the influence that some confounding factors may have on the spatio-temporal distribution of the plasma. Specifically, we studied how the changes in buffer gas, EUV intensity, EUV spectrum, and secondary electron emission change the plasma in the cavity.
We found that the EUV-induced plasma can be in a distinct "charged" regime. In this regime (as opposed to the quasi neutral regime, that corresponds to usual plasmas, such as glow discharges) the quasi neutrality is violated everywhere in the plasma. This regime forms due to the escape of fast photoelectrons from the plasma to the cavity walls. That leaves a highly charge imbalanced plasma. Such a plasma is not well suited for study with the microwave cavity method. However, it happens that such a regime is on the lower boundary of the methods sensitivity. Therefore, it can be easily detected and avoided.
We evaluated the accuracy of the simulations by comparing of the simulated field averaged electron density with the experimentally measured electron densities. We show that in the quasi-neutral plasma regime, the microwave cavity resonance shift provides an accurate tool for estimating plasma parameters, using only the spatial profile of the cavity mode and the EUV beam profile as input factors. In the charged regime, similar accuracy can only be obtained if on has knowledge of the EUV spectrum and secondary electron emission among other factors. 
II. EXPERIMENT
The experimental setup is described in detail in Ref. [3] . Therefore, here, we provide a minimal outline of the experimental procedure.
The plasma is ignited in a resonant cavity (see Fig. 1 ) by a beam of EUV radiation, which is introduced along the axis of the cylindrically symmetric cavity with an aperture and beam guide to prevent residual EUV from being incident on the cavity walls. The EUV radiation is produced by a xenon based discharge source and propagated through a spectral purity filter (SPF) to limit the spectrum to photon energies to the range of 70 to 120 eV. The spectrum of the source after transmission through the SPF is shown in Fig. 2 .
The EUV power is monitored using a sensitive thermocouple, attached to a copper disk, located approximately 2 cm behind the cavity.
As described earlier, the average electron density in the resonant cavity was determined by measuring the resonant frequency of the microwave cavity (see [3] for details).
III. MODEL
The dynamics of the EUV-induced plasma was simulated using a two dimensional (rz cylindrically symmetric) particle-in-cell plasma model with Monte Carlo collisions (PIC-MC). Both electrons and ions are represented by particles to describe the dynamics of the plasma accurately. The model follows the general PIC scheme, described elsewhere [7] .
A. Photoionization
The absorption of EUV radiation in the volume is included as a source of slow ions and fast electrons. To simulate photoionization, we use the measured spatial (axially averaged) and temporal profiles of the EUV pulse (see Fig. 5 and Fig. 9 ). We assume that the spatial profile and spectrum of the EUV source does not vary during EUV pulse.
The spatial and temporal coordinates of electron-ion pairs that are created by ionization events are added to the simulation domain using a probability distribution function that is weighted by the spatial and temporal profiles of the EUV pulse. The energy of the injected electrons is set to the difference between the photon energy, which is selected according to the EUV spectrum, and the ionization potential of the gas species (H 2 or Ar). The the power spectral density of the EUV beam is recalculated along the z axis to take into account absorption by the gas between SPF and cavity entrance using the Lambert-Beer law.
The electrons are emitted preferentially in the r plane, with a distribution function
where θ is the angle between electron velocity and EUV beam direction and β is the anisotropy factor. This form of angular distribution corresponds to photoionization by unpolarized light [8] . For hydrogen we use β = 2, as this agrees with experiments in the energy range of the measurements. For argon, we use data from [9, 10] for photon energies below 95 eV, and β = 1.3 above 95 eV. The energy dependent photoionization cross-sections are taken from [11] and [12] for H 2 . For argon there are several measurements (e.g. [13] , [14] and [15] ). We followed the recommendation of [16] and used data from [13] for the total absorption cross-section. The crosssection for photoionization to Ar ++ is taken from [17] .
B. EUV the spectrum
To simulate the EUV plasma ignition, the spectrum of the EUV radiation must be taken into account. Unfortunately there is no simple experimental method to control the radiation spectrum in the relevant broad range of VUV to EUV photon energies (15.4 -120 eV) .
Therefore, as input for the simulations, we have used the source spectrum, measured before transmission through the SPF, convolved with the measured transmis- sion spectrum of the Si:Zr SPF. This results in the EUV spectrum shown in Fig. 2 . Fig. 2 shows that the transmission of the SPF filter in the 20 -40 eV range, which is in the range of 1% of the total pulse energy, results in significant additional photoionization. This additional photoionisation is comparable to the direct photoionization due to the high energy part of the spectrum (i.e. 60 -120 eV), because the photo absorption cross-section is very large in the 20 -40 eV range compared to the 60 -120 eV range.
Although the presence of the radiation in the 20 -40 eV range has been confirmed by measurements, the absolute accuracy of the transmitted spectrum is not accurately known. This introduces an additional uncertainty into the simulations. Because the accuracy of the measurements of the EUV dose per pulse is also not know, we choose to keep spectrum shape constant and vary the EUV dose. This approach has the advantage that the integral accuracy of the simulations can be estimated by the difference between the measured EUV energy per pulse and that required for good agreement between experiments and simulations for both gases (i.e., we require that the same EUV power results in agreement between model and experiment over a range of experimental conditions).
C. Secondary electron emission and influence of chamber configuration
Emission of slow electrons from the walls to the plasma due to any reason can significantly decrease the plasma potential, or even lead to the collapse of the plasma sheath [18] leading to effective energy transfer from the electrons to the walls. Therefore, it is important to take into account secondary electron emission (SEE) from the the surfaces that are exposed to the plasma.
For the considered setup, energy is only injected into the plasma during the EUV pulse via photoionization and photoelectrons emission from irradiated surfaces. Therefore, the decrease of the plasma potential or sheath collapsed due to SEE can result in significant loss of fast electrons to the walls. Hence, the maximum number of ionization events also decreases.
Secondary electron emission
In order to estimate the role of emission from the aluminum cavity walls due to electron impact, we have considered three cases. The first corresponds to no secondary electron or ion induced emission from the walls. In the second case, electron emission due to both electron and ion impact is taken into account. The data for aluminum shows a significant spread of possible emission yields. Nevertheless, for the energy range of primary photoelectrons (e.g. 50 -75 eV) the reported values are typically larger than 0.3 [19, 20] so we use the yield reported for clean aluminum in Ref. [20] .
The yield also significantly depends on the surface conditions. For aluminum with a native oxide, the emission yield [21] is significantly higher than for pure aluminum and corresponds to the yields found for dielectric materials [22, 23] . Therefore, in the third case, the yield for aluminum with a native oxide is used. The yield is estimated from Ref. [21] for energies below 25 eV, and extrapolated linearly for energies above 25 eV.
We do not discriminate between backscattered electrons and true secondary electrons, because, for our study, only the total flux from the surface is important. In the model, we assume that most of the emitted electrons are cold, i.e. they have a significantly lower energy compared to the energy of the impacting electrons. However, for electron with energies below 10 eV this approximation is not valid, due to the higher probability of elastic backscattering. But, these backscattered electrons do not have sufficient energy to ionize more of the background gas, if not accelerated by a plasma potential. Therefore, the additional error due to this approximation is expected to be small.
influence of chamber configuration
The configuration of the experimental setup is presented in Fig. 1 . The SPF filter, copper cone and copper disc of energy sensors emit secondary electrons under EUV irradiation. But, these electrons do not contribute directly to the ionization inside cavity, because the number of high energy secondaries is small and the electron flux is not focused.
To estimate the influence of this effect, we have simulated two geometrical configurations: a large volume, which includes the cone and disc (the dotted rectangle in Fig. 1) , and a small volume, which includes only the cavity with periodic boundary conditions at the cavity openings. We have not included the full length of the cone and SPF into simulations, because the aspect ratio of the cone diameter to length is very small ( i.e. 0.05).
Photo electron emission from surface
In order to model the configuration that includes the cone and copper disc, photoelectron emission should be taken into account. The energy spectrum of photoelectrons emitted from the copper disk and cone surfaces are calculated from [24] :
Here P (E) is the probability of emitting an electron with energy, E, from a surface with a work function, W . For copper W = 5 eV [25] . For electrons emitted from the surface, we assume an angular dependence given by a cosine emission law [24] . The effective photoelectron yield from copper was set to 0.05 electron/photon [26] .
D. Grid resolution
The grid resolution was chosen to resolve the Debye length. To estimate the minimum Debye radius in simulations, we assumed a temperature of 0.5 eV and an estimated maximum plasma density. The maximum plasma density was estimated from direct photoionization (i.e., Fig. 2 ), increased by the maximum possible number of impact ionizations that the primary electrons could generate, i.e., for a 90 eV photon, the photoelectron has an energy of 74.6 eV, therefore, the maximum number of ions produced by that electron is 5, increasing the plasma density by a factor of 5. Note, however, that, in the simulation, the contribution of fast photoelectrons is significantly smaller due to the contribution of inelastic collisions, and that many photoelectrons escape to the wall before generating the maximum number of ions.
E. Cross-sections sets
Two independent cross-section sets are used for modelling hydrogen and argon. Both sets consists of electron and ion collisions with corresponding neutrals. The collisions between plasma species and three body processes are neglected due to their low probability under the conditions considered here.
We make use of the procedure described in [27] to perform Monte Carlo collisions with the background gas. We tested the consistency of our implementation by modeling swarm experiments and found good agreement with experimental values [28] for the first Townsend electron ionization coefficient, the electron mobility, for H + and H + 3 mobility in hydrogen [29] , and for Ar + and Ar ++ mobility in argon [30, 31] .
Hydrogen
To accurately model electron collision related processes in hydrogen discharges with a Monte Carlo (MC) model, one needs to take into account the differential crosssections for ionization and excitation processes. As described in detail in [32] , the particular choice of the angular dependence of cross-sections significantly influences the simulation results.
For electron -H 2 collisions we adopt a set of cross sections found in Ref. [32] with small corrections. We use an experimentally determined doubly differential crosssection for the electron impact ionization of hydrogen [33, 34] . Electron elastic scattering and hydrogen electronic excitations, and angular scattering data taken from [35] .
The set of cross-sections for collisions between ions and hydrogen is based on [36] because this set provides good agreement with swarm data for ions in hydrogen.
We neglect the formation of H − , because the crosssection of dissociative electron attachment is very low, and the density of vibrationally excited hydrogen molecules too low to significantly contribute to the production of H − .
Argon
For electron -Ar collisions we adopt a set of crosssections found in Ref. [37, 38] . We add electron impact ionization of Ar to Ar ++ from Ref. [39] to the crosssections set. We use differential cross-section data for electron impact ionization from Ref. [40] . The data from Ref. [40] covers incident electron energy range 17 -30 eV. To the authors knowledge there is no systematic differential ionization cross-section measurements for incident electrons in the energy range of 30 -100 eV. Hence, for energy range above 30 eV, we use empirical formulas from Ref. [41] .
We neglect ionization via the metastable argon exited state. The density of metastables produced in one EUV pulse is comparable to the plasma density (e.g. ∼ 10
9 − 10 10 1/cm 3 ). The maximum of cross-section for electron impact ionization of the metastable argon exited state is approximately 10 −15 1/cm 2 [42] . Therefore, the maximum corresponding ionization frequency can estimated as ν i = nσv ∼ 2 · 10 3 1/s. The simulated plasma evolution is less than 10 µs, yielding an upper bound of 0.02 ionization events per electron for the step wise ionization. This is negligible compared to the direct EUV ionization and ionization by fast photoelectrons. Moreover, there is no pulse-to-pulse accumulation because the time between EUV pulses is larger than metastable's lifetime due to quenching on the chamber walls.
The set of cross-sections for collisions between Ar + and argon is based on [43] . For collisions between Ar ++ and argon we use data from [44] .
F. Calculation of the field average electron density
In order to compare the model results with experimental measurements, the simulated spatially-resolved electron density was averaged over the spatial profile of the resonant microwave cavity mode as follows.
The magnitude of the microwave field was very small (mV range), therefore, it was not included in PIC-MC simulations.
IV. RESULTS AND DISCUSSION
The ignition and decay of the EUV induced plasma was simulated for a series of argon and hydrogen pressures (i.e. 1 Pa, 5 Pa, 10 Pa) to compare with experimental results. The best agreement with experiments for both gases and all considered pressures was obtained in simulations where we have included the larger chamber configuration, and used a spectrum that includes a VUV contribution. The comparison between simulated field averaged electron density and experimental measurements is presented in Fig. 3 and Fig. 4 .
In these simulations, we have decreased the EUV energy per pulse to 0.035 mJ/pulse from the experimentally measured value of 0.044 mJ/pulse. This difference, in combination with ∼ 20% relative errors for the field averaged electron densities (i.e. in Fig. 3 and Fig. 4) , yields a ∼ 50% cumulative uncertainty, which is comparable to the ∼30% error margin of of the experiment [3] .
A. Relation of field averaged electron density and simulated values
The cavity method allows the field averaged electron density to be determined. But, the relationship of this quantity to the actual plasma density is not straightforward. During the first 1 µs, the simulated plasma is much denser than that measured by the cavity. However, as the plasma expands, the difference between simulated plasma density and cavity measurements becomes smaller. For 5 Pa H 2 at 10 µs, the ratio between the simulated plasma density and that measured by the cavity is only about a factor of two (see Fig. 5 ). Nevertheless, the plasma density measured by the cavity is very useful to estimate the amount of the plasma in the cavity. Let us define the effective volume of the cavity as ratio of the full number of electrons in the cavity to the cavity measured electron density i.e. V ef f = n e dV / n e . In simulations, this quantity varies only by about a factor of two during the 10 µs simulation window (see insert in Fig. 5) . Moreover, the estimation of the effective volume, based on the EUV spatial profile (as an approximation to the EUV plasma distribution), and the spatial profile of the microwave cavity mode (see Part I) agree well with the simulated values (dashed black line in the insert in Fig. 5 ) Therefore, the amount of EUV induced plasma can be estimated from the measured cavity response with a relative accuracy of about 30%. Hence, the amount of absorbed radiation can be estimated with similar accuracy, if the other factors (see below) that effect plasma formation are eliminated.
The simulated evolution of the effective volume is non monotonic in time. A similar effect was observed in experiments via the ratio of the electron densities measured using 010 and 110 cavity modes [46] . However, in simulations, the decrease of the effective volume just after the EUV pulse is caused by the convolution of the plasma density with the spatial profile of the microwave mode in the cavity.
B. Effect of VUV part of the spectrum
As discussed in section III B, the EUV spectrum after passing through the SPF (see Fig. 2 ) has two distinct regions: a low energy (20 -40 eV) VUV part, and a high energy (60 -120 eV) EUV part. Our simulations show that the VUV contribution is needed to produce consistent results for both gases with the same amount of the radiation dose per pulse. This is because the average number of ionization events per absorbed photon can be larger than one if the emitted fast photoelectron produces addition ionization events.
In our simulations, the average number of ionizations per absorbed EUV photon was observed to be approximately one for H 2 and two for Ar. To obtain the observed electron densities without including ionization due to VUV, the EUV pulse energy must be increased and set to different values for argon and hydrogen.
C. Effect of secondary electron emission due to EUV radiation
Our simulations of the larger, more complete geometry shows that electron emission from the cone walls and copper disk change of the plasma potential. The large EUV induced secondary electron emission from the copper disk leads to the formation of the space charge potential well during EUV pulse, see Fig. 6 . The electron current during the pulse on the symmetry axis of the system is directed from the copper disk towards the cavity, thus replacing a large portion of the fast electrons that reach cavity walls. A comparison between the potential in the cavity for 5 Pa H 2 for both geometrical configurations is presented in Fig. 7 . For these simulations, the electron induced electron emission from cavity walls was set to zero.
Interestingly, the average electron density decreases for argon gas, but increases for hydrogen, compared to simulations of the cavity only. In the case of hydrogen, the plasma potential is smaller than for argon, due to a lower plasma density. That, in turn, leads to a significant loss of electrons to the cavity walls. Electrons emitted from the cone and copper disc are accelerated into the plasma, compensating for a fraction of the escaped electrons and increase the electron density.
In contrast to hydrogen, the argon plasma is significantly denser, due to the order of magnitude larger absorption of EUV for the same pressure (see Fig. 2 ). Hence, for argon, the relative charge imbalance between electrons and ions is much smaller than for hydrogen. Therefore, these electrons change the potential landscape of the plasma, increasing the probability of fast photoelectrons escape to the walls and reducing the average number of ionizations per fast electron.
D. Influence of electron induced secondary emission from cavity walls
As discussed in section III C 1 one can expect a significant secondary electron emission yield from the cavity walls under electron impact. However, the inclusion of this effect in the simulations has a small impact on the plasma formation in the cavity (below 5% for the field averaged electron density). Figure 6 : Distribution of the potential, electron density and current direction in the simulation domain 100 ns (see Fig. 9 ), 5 Pa H2. The arrows shows the direction of the electron current. The electrons are drained from the copper disc (Z ∼0) into the cavity, leading to a decrease of the plasma potential (see Fig. 7 ). . The large geometrical configuration includes secondary electron emission from the energy sensor, which leads to a decrease of the potential in the cavity. A comparison between the field averaged electron densities in the cavity is shown in the insert. A non-monotonic decrease of the plasma potential for the large configuration is related to SE emission from energy sensor and charge redistribution in the cavity. During the EUV pulse, SE emission leads to a significant decrease of the plasma potential, since the emitted SE electrons replace the escaped primary photoelectrons. Just after the EUV pulse there are no SEs emitted, but some fast photoelectrons are still present in the plasma, therefore, once these fast electrons escape to the walls the plasma potential increases temporally. It is explained by changes in the plasma potential (see Fig. 8 ). Most ionization occurs in the region corresponding to the EUV beam. Electrons that escape from the plasma to the region between the beam and the cavity walls encounter the slow electrons produced on the cavity walls due to electron impact emission. That lead to formation of a local minimum in the plasma potential.
Hence, the potential barrier that electrons in the beam need to overcome in order to escape is similar for both simulations that include and neglect electron induced emission from the cavity wall. Moreover, the potential near cavity wall during the pulse prevents the emitted secondary electron from entering the plasma, thus significantly limiting the influence of SEE on the plasma formation.
E. High charge imbalance plasma for 1Pa H2
Interestingly, results for 1 Pa H 2 , even with inclusion of the VUV part of spectrum, show a significant charge imbalance between ions and electron. Due to the low H 2 pressure, the absorption of EUV radiation is low. The generated plasma has a peak density in the range of 2 · 10 8 -3·10 8 1/cm 3 , see Fig. 10 . This plasma can generate only a low plasma potential, that is not enough to confine high energy primary photoelectrons. As result, after the EUV pulse, a significant fraction of electrons leaves the plasma.
The ratio of the ion density to the sum of the ion and electrons densities as a function of time are presented in Fig. 9 . For all simulated cases, in the beginning of the pulse, many fast electrons leave the plasma, creating an excess of ions. After the pulse, the simulation show that the plasma returns to quasi-neutrality (i.e. n i /(n i +n e ) ∼ 0.5), except for the case of 1 Pa H 2 . In the case of 1 Pa, the generated plasma remains significantly charged, which leads to a faster decay, due to Coulomb repulsion on the time scale of 1 µs.
V. CONCLUSION
We simulated the evolution of an EUV induced plasma in a microwave resonant cavity. During simulations we observed that the cavity measured electron density can be used to estimate the integral amount of ionization in the cavity.
We show that these estimates are reasonably accurate ( < 30% for the considered conditions). This is even the case for estimates that use only the spatial mode profile of the microwave cavity mode and the EUV spatial beam profile. Therefore, a suitable microwave cavity can be used as a valuable diagnostics tool for EUV induced plasmas. However, the cumulative uncertainties of the SPF transmission and the possible error margin in the measurements of the EUV source spectrum are important for the analysis of EUV plasma formation in hydrogen and argon. This is due to the rapid increase of the absorption cross-section with decreasing photon energy. Even 1% transmission of the SPF filter in the range of 20 -30 eV has a significant effect on the EUV plasma formation. Moreover, the same spectral range is very important for surface chemistry processes, because the photoabsorption cross-sections are typically very large (e.g. the convolution of the cross-section with the spectrum can be similar for in-band EUV and out-of-band VUV).
The effect of VUV is likely to be significant, because most laboratory sources are discharge based with grazing incidence collector optics, which, without special care will have a significant amount of VUV. Therefore, in laboratory experiments, the EUV spectrum should be measured after the SPF filter, otherwise the remaining VUV radiation can induce a substantial systematic error.
Last but not least, it is important to take into account the EUV (or VUV) induced secondary electron emission (SE) form cavity and/or surroundings. This emission changes the potential distribution in the cavity and, hence, changes the generated plasma density, which further complicates the analysis of the cavity response.
Nevertheless, in case the radiation spectrum and secondary electron emission are known through additional measurements, the microwave cavity response may prove to be a very accurate tool for estimating plasma parameters and related phenomena.
