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ベイジアンネットワークの構造学習における事前知識を反映した MDL 
 要  旨 
現在用いられるベイジアンネットワーク学習の Scoring Metrics は大別して, 1) ベイジアン予
測分布としての DPSM(Dirichlet Prior Scoring Metrics)と 2)DPSM におけるハイパーパラメー
タをある値に固定したときに近似して導かれる MDL(Minimum Description Length)に分類され
る. しかし, 多くの研究で DPSM は MDL より学習効率が良いという結果が報告されている. こ
れは, DPSM が事前分布を反映しているのに対し, MDL は事前分布を固定した状態で導かれてい
るために MDL が過学習に陥っているということが考えられる.  
そこで, 本研究では MDL に基づく学習効率の向上のために事前知識を反映する MDLprior の
提案を行う. 具体的には, ハイパーパラメータの値を固定しない状態で DPSM の対数をスターリ
ング展開し MDL を導く. 導出された MDLprior の性質は以下のとおりである.  
 
1. ベイズ理論に忠実に事前知識を反映することができる. 
2. どのような事前知識に対しても漸近一致性を持つ. 
3. 漸近的には従来 MDL, DPSM と同じふるまいをする. 
4. どのような事前知識に対しても Likelihood equivalence を持つ. 
 
さらにシミュレーション実験を行い, 以下の知見を得た.  
 
1. 真の構造に近い事前知識を与えた場合, 少数データでも学習効率を向上させることができる. 
2. 全く真の構造とは異なる事前知識を与えた場合でも, データ数が増えると学習効率が向上し, 
従来 MDL よりも学習効率が高い. 
3. 構造に関する事前知識がない場合, 一様分布を設定することができ , この場合でも従来の
MDL よりも学習効率が良い. 
