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Gamma radioactivity of anomalous wells
Boris I. Ivlev
Instituto de F´ısica, Universidad Auto´noma de San Luis Potos´ı,
San Luis Potos´ı, 78000 Mexico
Gamma emission of nuclear energy scale (∼ 3MeV ), caused by electron transitions in anomalous
wells, is predicted to occur in acoustic experiments with solids. The anomalous well for electrons
is formed by a local reduction of electromagnetic zero point energy in a vicinity of a nucleus which
can be a lattice site of a solid [1]. The well width is ∼ 10−11cm and the well depth is ∼ 3MeV . An
energy spectrum in anomalous wells is continuous and non-decaying. Unusual experimental results,
on unexpected emission from lead of ∼ 1keV x-rays under acoustic pulses, are likely explained by
formation of anomalous wells [2]. The experimentally observed keV quanta are naturally supple-
mented by MeV emission to be revealed. This conclusion is drawn on the basis of an exact solution
within a model generic with quantum electrodynamics. An energy of emitted quanta (x-rays and
gamma) comes from a reduction of electromagnetic zero point energy (energy from “nothing”).
PACS numbers: 03.65.-w, 03.65.Ge
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I. INTRODUCTION
Discrete energy levels of an electron in a potential well
become of a finite width under the interaction with pho-
tons. This provides finite lifetimes of levels with respect
to photon emission. Photons are emitted until the elec-
tron reaches the ground state level. This level has zero
width. It is slightly shifted due to the electron-photon in-
teraction (the Lamb shift) [3–6]. Discrete levels can be of
different lifetimes. When the certain level is long-living
this results in possibility of laser generation. Broaden-
ing of the energy level is characterized by the imaginary
part of its energy. The level widths in various atoms are
known [7]. The corresponding energy dissipation pro-
vides friction motion of the particle. This problem is
generic with one in Ref. [8] studying dissipative quantum
mechanics. See also [9–24].
As shown in Ref. [25] on the basis of an exact analytical
solution, besides such dissipative motion there is another
scenario of particle-photon states. That new regime is
not dissipative. The joint particle-photon state is sta-
tionary and elastic deformations accompany the particle.
This reminds polaronic state in a solid when the elec-
tron is “dressed” by phonons [26]. Our polaronic states
in the well are continuously distributed in energy which
does not have an imaginary part. This means that the
polaronic states at any energy are non-decaying.
Analogous electron states (continuous in energy and
with no dissipation) occur in anomalous wells created
by local reduction of electromagnetic zero point energy
[1]. The width of this well is ∼ 10−11cm and the well
depth is ∼ 3MeV . The well is formed during time in-
terval ~/3MeV ∼ 10−22s. Wells, produced by a local
reduction of electromagnetic zero point energy, are also
formed in the Casimir effect [3, 27]. But in this case they
are shallow and widely extended in space.
Since states in the well are non-decaying, there is a
non-trivial question: (i) will the particle go down in en-
ergy due to nonstationary effects after a well formation
or (ii) it will be “frozen” at finite energies. As shown
in this paper, the answer corresponds to (i). The par-
ticle reaches a low energy in the well. The related non-
conservation of energy is due to a work of the source
which provides the well formation. This source is electro-
magnetic zero point energy which varies in space provid-
ing the anomalous well. Therefore a transition of electron
down in energy is assisted by gamma emission with the
energy ∼ 3MeV (energy from “nothing”). This estimate
follows from the depth of the anomalous well.
Unusual experimental results [2] are likely explained
by formation of anomalous wells for electrons. In those
experiments strong acoustic pulses, acted on lead, re-
sulted in unexpected x-rays of ∼ 1keV energy. Lead
nuclei moved fast, under acoustic perturbations, so their
de Broglie wave length became short corresponding to
the size of anomalous wells stimulating their formation
in vicinity of lead nuclei. It was a table-top experiment.
In a usual lead atom a mean binding energy per elec-
tron is a few keV [2, 28]. After the fast (within the
time ~/3MeV ∼ 10−22s) formation of the anomalous
well a rearrangement of the usual electrons is not equally
fast. They transfer into upper levels of an anomalous
well during longer time ~/1keV ∼ 10−18s resulting in
the observed x-rays of the keV energy. After that the
electrons go to lower levels in the deep anomalous well
emitting ∼ 3MeV gamma quanta. So the both (keV and
MeV ) photon emissions are from the same track. The
keV part was already observed but the MeV part is to
be revealed.
It is amazing that the emission of gamma quanta of
a nuclear energy can occur in table top acoustic exper-
iments with lead. A mechanism of this emission is not
nuclear but electronic.
One can put a question about energy production by
that gamma radiation (energy from “nothing”). It was
briefly discussed already in Refs. [1, 2] when a possibil-
2ity of gamma emission was not completely clear. Now
gamma emission is shown to be real. In experiments
[2] solely 10−2g part of the lead sample was effectively
involved into the gamma production. If to specially re-
arrange a lead matter, one can reach, say, 100g part of
the lead to be effective. This increases the gamma yield
up to four orders of magnitude making promising energy
production in those acoustic processes. That issue can
be significant for practical applications.
II. PARTICLE WITH DISSIPATION
Suppose the total system to consist of a particle of
mass m in the harmonic potential mΩ2x2/2 and an elas-
tic string placed along the z axis and described by trans-
verse displacements v(z, t). The classical Lagrangian of
this system
L0 = m
2
(
x˙2 − Ω2x2)+ ρ
2
∫
dz
[
v˙2 − c2
(
∂v
∂z
)2 ]
(1)
depends on a mass density ρ of the string and contains
the elastic string term proportional to (∂v/∂z)2.
It is convenient to consider the string of the finite
length L. In the finale results the limit L→∞ is taken.
According to this, one can use the Fourier series
v(z, t) =
1
L
∑
n
vn(t) exp
(
2piin
L
z
)
, (2)
where all n are involved and v−n = v
∗
n. In the represen-
tation (2) the Lagrangian (1) takes the form
L0 = m
2
(
x˙2 − Ω2x2)+ ρ
2L
∑
n
(
v˙nv˙−n − ω2nvnv−n
)
, (3)
where ωn = 2pi|n|s/L.
In the system, described by (3), the particle and the
elastic string are independent. But our goal is to intro-
duce a particle-string interaction just to produce a par-
ticle dissipation. An adequate way to do that is to use
the Caldeira-Leggett approach [8] accounting a particle-
string interaction by the Lagrangian
L = L0 − x
∑
n
cnvn − x2
∑
n
Lcnc−n
2ρω2n
, (4)
where c−n = c
∗
n. According to [8], the last term in (4)
is added due to renormalization just to get a physical
result.
An n dependence of cn is connected to dissipative prop-
erties of the system [8]. To specify cn we consider a clas-
sical limit in Sec. II A.
A. Classical limit
The classic equations of motion, following from the La-
grangian (4), are
mx¨+mΩ˜2x = −
∑
n
cnvn
ρ
L
(
v¨n + ω
2
nvn
)
= −xc−n, (5)
where Ω˜2 = Ω2 +
∑
n
Lcnc−n/(ρω
2
n). It follows from (5)
vn(t) = −Lc−n
ρω2n
∫ t
−∞
dt1x(t1) sinωn(t− t1). (6)
Substituting this result in (5), it is easy to show that
mx¨+mΩ2x =
− 1
pi
∫ t
−∞
dt1x˙(t1)
∫
∞
−∞
dωnη1(ωn) cosωn(t1 − t),(7)
where
η1(ωn) =
L2cnc−n
2ρω2n
. (8)
The Fourier component of Eq. (7) reads
m(Ω2 − ω2)xω − (9)
iωxω
∫
∞
−∞
dωn
pi
η1(ωn)
∫ 0
−∞
dτe−iωτ cos τωn = 0.
Under the τ -integration one should treat ω as ω+iδ which
results in
m(Ω2 − ω2)xω − ωxω
∫
∞
−∞
dωn
2pi
η1(ωn) (10)
×
(
1
ωn − ω − iδ −
1
ωn + ω + iδ
)
= 0.
Now the classical dynamic equation takes the form
m(Ω2 − ω2)xω + iωη(ω)xω = 0, (11)
where the total friction coefficient is η(ω) = η1(ω) +
iη2(ω) and, according to dispersion relations [29],
η2(ω) =
ω
pi
∫
∞
−∞
dωn
η1(ωn)− η1(ω)
ω2 − ω2n
. (12)
So the real part of the friction coefficient η1(ω) deter-
mines the the entire complex η(ω).
Zeros in the complex ω-plane of the expression (11) are
equivalent to poles of the generalized susceptibility [29].
Those poles cannot be in the upper half plane of the
complex ω due to the causality principle. This restricts
possible functional ω-dependence of η(ω). In classical
electrodynamics
η(ω) =
2e2
3c3
ω2, ω → 0 (13)
3corresponds to Bremsstrahlung [30]. According to that,
one can choose a model leading to the correct electrody-
namic result (13). In this model
η(ω) =
η0ω
2
(ω0 − iω)2 , η0 =
2e2ω20
3c3
(14)
and
η1(ω) = η0
ω2(ω20 − ω2)
(ω20 + ω
2)2
, η2(ω) = η0
2ω0ω
3
(ω20 + ω
2)2
.
(15)
It is easy to check that with the choice (14) all zeros of
(11) (poles of the generalized susceptibility) are in the
lower half plane of complex ω.
The frequency ω0 remains a free parameter. A com-
parison to quantum electrodynamics says that anyway
ω0 is no more than mc
2.
III. REDUCTION TO INDEPENDENT
OSCILLATORS
It is convenient to make a transformation in the clas-
sical Lagrangian (4)
vn = ξn − Lxc−n
ρω2n
. (16)
Now the Lagrangian (4) reads
L = m
2
(
1 +
∑
n
βnβ−n
)
x˙2 − mΩ
2
2
x2 + (17)
ρ
2L
∑
n
(
ξ˙nξ˙−n − ω2nξnξ−n
)
− x˙
√
mρ
L
∑
n
βnξ˙n,
where
βn =
cn
ω2n
√
L
mρ
. (18)
We remind that the summation in (17) is extended on
−∞ < n <∞.
The Lagrangian (17) consists of two quadratic forms
of velocities and coordinates. There are no cross terms.
Therefore one can make a transformation of variables
{ξn}, x into the certain new coordinates {ηp}
ξn =
∑
p
unpηp, x =
√
ρ
mL
∑
p
u˜pηp, (19)
when the two quadratic forms are diagonal, that is
L = m
2
∑
p
(
η˙2p − ω2pη2p
)
, (20)
where ωp is a function to be determined. After a substi-
tution of the new variables into the Lagrangian (17) we
arrive to
L = ρ
2L
∑
p,q
(Apq η˙pη˙q −Bpqηpηq) , (21)
where
Apq =
(
1 +
∑
n
βnβ−n
)
u˜pu˜q +
∑
n
unpu−nq
−
∑
n
βn (u˜punq + u˜qunp) (22)
and
Bpq = Ω
2u˜pu˜q +
∑
n
ω2nunpu−nq . (23)
The diagonal form (21) corresponds to the conditions
Apq =
mL
ρ
δpq, Bpq =
mL
ρ
ω2pδpq. (24)
A. Spectrum of independent oscillators
The relation ω2qApq = Bpq, which follows from (24),
has the form[
ω2q
(
1 +
∑
n
βnβ−n
)
− Ω2
]
u˜pu˜q + (25)
∑
n
(
ω2q − ω2n
)
unpu−nq = ω
2
q
∑
n
βn (u˜qunp + u˜punq) .
Equalizing the coefficient at unp to zero we obtain(
ω2q − ω2n
)
u−nq = ω
2
q
∑
n
βnu˜q. (26)
Analogously, equalizing in (25) the coefficient at u˜p to
zero, one obtains[
ω2q
(
1 +
∑
n
βnβ−n
)
− Ω2
]
u˜q = ω
2
q
∑
n
βnunq. (27)
The relations, following from Eq. (26),
unq =
ω2qβ−n
ω2q − ω2n
u˜q (28)
should be substituted into (27). The result is
Ω2
ω2q
− 1 + 2c
mL
∑
n
η1(ωn)− η1(ωq)
ω2q − ω2n
=
2c
mL
η1(ωq)
∑
n
1
ω2n − ω2q
(29)
Here we account for the expression of βnβ−n through
η1(ωn) using (8) and (18).
In the right-hand side of Eq. (29) one has to use the
relation ∑
n
1
n2 − a2 = −
pi
a
cotpia. (30)
4In the sum in the left-hand side of (29) the sum-
mation can be substituted by the integration
∑
n
→
L/(2pic)
∫
dωn (−∞ < ωn < ∞). With the expression
(12) Eq. (29) takes the final form
m
(
ω2q − Ω2
)− ωqη2(ωq) = ωqη1(ωq) cot Lωq
2c
. (31)
Eq. (31) determines the function ωq in the Lagrangian
(20). It has the form
ωq → ωq + 2c
L
[
pi
2
+ arctan
m(Ω2 − ω2q) + ωqη2
ωqη1
]
, (32)
where in the right-hand side ωq = 2pic|n|/L.
B. Calculation of unp and u˜p
As follows from (23) and (28),
Bpq
u˜pu˜q
= Ω2 + ω2pω
2
q
∑
n
ω2nβnβ−n
(ω2n − ω2p)(ω2n − ω2q)
. (33)
The right-hand side of (33) at p 6= q
Ω2+
ω2pω
2
q
ω2p − ω2q
∑
n
ω2nβnβ−n
(
1
ω2n − ω2p
− 1
ω2n − ω2q
)
(34)
is zero due to the relation (29). Therefore the Lagrangian
in new variables has the diagonal form (20). The param-
eter Bpp is given by (24) and this allows to calculate u˜p
from Eq. (33). By means of Eqs. (8) and (18), u˜p is
defined by
mLω2p
ρu˜2p
= Ω2 +
2cω4p
mL
∑
n
η1(ωn)
(ω2n − ω2p)2
. (35)
We do not perform detailed calculations in Eq. (35) be-
cause u˜p is not required below.
IV. NONSTATIONARY POTENTIAL WELL
We used above the Lagrangian formalism to reduce the
system to a set of independent oscillators. This also can
be done within the Hamiltonian formalism. In this case
the Lagrangian (17) generates the Hamiltonian consisting
of a quadratic form of momenta and a quadratic form of
coordinates. The old momenta are transformed through
new ones in a linear way and the old coordinates are
transformed through new ones also in a linear way. The
transformation is canonical and the coefficients in the
linear forms depend on Ω.
The same canonical transformation can be done when
Ω depends on time because the coefficients in the linear
forms remain the same with Ω(t) as a parameter. Indeed,
in that canonical transformation those coefficients are not
differentiated by time.
Instead of the static potential mΩ2x2/2 in the La-
grangian (3) we choose now
V (x, t) =
mΩ2(t)
2
x2 − ε(t). (36)
The corresponding Schro¨dinger equation for the wave
function ψ({ηq}, t) takes the form
i~
∂ψ
∂t
=
∑
q
[
− ~
2
2m
∂2
∂η2q
+
mω2q(t)
2
η2q
]
ψ − ε(t)ψ, (37)
where time dependence of ωq(t) is determined by (32)
with a nonstationary Ω(t).
The wave function has the form
ψ ({ηq}, t) = exp
[
i
~
∫ t
−∞
ε(t1)dt1
]∏
q
ψq(ηq, t), (38)
where ψq(ηq, t) satisfies the equation
i~
∂ψq
∂t
= − ~
2
2m
∂2ψq
∂η2q
+
mω2q(t)
2
η2qψq . (39)
A. Wave function
Below we consider parameters in the potential (36)
Ω(t) = Ωθ(t) and ε(t) = εθ(t) where the parameters
in right-hand sides are constants. This choice corre-
sponds to an “instant” well creation. In this case ωq(t) =
ω+q θ(t) + ω
−
q θ(−t), where ω+q is determined by Eq. (32).
The frequency ω−q is defined by Eq. (32), where one has
to put Ω = 0.
To construct a solution of Eq. (39) one should know a
solution of the classical equation
z¨q + ω
2
q(t)zq = 0. (40)
The solution of (40) is
zq(t) =
√
~
mω−q
{
exp(itω−q ), t < 0
exp(itω+q ) + i
(
ω
−
q
ω
+
q
− 1
)
sin tω+q , 0 < t
(41)
If to represent zq = rq exp(iγq) then
rq(t) =
√
~
mω−q
{
1, t < 0
1 + (ω−q /ω
+
q − 1) sin2 tω+q , 0 < t
(42)
and
γq(t) =
{
tω−q , t < 0
tω+q + (ω
−
q /ω
+
q − 1) sin tω+q cos tω+q , 0 < t
(43)
In Eqs. (41) - (43) the parts (ω+q − ω−q ) are small
since they are proportional to 1/L. A solution of the
5Schro¨dinger equation (39) has the form [31]
ψq(ηq, t) =
1√
rq
exp
(
imr˙q
2~rq
η2q
)
χq
(
ηq
rq
√
~
mω−q
,
γq
ω−q
)
,
(44)
where the function χq(v, τ) satisfies the equation
i~
∂χ(v, τ)
∂τ
= − ~
2
2m
∂2χ
∂τ2
+
m(ω−q )
2
2
v2χ . (45)
An advantage of this solution is that it allows to match
the region before and after appearance of the well. The
solutions we need is
χq =
1√
rq
√
pi
exp
(
− η
2
q
2r2q
− iγq
2
)
. (46)
B. Energy of the state
At t < 0 the expression (46) goes over into the usual
ground state wave function with the energy Eq = ~ω
−
q /2.
But at 0 < t it becomes non-trivial and the energy Eq
acquires an additional part. Generally
Eq = i~
∫
ψ∗q
∂ψq
∂t
dηq. (47)
To perform calculations in (47) one has to use Eqs. (44)
and (46) with the definitions (42) and (43). One should
not differentiate rq in (46) since this provides zero total
contribution. Note that in our case 〈η2q 〉 = r2q/2. So in
a calculation of the time derivative in (47) one has to
differentiate in the wave function solely r˙q in (44) and γq
in (46). It is easy to show that the result is
Eq =
~
2
γ˙q − r¨q
4
√
m~
ω−q
=
~ω−q
2
θ(−t) + ~ω
+
q
2
θ(t). (48)
Note that despite γ˙q and r¨q in (48) are functions of t the
result is time independent excepting the jumps in time.
The total energy can be written in the form
E =
∑
q
~ω−q
2
+ δEθ(t), (49)
where the first part is simply a total energy of zero point
oscillations at t < 0. The second term in (49)
δE =
∑
q
~
2
(
ω+q − ω−q
)− ε (50)
corresponds to a formation of the potential well
mΩ2x2/2 − ε at t = 0. One can substitute in (50)∑
q
→ L/(2pic) ∫ dωq (0 < ωq <∞) resulting in
δE = ~
∫
∞
0
dω
2pi
[
arctan
mω − η2(ω)
η1(ω)
− arctan m(ω
2 − Ω2)− ωη2(ω)
ωη1(ω)
]
− ε. (51)
energy
x0 0 x
δE
FIG. 1: Energy additional to zero point one
∑
q
~ω−q /2. (Left)
A particle interacts with photons in absence of an exter-
nal potential. (Right) The same particle in the potential
mΩ2x2/2−ε which is suddenly formed. The transition occurs
to the energy δE.
The integral in (51) can be easily evaluated since η1 and
η2 are small. At ω < Ω the both parts of the integrand
in (51) are pi/2 but at Ω < ω the integrand is small.
Therefore
δE ≃ ~Ω
2
− ε. (52)
Corrections to this result are on the order of e2/~c. In
Fig. 1 the transition to the energy δE is shown. The
energy spectrum in the well in Fig. 1 is continuous and
non-decaying. δE is the mean energy to where the tran-
sition occurs. A non-conservation of system energy is due
to a work of the external source which provides the well
formation.
C. Particle without dissipation
It is instructive to know what happens to transitions
after an instant formation of the well in the case when
the particle is not connected to photons. In this case the
particle is described by the Schro¨dinger equation
i~
∂ψ
∂t
= − ~
2
2m
∂2ψ
∂x2
+
[
mΩ2(t)
2
x2 − εθ(t)
]
ψ, (53)
where Ω(t) = Ω−θ(−t) + Ω+θ(t). Analogously to
Sec. IVA, a solution of Eq. (53) has the form
ψ(x, t) =
1√
r
√
pi
exp
(
imr˙
2~r
x2 − x
2
2r2
− iγ
2
+
iεt
~
)
,
(54)
where r(t) and γ(t) are given by Eqs. (42) and (43) if
to make formal substitutions ω−q → Ω− and ω+q → Ω+.
The energy of the state
E = i~
∫
ψ∗
∂ψ
∂t
dx =
~
2
γ˙ +
m
4
(
r˙2 − rr¨)− εθ(t) (55)
6turns into
E =
{
~Ω−
2 , t < 0
~Ω+
2 − ε+ ~(Ω
+
−Ω−)2
2Ω− cos
2 tΩ+, 0 < t
(56)
In contrast to the case of particle-photon interaction (48),
the particle from the ground state ~Ω−/2 after the in-
stant well formation does not go to the new ground state
~Ω+/2 − ε. Instead, it oscillates over a finite interval of
the energy spectrum. This follows from the last (inter-
ference) term in (56) at 0 < t. When initially the particle
was free (Ω− → 0) that interval becomes infinite. The
nonstationary energy at 0 < t results from a superposi-
tion of states with various eigenenergies.
V. DISCUSSIONS
A particle in a well has discrete energy levels. Un-
der interaction with photons those levels acquire a finite
width resulting in loose of a particle energy which finally
reaches a ground state value. In contrast to such dissi-
pative state another type of states in a well is possible
which reminds a polaronic state in solids [26]. In this
case bound particle-photon states are of continuous en-
ergy spectrum. They are also stationary that is with
zero imaginary parts of energy (no photon emission de-
spite the particle is not in a ground state). Existence
of such states in a well is shown on a basis of an exact
analytical solution [25].
One can qualitatively explain why photons are not
emitted by polaronic states. Emission of waves would
result also in oscillations of the particle which is coupled
to photons. This increases the particle kinetic energy
preventing it to lose its total energy and therefore result-
ing in non-decaying states. These general arguments do
not depend on a type of the potential where the particle
moves. For this reason, the polaronic states may exist
not in harmonic potentials only.
Suppose that initially there is no well and the particle
interacts solely with photons and the total system is in a
ground state. This state of the particle-photon system is
exact one. Then suppose that at t = 0 a well is instantly
formed. Since states in the well are non-decaying there
is a non-trivial question: (i) will the particle go down in
energy due to nonstationary effects after a well formation
or (ii) it will be “frozen” at finite energies. As shown in
this paper, the answer corresponds to (i). The particle
reaches the low energy in the well which is approximately
the ground state energy if to switch off the interaction
with photons. That non-conservation of energy is due to
a work of the source which provides the well formation.
The model, considered in the paper, corresponds to
Caldeira-Leggett approach [8] with particle-photon inter-
action similar to one in quantum electrodynamics. This
model enables to extend the obtained results to a signifi-
cant problem related to electrons in anomalous wells [1].
The well is formed by a local reduction of electromagnetic
zero point energy in a vicinity of a heavy nucleus. The
well width is ∼ 10−11cm and the well depth is ∼ 3MeV
[1]. An energy spectrum in anomalous wells is continuous
and non-decaying.
Wells, produced by a local reduction of electromagnetic
zero point energy, are also formed in the Casimir effect
[3, 27]. But in this case they are shallow and widely
extended in space.
Unusual experimental results [2] are likely explained
by formation of anomalous wells. In those experiments
strong acoustic pulses, acted on lead, resulted in unex-
pected x-rays of the energy ∼ 1keV . Heavy lead nu-
clei moved fast, under acoustic perturbations, so their
de Broglie wave length became short corresponding to
the size of anomalous wells stimulating their formation
in vicinity of lead nuclei. It was a table-top experiment.
An anomalous well is formed during the time interval
~/3MeV ∼ 10−22s. This is practically instant compared
to typical electron time in solids. So this is close to the
situation described in the paper and therefore one can
generally use the conclusion drawn. A cause of anoma-
lous well formation is not an artificial source, considered
in the paper, but an electromagnetic system providing a
local redistribution of its zero point energy. Therefore,
the particle transition to the lower level, as in Fig. 1, is ac-
companied by a gamma emission of the energy ∼ 3MeV .
This estimate follows from the depth of the anomalous
well.
We emphasize that the mechanism of the gamma emis-
sion is not due to a usual photon-induced broadening of
discrete energy levels. There is no such broadening in our
system. gamma quanta are emitted due to nonstation-
ary processes of well formation. After the well formation
is finished the particle takes its stationary position close
to well bottom. In contrast, without coupling to photons
the particle oscillates over the energy spectrum after well
formation.
In a usual lead atom a mean binding energy per elec-
tron is a few keV [2, 28]. After the fast (within the
time ~/3MeV ∼ 10−22s) formation of the anomalous
well a rearrangement of the usual electrons is not equally
fast. They transfer into upper levels of an anomalous
well during longer time ~/1keV ∼ 10−18s resulting in
the observed x-rays of the keV energy. After that the
electrons go to lower levels in the deep anomalous well
emitting ∼ 3MeV gamma quanta. So the both (keV and
MeV ) photon emissions are from the same track. The
keV part was already observed but the MeV part is to
be revealed.
It is amazing that the emission of gamma quanta of
a nuclear energy can occur in table top acoustic exper-
iments with lead. A mechanism of this emission is not
nuclear but electronic.
One can put a question about energy production by
that gamma radiation (energy from “nothing”). It was
briefly discussed already in Refs. [1, 2] when a possibil-
ity of gamma emission was not completely clear. Now
gamma emission is shown to be real. In experiments
7[2] solely 10−2g part of the lead sample was effectively
involved into the gamma production. If to specially re-
arrange a lead matter, one can reach, say, 100g part of
the lead to be effective. This increases the gamma yield
up to four orders of magnitude making promising energy
production in those acoustic processes. That issue can
be significant for practical applications.
VI. CONCLUSIONS
The anomalous well for electrons is formed by a local
reduction of electromagnetic zero point energy in a vicin-
ity of a nucleus. The well width is ∼ 10−11cm and the
well depth is ∼ 3MeV . An energy spectrum in anoma-
lous wells is continuous and non-decaying [1].
Unusual experimental results, on unexpected emission
from lead of ∼ 1keV x-rays under acoustic pulses, are
likely explained by formation of anomalous wells [2].
It is shown that gamma emission (∼ 3MeV ) from
anomalous wells is expected. This conclusion is drawn on
the basis of an exact solution within a model generic with
quantum electrodynamics. An energy of emitted quanta
(x-rays and gamma) comes from a reduction of an elec-
tromagnetic zero point energy (energy from “nothing”).
gamma emission of nuclear energy scale is predicted to
occur in table top acoustic experiments.
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