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ABSTRACT 
In this dissertation, three in-process pokayoke systems were developed to prevent defects 
from occurring, so as to ensure product quality for three automated manufacturing processes. 
The first pokayoke development resulted in an in-process, gap-caused flash monitoring 
(IGFM) system for injection-molding machines. An accelerometer sensor was integrated in the 
proposed IGFM system to detect the difference of the vibration signals between flash and non-flash 
products in the last period of the injection molding filling stage. By sub-grouping every two 
consecutive molded products with the vibration signal through an accelerometer sensor, the online 
statistical process control (OLSPC) was able to monitor 100% of the molded products. The threshold 
in the decision-making mechanism of this system established by the SPC approach can determine if 
flash occurred in the molded products when the machine was in process. The experimental testing 
results indicated that the accuracy of this IGFM system was 94.7% when flash is caused by a mold-
closing gap. 
The second pokayoke development led to an in-process surface roughness adaptive control 
(ISRAC) system for CNC end milling operations. A multiple linear regression algorithm was 
successfully employed to generate the models for predicting surface roughness and adaptive feed rate 
change in real time. Not only were the machining parameters of spindle speed, feed rate, and depth of 
cut included in the ISRAC pokayoke system, but also the cutting force signals collected by a 
dynamometer sensor. The testing results showed this proposed ISRAC system was able to predict 
surface roughness in real time with an accuracy of 91.5%, and could successfully implement adaptive 
control 100% of the time during milling operations. This research suggests that multiple linear 
regression used in this study was straightforward and effective for in-process adaptive control 
The third pokayoke development brought an in-process surface roughness adaptive control 
(ISRAC) system in CNC turning operations. This system employed a back-propagation (BP) neural 
network algorithm to train the models for in-process surface roughness prediction and adaptive 
xi 
parameter control. In addition to the machining parameters, vibration signals in the Z direction used 
as an input variable to the neural network system were included for training. The test runs showed 
this pokayoke system was able to predict surface roughness in real time with an accuracy of 92.5%. 
The 100% success rate for adaptive control proved that this proposed system could be implemented to 
adaptively control surface roughness during turning operations. 
The success of this study demonstrated that pokayoke can become a quality enhancement 
approach that can be applied not only in metal cutting manufacturing processes but also in plastic 
injection molding processes. 
1 
Chapter 1) General Introduction 
1.1 Automatic manufacturing processes—trends and research needs 
Since the 1980s, overseas players such as Japan and Germany have ushered in the third 
industrial revolution by running efficient manufacturing systems and providing superior-quality 
products that are reasonably priced and delivered in a timely manner (Black & Hunter, 2003). Out of 
the challenge of continuous improvement grew the concept of lean manufacturing. Lean 
manufacturing is a manufacturing process model originated in Japan that seeks to avoid wasteful 
actions to optimize profitability of products and services while adding value from a customer's 
perspective. American industries have widely accepted and implemented lean manufacturing 
programs to improve the flexibility, controllability and efficiency of their manufacturing systems. 
Lean manufacturing has given rise to a trend toward customized production, which raises the 
standards for maintaining high quality at a minimal cost. To meet these standards, industry leaders 
have developed and implemented automatic manufacturing processes to reduce variation, resulting in 
better quality, higher productivity, and lower labor costs—eventually allowing them to be competitive 
with their industrial peers (Doty, 1997; Murphy, 1990; Park & Vining, 2000). 
One type of automatic manufacturing involves computer numerical control (CNC) machines. 
CNC machines have their origins in numerical control (NC) machines tools. NC machine tools are 
machines that are automatically operated based on numbers fed into them by an operator. These 
automatic machines were often fed instructions punched onto paper tape or punch cards. 
Advances in microelectronics and microprocessors have allowed the computer to be built into 
NC equipment, leading to computer numerical control (CNC) machines. CNC machines are 
programmable and able to automatically produce high-tolerance products under the designed NC 
program with little interference from operators (Lin, 1994). 
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Injection molding is another common automatic manufacturing processing that is widely used 
to produce plastic parts. Granules of plastic material are fed from a hopper into a chamber where the 
material is heated until melting. Then the molten material is injected into a mold cavity by an extruder 
screw. After the material solidifies, the part is ejected from the cavity. Modern injection molding 
machines often employ a microprocessor, which allows operators to setup the machines to perform 
under required process parameters, such as cavity pressure, barrel temperature, injection velocity, 
etc.—and to continuously monitor these factors as well. The dream of automatic manufacturing 
processes in the 20th century has become a reality in the 21st century: machine tools have a certain 
level of intelligence. 
According to the "yardstick for automation" as proposed by Amber and Amber (Black & 
Hunter, 2003), current CNC machine tools and modern injection molding machines are all beyond the 
primary automation level marked by replacing human power with other power sources (DeGarmo, 
Black & Kohser, 1997). With highly advanced technologies such as computer numerical control and 
microprocessors, these machines are capable of producing more consistent products than their human-
controlled counterparts. 
Computer-controlled machine tools, however, do not necessarily guarantee perfect quality 
control. Maintaining quality has always been important in the production of goods, though methods 
for accomplishing it have varied. While computer-controlled tools may substantially reduce variation, 
poor quality may still occur due to assignable causes; moreover, reduction in variability due to 
automation may be accompanied by stricter tolerances as a result of high customer expectations and 
competition in the marketplace (Keats & Hubele, 1989). Since computer-controlled machines are 
typically highly productive, there might be more risk in automatic manufacturing processes if the 
computer-controlled machine strays from desired specification requirements. Any abnormality in a 
machine system could cause a large batch of defective, scrap products. 
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A number of factors can impact CNC machines' cutting results. Variance is introduced into 
the process due to deflection of the part, the cutter, the fixture, and the machine tool itself (Murphy, 
1990). In addition to the deflective variability, the different thermal-coefficients of these members 
result the deterioration of quality characteristics. Other problems may occur during the process, such 
as the wear or breakage of the cutting tool. Any source of variation could ultimately result in defects. 
Similar quality concerns are evident in injection molding machines as well. Improper mold 
design, part design and process parameter settings, contaminated plastic resin, and even unclean 
molds can cause defects in molded production (He, Zhang, Lee & Liu, 2001). More importantly, 
these automatic machine tools are designed to complete the production cycle unattended. These 
production features bring out more obvious needs to control quality in the automatic manufacturing 
process. 
Statistical process control (SPC) is a common strategy in many industries for finding causes 
of defects and eliminating them. SPC has been used since the early 1920s, when it was introduced by 
Shewhart (DeVor, Chang & Sutherland, 1992). SPC uses small samples instead of 100% inspection 
to make predictions about the entire product population (Doty, 1997). Although it is effective, this 
technique relies on random sampling of a product's population and is therefore labor-intensive, time-
consuming, and costly (Muphy, 1990). For example, assume the production rate of a CNC milling 
machine for machining a particular part is 100 pieces per hour. By randomly drawing 10% of the 
products to form one subgroup every half hour, it takes 10 hours to complete a 20-subgroup sample. 
Moreover, the most noticeable drawback of traditional SPC is that it is conducted after products are 
produced. SPC is categorized as a post-process and offline quality control method and is not able to 
cater to the quality control needs of the automatic manufacturing processes in a timely manner. Also, 
once out-of-control points are found in the control charts, it takes time for the local workforce to set 
up a team and employ a DOE or other strategies to attack the special cause behind the out-of-control 
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point. Finally, statistical process control does not always produce products that meet the required 
level of quality. 
The following example (DeVor et al., 1992) shows the monitoring of the outside diameter of 
a motor shaft that is machined on a CNC turning center. The target value is 2.1250 inches with a 
tolerance of ±0.0010 inch. Each subgroup of five parts is spaced approximately half an hour apart. 
The measurements are made in inches to the nearest ten-thousandth of an inch. Only the last two 
digits are displayed. For example, 2.1247 appears as 47. The control charts in Figure 1.1 show that 
the process is in statistical control. However, the histogram shown in Figure 1.2 indicates that some 
products are out of specification limits. Also, the capability study predicts that 16.55% of the products 
will be out of specification limits. 
XBar of OD 
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55-
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Avg=49.49 
45-
40-
35-
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8 25-
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Figure 1.1. Control charts show a process is within statistical control 
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Figure 1.2. Histogram of the outside diameter of the motor shaft 
This example indicates that the traditional SPC approach, called "off-line SPC", is an 
effective tool for characterizing the condition of the machining process, but not a perfect tool to 
ensure 100% quality inspection in real time. Because machine tools usually run at high speed and 
have a high production rate, short cycle time, and require real-time quality control in automatic 
manufacturing processes, there is an increased industrial need for on-line statistical process control 
(OLSPC) strategies with the development of technologies in data acquisition systems (Contreras, 
1989; Hossain, Choudhury & Suyut, 1996; Mo, Squires & Brien, 1997; Taguchi, 2000). 
Problems still exist in the OLSPC strategy due to the lack of 100% inspection. Pokayoke is an 
in-process technique that relies on a method, mechanism, or device to ensure 100% inspection, so as 
to prevent defects from occurring rather than finding them after they have occurred. Therefore, 
because of increased global competition and the current production features of the automatic 
manufacturing process, there is a need to develop a pokayoke prototype that is able to implement real­
time, 100% inspection while manufacturing is in-process. More importantly, in-process adaptive 
control will be added to the proposed pokayoke prototype to correct defects in addition to 100% 
inspection. 
6 
Instead of focusing on one particular automatic manufacturing process, this research attempts 
to develop a pokayoke prototype applicable in three manufacturing processes: injection molding 
operations, CNC milling operations, and CNC turning operations. 
Injection molding is a manufacturing process associated with non-ferrous materials. The low 
production costs and high production volume of the injection molding processes make it a very 
common one in the plastics industry. In 1985, the U.S. consumed more plastic than steel, copper and 
aluminum combined (Agrawal, Pandelidis & Pecht, 1987). In 2002, the value of the U.S. injection-
molded plastics industry was estimated at $7.5 billion (Freedonia, 2001). Injection molding process 
control concerns itself with the ability to control the quality of molded parts during the molding cycle. 
To do so, research was conducted to establish a process monitoring mechanism based on processing 
parameters with the final goal of controlling the quality of molded parts (Garvey, 1997; Sadeghi, 
2000; Wu, Chen & Malloy, 1991;). However, very few of these process-monitoring systems can 
directly predict the status of defective products in real time. 
CNC milling and turning operations are commonly used manufacturing processes related to 
ferrous and non-ferrous materials. Surface texture is an important factor used to evaluate the quality 
of machined parts. The surface features affect many functional attributes of the products. For 
example, parts that do not follow surface specification may cause excessive fatigue stress, shorten 
product life, even inhibit assembly and result in scraps and waste (Chen & Savage, 2001; Shin, Oh & 
Coker, 1995). In the past few years, by integration with sensor technologies, a great deal of research 
has been conducted regarding in-process monitoring and predicting tool conditions, tool breakage and 
the surface roughness of a workpiece while the machining is in-process (Lee & Chen, 2003; Jong, 
Choi, Kim & Hsiao, 1996; Tsai, Chen, & Lou, 1999), with the ultimate goal of controlling the quality 
of machined products. These studies have only focused on monitoring the process of interest and did 
not offer solutions that could provide correction when the machine is out of specification. 
Therefore, in response to the production trend and research conditions in the three 
manufacturing processes reviewed above, there is an obvious need to develop two different levels of 
pokayoke prototypes, one is an in-process defect monitoring system for use in injection molding 
operations, and the other is an in-process surface roughness adaptive control system for use in milling 
and turning operations to correct defects while the manufacturing process is running. 
Adaptive control means changing a behavior to conform to new circumstances (Landou, 
Lozano & M'Saad, 1998). As shown in Figure 1.3, the adaptive control model proposed in this 
research is designed with an adaptive viewpoint to continuously inspect the predicted surface 
roughness of the machined workpiece (R% ) and its corresponding surface requirement ( R'J ). Based 
on the feedback information, the system will decide whether an adaptive degree change (Ad) should 
be provided to adjust the cutting parameters to reach the desired surface finish. 
Machine 
Process 
Cutting 
Parameters Adaptive 
control system 
*: 
^ Adaptive 
change(Ad) 
i L 
Cutting process ^ 
Yes 
R P „  >  
Figure 1.3. Adaptive control system in CNC milling and turning operations. 
1.2 Purpose of study 
Based on the previous review, the purpose of this study is to: 
1). Develop a pokayoke system for in-process monitoring of the flash status of molded 
products in injection molding operations. Flash is a common defect but is hard to control because it 
can be caused by many factors, including material features, process parameters and machine 
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operation (Bryce, 1996). In this research, the pokayoke system was developed to monitor flash that 
was caused by a mold-closing gap when the injection molding process is still running. 
2). Develop a pokayoke system for in-process surface roughness adaptive control in CNC 
milling operations. This system was designed to accomplish two functions: one is to predict the 
surface roughness of a workpiece within the finish milling process, and the other is to adaptively 
change the cutting parameters if the predicted surface value is worse than the surface requirement 
during the finish milling process. As before, this latter function helps to ensure that the surface quality 
of the workpiece consistently meets specifications. 
3). Develop a pokayoke system for in-process surface roughness adaptive control in CNC 
turning operations. This system was also designed to accomplish two functions: the first is to predict 
the surface roughness of a workpiece within the finish turning process, and the second is to adaptively 
change cutting parameters if the predicted surface value is worse than the surface requirement during 
the finish turning process. As before, this latter function helps to ensure that the surface quality of the 
workpiece consistently meets customer requirements. 
1.3 Significance of study 
The pokayoke systems proposed in this research are quality control prototypes that 
proactively provide quality control in an effective and efficient way. Pokayoke is effective in that it 
ensures 100% inspection before defects are produced. Pokayoke is also cost-efficient in that it relies 
on a device mechanism instead of direct labor to perform real-time monitoring or adaptive control. 
Pokayoke is an in-process quality control mechanism, meaning that it eliminates unproductive 
machine downtime due to post-process off-line manual inspection. Moreover, the proposed pokayoke 
systems in milling and turning operations are customer-driven systems, adaptively changing 
machining parameters in response to customers' needs. This strategy meets the need of industry for 
customized production. In summary, the pokayoke strategy proposed in this research helps eliminate 
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waste caused by defects in injection molding, milling, and turning processes, thus approaching zero 
defects and lean manufacturing. 
1.4 Research questions 
Based on the goals of this research, three research questions need to be addressed: 
1). Can the proposed in-process pokayoke system in the injection molding operation be an 
effective way to monitor flash in molded parts? 
2). Can the proposed in-process pokayoke system in the CNC milling operation be an 
effective way to enhance the surface roughness of milled parts? 
3). Can the proposed in-process pokayoke system in the CNC turning operation be an 
effective way to enhance the surface roughness of turned parts? 
1.5 Procedures of study 
In order to develop these pokayake systems, the appropriate measurement sensor and solid 
control algorithm must be selected and established. With sensors collecting the real-time signals from 
the machining process, the pokayoke system in milling and turning operations will be able to predict 
the workpiece's surface roughness and, based on this information, adaptively generate parameter 
changes to reach the required surface finish. By integrating an electronic sensor, the pokayoke system 
in the injection molding process will be able to detect the flash status of injection molded products 
caused by a mold-closing gap. The following procedures were used to develop the three proposed 
systems: 
1). Present the need for 100% inspection and in-process control in today's industries. 
2). Review literature. 
3). Design the structure of the pokayoke system. 
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4). Develop the experimental setup consisting of the hardware, the software system and the 
design of experiment (DOE) to collect the necessary data. 
5). Apply statistical analysis and process analysis to identify the significant factors of the 
process. 
6). Substantialize the control mechanism proposed in the pokayoke system by using multiple 
regression, neural networks, or the SPC algorithm. 
7). Test the performance of the proposed pokayoke systems. 
8). Complete the manuscripts for potential publications. 
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Chapter 2) Literature Review 
The purpose of this research is to develop a pokayoke system for use in injection molding 
operations, CNC milling operations, and CNC turning operations. The available literature on these 
systems provides several possible directions for the design of such a system. This section reviews 
available literature as follows. First, the overall composition of pokayoke systems is discussed. The 
commonly used sensor technologies and the decision-making algorithm that the pokayoke system 
requires to operate are then discussed. Having identified these crucial factors, the literature review 
then discusses the application of each system to different manufacturing operations. 
2.1 Pokayoke system 
A pokayoke system is a mistake-proofing device, method, or mechanism that is used to 
ensure quality and eliminate waste by means of preventing defects rather than finding them after they 
have occurred (Black &Hunter, 2003; Murphy, 1990). Pokayoke exists in various forms. However, it 
was not until the early 1960s that Shigeo Shingo, a key developer of the Toyota Production System, 
turned the concept into a powerful quality control tool (Pojasek, 1999). Not only has pokayoke 
received extensive use in manufacturing (Chausse, Landry & Pasin, 1998; Chen, 1996; Chen & 
Black, 1996), but also in other applications such as construction and healthcare businesses (Bayers, 
1997; Snell & Atwater, 1996). 
The most attractive feature of pokayoke systems is their exceptional ability to reduce or 
eliminate defects through effective feedback and instantaneous corrective action. It is thus an in-
process and automatic control by nature (Murphy, 1990). According to the system's capability, there 
are three levels of pokayoke systems (Bayers, 1997; Pojasek, 1999): 
1). Warning. When the system detects a potential defect, it alerts the operator with a warning 
buzzer or light. 
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2). Shut down. When an error is detected, the operation is shut down, preventing defects 
from occurring repeatedly. 
3). Adaptive Control. When the system detects a potential defect, it provides an appropriate 
control strategy to maintain the desired quality characteristics with minimal or no operator 
intervention. 
Of the three levels, the final one providing in-process adaptive control and corrective action is 
the most desirable. It automatically carries out quality control strategies while the manufacturing 
operations are running, avoiding the waste caused by defects and machine downtime from the 
inspection of post-process products. Considering the pokayoke system's attractive ability to ensure 
quality—including the quality concerns in injection molding, milling, and turning manufacturing 
processes reviewed in Chapter 1—pokayoke systems that have warning or control capability need to 
be developed to control the quality of both molded and machined parts. With the ever-increasing 
presence of computerized numerical control and computerized process controllers on the 
manufacturing floor, the task of developing pokayoke systems to monitor in-process quality control 
becomes one of selecting the appropriate measurement sensor and designing a suitable corrective 
feedback control algorithm (Murphy, 1990). 
2.2 Sensor technology 
Sensors provide data from the manufacturing process or product that indicates whether or not 
the quality of the process output meets the design specifications (Barkman, 1989). Sensing 
technology can be separated into two categories. 
One method directly measures and reports the response value of interest. For example, the 
surface profiler is a surface measurement device that directly contacts the finished product to produce 
the measurement. The surface profiler measurement usually requires a stable pre-setup where 
machined parts can be loaded solidly and measured with little interference. This method tends to be 
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an off-line approach and is not suitable for in-process pokayoke system in which instantaneous 
quality information is required to provide in-process control. 
Another sensing category is the indirect method. Instead of measuring only the characteristic 
of interest, sensors can be used to measure other parameters associated with this characteristic. For 
example, Kwon and Fischer (2003) attempted to monitor tool wear conditions by sensing optical 
images. In this study, image analysis software was used to analyze a complete set of tool wear data 
captured by an image sensor so the tool wear index could be found. By monitoring the vibration 
signals, Jun and Suh (1999) were able to monitor the tool conditions in NC milling. The indirect 
sensing approach is more appropriate for the in-process pokayoke system because it allows quality 
characteristics to be estimated from sensor data, without interrupting manufacturing processes. The 
current study utilized indirect sensing techniques. A list of research and sensor techniques applied in 
injection molding and machined parts' surface roughness is presented in Table 2.1. The main features 
of these sensors are summarized as follows: 
1). Optical sensor. Optical sensing is based on the principle that light reflected from a 
relatively smooth surface exhibits an exponential distribution in regard to the scanning angle. A 
definite relationship has been found between the average inclination of a roughness profile and 
surface roughness. 
This technology is more suitable to the measurement of relatively smooth surfaces generated 
by lapping, grinding, and other fine machining. For example, Liu, Yamazaki, Zhou, and Matsumiya 
(2002) demonstrated a reflective fiber optic sensor for in-process surface roughness measurement, 
and their experimental results showed that the prototype sensor probe has high resolution and 
sensitivity for ground and milled surfaces. However, the optical sensor technique needs light sources, 
and the accuracy of this technique depends on the scanning angle, the distance between the sensor and 
the workpiece, and the working environment. 
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2). Ultrasonic sensor. This sensor works by sending out an ultrasonic pulse to the surface and 
measures the amplitude of the returned signal (Coker, Oh & Shin, 1998; Pepper, Dunning, David, 
Pouet & Klein, 1999). Similarly based on the theory of the reception and reflection of an 
electromagnetic wave, ultrasonic sensors have the same limitations as optical sensors. 
Table 2.1. Major sensor techniques applied in surface roughness measurement 
and injection molding quality control 
Sensor Investigator Year Operation 
Optical Sensor 
Ultrasonic Sensor 
Acoustic Sensor 
Dynamometer Sensor 
Kwon & Fischer 2003 Tool Wear 
Liu at al. 2002 Grinding and 
Milling 
Bradley 2000 CNC Machines 
Wong & Li 1999 Grinding 
Wang at al. 1998 Grinding 
Bendada & et al. 2004 Injection Molding 
Thomas & Bur 1999 Injection Molding 
Bur & Thomas 1997, 1998 Injection Molding 
Woerdeman et al. 1996 Injection Molding 
Bur et al. 1994 Injection Molding 
Pepper et al. 1999 Turning and 
Milling 
Coker, Oh & Shin 1998 Milling 
Coker & Shin 1996 Milling 
Shin, Oh & Coker 1995 Milling 
Yan et al. 1995 Turning 
Thomas et al. 2003 Injection Molding 
Edwards & Thomas 2001 Injection Molding 
Topker & Michaeli 2001 Injection Molding 
Piche et al. 1999 Injection Molding 
Wang et al. 1997 Injection Molding 
Pittner et al. 1999 Turning 
Susie and Grabec 1995 Grinding 
Huang & Chen 2003 Milling 
Baek et al. 1997 Milling 
Huang & Lin 1997 Turning 
Fuh&Wu 1995 Milling 
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Table 2.1 (continued) 
Sensor Investigator Year Operation 
Accelerometer Rishood, Dixit & 2003 Turning 
Sensor Sahasrabudhe 
Lee & Chen 2003 Turning 
Abouelatta & Madl 2001 Turning 
Chen & Savage 2001 Milling 
Huang & Chen 2001 Turning 
Chen & Lou 2000 Milling 
Tsai, Chen & Lou 1999 Milling 
Jun & Suh 1999 Milling 
Lin & Chang 1998 Turning 
Jang et al. 1996 Turning 
Ismail et al 1993 Milling 
Pressure Sensor Kazmer et al. 2003 Injection Molding 
Cheng, Chao & Chang 2003 Injection Molding 
Collins 1999 Injection Molding 
Speight & Hull 1997 Injection Molding 
Woll & Cooper 1997a, 1997b Injection Molding 
Woll, Cooper & Souder 1996 Injection Molding 
Helps et al. 1995 Injection Molding 
Wu, Chen & Mallow 1991 Injection Molding 
3). Dynamometer sensor. A dynamometer sensor measures the dynamic force generated 
from any direction to the top plate of the sensor by the use of four systematically arranged three-
component force sensors. Each sensor has three pairs of quartz plates to sense pressure in the X, Y, 
and Z directions. The forces acting on the quartz elements are directly converted into proportional 
electrical signals. For example, Baek, Ko, and Kim (1997) used a dynamometer sensor to estimate the 
effect of tool condition on surface finish. The dynamometer has also been applied in other studies 
(Fuh & Wu, 1995; Huang & Chen, 2003). 
4). Accelerometer sensor. An accelerometer provides vibration signals by measuring the 
displacement of the attached surface. As the body of mass vibrates relative to the base of the 
accelerometer, the piezo-electric discs generate an electrical signal proportional to the property of the 
piezo-electronic materials. For example, an accelerometer was used in research to predict the 
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dimensional deviation and surface texture of turned parts (Risbood, Dixit & Sahasrabudhe, 2003) and 
for predicting tool wear (Jun & Suh, 1999). 
Based on the desirable features reviewed above and the proven applications of the 
dynamometer and accelerometer in machine system development, a dynamometer was used to 
develop an in-process pokayoke system for surface roughness adaptive control in CNC milling 
operations, and an accelerometer was used to develop an in-process pokayoke system for surface 
roughness adaptive control in CNC turning operations. Considering the dynamic nature of the 
injection molding process, an accelerometer was used to develop an in-process pokayoke system to 
monitor flash caused by mold-closing gap in injection molding. 
2.3 Decision-making algorithm 
After identifying the sensor techniques to be used in this study, another task is to select the 
decision-making algorithm. Because indirect measurement approaches are proposed in the three 
pokayoke systems, meaning that the feedback information provided by the sensor is not the surface 
roughness or flash itself, the decision-making algorithms must be built to identify the relationship 
between the characteristic of interest and the real-time signals. 
The commonly used algorithms for on-line quality control or pokayoke systems include 
statistical process control (SPC), multiple linear regression (MLR), artificial neural networks (ANN), 
and fuzzy-nets or fuzzy logic. The decision-making algorithms that have been used in recent years 
are listed Table 2.2. 
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Algorithm 
Table 2.2. Algorithms used in recent research. 
Investigator Year Operation 
Statistical Huang & Chen 2001 Turning 
Model 
Lou, Chen & Li 1998 Milling 
Chen & Lou 1998 Milling 
Fuh & Wu 1995 Milling 
Beauchamp et al. 1996 Grinding 
ANN Huang & Chen 2003 Milling 
Lee & Chen 2003 Turning 
Zuperl & Cus 2003 Turning 
Risbood, Dixit & 2003 Turning 
Sahasrabudhe 
Ho et al. 2002 Turning 
Lin & Tai 1999 Milling 
Stark & Moon 1999 Milling 
Tsai, Chen & Lou 1999 Milling 
Mainsah & Ndumu 1998 Turning 
Yan et al. 1995 Turning 
Mok & Kwong 2002 Injection Molding 
Sadeghi 2000 Injection Molding 
Petrova & Kazmer 1999 Injection Molding 
Demirci, Coulter & Queer 1997 Inj ection Molding 
Woll, & Cooper 1997a, 1997b Injection Molding 
Garvey 1997 Injection Molding 
Woll, Cooper & Souder 1996 Injection Molding 
Smith 1993 Inj ection Molding 
Fuzzy-Nets Ho et al. 2002 Turning 
Chen & Lou 2000 Milling 
Chen & Savage 2001 Milling 
Lei, Yang & Yang 1999 Milling, Tool Wear 
Ament & Goch 1999 Turning 
He et al. 2001 Injection Molding 
Tan & Yuen 2000 Injection Molding 
SPC Jun & Suh 1999 Turning, Tool Wear 
Hossain, Choudhury & Suyut 1996 Industrial Process 
Mo, Squires & Brien 1997 Grinding 
Gibson & Hoang 1994 Turning 
Speight, Yazbak & Ciates 1995, 1996 Injection Molding 
Atkins & Gilead 1994 Injection Molding 
1). Multiple linear regression (MLR). MLR analysis involves a situation in which more than 
one independent variable may be associated with the response variable of interest. The regression 
parameters of the model are estimated using the Standard Least Squares approach. MLR includes 
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testing each parameter to determine its significance in the prediction system. It is a straightforward 
and effective means to build an empirical formula when a theoretical approach is difficult to 
accomplish. For example, Beauchamp, Thomas, Youssef, and Masounave (1996) attempted to 
establish a statistical model to optimize cutting conditions by applying the full factorial design or 
Taguchi design. 
2). Artificial neural network (ANN). ANN is an information-processing paradigm inspired 
by biological nervous systems, such as how the brain functions. The novel structure of the 
information processing system lies in its ability to compose a large number of highly interconnected 
neurons to solve specific problems. The underlying principle of neural networks is pattern 
recognition. A neural approach has advantages over other methods of pattern recognition since the 
network can be made to represent any mapping between input patterns and the desired output 
response. Among the variety of neural network algorithms, back-propagation (BP) is the most 
commonly used for pattern recognition (McClelland & Rumelhart, 1988). Garvey (1997), Lee, and 
Chen (2003), and Huang and Chen (2003) give examples of using ANN to enhance part quality in 
injection molding, milling, and turning process, respectively. 
3). Statistical process control (SPC). SPC is a method of monitoring, controlling and, ideally, 
improving a process through statistical analysis mainly used for monitoring product quality and 
maintaining processes to fixed targets in manufacturing (Hossain, Choudhury & Suyut, 1996). 
Variability is present in every process. This is a statistical fundamental. There are two types of 
variability that work interactively to shape the process. Common-cause variability deals with the 
numerous small sources of natural variability that are always part of the process, and special-cause 
variability, which focuses on the factors that are not part of the process and that occur only in special 
circumstances. A primary tool used for SPC is the control chart, a graphical representation of certain 
descriptive statistics for specific quantitative measurements of the manufacturing process. 
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The two most important control charts are X and R charts. X is the mean of the 
measurements taken in each subgroup and R is the range of each subgroup. The control limits for 
X and R charts are created based on the normal distribution assumption; that is, 99% of the data 
should fall within the interval between and jx+3a. If the individual measurements (%,) 
follows a normal distribution N ( j u ,  a  x ) ,  then subgroup statistics of sample mean ( X )  also follow a 
normal distribution where N(p,a^). a- = -f=, " is the subgroup sample size. The control limits for 
V" 
X chart and R are listed in Table 2.3. The use of SPC algorithms can be found in the research 
conducted by Mo, Squires, and Brien (1997), Gibson and Hoang (1994) and Speight, Yazbak and 
Coates (1995). 
Table 2.3. Control limits for X chart and R chart 
X Chart R Chart 
Upper control limit UCL = X + A2R UCLR=DAR 
Central line 
m m m i=i 
Lower control limit jjCL = x~A2R lClr = D^R 
where m is the number of subgroups taken in the process; A2, D3, D4 are coefficients 
depending on sample size n. 
4). Fuzzy-nets (FN). FN systems are a coupling of neural networks and fuzzy logic. Fuzzy 
logic provides an inference that enables approximate human reasoning capabilities to be applied to 
knowledge-based systems. Moreover, fuzzy logic provides mathematical strength to capture the 
uncertainty and vagueness associated with human cognitive processes. The neural network is an 
excellent tool for learning, adaptation, fault-tolerance, parallelism, and generalization. The FN 
algorithm, which combines the two algorithms, can extend the advantages of the two individual 
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systems. The research using FNN algorithm can be found in He, Zhang, Lee, and Liu (2001), Chen 
and Savage (2001), and Tan and Yuen (2000). 
After the review regarding decision-making algorithms, three algorithms — revised SPC, 
multiple regression, and artificial neural network — were proposed to be applied in this research and 
are summarized as follows: 
1). Using revised statistical process control (SPC) for developing the in-process pokayoke 
system to monitor flash due to mold-closing gap in injection molding 
2). Using multiple linear regression (MLR) for developing the in-process pokayoke system 
to adaptively control surface roughness in CNC end milling 
3). Using artificial neural networks (ANN) for developing the in-process pokayoke system to 
adaptively control surface roughness in CNC turning. 
The detailed literature review with respect to the three manufacturing operations is presented 
as follows: 
2.4 Literature review in injection molding operations 
Injection molding is a process that consists of injecting molten plastic material from a heated 
cylinder reservoir into a closed mold, allowing the plastic to cool down and solidify, and ejecting the 
completed product from the mold (Bryce, 1996). The low production costs and high production 
volume of the injection molding processes make it very common in the plastics industry. However, 
due to the nature of non-linear complexity resulting from the multivariable process, injection 
molding, although advantageous, does not necessarily guarantee superior product quality (Petrova & 
Kazmer, 1999; Woll & Cooper, 1997a, 1997b). Several factors in the injection molding process could 
cause defects, ranging from raw materials, machinery conditions, ambient conditions, product and 
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mold design, and molding process parameters (He et al., 2001; Smith, 1993). Therefore, ensuring 
product quality is still a difficult task in this manufacturing process. 
A majority of the common defects in injection molding processes are categorized by exterior 
appearance, dimensional specifications, and mechanical properties (Mok & Kwong, 1999). The last 
two categories of defects can be better controlled or eliminated through accurate mold and tooling 
design and the reduction of variation in material and machine process parameters (Bryce, 1996; 
Petrova & Kazmer, 1999). In the 1970s and 1980s, the strategies of mathematical modeling, SPC and 
SQC were widely used for seeking better injection molding conditions. Recently, research has 
focused on implementing computer simulation and artificial intelligence to optimize the appropriate 
settings for process parameters in injection molding quality control. 
Cavity pressure is a common indicator of process status due to its significant impact on 
process variation and molding setup. Through mathematical simulation and experimental studies, 
Woll and Cooper (1997a, 1997b) used cavity pressure as the basis of a closed-loop quality control 
strategy for the injection molding process. This strategy optimized holding pressure and barrel 
temperature using artificial neural networks embedded within a cascade design to analyze sensor 
patterns, to identify process character, and to optimize, predict, and control the part. 
In addition to cavity pressure, other parameters are used for optimizing injection molding 
processes in order to further control part quality in terms of consistent part weight or consistent part 
length. A neural network controller was developed by Garvey (1997) using screw displacement, 
screw velocity, nozzle pressure, and nozzle temperature as the model inputs to optimize max packing 
pressure, mean injection speed, and velocity stroke. The products produced through the parameters 
setting suggested by this neural controller demonstrated significantly less variation in part weight than 
in tests not using the controller. Tan and Yuen (2000) applied a fuzzy multi-objective optimization 
approach for the determination of process parameters, such as nozzle temperature, injection speed, 
holding time, and holding pressure, in different injection stages. Through computer simulation, 
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Sadeghi (2000) built a prediction model using melt flow rate, injection pressure, and melt temperature 
as the inputs to predict actual pressure and actual injection time, as well as part quality in terms of 
lack or existence of weld line. 
Prior research regarding process parameters optimization has resulted in significant progress 
toward the goal of improving product quality in injection molding machines. In the injection molding 
industry, injection machines, although operating under optimum settings, run for over twenty-four 
hours with little attention from workers. In this situation, defects may still occur. For example, flash 
can be caused by a tiny gap between the halves of the mold resulting from unexpected adherents. As 
shown in Figure 2.1, flash is the material that squeezes out of a closed mold because injection 
pressure forces it out through any opening that allows material to flow. Although the products 
affected by flash may not necessarily have to be scrapped, flash does result in a lot of re-work on 
defective products, thereby increasing production costs and lowering process efficiency. Therefore, 
there is a need to develop an in-process pokayoke system for monitoring flash caused by mold-
closing gap. This system provides real-time information about flash created by a mold closing gap 
when the machine is running, so action can be taken to avoid defects. 
Figure 2.1. Injection molding products (a) without flash (b) and with flash 
Figure 2 presents the proposed in-process pokayoke system for injection molding and 
includes two major components: the subsystem for real-time signal collection, and the decision­
making mechanism. Acceleration signals collected by the accelerometer sensor serve as inputs to this 
system. The threshold value will be established through the SPC algorithm. The output is the product 
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quality status: flash or non-flash. According to the changing trend of vibration signals, the system will 
be able to judge whether or not flash is happening and therefore indicate corresponding warning 
signals or even automatically shut down the machine. 
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Molding 
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Figure 2.2. Structure of the in-process pokayoke system for injection molding 
2.5 Literature review in milling operations 
Milling is the basic machining process by which a surface is generated through feeding a 
workpiece into a rotating cutting tool. It is one of the most widely used metal-removal processes in 
the industry, used in die, aerospace, automotive and machinery design, and manufacturing (Altintas, 
1994; Lee & Lin, 2000). Surface roughness is an important feature to evaluate the milled products' 
quality. Because it can produce a very good surface finish, milling is particularly suited for and 
widely used in mass production. On the one hand, CNC milling machines have a high production 
rate; on the other hand, these highly productive machines run the risk of producing more scrap 
products, which lead to more waste and higher cost. 
Surface roughness in milling is affected by a number of factors, including machine 
parameters ( spindle speed, feed rate, and depth of cut), cutting tool conditions (tool geometry, tool 
material, and tool wear), workpiece material features, and the presence of a coolant, among others 
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(Baek, Ko & Kim, 2001; Kline, DeVor & Shareef, 1982; Sutherland & DeVor, 1986). If one 
parameter shifts, a number of consecutive parts will deviate from the desired specification without 
timely adjustment of the shifted value. Thus, there is a need for an in-process pokayoke system for 
surface roughness adaptive control (ISRAC). This will automatically recognize the surface finish 
characteristics and adjust process parameters based on real-time feedback from the cutting process. 
Several in-process surface roughness recognition systems have been reported by directly 
applying different sensor techniques as listed in Table 2.1. Optical sensors were adopted by Bradley 
(2000), Kwon, and Fischer (2003), Liu et al. (2002); Wong and Li (1999), and Wang, Wong, Luo, 
and Zhang (1998). Susie and Grabec (1995) used an acoustic sensor to predict surface roughness in 
grinding operations. Systems applying ultrasonic sensors for predicting surface roughness in real time 
were developed by Pepper et al. (1999), Coker et al. (1998), Coker and Shin (1996), Shin, Oh, and 
Coker (1995), and Yan et al. (1995). Due to limitations reviewed in the previous section of sensor 
technology, they are not universally suitable for monitoring the CNC machining process in which the 
CNC milling machines run at high speed and might be requested to cut parts with complicated 
contours; additionally, the presence of chips, chatter, vibration, and coolant may significantly weaken 
the accuracy of these surface roughness measurement devices. 
A few other in-process surface roughness systems have also be been developed based on 
algorithms that incorporate real-time representative information from the cutting process. Applying a 
dynamometer sensor to collect 3-D cutting forces in milling operations, Huang and Chen (2003) 
developed an in-process neural network surface roughness prediction system. Chen and Savage 
(2001) developed a fuzzy-net-based, multilevel, in-process surface roughness recognition system that 
predicted surface roughness with approximately 90% accuracy. In addition to cutting parameters, 
workpiece vibration signals collected through an accelerometer have been included in this system. 
Chen and Lou (2000) demonstrated an approach based on fuzzy-nets to predict surface roughness on­
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line. Lou, Chen and Li (1998) used a statistical model to predict milling operations' surface 
roughness. 
Another successful example of on-line surface roughness recognition was reported by 
applying neural network theory (Tsai, Chen & Lou, 1999), which raised the prediction accuracy to 
99.27% when a particular neural network model with proper hidden layers was chosen. Although 
these systems are able to effectively predict surface roughness in real time, they are still limited to on­
line means of consistently controlling surface roughness quality. When the surface characterization is 
detected to deviate from the desired specification, these systems cannot provide effective strategies in 
regard to adjusting the machines' behavior. Hence, an in-process pokayoke system for surface 
roughness adaptive control (ISAC) is necessary to enhance the CNC milling operations' quality 
performance. 
To do so requires a real-time data collection technique for surface finish, as well as a 
decision-making mechanism that can be implemented in real time. From the classical theoretical point 
of view (Martellotti, 1941), cutting forces are an important factor in surface quality. Led by cutting 
force theory, researches have included cutting force signals as an explanatory variable to evaluate 
surface roughness (Baek et al, 1997; Fuh & Wu, 1995; Melkote & Thangaraj, 1994; Huang & Chen, 
2003). In this research, a dynamometer sensor was selected as the sensing device to collect cutting 
forces so as to build real-time dynamic information into the proposed system. 
The complexity of the milling process makes it difficult to establish a precise theoretical 
model of the and decision-making algorithm (Chen & Lou, 2000; Ismail, Elbestawi, Du & Urbasik, 
1993; Kline et al., 1982; Montgomery & Altintas, 1991; Sutherland & DeVor, 1986; Zhang & 
Kapoor, 1991). Compared with the algorithms that relied on artificial intelligence applied in 
machining and manufacturing operations (Chen & Lou, 2000; Honna, 1999; Huang & Chen, 2003; 
Ko & Cho, 1998; Lin & Tai, 1999; Stark & Moon, 1999), the statistical model demonstrates that 
statistical analysis is a straightforward and effective means of building an empirical formula when the 
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theoretical approach is difficult to establish (Fuh & Wu, 1995; Yang & Tarng, 1998). Thus, the 
multiple regression approach was selected to create the decision-making mechanism for the proposed 
pokayoke system. 
In summary, this study attempted to develop an in-process pokayoke system for milling as 
shown in Figure 2.3. By using multiple linear regression (MLR) and the dynamometer sensor, the 
pokayoke system will adaptively control the milled parts' surface roughness within specification by 
adjusting feed rate. 
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Figure 2.3. The structure of the in-process pokayoke system for milling 
2.6 Literature review in turning operations 
The CNC turning operation is one of the most important determinants of surface formation. 
By definition, turning is a basic machining process for removing material by feeding a cutter into a 
rotating workpiece to produce a cylinder or conical surface. Surface roughness is an important 
indicator of a turned part's quality since it affects the machined parts' aesthetic appeal, as well as the 
assembled parts' fatigue stress, economic cost, etc. An excessively fine surface finish usually 
involves advanced equipment, manufacturing procedures, and skilled labor, all which lead to high 
cost. Considering the high productivity and automation capabilities of CNC turning operations, any 
uncontrolled process parameter may result in a large batch of scraps, thus increasing the importance 
of implementing surface roughness control in turning operations. 
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Traditionally, standard surface roughness monitoring depends heavily on stylus instruments 
(Ho, Lee, Chen & Ho, 2002). However, measuring surface roughness through stylus devices is a post-
process approach requiring the turning operation to be paused. Stylus instruments, which are limited 
to off-line quality monitoring, do not allow users to take full advantage of the merit of CNC 
machines. As a result, the recent research has led to on-line surface roughness prediction during the 
finishing process through pneumatic, electrical, or optical approaches instead of measuring surface 
pattern directly (Yan, Cheng, Popplewell & Balakrishnan, 1995). Yan et al. developed a laser 
measuring system that employs a linear charge-coupled device sensor to capture the light pattern 
scattered from the workpiece's surface with better accuracy. 
Alternative approaches were also presented. Estimating surface roughness by computer 
vision has received a great deal of attention (Al-kindi, Baul & Gill, 1992; Hoy &Yu, 1991; Kiran, 
Ramamoorthy & Radhakrishnan, 1998; Mainsàh & Ndumu, 1998;Lee & Tarng, 2001). But a major 
drawback of the computer-vision-based technique lies in modeling the relationship between the actual 
surface roughness of the workpiece and the surface images. This approach is typically empirical, and, 
consequently, not accurate enough (Ho et al. 2002). To improve the accuracy of on-line surface 
roughness prediction, Ho et al. enhanced their computer vision system by applying a more powerful 
learning tool, the fuzzy neural network. However, the computer vision-based surface roughness 
measurement system and the laser measuring system reviewed above still naturally need a light 
source. Because of these higher environmental requirements, the harsh turning conditions such as 
chip flow, cutting coolant, and tool-workpiece vibration may significantly affect the accuracy of the 
machine vision system. 
Machine turning is a dynamic, non-linear and complex process (Fang & Yao, 1997; Ho et al., 
2002; Risbood et al., 2003). Surface roughness in turning is influenced by a number of factors, both 
controllable and uncontrollable, such as feed rate, spindle speed, depth of cut, workpiece material 
characteristics, tool geometry (tool nose, tool length, tool angle), tool conditions (such as the amount 
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of wear), cutting force, and cutting vibrations. Considerable research has been conducted regarding 
the controllable factors with the goal of determining optimal controllable turning parameters. 
Beauchamp et al. (1996) used a full factorial design with a total of 216 runs among 6 factors 
representing cutting parameters and tool information. To conserve resources, Taguchi research 
methods have been applied to run orthogonal experiments among different factor combinations to 
efficiently locate the optimal setting (Kopac, Bahor & Sokovic, 2002; Yang & Tarng, 1998). By 
using a neural network, Zuperl and Cus (2003) optimized cutting conditions during cutting with three 
objectives in mind: maximizing surface quality, minimizing operation cost, and maximizing rate of 
production. 
Cutting forces and cutting vibrations are significant, uncontrollable factors that affect turning 
surface roughness (Abouelatta & Madl, 2001; Huang & Chen, 2001; Huang & Lin, 1997; Lin & 
Chang, 1998; Jang, Choi, Kim & Hsiao, 1996), and therefore are incorporated into the surface 
roughness prediction model. For example, the on-line surface roughness method considering the 
effect of relative vibration between tool and work piece were presented by Lee and Chen (2003), Yan 
et al. (1995), and Rishood et al. (2003). Another common feature of these studies is their use of a 
neural network modeling approach. For example, the neural network model established in Rishood et 
al.'s research provided a reasonable degree of accuracy using as input variables the factors of cutting 
speed, feed rate, depth of cut, and acceleration of the radial vibration of the tool holder. The accuracy 
of the on-line surface roughness recognition system using an artificial neural network algorithm and 
accelerometer developed by Lee and Chen (2003) is more than 90% accurate. 
The literature reviewed above indicates that, in addition to controllable factors, uncontrollable 
factors are important to consider in the development of an in-process surface prediction system. It 
also showed that neural networks are an effective strategy for dealing with the non-linear and 
multivariable turning processes. Not only is the neural network approach used for surface roughness 
monitoring, but it is also used for monitoring other industrial applications (Fang & Yao, 1997). 
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Although the previously reviewed research has achieved great success in implementing artificial 
intelligence to promote the automation of manufacturing processes by means of monitoring in-
process surface roughness, the previous research is incapable of providing help when the surface 
finish does not meet the surface quality requirement. A higher, more advanced level of automation 
raises the need for the implementation of surface roughness adaptive control in turning operations. 
Following the successes achieved in turning surface roughness prediction, an in-process 
neural-network-based pokayoke system for surface roughness adaptive control is proposed in this 
research to control surface finish quality within specifications while the finish cutting is taking place. 
This system takes full advantage of the neural network's abilities: learning, adaptation, fault-
tolerance, parallelism, and generalization. Besides the controllable variables, such as spindle speed, 
feed rate, and depth of cut, vibration signals, which are uncontrollable, are considered as input 
variables. The proposed system will overcome the drawbacks by integrating real-time dynamic 
cutting vibration information as it is recorded through a 3-axis accelerometer sensor to reflect the in-
process changes in surface roughness. 
In summary, this study attempts to develop an in-process pokayoke system for turning shown 
in Figure 2.4. By using artificial neural networks and the accelerometer sensor, the pokayoke system 
will adaptively control the turned parts' surface roughness within desired specifications by adjusting 
feed rate. 
Accelerometer 
AFr 
Under 
specification 
Surface 
roughnew 
ANN Algorithm 
ANN 
Algorithm 
Turning 
Machine 
Figure 2.4. The structure of the in-process pokayoke system for turning 
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2.7 Organization of the research 
This research proposes the development of three in-process pokayoke systems that are used 
for injection molding, CNC milling, and CNC turning operations, respectively. Based on the literature 
review, the methodology section presented in Chapters 3, 4 and 5, respectively, is prepared as three 
academic journal papers regarding these three proposed pokayoke systems, which will be submitted 
after the dissertation is completed. Chapter 3 is the development of an in-process, gap-caused flash 
monitoring system in injection molding processes. Chapter 4 is the multiple-regression-based, in-
process surface roughness adaptive control system in CNC end milling operations. Chapter 5 is the 
neural networks-based, in-process surface roughness adaptive control system in CNC turning 
operations. Chapter 6 is the conclusion of this study and the recommendations for future study. 
As the International Journal of Advanced Manufacturing and Technology has a rather fair 
rank in the wide range of manufacturing journals, and also because its audience varies in different 
industries, the first two papers aim at being published there. Another relevant journal selected in this 
research is the Journal of Intelligent Manufacturing, considering the nature of the study is to try to 
integrate algorithms into the machine tool controller so as to enhance the quality of the product 
without human intervention. 
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Chapter 3) Development of an In-Process Gap-caused Flash Monitoring 
System in Injection Molding Processes 
A paper accepted by the International Journal of Advanced Manufacturing and Technology 
Zhe Zhang1, Joseph C. Chen2 & Jie Zhu3 
3.1 Abstract 
This research has resulted in the development of an in-process, gap-caused flash monitoring 
(IGFM) system for injection-molding machines. An accelerometer sensor was integrated in the 
proposed IGFM system to detect the difference of the vibration signals between flash and non-flash 
products in the last period of the injection molding filling stage. Through an approach suggested by 
the statistical process control mechanism, the threshold in the decision-making mechanism of this 
system was established. That threshold then was used by the IGFM system to determine if flash 
occurred in the molded products when the machine was running. An experiment was designed and 
performed by manipulating the variables of gap and no-gap. The experimental testing results 
indicated that this system could successfully monitor injection-molded products' flash status with 
approximately 94.7% accuracy while the machine was in process. 
Key words: injection molding, flash, quality control, in-process, accelerometer sensor. 
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3.2 Introduction 
Injection molding is a process that consists of injecting molten plastic material from a heated 
cylinder reservoir into a closed mold, allowing the plastic to cool down and solidify, and ejecting the 
completed product from the mold [1]. The low production costs and high production volume of 
injection molding processes make it very common in the plastic industry. However, due to the nature 
of non-linear complexity resulting from the multivariable process, injection molding, although 
advantageous, does not necessarily guarantee superior product quality [2, 3]. Several factors in the 
injection molding process could cause defects, ranging from raw materials, machinery conditions, 
ambient conditions, product and mold design, and molding process parameters [4, 5, and 6]. 
Therefore, ensuring product quality is still a difficult task for this manufacturing process. 
A majority of the common defects in the injection molding process are categorized by 
exterior appearance, dimensional specifications, and mechanical properties [7], The last two 
categories of defects can be better controlled or eliminated through accurate mold and tooling design 
and the reduction of variation in material and machine process parameters [1, 2, and 8]. In the 1970s 
and 1980s, the strategies of mathematical modeling, SPC and SQC were widely used to seek better 
injection molding conditions. Recently, research has focused on implementing computer simulation 
and artificial intelligence to optimize the appropriate settings for process parameters in injection 
molding quality control. 
Cavity pressure is a common indicator of process status due to its significant impact on 
process variation and molding setup. As a result, many research strategies have involved cavity 
pressure [9,10]. Through mathematical simulation and experimental study, Woll and Cooper [3,11] 
used cavity pressure as the basis of a closed-loop quality control strategy for the injection molding 
process. This strategy optimized holding pressure and barrel temperature using artificial neural 
networks embedded within a cascade design to analyze sensor patterns, to identify the process 
characteristic, and to optimize, predict, and control the part. 
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In addition to cavity pressure, other parameters are used for optimizing the injection molding 
processes in order to further control part quality. A neural network controller was developed by 
Garvey [12] using screw displacement, screw velocity, nozzle pressure, and nozzle temperature as the 
model inputs to optimize maximum packing pressure, mean injection speed and velocity stroke. The 
products produced through the parameters setting suggested by this neural controller demonstrated 
significantly less variation in part weight than in tests not using the controller. Tan and Yuen's 
research [13] applied a fuzzy multi-objective optimization approach for the determination of process 
parameters, such as nozzle temperature, injection speed, holding time and holding pressure, in 
different injection stages. Through computer simulation, Sadeghi [14] built a predictor model using 
melt flow rate, injection pressure, and melt temperature as the inputs to predict actual pressure and 
actual injection time, as well as part quality in terms of lack or existence of short shot and weld line. 
Prior research regarding process parameters optimization led to significant progress in 
improvement of product quality in injection molding machines. In the injection molding industry, 
injection machines, although operating under optimum settings, run for over twenty-four hours with 
little attention from workers. Under these conditions, defects may still occur. For example, flash can 
be caused by a tiny gap between the halves of the mold resulting from, unexpected adherents when 
molded parts are not properly ejected. As shown in Figure 3.1, flash is the material that squeezes out 
of a closed mold because injection pressure forces it out through any opening that allows material to 
flow. Although the products affected by flash may not necessarily have to be scrapped, flash does 
result in a lot of re-work on defective products, thereby increasing production costs and lowering 
process efficiency. Therefore, there is a need to develop an in-process, gap-caused flash monitoring 
system (IGFM), which will provide real-time information in terms of flash due to a mold closing gap 
when the machine is running, so action can be taken to avoid defective parts. 
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(a) 
(b) 
- ^— 
Figure 3.1 The comparison of injection molding products without flash (a) and with flash (b) 
3.2.1 Sensor Technique Used in the IGFM System 
The proposed IGFM System will employ an electronic sensor technique to detect the molded 
products' flash status while the machine is running, with no need for operator attention. Vibration 
signals are an indicator of production process. When a closing gap is generated in the mold, it 
changes the vibration property of the mold, and as a result, impacts the part quality. An accelerometer 
sensor was applied by Chen and Lou [15] in their in-process system to predict work pieces' surface 
roughness during the machining operation and demonstrated a positive effect of collecting dynamic 
information. Therefore, an accelerometer was added into the IGFM system in this research to test the 
vibration of the mold that was triggered by the injection and ejection movement. 
The principle of the accelerometer is shown in Figure 3.2. In this example, an accelerometer 
a s s u m e s  a  b o d y  o f  m a s s  ( m )  a t t a c h e d  t o  a  v i b r a t i n g  s u r f a c e  t h r o u g h  a  s p r i n g  ( K )  a n d  d a m p e r  ( p ) ,  
and the vibrating surface or base has a displacement of amplitude ( s ). A scale is attached to the base 
and moves with it. A pointer is rigidly attached to the mass and moves over the scale. Thus, the 
pointer, as it moves over the scale, will indicate the relative displacement (z ) of the body relative to 
the base [16]. 
As shown in Figure 3.2, the displacement (s) of the rigid base surface, to which the single 
degree of freedom of the system is attached, causes the rigid body of mass (m) to be displaced by 
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(>•). Both displacements are specified in the same coordinate system; therefore, the extension of the 
spring is (y- s). The equation of motion for mass ( m) is [16]: 
- p ( y - s ) - K ( y - s )  =  m y  ( 1 )  
The new variable (z) is the displacement of the body, such that z = y— s. Thus: 
m z +  p z +  K z  =  - m s  (2) 
Pointer 
z 
K 
Vibration 
Surface 
I 
Figure 3.2. Principles of an accelerometer [16] 
The schematic diagram of the 3-axis accelerometer sensor that was employed in this research 
(PCB Piezotronics, modeled as 356B08 SN6980 [17]) is shown in Figure 3.3. It consists ofa shear-
constructed, quartz-sensing element coupled to a built-in, microelectronic circuit. This structure 
provides a low noise, low impedance output capable of being transmitted over long cables through 
harsh environments with virtually no loss in signal quality. 
B = base 
P = piezoelectric discs 
M = mass 
S = spring 
Figure 3.3. Schematic diagram of a piezo-electric accelerometer 
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In summary, this research attempts to develop an in-process, gap-based flash monitoring 
(IGFM) system by integrating real-time measuring techniques provided by the vibration sensor. With 
the vibration signals collected by the 3-axis accelerometer sensor while the injection molding is in 
process, this system would be able to indicate product quality status in terms of the existence of flash 
caused by a mold-closing gap. 
3.2.2 In-Process Gap-Caused Flash Monitoring (IGFM) System Design 
The IGFM system in Figure 3.4 includes two major components: the subsystem of the real­
time signal collection, and the decision-making mechanism. Acceleration signals collected by the 
accelerometer sensor serve as inputs to this system. The output is the product quality status: flash or 
non-flash. According to the changing trend of vibration signals, the system will be able to judge 
whether or not flash is happening and therefore indicate corresponding warning signals or even 
automatically shut down the machine. As shown in Figure 3.4, the major issue presented in this 
research is to identify an effective system input and to establish the threshold on which the IGFM 
system decision mechanism is to be built. Developing the experimental design is the first step in 
creating this system. 
Accelerometer 
Sensor— 
—K)— 
Output Injection 
Molding 
Machine 
Input 
Decision-making' 
Mechanism (ir 
No, 
Non-flash Value of 
Ruleo 
Threshold 
Continue 
Operation 
J Flash Warning 
Signal 
Figure 3.4. The structure of the IGFM system 
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3.3 Experimental Setup and Design 
Two parts of the experimental system—hardware setup and software setup—are presented in 
this section. Additionally, the procedures of the experimental runs and data collection are also 
included. 
3.3.1 Hardware Setup 
The hardware system in this experimental setup (Figure 3.5) includes a BOY 22T multiple-
cavity injection molding machine with a Procan MD microprocessor control (BOY Machines Inc.), a 
3-axis accelerometer sensor (PCB Piezotronics, Inc.), a DBK11A Screw Terminal Expansion Card 
(IOtech, Inc), and a DaqBook 100 data acquisition system (IOtech, Inc) [17]. 
Accelerometer 
Sensor 
PCB Battery 
Power Unit 
Injection 
Molding 
Machine 
Personal Computer DaqBook 100 
Figure 3.5. Experimental hardware system set-up 
The accelerometer sensor was mounted on the top of the stationary half of the mold by 
Loctite adhesive. The accelerometer mounting schematic diagram showing the X, Y, and Z directions 
is demonstrated in Figure 3.6. In this study, the 3-axis accelerations of the mold vibration that were 
triggered by the injection and ejection movement were recorded simultaneously by the accelerometer. 
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Accelerometer Sensor v 
Z Hopper 
Movable Mold Stationary Mold Barrel 
Figure 3.6. The accelerator mounting schematic diagram of the X, Y, Z-orientation 
3.3.2 Software—DaqView 
DaqView 11.8[17] from IOtech, Inc. was employed to collect vibration data from the 
accelerometer sensor. This software is a 32-bit, Windows-based data acquisition program that can be 
used to operate IOtech's series of devices and products, such as DaqBook 100. It was designed for 
easy use; programming expertise is not required. The data file is compatible with Microsoft Excel. A 
few features are provided by DaqView as follows [17]: 
• System parameters are set up (by selecting channels, gains, transducer type, etc.) to acquire data. 
• Acquired data is immediately saved to disk, transmitted to an active spreadsheet or database, 
analyzed and graphically displayed. 
• Strip-chart graphics are displayed for real time. 
• The trigger function can automatically re-arm itself. 
After the experimental system setup was completed, additional design was focused on 
controlling outside variables that might affect the injection molding process and on generating the 
conditions necessary to create products with and without flash. 
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3.3.3 Experimental design 
The goal of this experimental design was to capture the difference of the vibration signal 
between the products with and without flash caused by a mold-closing gap when process parameters 
were optimized. The BOY 22T machine has 3 operation modes -— manual, semi-automatic, and 
automatic. In order to control as many outside variables as possible, automatic running mode was 
applied in this experiment. The material used in this experiment was polystyrene (PS) 147F KG21 
purchased from Prime Alliance. The molded product in this research was the flat PS injection molded 
tensile bar (4.95"x0.5") shown in Figure 3.1 (a). 
The treatment with no closing gap was generated by regularly setting up the machine as 
suggested by the operations manual. The other treatment (with closing gap) was produced by 
artificially adding a piece of tape (0.03 inches thick). All the process parameters for the two 
treatments were the same except for the gap setting. Since the machine was capable of producing high 
quality products at an optimized setting, no flash was expected to occur in the treatment of no gap 
after the stabilization of the injection molding process. However, flash was expected in the second 
treatment. 
3.3.4 Data Collection 
First, production occurred for twenty minutes prior to data collection to ensure that the 
process had stabilized after warming up the machine. Then, 15 products were consecutively 
produced, and the vibration data was correspondingly recorded, as well as the product's flash status. 
After the experimental runs for the treatment of no gap were completed, an artificial gap was created 
in the mold in the second treatment, thus increasing the chances of flash. The same procedure was 
then performed as in the first treatment. 
Data was collected via DaqView 11.8 software and simultaneously saved in the PC. Since 
flash primarily happens in the filling stage, the duration for data collection was set at 6 seconds, 
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which monitors the filling process. The scanning frequency for data collection was 500 Hz, therefore 
a total of 3000 data sets including X, Y, Z-axis accelerations in each file were recorded for every 
single molded product. One data file is plotted in Figure 3.7. 
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Figure 3.7. X, Y, Z-axis accelerations collected by the accelerometer sensor 
Once the experimental design was developed, the next stage involved identifying the IGFM 
system input. 
3.4 Identification of the IGFM System Input 
Despite that the X, Y, Z-axis accelerations were recorded simultaneously, their usefulness 
and effectiveness is decided by the nature of the movement of the mold and the analysis of the 
collected data. 
3.4.1 Representative Data of the IGFM System 
The machine's visible movement is only in the Z direction-—the movable half of the mold 
moves towards or away from the stationary half as the injection molding process proceeds. 
Theoretically, the most noticeable vibration induced by the machine movement would be in Z 
direction. The comparison of the X, Y, Z-axis experimental data also demonstrated this theoretical 
analysis—the Z-axis signal is both qualitatively and quantitatively significant when compared with 
254 £ 37 760 1013 1266 1519 1772 2025 2278 2531 2784 
I 1 
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the signal from the other two directions. In Figure 3.7, in terms of the absolute magnitude, Z-axis data 
is larger than X and Y, excluding the impact of the initial drifting values. Therefore, based on the 
analysis of the collected data and the dynamic nature of the movement of the machine, it was 
concluded that only Z-axis data carried representative information. 
The 6-second duration covered by the data collection, shown in Figure 3.8, is the key stage in 
determining whether flash will occur. The first peak value occurs when the two halves of the mold 
first come together. The second peak value occurs when the barrel starts injecting the melted plastic 
material. The total injection time that was set by the machine control panel was 1.7 seconds. 
According to the data scanning frequency of 500Hz as set in DaqView, this time interval was 
reflected by the fluctuated acceleration signals following the second peak value, approximately 850 
points. 
3.4.2 Comparison of the Z-axis data regarding products with and without flash 
In this experiment, all 15 products in the no-gap treatment had no flash, and all 15 products in 
the gap treatment had flash. Since flash is the extra material squeezed out of the cavity after the cavity 
has been filled, some differences in the data from the last period of the filling stage can be viewed as 
evidence in Figure 3.8. 
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Figure 3.8. Z-axis signals of products having flash (a) and having no flash (b) 
3.4.3 Statistical analysis 
As shown in Figure 3.8, for the products having flash, the Z-axis signals had more variation 
in the last period of the filling stage, about 0.4 seconds corresponding to 200 signals, usually 
accompanying an obvious peak value. But for the products having no flash, the Z-axis signals had 
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less variation and usually showed no obvious peak value. In order to quantify the difference between 
the flash and non-flash products, the filling stage vibration ratio r is created by taking the maximum 
magnitude divided by the average magnitude of the 200 signals in the last 0.4 seconds of the filling 
stage for every product. The formula is as follows: 
max{|Z,|,|Z2|,--|Zm|} . ^ 
= nr —,/ = 1,2,---m (3) 
where i = the number of the Z-axis signals taken into account in the filling stage; 
Zi = the Z-axis acceleration signal; 
m = 200. 
The oneway statistical analysis of r by flash is shown in Figure 3.9: 
45-
40-
35-
30-
25-
20-
15—1 
10-
5-| 
0-
Prod 
ucts eroun 
Prod 
ucts group 
I " 
t 
Flash 
Figure 3.9. Oneway analysis of ratio r by flash 
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Table 3.1. Analysis of Variance 
Source DF Sum of Squares luare 
Flash 1 
Error 28 
C. Total 29 
1216.0204 1216.02 18.7035 0.0002 
1820.4431 65.02 
3036.4634 
Table 3.2. Means for Oneway Anova 
Level Number Mean Std Error Lower 95% Upper 95% 
0 15 17.1515 2.0819 12.887 21.416 
1 15 4.4183 2.0819 0.154 8.683 
The F-ratio is 18.7035 with a small P-value of 0.0002, which is less than 0.05 in this 
statistical comparison, showing that there is a significant difference between the two means (17.1515 
vs. 4.4183). 
Two run charts were created by using the filling stage vibration ratio r to better characterize 
the two production processes in Figure 3.10. The ratio for the products group without flash was pretty 
stable and associated with a small range of variation as well. The ratio of the flash group was not 
stable and was associated with a wide range of variation. Additionally, a vast majority of the ratios for 
the flash group were larger than the non-flash group. 
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Figure 3.10. Run chart for the two products groups 
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Thus, the ratio as defined in equation (3) is considered as the input to the IGFM System in 
Figure 3.4. Now that the inputs to the IGFM system have been determined, the next stage of this 
research involved developing the decision-making mechanism. 
3.5 Decision-making mechanism development 
In addition to the system input, another core task is to establish the threshold so as to specify 
the decision-making rule of the IGFM system. 
3.5.1 System threshold 
Based on the system input discussed above, the threshold of the IGFM system is established 
through the approach suggested by the statistical process control mechanism. This cutoff value was 
generated from the data of the non-flash products group. 
Before the statistical calculation, the normal distribution assumption of r implied in statistical 
process control is checked. Although the histogram did not exhibit an exactly symmetric bell shape as 
shown in Figure 3.11, the normal distribution assumption is still held. The same conclusion can be 
made from the normal quantile plot. 
2 3 4 5 6 7 8 
Figure 3.11. Histogram and Normal quantile plot 
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In order for the proposed system to make more accurate predictions, the system will look at 
the subgroup statistics of filling stage vibration ratio r of two consecutive products. Thus, the 
threshold is determined following this procedure: 
1. Generate the subgroup statistic rn+] (subgroup size 2) from r , 
- _r.+r.+, 
rn*\ ~ 
where n = the product sequence number in the non-flash group, n = 1,2 - - • 14 
(4) 
(J 
2. Standard deviation of subgroup average: o> = —j= (5) 
V 2 
where a r = the standard deviation of r n ,  n  - 1,2,—15 
3. The threshold R is: R = rn+l + 3<J? (6) 
_ E^+-
Where rn+l = the overall average of the subgroup statistic, r„+1 = "2 (7) 
The calculation results are listed in Table 3.1. 
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Table 3.3: Threshold calculation 
Product# rn _NonFlash rn+1 
1 4.3658 N/A 
2 2.9575 3.6617 
3 4.0872 3.5224 
4 3.5208 3.8040 
5 3.0450 3.2829 
6 3.6938 3.3694 
7 4.4971 4.0955 
8 5.4988 4.9980 
9 5.3563 5.4276 
10 7.1300 6.2432 
11 2.8852 5.0076 
12 6.6793 4.7823 
13 4.8910 5.7851 
14 3.7054 4.2982 
15 3.9605 3.8329 
Average 4.4365 
Std. Dev. 0.9116 
Threshold R 7.1713 
3.5.2 Decision-making mechanism implementation 
After the threshold value is identified, the decision-making rule of the IGFM system is 
specified (in Figure 3.12) as: 
T + T 
• IfrB+1 = — — > R , then flash would occur in the product # (n+1), and the system will give 
2 
the corresponding signal or shut down the machine. 
• If not, rn and rn+1 will be replaced by the information of the new product just out of the 
production line. The operation will continue according to Figure 12: 
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Figure 3.12. IGFM system decision-making mechanism 
By applying the threshold to the collected experimental data, the result, with regard to the 
accuracy of flash prediction, is presented in Table 3.2 and Figure 3.13. One out of 28 products did not 
follow the decision-making rule, and the accuracy of indicating flash status for the 28 samples was 
96%. 
Table 3.4. Threshold as a testing rule for the experimental data 
N on Flash Group Flash Group 
Product 
# 
r
n+x 
Judgment Accurate r
n+i Judgment Accurate Threshold 
1 2.1829 N/A 5.0745 N/A 7.1713 
2 3.6617 NonFlash Yes 9.0494 Flash Yes 7.1713 
3 3.5224 NonFlash Yes 7.1860 Flash Yes 7.1713 
4 3.8040 NonFlash Yes 16.5512 Flash Yes 7.1713 
5 3.2829 NonFlash Yes 16.9807 Flash Yes 7.1713 
6 3.3694 NonFlash Yes 24.2368 Flash Yes 7.1713 
7 4.0955 NonFlash Yes 32.7417 Flash Yes 7.1713 
8 4.9980 NonFlash Yes 15.6891 Flash Yes 7.1713 
9 5.4276 NonFlash Yes 6.8877 NonFlash No 7.1713 
10 6.2432 NonFlash Yes 21.1786 Flash Yes 7.1713 
11 5.0076 NonFlash Yes 30.1552 Flash Yes 7.1713 
12 4.7823 NonFlash Yes 18.1462 Flash Yes 7.1713 
13 5.7851 NonFlash Yes 17.5406 Flash Yes 7.1713 
14 4.2982 NonFlash Yes 17.8580 Flash Yes 7.1713 
15 3.8329 NonFlash Yes 12.0700 Flash Yes 7.1713 
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Figure 3.13. Result of threshold applied to the experimental data 
3,6 Testing results 
The same data collection procedures have been used in the testing runs. Two additional 
groups of twenty samples each, one with flash and the other without, were generated for testing the 
performance of the IGFM system. With the same strategy of subgroup construction, testing results are 
shown in Table 3.3 and Figure 3.14. Only 2 out of the 19 products in the flash group were lower than 
the threshold. Overall, the testing runs showed that the proposed IGFM system was capable of 
monitoring flash caused by mold-closing gap with approximately 94.7% accuracy. 
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Table 3.5. Testing data and results 
Non Flash Group Flash Group 
Product# T„+, Judgment Accurate rn+l Judgment Accurate UCL 
1 2.0847 N/A 5.7340 N/A 7.1713 
2 4.4078 NonFlash Yes 8.2026 Flash Yes 7.1713 
3 4.4196 NonFlash Yes 9.0183 Flash Yes 7.1713 
4 4.6772 NonFlash Yes 9.1294 Flash Yes 7.1713 
5 3.8811 NonFlash Yes 4.4399 Non-flash No 7.1713 
6 3.3348 NonFlash Yes 8.5064 Flash Yes 7.1713 
7 6.6526 NonFlash Yes 11.3872 Flash Yes 7.1713 
8 6.8848 NonFlash Yes 13.4922 Flash Yes 7.1713 
9 4.6109 NonFlash Yes 10.9494 Flash Yes 7.1713 
10 4.6623 NonFlash Yes 6.9572 Non-flash No 7.1713 
11 3.9179 NonFlash Yes 8.7975 Flash Yes 7.1713 
12 5.4617 NonFlash Yes 10.0056 Flash Yes 7.1713 
13 6.8850 NonFlash Yes 14.7938 Flash Yes 7.1713 
14 4.9943 NonFlash Yes 17.2860 Flash Yes 7.1713 
15 4.5894 NonFlash Yes 15.7685 Flash Yes 7.1713 
16 6.0992 NonFlash Yes 10.4064 Flash Yes 7.1713 
17 6.8091 NonFlash Yes 10.6832 Flash Yes 7.1713 
18 5.6751 NonFlash Yes 13.8756 Flash Yes 7.1713 
19 4.6879 NonFlash Yes 9.7830 Flash Yes 7.1713 
20 5.5738 NonFlash Yes 7.4546 Flash Yes 7.1713 
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Figure 3.14. Testing results of the IGFM system 
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3.7 Conclusions and recommendations for future study 
The in-process gap-caused flash monitoring (IGFM) system was developed by integrating the 
application of an accelerometer sensor in this research. A few conclusions can be summarized from 
this study: 
1). With 94.7% accuracy, testing runs proved the proposed system could be implemented as 
an in-process flash monitoring system caused by mold-closing gap. 
2). The accelerometer integrated in the proposed system was able to detect the difference of 
the vibration signals between flash and non-flash products. The filling stage vibration ratio r, the 
maximum magnitude to the average magnitude of the Z-axis acceleration in the last period time of the 
filling stage, was a good indicator of the existence of flash while the machine was in operation. 
3). The statistical process control mechanism used for establishing the threshold subgroup 
statistic of size 2 was effective in forming the decision-making mechanism. 
However, since this research only considered the scenario of flash caused by a mold-closing 
gap, future study is necessary to focus on flash caused by other factors: 
1). Flash is caused by improper process parameters setup. For instance, the injection speed is 
too fast, the holding pressure is too high, the clamping force is too low, or the combination of these 
imperfect parameter settings could lead to flash. 
2). Flash is caused by improper proportion of mixed material. This problem arises because 
many industries use recycled materials for producing molded parts. Incorrect proportions of recycled 
materials caused by human operation error will change the materials' thermoplastic property, thus 
causing flash. 
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After these further studies are completed, more decision-making rules will be implemented 
into the in-process flash monitoring system. With these enhanced rules, the proposed in-process flash 
monitoring system will further benefit the injection molding industry. 
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Chapter 4) The development of an In-Process Surface Roughness 
Adaptive Control System in End Milling Operations 
A paper submitted to The International Journal of Advanced Manufacturing Technology 
Julie Z. Zhang4 & Joseph C. Chen5 
4.1 Abstract 
This research developed an in-process surface roughness adaptive control (ISRAC) system in 
end milling operations. A multiple regression algorithm was employed to establish two subsystems: 
the in-process surface roughness evaluation (ISRE) subsystem and the in-process adaptive parameter 
control (LAPC) subsystem. These systems included not only machine cutting parameters such as feed 
rate, spindle speed and depth of cut, but also cutting force signals detected by a dynamometer sensor. 
The multiple regression-based ISRE subsystem predicted surface roughness during the finish cutting 
process with an accuracy of 91.5%. The integration of the two subsystems led to the ISRAP system. 
The testing resulted in a 100% success rate for adaptive control, proving that this proposed system 
could be implemented to adaptively control surface roughness during milling operations. This 
research suggests that multiple linear regression used in this study was straightforward and effective 
for in-process adaptive control. 
4.2 Introduction 
Milling is a basic machining process in which a rotating cutting tool generates a specified 
surface roughness on a workpiece. Milling is one of the most widely used metal removal processes in 
industry, used in die, aerospace, automotive and machinery design and manufacturing [1,2]. Surface 
4 Graduate student in the Industrial Technology Program in the Department of Agricultural and Biosystem 
Engineering, Iowa State University. Primary researcher and author, and the author for correspondence 
5 Professor in the Industrial Technology Program in the department of Agricultural and Biosystem Engineering, 
Iowa State University 
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roughness is an important feature used to evaluate the quality of milled products. Because the milling 
process can produce a very precise surface finish, milling is particularly suited for and widely used in 
mass production [3], 
Milling operations have become more productive and efficient over time through the advent 
of computer-numerical control (CNC) milling. While CNC milling machines have a high production 
rate, these operations run the risk of producing more scrap products, leading to more waste and higher 
production costs. These losses may be magnified due to slight, unintentional variations in the cutting 
parameters which could significantly change the quality of the milled surface [4-7]. 
Several factors influence surface roughness in milling, including machine parameters 
(including spindle speed, feed rate, and depth of cut), cutting tool conditions (such as tool geometry, 
tool material, and tool wear), workpiece material features, and the presence of a coolant, among 
others. If one of these factors shifts from design specifications, the end product could vary from the 
desired specification. Due to the speed of CNC milling, several workpieces could be mis-
manufactured before the error is detected. Thus, there is a need for a system that can detect process 
conditions and adjust them in real time to avoid defects. This paper proposes an in-process surface 
roughness adaptive control (ISRAC) system able to automatically recognize the surface finish of a 
part, and adjust process parameters based on real-time data about the cutting process in order to avoid 
defects. 
A number of studies, as shown in Table 4.1, have reported that on-line or real-time surface 
roughness prediction systems have been developed for various manufacturing processes. Although 
these systems can recognize surface roughness without stopping the machining operation, they do not 
possess adaptive control strategies to correct the error. Therefore, there is a need to move the research 
of on-line surface roughness recognition to the new stage of implementing adaptive control. 
69 
In order to develop an ISRAC system for milling operations, two important components must 
be considered: a real-time technique for collecting surface roughness data and a real-time decision­
making mechanism. 
Sensor technology provides a swift and convenient approach to obtain real-time information 
feedback. Different sensors have been reported in research addressing surface roughness prediction. 
These trials are listed in Table 4.1. For example, Liu, Yamazaki, Zhou & Matsumiya [8] 
demonstrated a reflective fiber optic sensor for in-process surface roughness measurement. Their 
experiment showed that the prototype sensor probe has a high resolution and sensitivity for ground 
and milled surfaces, and is highly accurate. Susie and Grabec [9] used an acoustic sensor to predict 
surface roughness in grinding operations. Ultrasonic sensors are another approach to detect surface 
roughness features in-process [10-14], Similarly, surface roughness can be detected by sensing 
acoustic waves, electromagnetic waves, or air vibrations. These measurement techniques depend 
highly on the sensor position, detecting angle, shape of the workpiece, distance between sensor and 
workpiece, and working environment. Thus, these methods are not universally applicable, especially 
when a cutting process must run at high speed, create products with complicated contours, or operate 
in an environment where noise, chips, chatter, and vibration could interfere with the cutting process. 
From a theoretical point of view, one of the key infiuencers of surface roughness is cutting 
force [15, 16]. Recent research has shown that cutting force signals are significant explanatory 
variables to evaluate surface roughness [17-20]. Based on this literature, a dynamometer sensor was 
selected as the sensing device to collect cutting force signals to be used as real-time dynamic data that 
will drive the proposed ISRAC system. 
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Table 4.1. Research into the development of surface roughness recognition systems applying sensor 
technologies 
Investigator Year Operation Applied sensor technology 
Liu at al. 2002 Grinding and milling Optical sensor 
Bradley 2000 CNC machines Optical sensor 
Wong & Li 1999 Grinding Optical sensor 
Wang at al. 1998 Grinding Optical sensor 
Pepper et al. 1999 Turning and milling Ultrasonic sensor 
Coker, Oh & 1998 Milling Ultrasonic sensor 
Shin 
Coker & Shin 1996 Milling Ultrasonic sensor 
Shin, Oh & 1995 Milling Ultrasonic sensor 
Coker 
Yan et al. 1996 Turning Ultrasonic sensor 
Pittner et al. 1999 Turning Acoustic sensor 
Susie and 1995 Grinding Acoustic sensor 
Grabec 
Huang & Chen 2003 Milling Dynamometer 
Huang & Chen 2001 Turning Dynamometer 
Abouelatta & 
Madl 
2001 Turning Dynamometer 
Baek 1997 Turning Dynamometer 
Huang & Lin 1997 Turning Dynamometer 
Jang et al. 1996 Turning Dynamometer 
Fuh & Wu 1995 Milling Dynamometer 
Rishood, Dixit 2003 Turning Accelerometer 
& Sahasrabudhe 
Lee & Chen 2003 Turning Accelerometer 
Chen & Savage 2001 Milling Accelerometer 
Chen & Lou 2000 Milling Accelerometer 
Tsai, Chen & 1999 Milling Accelerometer 
Lou 
Jun & Suh 1999 Milling Accelerometer 
Lin & Chang 1998 Turning Accelerometer 
Ismail et al 1993 Milling Accelerometer 
In order to establish an adaptive control mechanism, a decision-making algorithm is 
necessary. However, the complexity of the cutting process makes choosing a decision-making 
algorithm very difficult due to the lack of a clear theoretical model [5,6, 15, 16, 21-24]. Compared 
with the algorithms that relied on artificial intelligence applied in machining and manufacturing 
operations [20, 24-31], statistical analysis is a straightforward and effective means of building an 
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empirical formula when the theoretical approach is unclear. Statistical models—including a number 
of factors affecting surface quality in milling operations [18] and turning operations [32]—have 
proven that statistical analysis is a powerful tool to solve problems with multiple variables. Thus, the 
multiple regression approach was selected for the decision-making mechanism in the proposed 
ISRAC system. 
In summary, this study provides an in-process multiple-regression- based surface roughness 
adaptive control (IMSRAC) system by incorporating real-time cutting force signals collected through 
a dynamometer. This IMRSAC system will evaluate the surface quality of machined parts and 
adaptively adjust the parameter settings of milling machines in order to consistently produce parts 
meeting specifications. Since feed rate is the most significant factor affecting surface finish [7, 20], 
the IMSRAC system will adaptively adjust the machine's feed rate setting. 
4.3 Structure of the IMRSAC System 
Dynamometer 3-D Cutting 
Sensor forces 
Cutting 
Yei 
No Continue 
Operation 
IMRÀPC subsystem 
IMRSE subsystem Milling 
Machine 
Note: Cutting parameters include spindle speed and feed rate 
Figure 4.1. Structure of the IMRSAC system 
The IMRSAC system in Figure 4.1 includes two subsystems: an in-process multiple 
regression-based surface roughness evaluation (IMRSE) subsystem and an in-process multiple 
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regression-based adaptive parameter control (IMRAPC) subsystem. When the milling process starts, 
the dynamometer sensor simultaneously records cutting forces in X, Y, and Z directions. Provided 
that the average resultant peak force ( Fap ) in the XY plane, and the absolute average force Fm in the 
Z direction, are the most significant cutting force signals correlated with surface roughness [20, 36, 
37], they are selected as the representative cutting force input signals to the system, as reflected in the 
following equations: 
n  =  r x t  
where F p  is the resultant peak force of each tooth, F p  -  ^F x 2  +  F 2  
r is the number of revolutions, n=l 7 in this research 
t is the number of teeth of each tool, t = 4 in this research 
F.=%Z|F,0')| 
KM 
where k is the total number of data within 17 revolutions. 
Of the three cutting parameters, depth of cut is not significantly correlated with surface 
roughness; therefore, only spindle speed (S) and feed rate (Fr) were selected as inputs to the two 
subsystems. When the finishing cuts were in process, the IMRSE subsystem predicted surface 
roughness (i?f ) based on the cutting parameters and cutting force signals. If the predicted surface 
roughness was better than the desired surface roughness (R„ < )• the milling process would 
continue. If worse ( > R® ), a surface roughness error ( ARa = - R® ) of larger than zero would 
result in triggering the IMRAPC subsystem to function. Besides the common input variables such as 
spindle speed (Sp), feed rate (Fr), the average resultant peak force (Fap) in XY plane and average 
force Fa2 in Z direction, the IMRAPC subsystem also used the surface roughness error (ARa ) as 
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input to adaptively create the needed feed rate change value ( AFr ), and provide the milling machine 
with the corresponding feedback information. After adaptively changing the feed rate, the milling 
machine would be able to improve the quality of the surface roughness. These two subsystems would 
connect with each other through ARa as follows: 
4.4 Development of the IMRSAC system 
This section describes the experimental setup and design for the proposed in-process 
multiple-regression-based surface roughness adaptive control (IMRSAC) system. The procedures 
employed to build the system are also included. 
4.4.1 Experimental Setup and Design 
(5) 
Where = the surface roughness value predicted by the MRSE subsystem; 
R® — the surface roughness value required by technical specifications. 
workpieci 
\ CNC vertical 
a»' manliino oonfi achine center 
'roximity sensor 
Dynamometer 
sensor 
A/D Board 
I 
Power 
supply 
Computer 
Figure 4.2. Experimental setup for the MRISAC system 
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4.4.1.1 Experimental setup 
Two parts of the experimental system—hardware and software setup—are presented in this 
section. Additionally, the experimental arrangement and running procedures are also included. 
As shown in Figure 4.2, the hardware system for this study included a Fadal VMC-40 CNC 
vertical machine center, a workpiece (6061 aluminum0.75* 1.2x2), a Kistler 9257B 3-D 
dynamometer sensor for detecting cutting force signals, a Micro Switch 922 series proximity sensor 
for marking spindle rotation, PCB battery for power supply, an A/D board for converting data from 
analog to digital and a PC for saving data. A Stylus profiler (Federal PocketSurf) was used for 
measuring roughness offline. The surface was measured three times at three different spots (center 
and both ends of the slot), and the maximum value was taken as the surface roughness. 
Software consisted of the following components: 
• A numerical control (NC) program which directs the CNC milling machine to cut the workpiece. 
• A C-based cutting force signal collection program which records 3-D orthogonal cutting force 
components and proximity signals. 
• JMP statistical program which analyzes the correlation between the explanatory variables as well 
the explanatory variable and the response variable, further establishing the multiple regression 
model. 
» Microsoft Excel, which prepares the training data for the IMRSAC system. 
4.4.1.2 Experimental design 
A full factorial design is proposed in this study. Three cutting parameters of spindle speed, 
feed rate and depth of cut were employed as experimental factors. There were four levels of spindle 
speed (1750, 2000,2250 and 2500 revolutions per minute (RPM)), eight levels of feed rate (6, 8, 10, 
12, 14, 16, 18 and 20 in/min), and three levels of depth of cut (0.04, 0.06 and 0.08 inch), all shown in 
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Table 4.1. Two cutting tools (T1 and T2) with the same geometry were selected to cut the workpiece. 
For each combination of cutting parameters, two replications were conducted. In order to eliminate 
the systematic bias incurred by the cutting sequence on surface roughness, the cutting sequence of the 
96x4 samples was completely randomized. During the cutting process, cutting force signals were 
collected through the dynamometer sensor. 
4.4.2 In-process multiple-regression-based surface roughness evaluation (IMRSE) subsystem 
4.4.2.1 Establishing the IMRSE subsystem 
JMP statistical software was employed to develop the IMRSE subsystem. Four independent 
variables acted as inputs to develop the IMRSE subsystem, including spindle speed (Sp), feed rate 
(Fr), average resultant force in the XY plane ( Fap ) and average force in the Z direction ( Faz ). Three 
multiple regression models for predicting surface roughness were constructed through Standard Least 
Square and stepwise statistical strategies as follows: 
"R Z= 27.0543 - O.OmSp + 3.6028Fr-0.001 &(Sp - 2125)(Fr -13) + 0.2909Fop 
+ 0.0184(Fr - 13)(Fflp - 73.1951) + 0.4669Fflz + 0.0021(5^ - 2125)(Faz -8.1224) 
+ 0.0417(Fr-13)(Faz -8.1224) +0.0314(Fp -73.1951)(F„ -8.1224) 
- 0.0028(Fr -l3)(Fap -73.1951)(Fz -8.1224), RSquare = 0.7966 
Rpa = 23.6407 -0.0142#, + 3.5537Fr -0.0021(5^ - 2125)(Fr -13) + 0.3214F„, 
RSquare = 0.7709 
(1) 
(2) 
Rpa = 22.7224 - 0.01435/7 + 3.6300Fr - O.OOlô^ - 2125)(Fr-13) + 0.3044Fflp 
+ 0.0373(Fr-13)(Ffl/,-73.1951), RSquare = 0.78933 (3) 
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Model (1) was a full multiple regression model (eliminating 4 items whose coefficients are 
less than 0.0001). Model (2) is a reduced version of model (1) that only includes significant terms 
(a=0.05). Model (3) is also a reduced model but built upon the stepwise procedure. The comparison 
of these three models shows that model (2) has the simplest form and a reasonable R-Square value; 
thus, model 2 was selected as the best model. The IMRSE system is therefore expressed as: 
Rpa = 23.6407-0.0142S/J + 3.5537Fr-0.0021(5/? - 2125) * {Fr-13)+0.3214Fap 
The analysis of variance of Model (2) in Table 4.2 indicates that this model provides a high 
F-test value of 318.7545 associated with a small p-value, which means that its statistical predictions 
are significant. Table 4.3, which shows parameter estimates, indicates that all four explanatory 
variables are significant at a=0.05. 
Table 4.2. ANOVA Table for the IMRSE subsystem 
Source DF Sum of Squares Mean Square F Ratio 
Model 4 160264.50 40066.1 318.7545 
Error 379 47638.74 125.7 Prob > F 
C. Total 383 207903.24 <0001 
Table 4.3. Tests and estimates of multiple linear regression coefficients 
Term Estimate Std Error t Ratio Prob>|t| 
Intercept 23.640668 5,388738 4.39 <.0001 
Sp -0.014205 0.002098 -6.77 <0001 
Fr 3.5537229 0.136434 26.05 <.0001 
(Sp-2125)*(Fr-13) -0.002065 0.000447 -4.62 <.0001 
Fap 0.3214441 0.032945 9.76 <.0001 
3). Testing the IMRSE subsystem 
After establishing the surface roughness model, a number of additional samples were 
produced in order to test the performance of the proposed IMRSE subsystem. The model's accuracy 
is defined by the average accuracy of the tested samples ( ARa ) as: 
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ARa =[l--r ^"']X100% (4) 
where ARa is the average accuracy of surface roughness prediction; RPa is the predicted 
surface roughness by the IMRSE subsystem; Ra is the surface roughness actually measured by 
profilometer, and n is the number of testing samples. 
The same experimental procedure and hardware, software and process parameter setups were 
used in the IMRSE test runs. The 25 cutting parameter settings from the test run fell within the 
experimental range, but they differed from those in the experimental runs. The testing results are 
displayed in Table 4.4, which includes cutting parameters, real-time cutting force signals, actual 
measured surface roughness values, predicted surface roughness values, and individual prediction 
accuracy. The average prediction accuracy is 91.5%, with a 0.3% standard deviation. 
Table 4.4. Testing results for the IMRSE subsystem 
Speed 
(RPM) 
Feed 
(in/min) 
Depth 
(in) />(N) Faz (N) 
9.0298 
K 
°42 
< ARtt 
1750 7 0.065 89.1083 48 86.54% 
1750 11 0.065 102.9853 11.5246 57 69 78.20% 
1750 15 0.065 131.0221 13.4364 91 96 94.78% 
1800 15 0.08 96.3554 11.1721 88 84 95.11% 
1850 7 0.04 46.9105 4.6894 30 34 86.97% 
2000 7 0.045 67.7542 5.0098 38 40 93.85% 
2000 11 0.045 60.5288 6.0721 54 53 98.63% 
2000 15 0.045 83.8719 11.0914 83 76 91.58% 
2000 19 0.0045 95.5351 11.1754 89 95 93.25% 
2050 8 0.06 54.4882 6.3472 43 40 92.31% 
2250 11 0.05 85.8351 7.1882 59 59 99.79% 
2250 15 0.05 99.7361 12.955 70 77 90.67% 
2250 17 0.05 88.6195 11.4961 81 80 98.21% 
2250 19 0.05 90.4723 12.2771 93 87 93.26% 
2300 19 0.05 73.2501 7.088 74 80 92.07% 
2350 17 0.048 73.6631 6.3407 68 72 93.39% 
2350 19 0.06 75.3982 8.8142 73 79 91.47% 
2450 18 0.05 64.1963 7.2495 61 70 85.11% 
2500 7 0.07 82.2235 7.6538 41 44 92.48% 
2500 11 0.07 96.3543 11.4371 51 60 82.86% 
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4.4.3 Iln-process multiple-regression-based surface roughness adaptive control (IMRAPC) 
subsystem 
Although the IMRSE subsystem was able to predict workpiece's surface roughness while the 
machine was in-process with an average accuracy of 91.5%, it was not able to correct or prevent 
defects. Thus, the IMRSE subsystem without a control strategy was categorized as a simple form of 
automation. The purpose of the IMRAPC subsystem is to prevent faulty products by effectively 
dealing with those products that have not reached the desired surface roughness. Based on the 
capability of the aforementioned IMRSE subsystem, the IMRAPC subsystem will further generate an 
adaptive feed rate change while the finish cutting is taking place, if the predicted surface roughness is 
greater than the desired surface precision. In other words, if > R®, then the IMRAPC subsystem 
will perform its function by: 
AFr = /(Aa.,%Fr,D,^,F.,) (5) 
where ARa = R^ — R® > 0. In order to build the IMRAPC subsystem, similar procedures to 
the one applied in the IMRSE subsystem were used. 
4.4.3.1 Prepare training data for the IMRAPC subsystem 
Two important variables are needed to form the training data set. One was the independent 
variable—the surface roughness difference ( ARa ) in the AFr function (5)— and the other was the 
response variable AFr, the adaptive degree of feed rate change. However, the raw data set, including 
cutting process parameters (Sp,Fr,D), cutting force signals ( Fap, Faz ) and measured surface 
roughness (  R a )  collected in the full factorial experiment, does not contain those two needed variables 
and they must be obtained through raw data processing using the following procedure: 
1). Form new data set 
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There were 384 total observations, including 96 combinations by four levels of spindle speed, 
three levels of depth of cut, and eight levels of feed rate, with each combination having four 
replications by milling four workpieces. Within each combination, only one data set was randomly 
selected from the four replications to form the new data set. 
2). Organize the data to form subgroups 
With the goal of the IMRAPC subsystem to generate the adaptive degree of feed rate change, 
the data set of 96 combinations was reorganized in such a way that within each subgroup, data sets 
had the same spindle speed and depth of cut, but different feed rates. In this way, a total of 12 
subgroups were formed (listed in Appendix 1), each subgroup containing 8 samples. Each data set of 
these subgroups, in addition to the cutting parameters and cutting forces, also included another two 
elements: the predicted surface roughness ( R „  )  from the IMRSE subsystem and the actual surface 
roughness (J?0 ). One of the subgroups is listed in Table 4.5. 
Table 4.5, Samples of subgroup one 
1 
Spindle 
speed 
(RPM) 
1750 
Depth of 
cut (in) 
Feed rate 
(in/min) 
39.0604 
< v 
0.04 6 3.7152 27 30 
2 1750 0.04 8 62.4207 7.6935 43 57 
3 1750 0.04 10 44.4911 5.0424 46 58 
4 1750 0.04 12 47.2176 5.6093 56 64 
5 1750 0.04 14 70.31 7.0013 72 84 
6 1750 0.04 16 60.0887 5.7391 77 68 
7 1750 0.04 18 73.09 6.2642 90 93 
8 1750 0.04 20 63.747 5.8242 96 102 
3). Obtain ARa and AFr 
Within each subgroup, every two samples were compared with each other to generate the 
triggering input variable of surface roughness difference ARa, and the corresponding response 
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variable of the adaptive feed rate change ( AFr ). Between the two-sample combination, the larger 
predicted surface roughness of the two samples was used as the predicted value (RP) recognized by 
the IMRSE subsystem, while the smaller, actual surface roughness of the two samples was used as the 
desired surface specification (R° ). For example, within the combination of sample 1 and sample 2, 
sample 2 has the greater predicted surface roughness (43pin), which was used as Rp, while sample 1 
has the smaller, actually-measured surface roughness (30pin), which was used as R° . Thus, ARa is 
obtained by: 
(6) 
where R° is the desired surface roughness and Rp is the predicted surface roughness. 
At the same time, AFr is obtained by: 
AFr = Frp-Fr° (7) 
where Fr p  is the feed rate setting corresponding to the R p  selected above, and Fr D  is the 
one corresponding toR° . 
Using the samples above, the feed rate (8in/min) corresponding to 43 pin was Fr p  and the 
feed rate of 10 in/min corresponding to 30pin was FrD. Therefore, ARa and AFr generated from the 
combination of sample 1 and sample 2 were 13pm and 2 in/min, respectively. The cutting parameters 
and cutting forces corresponding to the Rp will be used to form the new data set. In this example, 
the cutting parameters are 1750 RPM spindle speed, 0.04 inches depth of cut, 8 in/min feed rate and 
the cutting forces of Fap and Fap are 62.4207N and 7.6935N, respectively. The data set obtained from 
the combination of sample 1 and 2 is listed in Table 4.6. 
81 
Table 4.6. Data from sample 1 and sample 2 
Spindle 
speed 
(RPM) 
Feed rate 
(in/min) 
^(N) Aaf AFr 
1 1750 8 62.4207 7.6935 13=43-30 2=8-6 
According to this strategy, each subgroup generated C82 = 28 data sets and a total of 336 
(12 x C82 ) data sets for training the IMRAPC subsystem. 
• Establishing the IMRAPC subsystem 
Besides the input variables used for training the IMRSE subsystem, which are Sp, Fr, F a p ,  
and Faz, the recognized surface roughness difference ARa between the predicted surface roughness 
and the desired value was a necessary input variable to the IMRAPC subsystem. Given the cutting 
process parameters set up by the CNC program, the real-time cutting force signals detected by the 
dynamometer, and the detected surface roughness error, the output of the IMSAC subsystem was the 
adaptive degree of feed rate ( AFr ). 
After the raw data pre-processing procedure, 336 data sets, including Sp, Fr, F a p ,  
F m ,  AR a ,  AFr , were formed as shown in Appendix 2. Due to natural variability caused by the 
cutting process and measurement, 19 out of the 336 data sets showed a predicted surface roughness 
that was less than the actual surface roughness. Therefore, 317 data sets were employed to construct 
the IMRAPC subsystem. Both the Stepwise and Standard Least Square statistical strategies were 
applied to search the best multiple regression model. Finally, a reduced model from stepwise strategy 
was selected as the IMRAPC subsystem expressed as: 
AFr = -6.2304 + 0.0013#? + 0.1507ARa + 0.3288Fr + 0.0004(5/? - 2119.09)(Fr -16.0442) 
-0.0096(M„ -26.1572)(Fr-l6.0442)-0.0084(FOZ -8.8635)(Art„-26.1572) 
The analysis of variance in Table 4.7 shows that this model provides an F-test value of 
124.6627 associated with a small p-value, which meant that this model was statistically significant in 
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predicting adaptive feed rate change. The estimates and tests of the MLR coefficients listed in Table 
4.8 indicate that all six explanatory variables were significant at a=0.05. 
Table 4.7. ANOVA table for the IMRSAC subsystem 
Source DF Sum of Squares Mean Square F Ratio 
Model 6 3200.3485 533.391 124.6627 
Error 310 1326.3896 4.279 Prob > F 
C. Total 316 4526.7382 <.0001 
Table 4.8. Estimates and tests of MLR coefficients for the IMRSAC subsystem 
Term Estimate Std Error t Ratio Prob>|t| 
Intercept -6.230415 1.094353 -5.69 <.0001 
Sp 0.001349 0.000424 3.18 0.0016 
àRa 0.1507201 0.008961 16.82 <.0001 
Fr 0.3288434 0.040003 8.22 <.0001 
( Sp -2119.09)*( Fr -16.0442) 0.0004463 0.000122 3.67 0.0003 
(AR a  -26.1572)*(Fr -16.0442) 0.0096292 0.002717 3.54 0.0005 
(FaZ -8.86352)*(AR a  -26.1572) -0.008359 0.003105 -2.69 0.0075 
4.4.4 Integration and testing of the IMRSAC system 
The two subsystems described above were combined to form the IMRSAC system. This 
system enabled the milling machine to adjust the feed rate when detecting surface roughness error 
while milling was in process. The same experimental setup but a new tool powered with the IMRSAC 
system was applied to conduct the test. A total of 20 testing workpieces were cut through 3 inches 
(Figure 4.3). 
83 
3 ta. 
Figure 4.3. The workpiece for testing 
The testing process was conducted by following procedure: 
1). The testing workpiece was cut to half its length and then stopped. 
2). Within this 1.5 inches cutting process, the IMRSAC system was triggered. First, the 
IMRSE subsystem provided a predicted surface roughnessRp based on the cutting conditions and 
sensed cutting forces. Then, according to the surface roughness requirementR°, the IMRAPC 
subsystem generated the  adapt ive  feed ra te  change AFr.  
3). The new feed rate was obtained by applying the AFr from (6) 
Fr D  = Fr p  -AFr (7)  
For example, the sample #1 in Table 4.9, the original feed rate was 15 in/min. After the 
adaptive control, new feed rate should be set up at 9.3 in/min. 
4). The cutting parameters were reset in the CNC program by applying the adaptive feed 
rate, and then cut the remaining half length of workpieces. The surface roughness of each workpiece 
at the new setup was measured to see if it met the surface roughness requirements. The testing 
machining parameters and surface roughness requirement are listed in Table 4.9. 
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Table 4.9.Testing runs of the IMRSAC system 
Spindle 
speed Depth Frp Fr-xy Faz K < ARa AFr Frd 
9.3 
New 
rM  
Success 
( J C s a f )  
2250 0.05 15 69.18 9.974 67 40 27 5.7 28 Yes 
1900 0.07 17 128.782 12.791 100 70 30 6.3 10.7 33 Yes 
2300 0.06 16 103.382 9.317 80 50 30 6.6 9.4 23 Yes 
1800 0.04 19 91.793 8.685 99 70 29 6.5 12.5 44 Yes 
2100 0.06 20 98.046 13.746 97 60 37 8.7 11.3 31 Yes 
2400 0.08 14 73.232 11.238 62 40 22 4.9 9.1 22 Yes 
2050 0.07 16 111.524 11.935 88 50 38 7.2 8.8 21 Yes 
1850 0.05 18 98.666 10.317 96 70 26 5.8 12.2 34 Yes 
2200 0.06 13 79.186 6.508 64 40 24 4.5 8.5 25 Yes 
2500 0.04 17 79.897 5.566 71 50 21 5.9 11.1 25 Yes 
2100 0.05 12 62.142 6.501 55 40 15 3.0 9.0 34 Yes 
2300 0.07 16 72.779 10.584 73 40 33 7.1 8.9 24 Yes 
2150 0.06 19 81.172 7.323 85 60 25 6.6 12.4 44 Yes 
1900 0.09 13 102.359 9.943 73 50 23 4.5 8.5 23 Yes 
2500 0.04 15 76.914 7.487 67 40 27 5.9 9.1 23 Yes 
1800 0.08 18 94.954 8.438 96 50 46 9.2 8.8 21 Yes 
2400 0.05 14 79.683 8.099 64 40 24 5.0 9.0 24 Yes 
1950 0.06 20 108.35 9.265 104 60 44 10.0 10.0 29 Yes 
2250 0.05 19 92.949 9.168 88 50 38 9.2 9.8 27 Yes 
1750 0.07 16 69.693 6.864 80 40 40 7.7 8.3 23 Yes 
4.5 Conclusions and recommendations for future study 
The IMRSRE and IMRAPC subsystems were successfully developed and then integrated into 
the in-process surface roughness adaptive control system. The successful performance of this system 
in the testing runs leads to the following conclusions: 
1). By applying a multiple regression algorithm, the IMRSRE subsystem predicted surface 
roughness during the cutting process with an accuracy of 91.5%. 
2). The new data set included ARa and AFr so as to train the IMRAPC subsystem. 
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3). The integration of the two subsystems led to the ISRAC system. The testing resulted with 
a 100% success rate for adaptive control, proving that this proposed system could be implemented to 
adaptively control surface roughness when the milling operation is in process. 
4). The different cutting parameters set in the testing stage indicated that the proposed 
system was flexible enough to meet cutting conditions in industry settings. 
5). Compared with artificial intelligence algorithms such as neural networks and fuzzy-nets 
[36, 37], multiple linear regression used in this study was straightforward and effective in 
constructing the decision-making mechanism. 
6). The cutting force signals such as the average resultant peak force in the XY plane and the 
absolute average force in the Z direction were employed in this study for predicting surface roughness 
and adaptive degree of feed rate. The presence of these cutting forces in the multiple regression 
models enhanced the accuracy of the ISRAC system. 
Although the proposed ISRAC system was successful in adaptively controlling surface 
roughness when the predicted value exceeded the desired value, the surface roughness after adapting 
the feed rate suggested by the ISRAC system was far less than the desired value. This result is due to 
the fact that a brand new tool was used in the testing experiment, indicating that tool usage correlated 
with surface roughness. Future study is necessary to develop a model that includes cutting tool 
conditions. After the further study is completed, the decision-making algorithm will be enhanced and 
the proposed in-process surface roughness adaptive control system will further benefit the milling 
operation. 
The accuracy of testing result shows the proposed ISRAC system has a solid flexibility when 
the machining parameters have been changed in the big range. This system has the ability to 
adaptively control surface roughness for milling operations. 
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Appendix 4.1. Raw training data organized in 12 subgroups 
SP Fr DC Fap Faz Ra Rap 
1750 6 0.04 39.0604 3.7152 30 27 
1750 8 0.04 62.4207 7.6935 57 43 
1750 10 0.04 44.4911 5.0424 58 46 
1750 12 0.04 47.2176 5.6093 64 56 
1750 14 0.04 70.31 7.0013 84 72 
1750 16 0.04 60.0887 5.7391 68 77 
1750 18 0.04 73.09 6.2642 93 90 
1750 20 0.04 63.747 5.8242 102 96 
1750 6 0.06 68.71 6.5314 44 37 
1750 8 0.06 78.8745 7.7686 61 49 
1750 10 0.06 91.35 8.2574 67 61 
1750 12 0.06 75.247 8.5054 66 65 
1750 14 0.06 66.7785 8.9267 80 71 
1750 16 0.06 96.51 8.8189 85 89 
1750 18 0.06 93.81 9.8026 116 97 
1750 20 006 94.3374 9.3292 101 106 
1750 6 0.08 73.1901 9.013 30 38 
1750 8 0.08 79.12 8.4986 64 49 
1750 10 0.08 76.7428 9.6391 39 57 
1750 12 0.08 80.4177 10.5886 51 67 
1750 14 0.08 104.29 11.5517 99 83 
1750 16 0.08 100.5398 12.2532 114 90 
1750 18 0.08 90.18 11.3712 88 96 
1750 20 0.08 111.2744 12.7025 110 111 
2000 6 0.04 42.1902 3.6894 41 28 
2000 8 0.04 41.3836 4.5451 32 36 
2000 10 0.04 53.3034 5.5786 54 47 
2000 12 0.04 50.7243 5.7658 73 54 
2000 14 0.04 63.5755 6.457 65 66 
2000 16 0.04 65.4623 6.1089 90 74 
2000 18 0.04 66.5 6.4818 89 82 
2000 20 0.04 70.0569 6.1482 86 91 
2000 6 0.06 56.1777 6.3751 35 33 
2000 8 0.06 86.88 7.9123 38 50 
2000 10 0.06 80.03 8.2999 50 56 
2000 12 0.06 61.0108 7.6669 54 57 
2000 14 0.06 77.48 9.8782 77 70 
2000 16 0.06 76.1805 8.245 71 77 
2000 18 0.06 82.12 10.033 93 87 
2000 20 0.06 91.11 9.9167 90 97 
2000 6 0.08 73.1063 8.7009 43 38 
2000 8 0.08 92.596 8.9579 36 52 
2000 10 0.08 94.5165 10.4607 45 60 
2000 12 0.08 87.8262 11.3831 77 66 
2000 14 0.08 106.89 12.1496 93 80 
92 
Sp Fr DC Fap Faz Ra Ra£ 
2000 16 0.08 96.6074 11.3051 77 84 
2000 18 0.08 104.15 11.3367 86 94 
2000 20 0.08 99.4978 12.0112 93 100 
2250 6 0.04 47.64 4.2857 28 30 
2250 8 0.04 43.048 4.8108 35 35 
2250 10 0.04 50.3946 5.15 35 44 
2250 12 0.04 58.2334 5.8052 56 53 
2250 14 0.04 52.8715 5.8484 51 58 
2250 16 0.04 53.0544 6.1137 60 65 
2250 18 0.04 67.11 6.2863 80 76 
2250 20 0.04 65.4131 7.1352 92 82 
2250 6 0.06 59.8906 6.2419 35 34 
2250 8 0.06 61.9818 6.8014 52 41 
2250 10 0.06 74.25 8.1483 62 52 
2250 12 0.06 77.1677 9.0703 59 59 
2250 14 0.06 64.6449 8.8198 76 62 
2250 16 0.06 76.1644 8.3505 65 72 
2250 18 0.06 94.08 9.3896 88 85 
2250 20 0.06 68.7844 8.7796 77 83 
2250 6 0.08 72.9591 8.2555 40 38 
2250 8 0.08 82.7786 8.9116 33 48 
2250 10 0.08 87.3181 9.7718 35 56 
2250 12 0.08 72.3849 9.9482 50 58 
2250 14 0.08 95.5042 11.598 74 72 
2250 16 0.08 93.437 12.0507 97 78 
2250 18 0.08 83.6297 11.3713 80 81 
2250 20 0.08 99.7852 11.8601 90 93 
2500 6 0.04 39.2849 3.9629 41 28 
2500 8 0.04 40.3399 4.3313 2& 33 
2500 10 0.04 56.76 5.3041 36 44 
2500 12 0.04 56.5703 5.7238 45 50 
2500 14 0.04 43.0569 5.8349 63 51 
2500 16 0.04 62.11 6.278 75 63 
2500 18 0.04 64.31 6.5135 77 69 
2500 20 0.04 64.11 6.6752 80 74 
2500 6 0.06 62.66 6.1762 62 35 
2500 8 0.06 62.2917 6.6208 27 40 
2500 10 0.06 54.1451 7.06 31 43 
2500 12 0.06 57.6287 7.4887 38 50 
2500 14 0.06 68.0681 8.5049 73 59 
2500 16 0.06 74.18 9.4633 71 67 
2500 18 0.06 80.0349 9.0088 74 74 
2500 20 0.06 65.7423 8.3756 73 75 
2500 6 0.08 69.8248 7.5284 27 37 
2500 8 0.08 81.87 9.5688 40 47 
2500 10 0.08 87.4742 9.7208 41 54 
2500 12 0.08 91.8593 10.9396 71 61 
93 
Sp Fr DC Fap Faz Ra Rap 
2500 14 0.08 96.645 11.5089 79 68 
2500 16 0.08 91.5365 11.756 84 72 
2500 18 0.08 97.8566 11.5633 92 80 
2500 20 0.08 111.25 12.4934 99 90 
Appendix 4.2. Training data for the IMRSAG subsystem 
Sp Fap Faz ARa frp Afr 
1750 62.4207 7.6935 13 8 2 
1750 44.4911 5.0424 16 10 4 
1750 47.2176 5.6093 26 12 6 
1750 70.31 7.0013 42 14 8 
1750 60.0887 5.7391 47 16 10 
1750 73.09 6.2642 60 18 12 
1750 63.747 5.8242 66 20 14 
1750 44.4911 5.0424 -11 10 2 
1750 47.2176 5.6093 -1 12 4 
1750 70.31 7.0013 15 14 6 
1750 60.0887 5.7391 20 16 8 
1750 73.09 6.2642 33 18 10 
1750 63.747 5.8242 39 20 12 
1750 47.2176 5.6093 -2 12 2 
1750 70.31 7.0013 14 14 4 
1750 60.0887 5.7391 19 16 6 
1750 73.09 6.2642 32 18 8 
1750 63.747 5.8242 38 20 10 
1750 70.31 7.0013 8 14 2 
1750 60.0887 5.7391 13 16 4 
1750 73.09 6.2642 26 18 6 
1750 63.747 5.8242 32 20 8 
1750 60.0887 5.7391 9 16 0 
1750 73.09 6.2642 6 18 4 
1750 63.747 5.8242 12 20 6 
1750 73.09 6.2642 22 18 2 
1750 63.747 5.8242 28 20 4 
1750 63.747 5.8242 3 20 2 
1750 78.8745 7.7686 5 8 2 
1750 91.35 8.2574 17 10 4 
1750 75.247 8.5054 21 12 6 
1750 66.7785 8.9267 27 14 8 
1750 96.51 8.8189 45 16 10 
1750 93.81 9.8026 53 18 12 
1750 94.3374 9.3292 62 20 14 
94 
SP Fap Faz ARa frp Afr 
1750 91.35 8.2574 0 10 2 
1750 75.247 8.5054 4 12 4 
1750 66.7785 8.9267 10 14 6 
1750 96.51 8.8189 28 16 8 
1750 93.81 9.8026 36 18 10 
1750 94.3374 9.3292 45 20 12 
1750 75.247 8.5054 -1 12 0 
1750 66.7785 8.9267 4 14 4 
1750 96.51 8.8189 22 16 6 
1750 93.81 9.8026 30 18 8 
1750 94.3374 9.3292 39 20 10 
1750 66.7785 8.9267 5 14 2 
1750 96.51 8.8189 23 16 4 
1750 93.81 9.8026 31 18 6 
1750 94.3374 9.3292 40 20 8 
1750 96.51 8.8189 9 16 2 
1750 93.81 9.8026 17 18 4 
1750 94.3374 9.3292 26 20 6 
1750 93.81 9.8026 12 18 2 
1750 94.3374 9.3292 21 20 4 
1750 94.3374 9.3292 5 20 0 
1750 79.12 8.4986 19 8 2 
1750 76.7428 9.6391 27 10 4 
1750 80.4177 10.5886 37 12 6 
1750 104.29 11.5517 53 14 8 
1750 100.5398 12.2532 60 16 10 
1750 90.18 11.3712 66 18 12 
1750 111.2744 12.7025 81 20 14 
1750 76.7428 9.6391 18 10 0 
1750 80.4177 10.5886 16 12 0 
1750 104.29 11.5517 19 14 6 
1750 100.5398 12.2532 26 16 8 
1750 90.18 11.3712 32 18 10 
1750 111.2744 12.7025 47 20 12 
1750 80.4177 10.5886 28 12 2 
1750 104.29 11.5517 44 14 4 
1750 100.5398 12.2532 51 16 6 
1750 90.18 11.3712 57 18 8 
1750 111.2744 12.7025 72 20 10 
1750 104.29 11.5517 32 14 2 
1750 100.5398 12.2532 39 16 4 
1750 90.18 11.3712 45 18 6 
1750 111.2744 12.7025 60 20 8 
1750 100.5398 12.2532 -9 16 2 
1750 90.18 11.3712 8 18 0 
95 
SP Fap Faz ARa frp Afr 
1750 111.2744 12.7025 12 20 6 
1750 90.18 11.3712 8 18 0 
1750 111.2744 12.7025 1 20 0 
1750 111.2744 12.7025 23 20 2 
2000 41.3836 4.5451 4 8 0 
2000 53.3034 5.5786 6 10 4 
2000 50.7243 5.7658 13 12 6 
2000 63.5755 6.457 25 14 8 
2000 65.4623 6.1089 33 16 10 
2000 66.5 6.4818 41 18 12 
2000 70.0569 6.1482 50 20 14 
2000 53.3034 5.5786 15 10 2 
2000 50.7243 5.7658 22 12 4 
2000 63.5755 6.457 34 14 6 
2000 65.4623 6.1089 42 16 8 
2000 66.5 6.4818 50 18 10 
2000 70.0569 6.1482 59 20 12 
2000 50.7243 5.7658 0 12 2 
2000 63.5755 6.457 12 14 4 
2000 65.4623 6.1089 20 16 6 
2000 66.5 6.4818 28 18 8 
2000 70.0569 6.1482 37 20 10 
2000 63.5755 6.457 1 14 0 
2000 65.4623 6.1089 1 16 4 
2000 66.5 6.4818 9 18 6 
2000 70.0569 6.1482 18 20 8 
2000 65.4623 6.1089 9 16 2 
2000 66.5 6.4818 17 18 4 
2000 70.0569 6.1482 26 20 6 
2000 66.5 6.4818 -7 18 0 
2000 70.0569 6.1482 5 20 0 
2000 70.0569 6.1482 5 20 0 
2000 86.88 7.9123 15 8 2 
2000 80.03 8.2999 21 10 4 
2000 61.0108 7.6669 22 12 6 
2000 77.48 9.8782 35 14 8 
2000 76.1805 8.245 42 16 10 
2000 82.12 10.033 52 18 12 
2000 91.11 9.9167 62 20 14 
2000 80.03 8.2999 18 10 2 
2000 61.0108 7.6669 19 12 4 
2000 77.48 9.8782 32 14 6 
2000 76.1805 8.245 39 16 8 
2000 82.12 10.033 49 18 10 
2000 91.11 9.9167 59 20 12 
96 
Sp Fap Faz ARa frp Afr 
2000 61.0108 7.6669 7 12 2 
2000 77.48 9.8782 20 14 4 
2000 76.1805 8.245 27 16 6 
2000 82.12 10.033 37 18 8 
2000 91.11 9.9167 47 20 10 
2000 77.48 9.8782 16 14 2 
2000 76.1805 8.245 23 16 4 
2000 82.12 10.033 33 18 6 
2000 91.11 9.9167 43 20 8 
2000 76.1805 8.245 6 16 0 
2000 82.12 10.033 10 18 4 
2000 91.11 9.9167 20 20 6 
2000 82.12 10.033 16 18 2 
2000 91.11 9.9167 26 20 4 
2000 91.11 9.9167 7 20 0 
2000 92.596 8.9579 16 8 0 
2000 94.5165 10.4607 17 10 4 
2000 87.8262 11.3831 23 12 6 
2000 106.89 12.1496 37 14 8 
2000 96.6074 11.3051 41 16 10 
2000 104.15 11.3367 51 18 12 
2000 99.4978 12.0112 57 20 14 
2000 94.5165 10.4607 24 10 2 
2000 87.8262 11.3831 30 12 4 
2000 106.89 12.1496 44 14 6 
2000 96.6074 11.3051 48 16 8 
2000 104.15 11.3367 58 18 10 
2000 99.4978 12.0112 64 20 12 
2000 87.8262 11.3831 21 12 2 
2000 106.89 12.1496 35 14 4 
2000 96.6074 11.3051 39 16 6 
2000 104.15 11.3367 49 18 8 
2000 99.4978 12.0112 55 20 10 
2000 106.89 12.1496 3 14 2 
2000 96.6074 11.3051 7 16 4 
2000 104.15 11.3367 17 18 6 
2000 99.4978 12.0112 23 20 8 
2000 96.6074 11.3051 7 16 0 
2000 104.15 11.3367 8 18 0 
2000 99.4978 12.0112 7 20 6 
2000 104.15 11.3367 17 18 2 
2000 99.4978 12.0112 23 20 4 
2000 99.4978 12.0112 14 20 2 
2250 43.048 4.8108 7 8 2 
2250 50.3946 5.15 16 10 4 
97 
Sp 
2250 
Fap Faz ARa frp Afr 
58.2334 5.8052 25 12 6 
2250 52.8715 5.8484 30 14 8 
2250 53.0544 6.1137 37 16 10 
2250 67.11 6.2863 48 18 12 
2250 65.4131 7.1352 54 20 14 
2250 50.3946 5.15 9 10 2 
2250 58.2334 5.8052 18 12 4 
2250 52.8715 5.8484 23 14 6 
2250 53.0544 6.1137 30 16 8 
2250 67.11 6.2863 41 18 10 
2250 65.4131 7.1352 47 20 12 
2250 58.2334 5.8052 18 12 2 
2250 52.8715 5.8484 23 14 4 
2250 53.0544 6.1137 30 16 6 
2250 67.11 6.2863 41 18 8 
2250 65.4131 7.1352 47 20 10 
2250 52.8715 5.8484 J_ 14 0 
2250 53.0544 6.1137 9 16 4 
2250 67.11 6.2863 20 18 6 
2250 65.4131 7.1352 26 20 8 
2250 53.0544 6.1137 14 16 2 
2250 67.11 6.2863 25 18 4 
2250 65.4131 7.1352 31 20 6 
2250 67.11 6.2863 16 18 2 
2250 65.4131 7.1352 22 20 4 
2250 65.4131 7.1352 2 20 2 
2250 61.9818 6.8014 6 8 2 
2250 74.25 8.1483 17 10 4 
2250 77.1677 9.0703 24 12 6 
2250 64.6449 8.8198 27 14 8 
2250 76.1644 8.3505 37 16 10 
2250 94.08 9.3896 50 18 12 
2250 68.7844 8.7796 48 20 14 
2250 74.25 8.1483 0 10 2 
2250 77.1677 9.0703 7 12 4 
2250 64.6449 8.8198 10 14 6 
2250 76.1644 8.3505 20 16 8 
2250 94.08 9.3896 33 18 10 
2250 68.7844 8.7796 31 20 12 
2250 77.1677 9.0703 0 12 0 
2250 64.6449 8.8198 0 14 4 
2250 76.1644 8.3505 10 16 6 
2250 94.08 9.3896 23 18 8 
2250 68.7844 8.7796 21 20 10 
2250 64.6449 8.8198 3 14 2 
98 
Sp Fap Faz ARa frp Afr 
2250 76.1644 8.3505 13 16 4 
2250 94.08 9.3896 26 18 6 
2250 68.7844 8.7796 24 20 8 
2250 76.1644 8.3505 7 16 0 
2250 94.08 9.3896 9 18 4 
2250 68.7844 8.7796 7 20 6 
2250 94.08 9.3896 20 18 2 
2250 68.7844 8.7796 18 20 4 
2250 94.08 9.3896 8 18 -2 
2250 82.7786 8.9116 15 8 0 
2250 87.3181 9.7718 21 10 0 
2250 72.3849 9.9482 18 12 6 
2250 95.5042 11.598 32 14 8 
2250 93.437 12.0507 38 16 10 
2250 83.6297 11.3713 41 18 12 
2250 99.7852 11.8601 53 20 14 
2250 87.3181 9.7718 23 10 2 
2250 72.3849 9.9482 25 12 4 
2250 95.5042 11.598 39 14 6 
2250 93.437 12.0507 45 16 8 
2250 83.6297 11.3713 48 18 10 
2250 99.7852 11.8601 60 20 12 
2250 72.3849 9.9482 23 12 2 
2250 95.5042 11.598 37 14 4 
2250 93.437 12.0507 43 16 6 
2250 83.6297 11.3713 46 18 8 
2250 99.7852 11.8601 58 20 10 
2250 95.5042 11.598 22 14 2 
2250 93.437 12.0507 28 16 4 
2250 83.6297 11.3713 31 18 6 
2250 99.7852 11.8601 43 20 8 
2250 93.437 12.0507 4 16 2 
2250 83.6297 11.3713 7 18 4 
2250 99.7852 11.8601 19 20 6 
2250 83.6297 11.3713 1 18 0 
2250 99.7852 11.8601 3 20 0 
2250 99.7852 11.8601 13 20 2 
2500 40.3399 4.3313 5 8 0 
2500 56.76 5.3041 8 10 0 
2500 56.5703 5.7238 9 12 6 
2500 43.0569 5.8349 10 14 8 
2500 62.11 6.278 22 16 10 
2500 64.31 6.5135 28 18 12 
2500 64.11 6.6752 33 20 14 
2500 56.76 5.3041 16 10 2 
99 
Sp 
2500 
Fap 
56.5703 
Faz ARa frp Afr 
5.7238 22 12 4 
2500 43.0569 5.8349 23 14 6 
2500 62.11 6.278 35 16 8 
2500 64.31 6.5135 41 18 10 
2500 64.11 6.6752 46 20 12 
2500 56.5703 5.7238 14 12 2 
2500 43.0569 5.8349 15 14 4 
2500 62.11 6.278 27 16 6 
2500 64.31 6.5135 33 18 8 
2500 64.11 6.6752 38 20 10 
2500 43.0569 5.8349 6 14 2 
2500 62.11 6.278 18 16 4 
2500 64.31 6.5135 24 18 6 
2500 64.11 6.6752 29 20 8 
2500 62.11 6.278 0 16 2 
2500 64.31 6.5135 6 18 4 
2500 64.11 6.6752 11 20 6 
2500 64.31 6.5135 -6 18 2 
2500 64.11 6.6752 -1 20 4 
2500 64.11 6.6752 -3 20 2 
2500 62.2917 6.6208 13 8 0 
2500 54.1451 7.06 12 10 0 
2500 57.6287 7.4887 12 12 0 
2500 68.0681 8.5049 -3 14 8 
2500 74.18 9.4633 5 16 10 
2500 80.0349 9.0088 12 18 12 
2500 65.7423 8.3756 13 20 14 
2500 54.1451 7.06 16 10 2 
2500 57.6287 7.4887 23 12 4 
2500 68.0681 8.5049 32 14 6 
2500 74.18 9.4633 40 16 8 
2500 80.0349 9.0088 47 18 10 
2500 65.7423 8.3756 48 20 12 
2500 57.6287 7.4887 19 12 2 
2500 68.0681 8.5049 28 14 4 
2500 74.18 9.4633 36 16 6 
2500 80.0349 9.0088 43 18 8 
2500 65.7423 8.3756 44 20 10 
2500 68.0681 8.5049 21 14 2 
2500 74.18 9.4633 29 16 4 
2500 80.0349 9.0088 36 18 6 
2500 65.7423 8.3756 37 20 8 
2500 74,18 9.4633 -4 16 0 
2500 80.0349 9.0088 1 18 4 
2500 65.7423 8.3756 2 20 6 
100 
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2500 80.0349 9.0088 3 18 2 
2500 65.7423 8.3756 4 20 4 
2500 65.7423 8.3756 2 20 0 
2500 81.87 9.5688 20 8 2 
2500 87.4742 9.7208 27 10 4 
2500 91.8593 10.9396 34 12 6 
2500 96.645 11.5089 41 14 8 
2500 91.5365 11.756 45 16 10 
2500 97.8566 11.5633 53 18 12 
2500 111.25 12.4934 63 20 14 
2500 87.4742 9.7208 14 10 2 
2500 91.8593 10.9396 21 12 4 
2500 96.645 11.5089 28 14 6 
2500 91.5365 11.756 32 16 8 
2500 97.8566 11.5633 40 18 10 
2500 111.25 12.4934 50 20 12 
2500 91.8593 10.9396 20 12 2 
2500 96.645 11.5089 27 14 4 
2500 91.5365 11.756 31 16 6 
2500 97.8566 11.5633 39 18 8 
2500 111.25 12.4934 49 20 10 
2500 96.645 11.5089 -3 14 2 
2500 91.5365 11.756 1 16 4 
2500 97.8566 11.5633 9 18 6 
2500 111.25 12.4934 19 20 8 
2500 91.5365 11.756 -7 16 2 
2500 97.8566 11.5633 1 18 4 
2500 111.25 12.4934 11 20 6 
2500 97.8566 11.5633 -4 18 2 
2500 111.25 12.4934 6 20 4 
2500 111.25 12.4934 -2 20 2 
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Chapter 5) The development of an In-Process Surface Roughness 
Adaptive Control System in Turning Operations 
A paper to be submitted to the Journal of Intelligent Manufacturing 
Julie Z. Zhang6, Joseph C. Chen7 & E. Daniel Kirby8 
Abstract 
This research shows the development of an in-process surface roughness adaptive control 
(ISRAC) system in turning operations. An artificial neural network algorithm was employed to 
establish two subsystems: the neural network-based, in-process surface roughness prediction 
(INNSRP) subsystem and the neural network-based, in-process adaptive parameter control (INNAPC) 
subsystem. Not only were machine cutting parameters such as feed rate, spindle speed and depth of 
cut included in the two subsystems for predicting surface roughness and adaptive feed rate change, 
but also vibration signals detected by an accelerometer sensor. The INNSRP subsystem was able to 
predict surface roughness during the finish cutting process with an accuracy of 92.4%. The 
integration of the two subsystems led to the ISRAC system. The 100% success rate for adaptive 
control of the test runs proved that this proposed system could be implemented to adaptively control 
surface roughness during turning operations. 
Key words: in-process, surface roughness, adaptive control, turning operations, neural 
networks 
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5.1 Introduction 
An automatic manufacturing process that includes aspects of artificial intelligence, such as 
the capacity to learn and reason, is classified as an advanced level of automation (Degarmo, Black & 
Kohser, 1999). Developing a CNC turning machine at this level of automation has been an industry 
goal for many years. During the past decade, a lot of attempts have been made to manufacture 
artificially intelligent machine tools (Risbood, Dixit & Sahasrabudhe, 2003). 
Surface roughness of a part produced in turning operations is an important quality indicator 
since it may affect the machined parts' aesthetic appeal, assembled parts' fatigue stress, economic 
cost, etc. An excessively fine surface finish usually involves advanced equipment, manufacturing 
procedures, and skilled labor, all which lead to high cost. However, the dynamic and non-linear 
nature in turning means that surface roughness can be influenced by a number of factors, such as feed 
rate, spindle speed, depth of cut, workpiece material characteristics, tool geometry (tool nose, tool 
angle), tool conditions (such as the amount of wear), cutting forces and cutting vibrations (Risbood et 
al., 2003; Ho, Lee, Chen & Ho, 2002; Kopac, Bahor & Sokovic, 2002; Fang & Yao, 1997; Yang & 
Tarng, 1998; Thomas, Youssef & Masounave, 1996 ). Any small variation may cause scrap in the 
finishing turning process, which could, in turn, result in a lot of unnecessary waste, especially when 
quite a few manufacturing processes have already been completed on the part Thus, there is a need 
for a system that can enhance the CNC turning machines' intelligence to detect machining process 
conditions and even adjust them in real time to avoid defects. 
Traditionally, surface roughness monitoring depends heavily on stylus instruments (Ho et 
al., 2002). However, measuring surface roughness through stylus devices is a post-process, off-line 
quality monitoring approach as turning operations must be paused; therefore, it does not allow users 
to take full advantage of the CNC machines' merit. Since the 1980's, the industry has started with the 
development of non-contact, on-line surface roughness prediction during the finishing process 
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through pneumatic, electrical or optical approaches instead of measuring surface pattern directly 
(Yan, Cheng, Popplewell & Balakrishnan, 1995). In order to overcome the limitations of these 
methods caused by measuring range, poor resolution, instability, or heavy reliance on empirical 
modeling, Yan et al. designed a laser measuring system that employs a linear charge-coupled device 
sensor to capture the light pattern scattered from the workpiece's surface that is more accurate than 
conventional stylus measurement. 
The estimation of roughness using computer vision has also received a great deal of attention 
(Hoy &Yu, 1991; Al-kindi, Baul & Gill, 1992; Kiran, Ramamoorthy & Radhakrishnan, 1998; 
Mainsah & Ndumu, 1998; Lee & Tarng, 2001), but a major drawback of the computer vision-based 
technique is that the modeling of the relationship between the actual surface roughness of the 
workpiece and the surface images is not accurate enough due to the involvement of empirical 
approaches (Ho etal., 2002). To improve the accuracy of on-line surface roughness prediction, Ho et 
al. enhanced their computer vision system by incorporating a fuzzy neural network, which is a more 
powerful learning tool, to solve the problem. However, the computer vision-based surface roughness 
prediction system and the laser measuring system reviewed above need a light source to operate. 
Another alternative approach to controlling surface roughness in real time involves the 
modeling of surface roughness by incorporating a variety of machining parameters and machining 
process signals. Applying neural networks algorithm, Lee and Chen (2003) developed an on-line 
surface roughness recognition system including vibration signals. Also applying neural networks, the 
surface roughness prediction system created by Risbood et al. (2003) included cutting forces and 
vibrations signals in the turning process. Although these systems can recognize surface roughness 
without stopping the machining operation and with reasonable accuracy, they do not possess adaptive 
control strategies to correct surface finish defects. Therefore, there is a need to move the research 
regarding on-line surface roughness recognition to a new stage of implementing adaptive control. 
This paper proposes an in-process surface roughness adaptive control (ISRAC) system able to 
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automatically recognize the surface finish of a part and adjust process parameters based on the real­
time information of the cutting process so as to avoid defects. 
In order to develop such an in-process surface roughness adaptive control system, two 
important components must be in place: a real-time sensor for collecting cutting process signals 
related to surface profile and a decision-making mechanism. 
A number of studies have shown that vibration plays an important role in influencing surface 
finish in turning operations. Jang, Choi, Kim & Hsiao (1996) found that the workpiece surface 
profile and a specific vibration frequency have strong a correlation in hard turning. Lin and Chang 
(1998) found that the vibration frequency ratio is an important factor influencing the characterization 
of the surface finish profile. Huang and Chen (2001) reported that the multiple regression model 
including vibration signals for predicting in-process surface roughness showed significantly improved 
accuracy in comparison to the one without. Abouelatta and Madl's (2001) also confirmed the impact 
of vibration signals. Therefore, an accelerometer sensor is selected in this study to detect turning 
vibration signals. 
With respect to decision-making mechanism, the neural-network algorithm has proven to be 
an effective tool not only for dealing with the non-linear and multivariable turning processes to 
predict surface roughness (Rishbood et al., 2003; Lee & Chen, 2003; Huang & Chen, 2001; Mainsah 
& Ndumu, 1998; Yan et al., 1995), but also for monitoring other industrial applications (Zuperl & 
Cus, 2003; Fang & Yao, 1997; Elanayar & Shin, 1995). For example, the neural network model 
established in Rishood et al.'s research provided a reasonable degree of accuracy using cutting speed, 
feed rate, depth of cut and acceleration of the radial vibration of the tool holder as input variables. 
Thus, the neural network algorithm is selected in this study as the decision-making mechanism in the 
proposed (ISRAC) system. 
In summary, this study shows the development of an in-process artificial neural network-
based surface roughness adaptive control (INNSRAC) system by incorporating real-time 3-D 
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vibration signals collected through a dynamometer. This system will be able to evaluate the turned 
parts' surface quality and adaptively provide the feed rate change in order to consistently produce 
parts that meet specifications, since feed rate is the most significant factor affecting surface finish 
(Rishbood et al., 2003; Lee & Chen, 2003; Ho et al., 2002; Abouelatta and Madl; 2001). 
5.2 Artificial neural networks system 
An artificial neural network (ANN) is a parallel, distributed information processing structure 
that mimics the human brain and the ability of nervous processes to learn from examples or mistakes 
(Freeman & Skapura, 1991). Neural networks, based on their biological counterparts, attempt to 
model the parallel, distributed nature of processing in the human brain. Since it was introduced in the 
1950s, ANN technology has been adapted in many applications, whereby the nature is complex and 
non-linear and the unknown algorithm is hard to identify (Lippmann, 1999). 
The mathematical model of an artificial neuron's behavior is the simplification of the 
biological brain neuron shown in Figure 5.1. Various inputs x(n) to the network multiplied by 
weights w(n) are sent to a neuron. Performing accumulation and threshold, the neuron sums the 
weighted inputs, passes the result through a non-linear transfer function and provides an output)^. 
where the inputs of a, in this study corresponds to feed rate, spindle speed, depth of cut and 
vibration signals; 0 is the internal threshold or offset of a neuron; and / is the non-linear transfer 
function. The most commonly used / is defined by the sigmoid logistic function as: 
0) 
(2) 
Insert Figure 5.1 here. 
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A neural network provides a networking structure in which a set of artificial neurons are 
connected to each other, as shown in Figure 5.2. Each neuron in a layer receives weighted inputs 
from the neurons in the previous layer. The output of the neuron in the previous layer is in turn 
connected as the input to several other neurons in the following layer, which forms a complete 
network. Beyond the input and output layers, several other layers of neurons in the middle, called 
hidden layers, might be needed to build an effective neural network that is capable of solving 
problems. 
The underlying principle of neural networks is pattern recognition. Among the variety of 
neural network algorithms, back-propagation (BP) is the most commonly used due to BP's superior 
strength in pattern recognition and reasonable speed (McClelland & Rumelhart, 1988). The training 
procedure for a back-propagation network (BPN) is usually iterative and involves a "trial and error" 
approach that consists of the following steps: 
Step 1: Initialize weights and offsets with starting from a small random value. 
Step 2: Present inputs and desired outputs to the neural network model. 
Step 3: Calculate actual outputs. Suppose a neural network has hr, A,, h2 and ha neurons in the 
input layer, hidden layer 1, hidden layer 2 and the output layer, respectively. 
Insert Figure 5.2 here. 
The outputs of the neurons in the first hidden layer is 
Xj  = f ( iw i j x i  -£ , ) ,  
1 
(3) 
where 1 < j<h t .  The output of the neurons in the second hidden layer is 
4 ) ,  (4) j 
where 1 <k<,h 2 .  The output of the neurons in the output layer is 
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y m =f{ tw k m x k -6" m ) ,  (5) 
* 
where 1 <m<h 0 .  
Step 5: Calculate the error between the output from the neural network and the desired output by E 
f=—ZZOv. - 'W' ,  (6)  
nm m n 
where m is the number of neurons in the output layer (in this study m =1), and n  is the 
number of training data set. If E is smaller than the required accuracy, then no other learning 
procedures are needed. 
Step 6: Adjust the weights of the networks. To adjust the weights of the networks, the process starts 
at the output neuron and works backward to the first hidden layer. The weights are adjusted 
by 
w i j ( t  +  \ )  =  w i J ( t )  +  T jS j x ' i ,  (7) 
where w t j  ( t )  is the weight from the neuron i  in the previous layer to the neuron j  in 
the following layer at time t; x. is either the output of neuron i or an input, r) is a gain term, 
and 5j is an error term for neuron j. If neuron j is the output neuron, then 
S  = y ( l -  y ) (d  -  y ) ,  (8) 
where d  is the desired output and y  is the actually measured output. If neuron j  is an 
internal hidden neuron, then 
S j  =x) ( \ - x J ) ^S k w j k ,  (9) 
k 
where k  represents all neurons in the layers above neuron j .  Convergence is 
sometimes faster if a momentum term is added and weight changes are smoothed by 
Wy ( t  +  1)  =  Wy ( t )  +  î jÔjX l  +  a(Wy  ( t )  ~  W y  ( t  ~  1) )  ,  (10)  
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where 0 < or < 1. 
Step 7: Repeat steps 3-6 until the error of the entire set is less than the required accuracy. 
5.3 Structure of the INNSRAC System 
Insert Figure 5.3 here. 
The INNSRAC system in Fig .3 includes two subsystems: an in-process neural-network-
based surface roughness prediction (INNSRP) subsystem and an in-process neural network-based 
adaptive parameter control (ESTNAPC) subsystem. As the turning process proceeds, the accelerometer 
sensor simultaneously records the vibration in the X, Y, and Z directions. The INNSRP subsystem is 
able to predict the surface roughness of the workpiece (iîf ) while turning is in process, based on 
cutting parameters and the changing trends in cutting vibration. If the predicted value is better than 
the desired surface roughness ( R° ) ( R' < R° ), the turning process will continue. If it is worse 
(R^> R„ ), the detected surface roughness difference ARa will trigger the INNAPC subsystem to 
function. 
A/?„ =<-/?„" (H) 
As feed rate is the most significant cutting parameter influencing surface roughness, which is 
also confirmed in the first stage of this research, the adaptive degree of feed rate change ( AFr ) is 
selected to be the output of the INNAPC subsystem. 
5.4 Methodology 
This section describes the experimental setup and design for the proposed in-process neural 
network-based surface roughness adaptive control (INNSRAC) system. The procedure employed to 
build up the system is also included. 
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5.4.1 Experimental Setup and Design 
Insert Figure 5.4 here. 
The experimental hardware setup shown in Figure 5.4 for this study includes a Storm CNC 
lathe (Fanuc Series 21 i-T), a workpiece (6061 aluminum Ol.5"*2.25"), a 3-axis accelerometer 
sensor (PCB Piezotronics, Inc.), a battery power supply, PCB amplifiers, a DBK11A Screw Terminal 
Expansion Card (IOtech, Inc), a DaqBook 100 data acquisition system (IOtech, Inc), an A/D board 
for converting data from analog to digital and a PC for saving data. A Stylus profiler (Federal 
PocketSurf) is used for measuring roughness offline. The surface roughness is measured four times at 
different spots around the turned surface, and the average value is taken as the surface roughness. 
Software consists of the following components: 
1). An NC program that directs the CNC turning machine to cut the workpiece. 
2). DaqView 11.8 (IOtech, Inc.), which records vibration signal detected by the 3-D 
accelerometer sensor. This software is Windows-based data acquisition program that can be 
automatically trigged. The data file is compatible with Microsoft Excel. The simultaneously 
acquired data can be displayed for real time. 
3). JMP (SAS Institute) statistical program for correlation analysis between surface 
roughness and the explanatory variables. 
4). Microsoft Excel, which prepares the data for training neural network model. 
5). PCN Neural network training software package. 
5.4.2 Design of Experiment 
A full factorial design is used in the experimental design listed in Table 5.1. Spindle speed, 
feed rate and depth of cut (full cutting parameters) are the experimental factors. Spindle speed is set 
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at three levels (2500, 3000 and 3500 revolutions per minute (RPM)), feed rate at eight levels (0.002, 
0.0034, 0.0048, 0.0062, 0.0076, 0.009, 0.0104, and 0.0118 inch per revolution (IPR)), and depth of 
cut at three levels (0.006, 0.012 and 0.018 inch). Each experimental combination is conducted twice. 
A total of 144 raw pieces of data were collected in the experiment in Appendix 1. One turning insert 
is used in the whole experiment process to better control the variation caused by different tools. In 
order to eliminate the systematic bias incurred by tool wear conditions on surface roughness, the 
cutting sequence of the samples were randomized. 
Insert Table 5.1. here. 
5.5 Development of the INNSRP subsystem 
This section describes how the vibration is selected as inputs of the INNSRP subsystem, how 
the data set is prepared, how the INNSRP subsystem is trained, and how this subsystem is tested. 
5.5.1.1 Determine the input variables in the vibration signals 
The output of this subsystem is the predicted surface roughness. Besides the cutting 
parameters such as spindle speed, depth of cut, and feed rate, the inputs of this subsystem also include 
the significant vibration signals. As shown in Table 5.2, all the vibration signals have significant 
correlation coefficients. An informal analysis of the trends in the data also indicated that vibration in 
all three directions is affected by depth of cut and spindle speed. To avoid multi-linearity, only the 
vibration with the highest correlation coefficient, Vz is selected as an input. So, the training data 
including feed rate, spindle speed, depth of cut, and vibration in the Z direction listed in Appendix 1 
can be expressed as: 
[Frj, SP;, DQ, Vzi; Ra;], for i = 1 tol44 
Insert Table 5.2. here. 
I l l  
5.5.1.2 Scale the training data set 
Some pre-processing procedures are needed to obtain good training and prediction results. In 
this process, all the input and output values are scaled within the interval of [0,1]. In this study, the 
simple linear mapping method is applied and expressed as: 
11 11 
[ / '= -  (12)  
U  - U  max min 
where U' is the scaled value, UfflI and Umin are the maximum and minimum value of each 
factor. The scaled data set are also listed in Appendix 1. For example, the data set of [3.4,2500, 
0.06, 0.2826, 33.50] can be scaled as [0.143, 0, 0, 0.0788, 0.1637]. 
5.5.1.3 Train the INNSRP subsystem model 
The neural network model for the surface roughness prediction subsystem was trained 
following the training procedure as described in Section 2. In the training process, the "trial-and-
error" method is employed to determine the number of hidden layers, the neurons in each hidden 
layer, the learning rate, and the momentum factor in the neural network model. A few neural network 
structures with varied numbers of hidden neurons are compared (listed in Table 5.3) and the structure 
of 4-8-8-1 that creates the least RMS errors is selected as the INNSRP subsystem model. By 
following the same procedure, the learning rate is set as 1 and the momentum factor is set as 0.5. As 
a result, the architecture of the INNSRP subsystem is specified as 4-8-8-1, shown in Figure 5.5. 
Insert Table 5.3. here. 
Insert Figure 5.5 here. 
After the training procedure, the weights between each neuron and the bias of each neuron 
were obtained and listed in Appendix 2. This neural networks model can be used for predicting 
surface roughness in real time. 
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5.5.1.4 Test the INNSRP subsystem 
After establishing the surface roughness prediction model, an additional 24 samples were 
produced to test the performance of the INNSRP subsystem. The model's accuracy is defined by the 
average accuracy of the tested samples (ARa ) as: 
where ARa is the average accuracy of surface roughness prediction; is the predicted 
surface roughness by the BMNRSP subsystem; Ra is the actual surface roughness as it is measured by 
the profilometer, and n  is the number of testing samples. 
All the cutting conditions were set within the experimental range, but they differed from 
those in the experimental runs. The testing results are displayed in Table 5.4. The average prediction 
accuracy is 92.42%, with a 0.22% standard deviation. 
5.5.2 Development of the INNAPC subsystem 
Although the INNSRP subsystem is able to predict surface roughness (R^) when finishing 
turning is in-process, this subsystem alone cannot provide a corrective function when is worse 
than R° . In order for the CNC machine to be able to detect defects and further adjust the cutting 
conditions to prevent defects, an adaptive control strategy must be in place. The INNAPC subsystem 
is designed to generate an adaptive feed rate change while the finishing turning is in-process if the 
surface roughness is larger than the desired surface precision. In other words, if RFa > R°, then the 
INNAPC subsystem will perform its function by: 
a,i 
(13) 
Insert Table 5.4. here. 
AFr = /(Ma, SP, FR, DC, Vz) (14) 
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From the equation, it can be seen that the output of the INNAPC subsystem is the adaptive 
degree of feed rate change and inputs include spindle speed, depth of cut, feed rate, vibration signals 
in the Z direction, and the recognized surface roughness difference. When training the model, similar 
training procedures to those applied in the INNSRP subsystem are employed. Since AFr and ARa 
cannot be obtained directly from the experiment, how to prepare the desired training data is 
emphasized and explained as follows: 
Step 1: Organize the raw data to form subgroups. 
In the experiment, 72 cutting combinations are conducted twice. One of the combinations is 
used for training the INNAPC subsystem. As the goal of the INNAPC subsystem is to generate the 
adaptive degree of feed rate change, the selected 72 combinations are reorganized in such a way that 
within each subgroup, data sets have the same spindle speed and depth of cut but different feed rates. 
In this way, a total of 9 subgroups are formed as 2500RPMx0.06IN..., 3500RPM x 0.018IN, with 
each subgroup containing 8 data sets. The elements of each data set are feed rate, spindle speed, 
depth of cut, vibration in Z-direction and actually-measured surface roughness. Using the scaled data, 
one of the subgroups is listed in Table 5.5. 
Insert Table 5.5. here. 
Step 2: Obtain ARa and AFr. 
Within each subgroup, every two samples are compared with each other to generate the 
surface roughness difference (ARa ), and the corresponding response variable of the adaptive feed rate 
change (AFr). Between the two-sample combination, the larger actually-measured Ra is assumed as 
the predicted surface roughness from the INNSRP subsystem and the smaller one is assumed as the 
desired surface specification (R° ). For example, compare sample 1 and sample 2. Sample 2 has the 
greater actually-measured surface roughness (0.1525), which is used as R^, while sample 1 has the 
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smaller value (0.0605), which is used as Rf. Thus, ARa is obtained as 0.092 by plugging the 
identifiedR® and Rp values into equation (11). At the same time, AFr is obtained by: 
AFr = Frp - FrD, (15) 
where Fr p  and Fr D  are the feed rate setting corresponding to the R p  and R°  selected 
above, respectively. In the example above, Frp is 0.143 and R° is 0.000. Therefore, AFr is 
generated as 0.143. The full data set is listed as Table 5.6. According to this strategy, each 
subgroup generates C\ = 28 data sets and a total of 252 ( 9 x Cg ) data sets listed in Appendix 3 
for training the INNAPC subsystem. Due to natural variability, four out of the 252 data sets show 
a predicted surface roughness that is less than the actual surface roughness. Therefore, 248 data 
sets are employed to construct the INNAPC subsystem. 
Insert Table 5.6. here. 
After the training data is prepared, a similar method to the one stated in 4.3.3 is employed to 
train the INNAPC subsystem. By going through the "trial-and-error" procedure, the 5-5-5-1 neural 
network is identified as the INNAPC subsystem model, shown in Figure 5.6. The learning rate is set 
as 0.95 and the momentum factor is set as 0.5., respectively. The weight and bias of each neuron are 
listed in Appendix 4. The INNAPC subsystem model can be used for predicting feed rate change. 
Insert Figure 5.6. here. 
5.5.3 Integration and testing of the INNSRAC system 
After the INNSRP and INNAPC subsystems are established, the INNSRAC system can be 
established through the integration of the two subsystems, as shown in Figure 5.3. These two 
subsystems are connected by the triggering variable of the INNAPC subsystem, surface roughness 
difference ( ARa ). This system enables the CNC turning machine to adjust the feed rate when 
detecting surface roughness error while turning is in-process. 
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Insert Figure 5.7. here. 
When testing the INNSRAC system, the same hardware setup is used, except for a brand new 
tool insert. The software setup consists of a NC program and the INNSRAC system, which can 
predict the surface roughness and the adaptive degree of feed rate change when the predicted surface 
roughness is worse than the required quality. First, half of the total length of the cut on workpiece is 
turned. Within this half length cutting, the INNSRAC system is trigged. Based on the cutting 
parameters and the Z-vibration, the INNSRAC predicts the surface roughness (/?f ). Then, according 
to the surface roughness requirement (R® ), the INNSRAC system generates the adaptive feed rate 
change, AjFr .  The  feed  ra te  in  NC program i s  upda ted  by  typ ing  in  th i s  feed  ra te  change .  Under  the  
new feed rate conditions, the second half of the workpiece is cut. After the entire workpiece is 
turned, the surface roughness in the second half of the piece is measured to see if the surface quality 
is equal to or better than the surface requirement. In all, 15 testing samples were carried out and the 
testing results are listed in Table 5.7. 
Insert Table 5.7. here 
Once the system is developed, testing runs are conducted to examine whether the proposed 
system is able to adaptively control workpieces' surface roughness while the finish turning is in 
process. First, the testing workpiece is turned for the first half of the cut and its roughness is 
measured (RA ). The INNSE subsystem then provides a predicted surface roughness based on the 
cutting conditions and sensed vibration signals. According to the surface roughness requirement, the 
INNAPC subsystem will generate the adaptive feed rate change (AFr ). By using AFr, cutting 
parameters are reset and the remaining half of the workpiece is cut. Its surface roughness is then 
measured to see if it meets the requirement. The overall success rate is then evaluated by the 
percentage of successful tests out of the total number of test runs. 
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5.6 Conclusions and recommendations for future study 
The in-process surface roughness adaptive control (ISRAC) system was developed by 
integrating an accelerometer sensor and the BP neural networks algorithm in this research. A few 
conclusions can be drawn from this study: 
1). The vibration signal detected by the accelerometer employed in the proposed system was 
a good indicator of surface roughness. This result is consistent with the conclusions proposed by 
Jang et al. (1996) and Risbood et al. (2003). 
2). The data analysis in this study confirmed again that feed rate is the most significant factor 
impacting the Surface quality of turned products. 
3). The proposed neural network-based ISRAC system had the capability of predicting 
surface roughness at an average accuracy of 92.42% and adapting feed rate with a 100% success rate 
in order to control surface roughness to meet customer requirements in real cutting processes. 
Testing results suggested that the BP neural network algorithm was effective in modeling the 
decision-making mechanism of adaptive control. 
4). The cutting parameters in the testing stage were randomly set but different from the 
original experimental design and the desired surface roughness was set following industrial norms. 
The success of being able to perform in-process adaptive surface roughness control indicated that the 
proposed system was flexible enough to meet cutting conditions in industry settings. 
Indeed, the proposed INNSRAC system was successful in controlling surface roughness in 
real time by suggesting an adapted feed rate, when the predicted value was recognized as worse than 
the desired value. It has been found among the 15 testing samples that most of the surface roughness 
values after adapting the feed rate were far less than the desired values. This variation might lead to 
the further research in identifying the cause of surface roughness and even optimizing the current 
algorithm to ensure the surface roughness quality while maintaining productivity. In this study, tool 
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wear conditions were controlled using a brand new tool and randomizing the cutting sequence. 
However, tool wear situation is a very important factor related to surface quality. Future study is 
therefore also necessary to develop a model that includes cutting tool conditions. After the decision­
making algorithm is fully enhanced in future study, a controller that integrates the INNSRAC system 
with the CNC machine controller in order to fulfill the proposed in-process surface roughness 
adaptive control system on manufacturing floor will be possible. 
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Appendix 5.1. Training Data Set for the INNSRP Subsystem 
Raw Training Data Scalet Training Data 
feed spindle depth Vz Rough feed spindle depth Vz Rough 
2 2500 0.006 0.2032 23.25 0.000 0.000 0.000 0.0000 0.0730 
2 2500 0.012 0.2167 22.75 0.000 0.000 0.500 0.0134 0.0686 
2 2500 0.018 0.2184 23.50 0.000 0.000 1.000 0.0150 0.0752 
2 3000 0.006 0.2076 17.75 0.000 0.500 0.000 0.0044 0.0243 
2 3000 0.012 0.2270 19.50 0.000 0.500 0.500 0.0236 0.0398 
2 3000 0.018 0.2358 19.00 0.000 0.500 1.000 0.0324 0.0354 
2 3500 0.006 0.2404 16.50 0.000 1.000 0.000 0.0369 0.0133 
2 3500 0.012 0.2611 21.50 0.000 1.000 0.500 0.0575 0.0575 
2 3500 0.018 0.2966 18.75 0.000 1.000 1.000 0.0927 0.0332 
3.4 2500 0.006 0.2826 33.50 0.143 0.000 0.000 0.0788 0.1637 
3.4 2500 0.012 0.3256 24.50 0.143 0.000 0.500 0.1215 0.0841 
3.4 2500 0.018 0,3378 30.50 0.143 0.000 1.000 0.1336 0.1372 
3.4 3000 0.006 0.3210 21.00 0.143 0.500 0.000 0.1169 0.0531 
3.4 3000 0.012 0.3341 21.50 0.143 0.500 0.500 0.1299 0.0575 
3.4 3000 0.018 0.3730 19.25 0.143 0.500 1.000 0.1685 0.0376 
3.4 3500 0.006 0.3394 23.25 0.143 1.000 0.000 0.1352 0.0730 
3.4 3500 0.012 0.4068 21.75 0.143 1.000 0.500 0.2021 0.0597 
3.4 3500 0.018 0.4247 24.00 0.143 1.000 1.000 0.2198 0.0796 
4.8 2500 0.006 0.3827 26.00 0.286 0.000 0.000 0.1781 0.0973 
4.8 2500 0.012 0.3933 27.75 0.286 0.000 0.500 0.1887 0.1128 
4.8 2500 0.018 0.4531 28.25 0.286 0.000 1.000 0.2481 0.1173 
4.8 3000 0.006 0.4502 30.00 0.286 0.500 0.000 0.2451 0.1327 
4.8 3000 0.012 0.4991 24.75 0.286 0.500 0.500 0.2937 0.0863 
4.8 3000 0.018 0.5300 27.75 0.286 0.500 1.000 0.3244 0.1128 
4.8 3500 0.006 0.4509 32.50 0.286 1.000 0.000 0.2458 0.1549 
4.8 3500 0.012 0.5782 26.75 0.286 1.000 0.500 0.3722 0.1040 
4.8 3500 0.018 0.6304 27.50 0.286 1.000 1.000 0.4240 0.1106 
6.2 2500 0.006 0.4590 33.00 0.429 0.000 0.000 0.2539 0.1593 
6.2 2500 0.012 0.4809 38.50 0.429 0.000 0.500 0.2757 0.2080 
6.2 2500 0.018 0.5452 44.50 0.429 0.000 1.000 0.3394 0.2611 
6.2 3000 0.006 0.5421 33.00 0.429 0.500 0.000 0.3364 0.1593 
6.2 3000 0.012 0.6258 33.50 0.429 0.500 0.500 0.4195 0.1637 
6.2 3000 0.018 0.6910 42.25 0.429 0.500 1.000 0.4842 0.2412 
6.2 3500 0.006 0.5502 30.25 0.429 1.000 0.000 0.3445 0.1350 
6.2 3500 0.012 0.7113 37.25 0.429 1.000 0.500 0.5044 0.1969 
6.2 3500 0.018 0.7846 34.50 0.429 1.000 1.000 0.5772 0.1726 
7.6 2500 0.006 0.5117 53.75 0.571 0.000 0.000 0.3062 0.3429 
7.6 2500 0.012 0.6108 53.75 0.571 0.000 0.500 0.4046 0.3429 
7.6 2500 0.018 0.6919 53.00 0.571 0.000 1.000 0.4851 0.3363 
7.6 3000 0.006 0.5857 52.75 0.571 0.500 0.000 0.3797 0.3341 
7.6 3000 0.012 0.7289 54.25 0.571 0.500 0.500 0.5219 0.3473 
7.6 3000 0.018 0.8449 52.50 0.571 0.500 1.000 0.6369 0.3319 
121 
Raw Trainin g Data Scaled Training Data 
feed spindle depth Vz Rough feed spindle depth Vz Rough 
7.6 3500 0.006 0.6306 52.00 0.571 1.000 0.000 0.4242 0.3274 
7.6 3500 0.012 0.8155 53.00 0.571 1.000 0.500 0.6078 0.3363 
7.6 3500 0.018 0.8213 51.75 0.571 1.000 1.000 0.6135 0.3252 
9 2500 0.006 0.6125 71.25 0.714 0.000 0.000 0.4062 0.4978 
9 2500 0.012 0.7194 77.25 0.714 0.000 0.500 0.5124 0.5509 
9 2500 0.018 0.8339 73.50 0.714 0.000 1.000 0.6261 0.5177 
9 3000 0.006 0.6965 79.75 0.714 0.500 0.000 0.4897 0.5730 
9 3000 0.012 0.8402 75.50 0.714 0.500 0.500 0.6323 0.5354 
9 3000 0.018 0.8830 76.25 0.714 0.500 1.000 0.6748 0.5420 
9 3500 0.006 0.7572 76.75 0.714 1.000 0.000 0.5499 0.5465 
9 3500 0.012 0.9312 77.25 0.714 1.000 0.500 0.7226 0.5509 
9 3500 0.018 0.9399 75.75 0.714 1.000 1.000 0.7313 0.5376 
10.4 2500 0.006 0.7020 99.25 0.857 0.000 0.000 0.4951 0.7456 
10.4 2500 0.012 0.8082 98.00 0.857 0.000 0.500 0.6006 0.7345 
10.4 2500 0.018 0.8804 98.00 0.857 0.000 1.000 0.6722 0.7345 
10.4 3000 0.006 0.7936 97.25 0.857 0.500 0.000 0.5861 0.7279 
10.4 3000 0.012 0.8855 94.50 0.857 0.500 0.500 0.6773 0.7035 
10.4 3000 0.018 0.9360 98.00 0.857 0.500 1.000 0.7274 0.7345 
10.4 3500 0.006 0.8322 98.75 0.857 1.000 0.000 0.6244 0.7412 
10.4 3500 0.012 0.9753 100.50 0.857 1.000 0.500 0.7665 0.7566 
10.4 3500 0.018 1.0273 97.75 0.857 1.000 1.000 0.8181 0.7323 
11.8 2500 0.006 0.7526 123.00 1.000 0.000 0.000 0.5454 0.9558 
11.8 2500 0.012 0.8758 126.50 1.000 0.000 0.500 0.6677 0.9867 
11.8 2500 0.018 0.9681 128.00 1.000 0.000 1.000 0.7593 1.0000 
11.8 3000 0.006 0.8629 126.75 1.000 0.500 0.000 0.6549 0.9889 
11.8 3000 0.012 0.9698 121.25 1.000 0.500 0.500 0.7609 0.9403 
11.8 3000 0.018 1.1412 127.50 1.000 0.500 1.000 0.9311 0.9956 
11.8 3500 0.006 0.9075 124.25 1.000 1.000 0.000 0.6992 0.9668 
11.8 3500 0.012 1.1610 124.25 1.000 1.000 0.500 0.9507 0.9668 
11.8 3500 0.018 1.1218 120.75 1.000 1.000 1.000 0.9119 0.9358 
2 2500 0.006 0.2171 25.50 0.000 0.000 0.000 0.0138 0.0929 
2 2500 0.012 0.2410 27.00 0.000 0.000 0.500 0.0375 0.1062 
2 2500 0.018 0.2235 21.50 0.000 0.000 1.000 0.0201 0.0575 
2 3000 0.006 0.2059 19.25 0.000 0,500 0.000 0.0026 0.0376 
2 3000 0.012 0.2256 21.25 0.000 0.500 0.500 0.0222 0.0553 
2 3000 0.018 0.2453 19.00 0.000 0.500 1.000 0.0417 0.0354 
2 3500 0.006 0,2498 15.00 0.000 1.000 0.000 0.0462 0.0000 
2 3500 0.012 0.2698 19.00 0.000 1.000 0.500 0.0661 0.0354 
2 3500 0.018 0.3351 18.50 0.000 1.000 1.000 0.1309 0.0310 
3.4 2500 0.006 0.2769 28.25 0.143 0.000 0.000 0.0731 0.1173 
3.4 2500 0.012 0.3571 32.50 0.143 0.000 0.500 0.1527 0.1549 
3.4 2500 0.018 0.3405 26.25 0.143 0.000 1.000 0.1363 0.0996 
3.4 3000 0.006 0.3071 20.00 0.143 0.500 0.000 0.1032 0.0442 
3.4 3000 0.012 0.3637 21.25 0.143 0.500 0.500 0.1593 0.0553 
3.4 3000 0.018 0.3935 23.25 0.143 0.500 1.000 0.1889 0.0730 
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Raw Trainin g Data Scaled Training Data 
feed spindle depth Vz Rough feed spindle depth Vz Rough 
3.4 3500 0.006 0.3455 22.00 0.143 1.000 0.000 0,1412 0.0619 
3.4 3500 0.012 0.4392 23.00 0.143 1.000 0.500 0.2343 0.0708 
3.4 3500 0.018 0.4561 24.50 0.143 1.000 1.000 0.2510 0.0841 
4.8 2500 0.006 0.3903 31.25 0.286 0.000 0.000 0.1857 0.1438 
4.8 2500 0.012 0.3998 31.75 0.286 0.000 0.500 0.1951 0.1482 
4.8 2500 0.018 0.4877 26.25 0.286 0.000 1.000 0.2824 0.0996 
4.8 3000 0.006 0.4428 27.25 0.286 0.500 0.000 0.2378 0.1084 
4.8 3000 0.012 0.5547 26.75 0.286 0.500 0.500 0.3489 0.1040 
4.8 3000 0.018 0.5751 28.25 0.286 0.500 1.000 0.3692 0.1173 
4.8 3500 0.006 0.4763 31.50 0.286 1.000 0.000 0.2711 0.1460 
4.8 3500 0.012 0.6633 28.75 0.286 1.000 0.500 0.4568 0.1217 
4.8 3500 0.018 0.6660 23.50 0.286 1.000 1.000 0.4594 0.0752 
6.2 2500 0.006 0.4725 31.50 0.429 0.000 0.000 0.2673 0.1460 
6.2 2500 0.012 0.5101 30.50 0.429 0.000 0.500 0.3046 0.1372 
6.2 2500 0.018 0.5731 35.75 0.429 0.000 1.000 0.3672 0.1836 
6.2 3000 0.006 0.5502 43.00 0.429 0.500 0.000 0.3444 0.2478 
6.2 3000 0.012 0.6196 38.25 0.429 0.500 0.500 0.4133 0.2058 
6.2 3000 0.018 0.7510 32.50 0.429 0.500 1.000 0.5437 0.1549 
6.2 3500 0.006 0.5735 34.00 0.429 1.000 0.000 0.3675 0.1681 
62 3500 0.012 0.7616 35.75 0.429 1.000 0.500 0.5543 0.1836 
6.2 3500 0.018 0.8496 40.00 0.429 1.000 1.000 0.6417 0.2212 
7.6 2500 0.006 0.5452 54.25 0.571 0.000 0.000 0.3394 0.3473 
7.6 2500 0.012 0.6481 50.00 0.571 0.000 0.500 0.4417 0.3097 
7.6 2500 0.018 0.7313 51.25 0.571 0.000 1.000 0.5242 0.3208 
7.6 3000 0.006 0.5939 53.50 0,571 0.500 0.000 0.3878 0.3407 
7.6 3000 0.012 0.7707 47.50 0.571 0.500 0.500 0.5633 0.2876 
7.6 3000 0.018 0.8865 47.50 0.571 0.500 1.000 0.6783 0.2876 
7.6 3500 0.006 0.6103 46.50 0,571 1.000 0.000 0.4041 0.2788 
7.6 3500 0.012 0.8667 49.75 0.571 1.000 0.500 0.6586 0.3075 
7.6 3500 0.018 0.9069 54.00 0.571 1.000 1.000 0,6985 0.3451 
9 2500 0.006 0.6401 76.00 0.714 0.000 0.000 0.4337 0.5398 
9 2500 0.012 0.7746 77.75 0.714 0.000 0.500 0.5672 0.5553 
9 2500 0.018 0.8572 75.50 0.714 0.000 1.000 0.6492 0.5354 
9 3000 0.006 0.6758 80.25 0,714 0.500 0.000 0.4691 0.5774 
9 3000 0.012 0.8627 78.00 0.714 0.500 0.500 0.6546 0.5575 
9 3000 0.018 0.9329 79.00 0.714 0.500 1.000 0.7244 0.5664 
9 3500 0.006 0.7572 90.50 0.714 1.000 0.000 0.5500 0.6681 
9 3500 0.012 1.0071 79.25 0.714 1.000 0.500 0.7980 0.5686 
9 3500 0.018 0.9633 75.75 0.714 1.000 1.000 0.7545 0.5376 
10.4 2500 0.006 0.6946 100.25 0.857 0.000 0.000 0.4877 0.7544 
10.4 2500 0.012 0.8337 102.75 0.857 0.000 0.500 0.6259 0.7765 
10.4 2500 0.018 0.8874 99.00 0.857 0.000 1.000 0.6791 0.7434 
10.4 3000 0.006 0.8343 101.50 0.857 0.500 0.000 0.6265 0.7655 
10.4 3000 0.012 0.8835 97.50 0.857 0.500 0.500 0.6753 0.7301 
10.4 3000 0.018 1.0295 91.75 0.857 0.500 1.000 0.8202 0.6792 
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Raw Training Data Scaled Training Data 
feed spindle depth Vz Rough feed spindle depth Vz Rough 
10.4 3500 0.006 0.8284 100.00 0.857 1.000 0.000 0.6206 0.7522 
10.4 3500 0.012 1.0222 98.25 0.857 1.000 0.500 0.8130 0.7367 
10.4 3500 0.018 1.0601 96.50 0,857 1.000 1.000 0.8506 0.7212 
11.8 2500 0.006 0.7443 127.50 1.000 0.000 0.000 0.5371 0.9956 
11.8 2500 0.012 0.9180 122.00 1.000 0.000 0.500 0.7095 0.9469 
11.8 2500 0.018 1.0370 122.00 1.000 0.000 1.000 0.8277 0.9469 
11.8 3000 0.006 0.8822 124.75 1.000 0.500 0.000 0.6741 0.9712 
11.8 3000 0.012 1.0399 121.25 1.000 0.500 0.500 0.8306 0.9403 
11.8 3000 0.018 1.1452 120.75 1.000 0.500 1.000 0.9351 0.9358 
11.8 3500 0.006 0.8651 122.75 1.000 1.000 0.000 0.6571 0.9535 
11.8 3500 0.012 1.2106 124.00 1.000 1.000 0.500 1.0000 0.9646 
11.8 3500 0.018 1.2036 113.25 1.000 1.000 1.000 0.9931 0.8695 
124 
Appendix 5.2, The Weights and Biases between Each Neuron for INNSRP Subsystem 
Inputs 
FR SP DC Vz 0 
Hidden 
Layer 
1 
1 1.2920 -0.3775 0.2046 0.4539 0.6382 
2 3.4620 0.0381 -0.3931 0.5650 3.6520 
3 1.4500 -0.3090 -0.0791 0.7578 0.8803 
4 0.1497 -0.3999 0.0061 0.7299 -0.3441 
5 2.6880 -0.3150 -0.1711 0.3993 2.7180 
6 1.9600 0.1378 -0.0169 0.2103 1.6030 
7 2.5160 -0.1563 0.0782 0.1366 2.3600 
8 1.3650 -0.3786 0.1032 0.4553 0.8158 
Hidden Layer 1 
l 2 3 4 J 6 7 8 0 
Hidden 
Layer 
2 
1 -0.8112 -1.0790 -0.8288 0.0356 -1.2180 -0.3911 -0.6464 -0.6896 0.1692 
2 0.0616 -3.2680 -0.1426 1.3900 -2.1640 -1.0380 -1.9470 -0.2820 -3.4710 
3 -0.3524 -0.8167 -0.7157 -0.2989 -0.9251 -0:4064 -0.7213 -0.5057 0.8289 
4 
-0.3471 -1.0590 -0.8589 -0.2946 -0.7406 -0.4555 -0.7276 -0.7765 0.5105 
5 
-0.4411 -1.6870 -0.3058 -0.1779 -1.2800 -0.7065 -0.8606 -0.1822 -0.2844 
6 0.4709 1.0200 0.2777 0.1963 0.4842 0.8366 0.8906 0.3247 -0.0023 
7 
-0.3102 -1.4540 -0.6583 -0.4624 -1.1410 -0.6398 -0.8317 -0.3083 -0.1030 
8 -0.5043 -1.2530 -0.8789 -0.0342 -0.6925 -0.6436 -1.0360 -0.2812 0.4287 
Hid den Layer 2 
/ 2 3 4 5 6 7 8 0 
Output -1.1720 -4.4400 -0.5170 -0.7734 -1.7340 4.9440 -1.4160 -1.0960 0.0007 
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Appendix 5.3. Training Data Set for the INNPAC Subsystem 
Fr Sp D z ARa AFr 
0.143 0.000 0.000 0.1044 0.0919 0.143 
0.286 0.000 0.000 0.1959 0.0247 0.286 
0.429 0.000 0.000 0.2702 0.0874 0.429 
0.571 0.000 0.000 0.3048 0.2735 0.571 
0.714 0.000 0.000 0.4173 0.4305 0.714 
0.857 0.000 0.000 0.5487 0.6816 0.857 
1.000 0.000 0.000 0.6031 0.8946 1.000 
0.571 0.000 0.000 0.3048 0.1816 0.429 
0.714 0.000 0.000 0.4173 0.3386 0.571 
0.857 0.000 0.000 0.5487 0.5897 0.714 
1.000 0.000 0.000 0.6031 0.8027 0.857 
0.429 0.000 0.000 0.2702 0,0628 0.143 
0.571 0.000 0.000 0.3048 0.2489 0.286 
0.714 0.000 0.000 0.4173 0.4058 0.429 
0.857 0.000 0.000 0.5487 0.6570 0.571 
1.000 0.000 0.000 0.6031 0.8700 0,714 
0.571 0.000 0.000 0.3048 0.1861 0.143 
0.714 0.000 0.000 0.4173 0.3430 0.286 
0.857 0.000 0.000 0.5487 0.5942 0.429 
1.000 0.000 0.000 0.6031 0.8072 0.571 
0.714 0.000 0.000 0.4173 0.1570 0.143 
0.857 0.000 0.000 0.5487 0.4081 0.286 
1.000 0.000 0.000 0.6031 0.6211 0.429 
0.857 0.000 0.000 0.5487 0.2511 0.143 
1.000 0.000 0.000 0.6031 0.4641 0.286 
1.000 0.000 0.000 0.6031 0.2130 0.143 
0.143 0.000 0.500 0.1106 0.0157 0.143 
0.286 0.000 0.500 0.2083 0.0448 0.286 
0.429 0.000 0.500 0.2769 0.1413 0.429 
0.571 0.000 0.500 0.4054 0.2780 0.571 
0.714 0.000 0.500 0.5011 0.4888 0.714 
0.857 0.000 0.500 0.6261 0.6749 0.857 
1.000 0.000 0.500 0.6798 0.9305 1.000 
0.286 0.000 0.500 0.2083 0.0291 0.143 
0.429 0.000 0.500 0.2769 0.1256 0.286 
0.571 0.000 0.500 0.4054 0.2623 0.429 
0.714 0.000 0.500 0.5011 0.4731 0.571 
0.857 0.000 0.500 0.6261 0.6592 0.714 
1.000 0.000 0.500 0.6798 0.9148 0.857 
0.429 0.000 0.500 0.2769 0.0964 0.143 
0.571 0.000 0.500 0.4054 0.2332 0.286 
0.714 0.000 0.500 0.5011 0.4439 0.429 
0.857 0.000 0.500 0.6261 0.6300 0.571 
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Fr Sp D z ARa AFr 
1.000 0.000 0.500 0.6798 0.8857 0.714 
0.571 0.000 0.500 0.4054 0.1368 0.143 
0.714 0.000 0.500 0.5011 0.3475 0.286 
0.857 0.000 0.500 0.6261 0.5336 0.429 
1.000 0.000 0.500 0.6798 0.7892 0.571 
0.714 0.000 0.500 0.5011 0.2108 0.143 
0.857 0.000 0.500 0,6261 0.3969 0.286 
1.000 0.000 0.500 0.6798 0.6525 0.429 
0.857 0.000 0.500 0.6261 0.1861 0.143 
1.000 0.000 0.500 0.6798 0.4417 0.286 
1.000 0.000 0.500 0.6798 0.2556 0.143 
0.143 0.000 1,000 0.1538 0.0628 0.143 
0.286 0.000 1.000 0.2418 0.0426 0.286 
0.429 0.000 1.000 0.3460 0.1883 0.429 
0.571 0.000 1.000 0.4888 0.2646 0.571 
0.714 0.000 1.000 0.6556 0.4484 0.714 
0.857 0.000 1.000 0.7218 0.6682 0.857 
1.000 0.000 1.000 0.7489 0.9372 1.000 
0.429 0.000 1.000 0.3460 0.1256 0.286 
0.571 0.000 1.000 0.4888 0.2018 0.429 
0.714 0.000 1.000 0.6556 0.3857 0.571 
0.857 0.000 1.000 0.7218 0.6054 0.714 
1.000 0.000 1.000 0.7489 0.8744 0.857 
0.429 0.000 1.000 0.3460 0.1457 0.143 
0.571 0.000 1.000 0.4888 0.2220 0.286 
0.714 0.000 1.000 0.6556 0.4058 0.429 
0.857 0.000 1.000 0.7218 0.6256 0.571 
1.000 0.000 1.000 0.7489 0.8946 0.714 
0.571 0.000 1.000 0.4888 0.0762 0.143 
0.714 0.000 1.000 0.6556 0.2601 0.286 
0.857 0.000 1.000 0.7218 0.4798 0.429 
1.000 0.000 1.000 0.7489 0.7489 0.571 
0.714 0.000 1.000 0.6556 0.1839 0.143 
0.857 0.000 1.000 0.7218 0.4036 0.286 
1.000 0.000 1.000 0.7489 0.6726 0.429 
0.857 0.000 1.000 0.7218 0.2197 0.143 
1.000 0.000 1.000 0.7489 0.4888 0.286 
1.000 0.000 1.000 0.7489 0.2691 0.143 
0.143 0.500 0.000 0.1536 0.0291 0.143 
0.286 0.500 0.000 0.2830 0.1099 0.286 
0.429 0.500 0.000 0.3636 0.1368 0.429 
0.571 0.500 0.000 0.4095 0.3139 0.571 
0.714 0.500 0.000 0.5570 0.5561 0.714 
0.857 0.500 0.000 0.5946 0.7130 0.857 
1.000 0.500 0.000 0.6903 0.9776 1.000 
0.286 0.500 0.000 0.2830 0.0807 0.143 
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Fr Sp D z ARa AFr 
0.286 0.429 0.500 0.000 0.3636 0.1076 
0.571 0.500 0.000 0.4095 0.2848 0.429 
0.714 0.500 0.000 0.5570 0.5269 0.571 
0.857 0.500 0.000 0.5946 0.6839 0.714 
1.000 0.500 0.000 0.6903 0.9484 0.857 
0.429 0.500 0.000 0.3636 0.0269 0.143 
0.571 0.500 0.000 0.4095 0.2040 0.286 
0.714 0.500 0.000 0.5570 0.4462 0.429 
0.857 0.500 0.000 0.5946 0.6031 0.571 
1.000 0.500 0.000 0.6903 0.8677 0.714 
0.571 0.500 0.000 0.4095 0.1771 0.143 
0.714 0.500 0.000 0.5570 0.4193 0.286 
0.857 0.500 0.000 0.5946 0.5762 0.429 
1.000 0.500 0.000 0.6903 0.8408 0.571 
0.714 0.500 0.000 0.5570 0.2422 0.143 
0.857 0.500 0.000 0.5946 0.3991 0.286 
1.000 0.500 0.000 0.6903 0.6637 0.429 
0.857 0.500 0.000 0.5946 0.1570 0.143 
1.000 0.500 0.000 0.6903 0.4215 0.286 
1.000 0.500 0.000 0.6903 0.2646 0.143 
0.143 0.500 0.500 0.1215 0.0179 0.143 
0.286 0.500 0.500 0.2682 0.0471 0.286 
0.429 0.500 0.500 0.4671 0.1256 0.429 
0.571 0.500 0.500 0.5253 0.3117 0.571 
0.714 0.500 0.500 0.6631 0.5022 0.714 
0.857 0.500 0.500 0.7367 0.6726 0.857 
1.000 0.500 0.500 0.7495 0.9126 1.000 
0.286 0.500 0.500 0.2682 0.0291 0.143 
0.429 0.500 0.500 0.4671 0.1076 0.286 
0.571 0.500 0.500 0.5253 0.2937 0.429 
0.714 0.500 0.500 0.6631 0.4843 0.571 
0.857 0.500 0.500 0.7367 0.6547 0.714 
1.000 0.500 0.500 0.7495 0.8946 0.857 
0.429 0.500 0.500 0.4671 0.0785 0.143 
0.571 0.500 0.500 0.5253 0.2646 0.286 
0.714 0.500 0.500 0.6631 0.4552 0.429 
0.857 0.500 0.500 0.7367 0.6256 0.571 
1.000 0.500 0.500 0.7495 0.8655 0.714 
0.571 0.500 0.500 0.5253 0.1861 0.143 
0.714 0.500 0.500 0.6631 0.3767 0.286 
0.857 0.500 0.500 0.7367 0.5471 0.429 
1.000 0.500 0.500 0.7495 0.7870 0.571 
0.714 0.500 0.500 0.6631 0.1906 0.143 
0.857 0.500 0.500 0.7367 0.3610 0.286 
1.000 0.500 0.500 0.7495 0.6009 0.429 
0.857 0.500 0.500 0.7367 0.1704 0.143 
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Fr Sp D z ARa AFr 
1.000 0.500 0.500 0.7495 0.4103 0.286 
1.000 0.500 0.500 0.7495 0.2399 0.143 
0.143 0.500 1.000 0.1721 0.0022 0.143 
0.286 0.500 1.000 0.3119 0.0785 0.286 
0.429 0.500 1.000 0.4660 0.2085 0.429 
0.571 0.500 1.000 0.6477 0.3004 0.571 
0.714 0.500 1.000 0.6791 0.5135 0.714 
0.857 0.500 1.000 0.6892 0.7085 0.857 
1.000 0.500 1.000 1.0000 0.9731 1.000 
0.286 0.500 1.000 0.3119 0.0762 0.143 
0.429 0.500 1.000 0.4660 0.2063 0.286 
0.571 0.500 1.000 0.6477 0.2982 0.429 
0.714 0.500 1.000 0.6791 0.5112 0.571 
0.857 0.500 1.000 0.6892 0.7063 0.714 
1.000 0.500 1.000 1.0000 0.9709 0.857 
0.429 0.500 1.000 0.4660 0.1300 0.143 
0.571 0.500 1.000 0.6477 0.2220 0.286 
0.714 0.500 1.000 0.6791 0.4350 0.429 
0.857 0.500 1.000 0.6892 0.6300 0.571 
1.000 0.500 1.000 1.0000 0.8946 0.714 
0.571 0.500 1.000 0.6477 0.0919 0.143 
0.714 0.500 1.000 0.6791 0.3049 0.286 
0.857 0.500 1.000 0.6892 0.5000 0.429 
1.000 0.500 1.000 1.0000 0.7646 0.571 
0.714 0,500 1.000 0.6791 0.2130 0.143 
0.857 0,500 1.000 0.6892 0.4081 0.286 
1.000 0.500 1.000 1.0000 0.6726 0.429 
0.857 0.500 1.000 0.6892 0.1951 0.143 
1.000 0.500 1.000 1.0000 0.4596 0.286 
1.000 0.500 1.000 1.0000 0.2646 0.143 
0.143 1.000 0.000 0.1519 0.0605 0.143 
0.286 1.000 0.000 0.2490 0.1435 0.286 
0.429 1.000 0.000 0.3562 0.1233 0.429 
0.571 1.000 0.000 0.4870 0.3184 0.571 
0.714 1.000 0.000 0.5991 0.5404 0.714 
0.857 1.000 0.000 0.6824 0.7377 0.857 
1.000 1.000 0.000 0.8025 0.9664 1.000 
0.286 1.000 0.000 0.2490 0.0830 0.143 
0.429 1.000 0.000 0.3562 0.0628 0.286 
0.571 1.000 0.000 0.4870 0.2578 0.429 
0.714 1.000 0.000 0.5991 0.4798 0.571 
0.857 1.000 0.000 0.6824 0.6771 0.714 
1.000 1.000 0.000 0.8025 0.9058 0.857 
0.571 1.000 0.000 0.4870 0.1749 0.286 
0.714 1.000 0.000 0.5991 0.3969 0.429 
0.857 1.000 0.000 0.6824 0.5942 0.571 
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Fr Sp D z ARa AFr 
1.000 1.000 0.000 0.8025 0.8229 0.714 
0.571 1.000 0.000 0.4870 0.1951 0.143 
0.714 1.000 0.000 0.5991 0.4170 0.286 
0.857 1.000 0.000 0.6824 0.6143 0.429 
1.000 1.000 0.000 0.8025 0.8430 0.571 
0.714 1.000 0.000 0.5991 0.2220 0.143 
0.857 1.000 0.000 0.6824 0.4193 0.286 
1.000 1.000 0.000 0.8025 0.6480 0.429 
0.857 1.000 0.000 0.6824 0.1973 0.143 
1.000 1.000 0.000 0.8025 0.4260 0.286 
1.000 1.000 0.000 0.8025 0.2287 0.143 
0.143 1.000 0.500 0.1952 0.0022 0.143 
0.286 1.000 0.500 0.3205 0.0471 0.286 
0.429 1.000 0.500 0.4978 0.1413 0.429 
0.571 1.000 0.500 0.6066 0.2825 0.571 
0.714 1.000 0.500 0.7026 0.5000 0.714 
0.857 1.000 0.500 0.7799 0.7085 0.857 
1.000 1.000 0.500 0.9728 0.9215 1.000 
0.286 1.000 0.500 0.3205 0.0448 0.143 
0.429 1.000 0.500 0.4978 0.1390 0.286 
0.571 1.000 0.500 0.6066 0.2803 0.429 
0.714 1.000 0.500 0.7026 0.4978 0.571 
0.857 1.000 0.500 0.7799 0.7063 0.714 
1.000 1.000 0.500 0.9728 0.9193 0.857 
0.429 1.000 0.500 0.4978 0.0942 0.143 
0.571 1.000 0.500 0.6066 0.2354 0.286 
0.714 1.000 0.500 0.7026 0.4529 0.429 
1.000 1.000 0.500 0.9728 0.8744 0.714 
0.571 1.000 0.500 0.6066 0.1413 0.143 
0.714 1.000 0.500 0.7026 0.3587 0.286 
0.857 1.000 0.500 0.7799 0.5673 0.429 
1.000 1.000 0.500 0.9728 0.7803 0.571 
0.714 1.000 0.500 0.7026 0.2175 0.143 
0.857 1.000 0.500 0.7799 0.4260 0.286 
1.000 1.000 0.500 0.9728 0.6390 0.429 
0.857 1.000 0.500 0.7799 0.2085 0.143 
1.000 1.000 0.500 0.9728 0.4215 0.286 
1.000 1.000 0.500 0.9728 0.2130 0.143 
0.143 1.000 1.000 0.2151 0.0471 0.143 
0.286 1.000 1.000 0.4278 0.0785 0.286 
0.429 1.000 1.000 0.5596 0.1413 0.429 
0.571 1.000 1.000 0.5764 0.2960 0.571 
0.714 1.000 1.000 0.7673 0.5112 0.714 
0.857 1.000 1.000 0.8496 0.7085 0.857 
1.000 1.000 1.000 0.8976 0.9148 1.000 
0.286 1.000 1.000 0.4278 0.0314 0.143 
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Fr Sp D z ARa AFr 
0.429 1.000 1.000 0.5596 0.0942 0.286 
0.571 1.000 1.000 0.5764 0.2489 0.429 
0.714 1.000 1.000 0.7673 0.4641 0.571 
0.857 1.000 1.000 0.8496 0.6614 0.714 
1.000 1.000 1.000 0.8976 0.8677 0.857 
0.429 1.000 1.000 0.5596 0.0628 0.143 
0.571 1.000 1.000 0.5764 0.2175 0.286 
0.714 1.000 1.000 0.7673 0.4327 0.429 
0.857 1.000 1.000 0.8496 0.6300 0.571 
1.000 1.000 1.000 0.8976 0.8363 0.714 
0.571 1.000 1.000 0.5764 0.1547 0.143 
0.714 1.000 1.000 0.7673 0.3700 0.286 
0,857 1.000 1.000 0.8496 0.5673 0.429 
1.000 1.000 1.000 0.8976 0.7735 0.571 
0.714 1.000 1.000 0.7673 0.2152 0.143 
0.857 1.000 1.000 0.8496 0.4126 0.286 
1.000 1.000 1.000 0.8976 0.6188 0.429 
0.857 1.000 1.000 0.8496 0.1973 0.143 
1.000 1.000 1.000 0.8976 0.4036 0.286 
1.000 1.000 1.000 0.8976 0.2063 0.143 
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Appendix 5.4. Weights and Biases between Each Neuron for INNPAC Subsystem 
Inputs 
FR SP DC Vz ARa 0 
Hidden 
Layer 1 
l 2.7990 0.0413 -0.3940 2.9080 3.4730 1.1980 
2 0.9100 -0.2643 0.4126 0.3180 -0.2643 0.1951 
3 -3.5080 0.8376 0.4242 -0.5218 4.2210 1.4670 
4 -2.4610 0.1229 -0.1218 -0.2537 3.1400 0.9758 
5 2.1880 1.0360 -0.1854 0.2653 -2.1980 0.0850 
Hidden Layer! 
l 2 3 4 5 0 
Hidden 
Layer 2 
1 -1.1510 -0.0156 -1.5110 -1.6290 1.1560 0.0852 
2 -2.2800 1.5600 -3.6200 -2.3950 3.0290 -1.0410 
3 -1.3120 0.4256 -1.7500 -1.4250 1.4150 0.0209 
4 -1.3730 0.3305 -1.9530 -1.6730 1.6730 -0.4546 
5 2.1930 0.0401 1.1240 0.7169 -0.4006 -0.1629 
Hidden LayerZ 
l 2 3 4 5 0 
-1.5990 -4.1410 -1.8200 -2.1260 5,7470 -0.0006 
132 
Output »-l 
1=0 
Input 
n-1 
Transfer 
function 
Figure 5.1. The behavior of an artificial neuron. 
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Hidden Layer Input 
Layer 
Output 
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Output 
Input #3 
Input #4 — 
Figure 5.2. Artificial neural network. 
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Figure 5.3. The structure of the INNSRAC system. 
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A/D Board Personal Computer 
Figure 5.4. Experimental setup for the NNISAC system. 
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Table 5.1. Design of experiment 
SP(RPM) 2500 3000 3500 
FR(IPR) DC(IN) .006 .012 .018 .006 .012 .018 .006 .012 .018 
.002 
.0034 
.0048 
.0062 
.0076 
.009 
.0104 
.0118 
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Table 5.2. Pearson correlation analysis of cutting parameters with the response 
Variable Pearson Correlation 
Coefficient* 
SP -0.0213 
FR 0.9516 ** 
DC -0.0010 
Vx 0.7637 ** 
Vy 0.7369 ** 
Vz 0.8488 ** 
•Response = Ra 
**Significantly different from 0, with a = 0.01. 
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Table 5.3. Comparison of the neural network structure 
structure RMS error for 
training 
4-10-10-1 0.03440 
4-9-9-1 0.03663 
4-8-8-1 0.03525 
4-7-7-1 0.03642 
4-6-6-1 0.03530 
4-9-8-1 0.03646 
4-8-9-1 0.03562 
4-8-7-1 0.1858 
4-7-8-1 0.03616 
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Figure 5.5. Architecture of INNSRP subsystem. 
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Table 5.4. Testing results for the INNSRP subsystem 
Testing 
# 
1 
Feed 
(IN/MIN) 
Speed 
(RPM) 
Depth of 
Cut (IN) 
Vz 
(mV) A < ^Ra 
88.56% 4 2750 0.009 0.3784 29.00 25.68 
2 4 2750 0.015 0.3934 29.25 25.65 87.7% 
3 4 3250 0.009 0.4219 22.00 24.61 88.13% 
4 4 3250 0.015 0.4292 22.50 24.63 90.54% 
5 7 2750 0.009 0.6136 43.25 46.29 92.97% 
6 7 2750 0.015 0.6541 52.25 46.21 88.45% 
7 7 3250 0.009 0.6467 49.25 44.29 89.93% 
8 7 3250 0.015 0.7423 48.00 44.41 92.54% 
9 9 2750 0.009 0.6850 78.75 76.44 97.06% 
10 9 2750 0.015 0.8331 75.75 76.23 99.36% 
11 9 3250 0.009 0.8299 77.00 78.36 98.24% 
12 9 3250 0.015 0.9040 78.25 74.99 95.84% 
13 4 2750 0.009 0.4056 31.25 26.04 83.32% 
14 4 2750 0.015 0.4276 24.75 26.09 94.61% 
15 4 3250 0.009 0.4437 28.25 24.86 87.99% 
16 4 3250 0.015 0.4384 21.25 24.74 83.58% 
17 7 2750 0.009 0.6656 43.25 48.01 89.00% 
18 7 2750 0.015 0.6578 42.75 46.32 91.65% 
19 7 3250 0.009 0.6731 47.00 45.15 96.06% 
20 7 3250 0.015 0.7620 46.00 45.02 97.89% 
21 9 2750 0.009 0.7430 77.50 79.14 97.89% 
22 9 2750 0.015 0.8699 83.75 77.85 92.96% 
23 9 3250 0.009 0.8159 74.00 77.68 95.02% 
24 9 3250 0.015 0.9250 75.00 75.95 98.73% 
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Table 5 .5. Data sets of the subgroup #1 
FR SP DC Vz Ra 
0.000 0.000 0.000 0.0000 0.0605 
0.143 0.000 0.000 0.1044 0.1525 
0.286 0.000 0.000 0.1959 0.0852 
0.429 0.000 0.000 0.2702 0.1480 
0.571 0.000 0.000 0.3048 0.3341 
0.714 0.000 0.000 0.4173 0.4910 
0.857 0.000 0.000 0.5487 0.7422 
1.000 0.000 0.000 0.6031 0.9552 
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Table 5.6. Sample of the INNAPC subsystem data set 
Fr Sp DC Vz ARa AFr 
0.143 0.000 0.000 0.1044 0.0919 0.143 
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Figure 5.6. Structure of INNAPC subsystem. 
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Second half 
First half 
Figure 5.7. Testing workpiece 
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Table 5.7. Testing runs of the INNSRAC system 
Machine setting 
< 
(^in) 
Ra 
(jiin) 
New 
Ra 
Success 
# FR 
(IPR) 
SP 
(RPM) 
DC 
(IN) 
Vz 
(mV) 
Trigger 
AFR? ARa AFR New FR 
1 7.5 3200 0.007 1.0851 49.1 32 Yes 17.1 3.1 4.4 19 Yes 
2 10.9 3300 0.007 1.1930 116.2 63 Yes 53.2 3.8 7.1 46 Yes 
3 8.5 3200 0.008 1.0589 80.3 32 Yes 48.3 4.7 3.8 21 Yes 
4 8.3 3200 0.011 1.1326 71.6 32 Yes 39.6 4.4 3.9 20 Yes 
5 8.8 2700 0.014 0.9304 796.8 25 Yes 51.8 5.3 3.5 17 Yes 
6 9.8 2900 0.007 0.9901 100.1 63 Yes 37.1 3.7 6.0 32 Yes 
7 00
 
bo
 
2500 0.007 0.7462 78.6 25 Yes 53.6 5.4 3.4 18 Yes 
8 11.3 3300 0.008 1.2611 119.5 63 Yes 56.5 3.7 7.6 53 Yes 
9 9.7 3000 0.011 1.0876 96.8 32 Yes 64.8 5.3 4.4 20 Yes 
10 10.3 2500 0.014 0.8971 103.0 30 Yes 73.0 6.3 4.0 30 Yes 
11 11.5 2600 0.006 0.8221 119.3 80 Yes 39.3 3.5 8.0 57 Yes 
12 12 3200 0.006 1.1717 122.9 80 Yes 42.9 3.3 8.6 77 Yes 
13 10.8 2800 0.01 0,9550 112.3 50 Yes 62.3 4.5 6.3 37 Yes 
14 8.3 2900 0.01 1.0088 71.2 32 Yes 39.2 4.4 3.8 20 Yes 
15 8.6 3200 0.009 1.1455 78.5 40 Yes 38.5 4.1 4.5 25 Yes 
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Chapter 6) Conclusions and Suggestions for Future Study 
6.1 Conclusions 
Manufacturing trends characterized by severe competition and customized production have 
caused industries to search for automated manufacturing processes, such as injection molding, CNC 
milling, and CNC turning operations, in order to meet customer quality requirements and to keep 
manufacturing costs low. From the perspective of manufacturing economics, quality inspection is 
considered non-value added with additional cost. Finding ways to ensure product quality without 
increasing costs is a problem that needs to be addressed. 
This dissertation is an attempt to solve the paradox of manufacturing cost and customer 
quality needs through the use of an important lean concept—pokayoke systems. This approach 
ensures 100% in-process product quality inspection in injection molding, CNC milling, and CNC 
turning manufacturing operations. In this research, two levels of pokayoke systems were created. In 
the injection molding process, a basic pokayoke system was developed to be able to indicate warning 
signals or even shut down the machine when flash caused by a mold closing gap is identified in the 
manufacturing processes. The more advanced pokayoke systems were developed by applying the 
adaptive control strategy through the integration of different sensor techniques and decision-making 
algorithms. A number of conclusions through the study are summarized as follows: 
6.1.1 For the pokayoke system in the injection molding process: 
1). Because flash has many causes, it is one of the most common defects, and also one of the 
hardest to control. In this research, the proposed pokayoke system was able to detect the mold closing 
gap caused flash in real manufacturing process with an accuracy of approximately 94.7%. 
2). On-line statistical process control (OLSPC) is an effective decision-making algorithm 
employed in this study for monitoring flash status of the injection molded products. Born of the 
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sampling and probability theory, OLSPC has become a means to achieve 100% product quality 
inspection in this research by using every two consecutive molded products as subgroups and 
monitoring the whole manufacturing process in real time while the vibration information was 
collected by the accelerometer sensor. 
3). Different from other research on injection molding processes, this study used a 3-D 
accelerometer to develop the proposed pokayoke system and to detect the different vibration signals 
between flash and non-flash products when flash is caused due to a mold-closing gap. 
4). Through the analysis of vibration data collected in the manufacturing process, the filling 
stage vibration ratio r, which is the maximum magnitude to the average magnitude of the Z-axis 
acceleration in the last time period of the filling stage, was identified as a good indicator of the 
existence of flash while the machine was in operation. 
6.1.2 For the pokayoke systems used in CNC milling and CNC turning processes: 
1). Two advanced pokayoke systems that can implement an in-process adaptive control 
strategy were successfully developed to ensure that the surface roughness of milled and turned 
products can meet customer requirements. Combining a sensor data-collection technique and a 
decision-making algorithm, these two pokayoke systems can adaptively provide a feed rate change 
according to the recognized surface quality during the finish cutting process to ensure that the surface 
roughness stays within the product specifications. The 100% success rate for adaptive control in the 
testing runs in both the CNC milling operations and the CNC turning operations demonstrated the 
potential of the proposed pokayoke systems to enhance the automation capability of the CNC 
machine tools currently used in industry. 
2). Although this study covered two different machining operations (CNC milling and CNC 
turning), the three machining parameters of feed rate, spindle speed, and depth of cut were found to 
have a similar impact on surface roughness in regard to the two machining operations. This study 
confirmed that feed rate was the most significant factor influencing surface roughness in both milling 
and turning processes. The result—the higher feed rate and the higher surface roughness value—is 
consistent with the impact of feed rate that has been reported by other studies. This result confirmed 
that selecting feed rate as the adaptive control parameter was meaningful. This Study also found that 
spindle speed was the second most significant factor impacting surface roughness in the two 
machining operations. The impact of spindle speed is opposite to the impact of feed rate— the higher 
the spindle speed, the lower surface roughness value. Depth of cut was not significant, which allows 
the proposed system to be flexible in achieving adaptive control in an industrial scenario. The 
machining parameters set in the design of experiment simulated real industrial settings within the 
capability of the machine. 
3). The 3-D dynamometer sensor was applied in the CNC end-milling operation to collect 
real-time cutting force signals associated with surface roughness. The average resultant peak force in 
the X-Y plane and the absolute average force in the Z-direction were used as representative signals to 
estimate surface roughness and adaptive degree of feed rate. 
4). The 3-D accelerometer sensor was applied in the CNC turning operation to collect real­
time vibration signals associated with surface roughness. Statistical correlation analysis indicated that 
all the 3-axial vibrations had significant correlations with surface roughness. The one having the 
highest correlation to surface roughness, vibration in the Z direction, was selected as the input 
variable to the neural network systems for predicting surface roughness and implementing adaptive 
control of feed rate change. 
5). Two different decision-making algorithms were successfully employed in the in-process 
surface roughness control systems. Multiple linear regression (MLR) was applied in the milling 
operation and an artificial neural network (ANN) expert system was applied in the turning operation. 
This research showed that both of these two algorithms were effective in dealing with multi-variable 
processes, such as milling or turning. Comparatively, the IMRSRP subsystem trained using the 384 
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raw data sets was able to predict surface roughness in real time with an average accuracy of 91.5%, 
and the INNSRP subsystem trained using the 144 raw data sets had an accuracy of 92.4%. 
By employing in-process and automatic quality inspection techniques, the pokayoke system 
increases the ability of automatic machines to consistently produce parts that meet desired quality 
specifications. Through the development of this study, the in-process flash monitoring system can 
give warning signals based on the detection of flash due to a mold-closing gap when the injection 
molding process is in operation, and the in-process surface roughness system can adaptively adjust 
feed rate in real time to meet the surface roughness requirement if the system detects a potential 
defect during in the process. 
6.2 Recommendations for future research 
Although the current research was successful under the set conditions, some assumptions 
were made during the development of this research. Based on the assumptions and the analyses of the 
results of the research experiment, the following recommendations are made for future research: 
6.2.1 For the pokayoke system in the injection molding process: 
1). The flash monitoring pokayoke system only considered one scenario, in which flash is 
caused by a mold-closing gap and the process parameters are fixed. As mentioned before, flash can 
be caused by a number of reasons. Very often, flash is caused by the improper setup of the process 
parameters; for example, the injection speed too fast, the melting temperature too high, the clamping 
force too low, or any combination thereof. Experiments will need to be conducted in the future that 
involve changing the injection molding process parameters. Different threshold values can be 
obtained regarding the different experimental parameters setup. Eventually, decision-making rules of 
targeting the threshold value will be established through empirical approaches. 
2). Flash is caused by an improper proportion of mixed material. With many industries trying 
to use recycled materials to reduce costs, this problem becomes more pressing. Incorrect proportions 
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of recycled materials caused by human operation error will change the materials' thermoplastic 
property, thus causing flash. More experiments need to be carried out to explore the threshold values 
when different proportions of recycled materials are applied. 
3). After these further studies are completed, all the decision-making rules under different 
scenarios that may cause flash can be integrated together into the in-process flash monitoring system. 
With these enhanced rules, the proposed in-process flash monitoring system can then be implemented 
on the manufacturing floor to benefit the injection molding industry. 
6. 2.2 For the pokayoke system in the CNC milling and turning processes: 
1 ). The triggering mechanism for activating the adaptive parameter control subsystem in the 
ISRAC pokayoke system is that the surface roughness difference of the predicted value vs. the 
desired value must be larger than zero: 
A / t o  =  < - < > 0 .  
The proposed systems demonstrated in testing that they could perform well to ensure that the 
surface quality of turned or milled products will meet customer requirements. However, the ideal 
result would be that the surface roughness value after adaptive control is equal or close to the surface 
roughness value required by the customer, R® . Looking at the test results, some of the surface 
roughness after adaptive control was far less than the desired value. This implies that the adaptive 
feed rate change may be greater than the ideal value. It is known that feed rate is a factor associated 
with not only surface roughness quality but also productivity: a high feed rate leads to higher 
productivity and lower quality, while a lower feed rate leads to lower productivity and higher quality. 
From the perspective of both surface quality and productivity, finding a way to optimize the feet rate 
to meet surface quality without sacrificing productivity is a pressing research topic derived from 
current research. One approach in the future would be to optimize the feed rate by using an artificial 
intelligence algorithm for both the turning and milling operations. 
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2). Spindle speed is also a significant factor impacting surface roughness. Statistically, 
spindle speed is negatively correlated with surface roughness. How to adapt spindle speed in addition 
to feed rate in the parameter adaptive control subsystem is another potential topic to be considered in 
the future research. 
3). Tool wear condition is an important factor affecting surface finish. In the development of 
this research, the tool wear condition was controlled by randomizing the sample cutting sequence so 
as to randomly spread tool wear out in all experimental workpieces. Thus, tool wear condition was 
assumed to have no systematic impact on the surface result in this study. To obtain a more accurate 
model for predicting surface roughness, tool wear condition must be included in future research and 
experimental designs. 
4). In the current research, a dynamometer sensor was used in CNC milling operations and an 
accelerometer sensor was employed in turning operations. These two sensors collected different 
cutting process information, one for monitoring cutting forces and the other for vibration signal. 
Multiple sensors fused together would be more reliable for monitoring different types of signals. 
Future research should focus on developing a new version of the current pokayoke system that can 
reliably identify the machining process conditions based on the comparison of the information 
obtained with multiple sensors. Based on the information from the machine, process, tooling, and 
machining task, the system can provide the machine tool control system with information to optimize 
the machining process. 
5). In the current research stage, the prediction models for surface roughness and adaptive 
feed rate change were successfully developed. However, due to the limitation of the interface of the 
CNC controller and the current pokayoke systems, the last step of the testing was still conducted off­
line by applying the adjustment of feed rate. Therefore, future research should also focus on the 
development of a generic controller that can integrate the proposed pokayoke systems and the CNC 
controller. With this controller, machine tools can fully carry out the function of surface roughness 
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adaptive control by applying the adjustment of machining parameters in real time after receiving the 
adaptive signals provided by the pokayoke system. Eventually, the proposed pokayoke system will be 
able to predict surface roughness and perform adaptive control by including multiple cutting 
parameters and tool conditions with the fusion of multiple sensors in the real cutting process. 
These recommendations will be continuously studied in the future for moving the automatic 
manufacturing processes toward 100% in-process quality inspection, so as to make them more 
reliable in quality, more efficient in cost, and more suitable for customer needs. After the proposed 
future research is completed, the pokayoke systems can be implemented on the manufacturing floor 
and benefit the industry with greater automation capabilities. 
6.3 Implications for social-economic impacts 
The successful development of the pokayoke systems in three automatic manufacturing 
processes at the warning level and the adaptive control level demonstrates that pokayoke is a quality 
enhancement prototype that can be applied to multiple manufacturing processes. Resorting to means 
in-process and automatic quality inspection, the potential improvements offered by the pokayoke 
prototypes will improve the quality capability of automatic machines without the involvement of a 
human being, so as to keep the product quality high while minimizing costs. From the perspective of 
running a business, the use of pokayoke can preserve a great deal of resources that are associated with 
the defects. The pokayoke system is helpful not only for enhancing quality, but also in creating a safer 
working environment on the manufacturing floor. The automatic quality inspection and control 
function may reduce the risk associated with human intervention. 
On the other hand, because pokayoke is an important component in lean manufacturing 
system, the success of this study will help substantialize the understanding of the lean concept among 
manufacturing practitioners. Eventually, superior quality and low cost that can be achieved through 
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the implementation of pokayoke will help restore the American manufacturing industry's strength in 
the competitive market. 
Moreover, while pokayoke began in the manufacturing field, other industries have come to 
adopt it as a quality control measure. Medical, health care and pharmaceutical businesses apply 
pokayoke to reduce accidents in their service caused by human error. Construction companies apply 
pokayoke to simultaneously improve safety and quality. Pokayoke is even applied in environmental 
management systems for reducing environmental contamination such as spills, leaks, and accidental 
losses. The results of this study may be helpful in enhancing product quality in the three addressed 
automatic manufacturing processes, while also opening this research agenda to other industrial 
technology fields. 
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