Abstract: This paper proposes a new three-dimensional chaotic ow with one stable equilibrium. Dynamical properties of this system are investigated. The system has a chaotic attractor coexisting with a stable equilibrium. Thus the chaotic attractor is hidden. Basin of attractions shows the tangle of di erent attractors. Also, some complexity measures of the system such as Lyapunov exponent and entropy will are analyzed. We show that the Kolmogorov-Sinai Entropy shows more accurate results in comparison with Shanon Entropy.
Introduction
Chaotic systems and their dynamical properties are interesting topics in nonlinear dynamics. Small di erences in initial conditions (such as those due to rounding errors in numerical computation) yield widely diverging outcomes for such dynamical systems, rendering long-term prediction of their behavior impossible in general. This happens even though these systems are deterministic, meaning that their future behavior is fully determined by their initial conditions, with no random elements involved. In other words, the deterministic nature of these systems does not make them predictable. This behavior is known as deterministic chaos, or simply chaos [1] [2] [3] .
For many years, researchers have believed that a chaotic attractor is related to a saddle equilibrium [4] [5] [6] [7] . However it is clear now that the existence of a saddle point is not a necessary condition for existence of chaotic solutions. The reason is that recently many new chaotic systems have been proposed without any equilibria [8] , with one stable equilibria [9] , with a line of equilibria [10, 11] , with a curve of equilibria [12, 13] and with a plane of equilibria [14] . It seems the relation between equilibria and their stable and unstable manifolds is unknown to us. From a point of view, attractors of dynamical systems have been categorized into two groups. The rst one is hidden attractor. An attractor is called hidden if its basin of attraction does not intersect with a small neighborhood of any equilibrium point [15] [16] [17] [18] . The second one is self-excited attractor. An attractor is called self-excited if its basin of attraction is associated with an unstable equilibrium [19] [20] [21] . In the case of chaotic attractors in systems with a stable equilibrium, at least there are two attractors simultaneously (strange attractor and stable equilibrium attractor). These attractors are called multi-stable since the nal state of the system is dependent on its initial condition [22] [23] [24] [25] .
There are many features which measure the complexity of dynamical systems. Features such as Lyapunov exponents, Entropy, fractal dimension and correlation dimen-sion [3, 26] are some examples of them. Also, these measures quantify chaotic attractors [3] . Entropy measure is the best when only a short time series of system is available [27] . In this paper, we propose a new three-dimensional chaotic ow with only one stable equilibrium. In this case the strange attractor is hidden, since the existence of an unstable equilibrium in its basin is impossible.
It should be noted that while there are many chaotic ows in the literature, only a little part of them are systems with hidden attractors. In that little part, only a few of them are systems with stable equilibria only. Another important aspect about our new proposed system is that it is multi-stable. Multistability is an important topic in nonlinear dynamics and chaos [28] [29] [30] [31] [32] [33] . In some occasions multistability is unwanted, while in some cases it is desired. When it is important in a dynamical system to work in a speci c state and not go out from it, then multistability in that system is a potential danger (because due to any disturbance the system can go to a new unwanted situation). On the other hand, multistability makes systems exible without tuning parameters [34] . In any case, better understanding of such systems may be of interest.
Chaotic systems with hidden attractors and multistability are very important in engineering and can be much challenging in applications like control [35, 36] , synchronization [37] [38] [39] [40] [41] [42] , anti-synchronization [43] , image encryption [44, 45] , and so on.
The aim of this paper is to a) enrich the list of known chaotic systems with hidden attractors, especially systems with stable equilibrium (which are the rarest kind), b) enrich the list of known chaotic systems with multistability and a better analysis of them by the help of looking at their basins of attraction, c) comparing complexity measurement tools in order to determine better indexes when we deal with real timeseries instead of systems' equations.
The rest of the paper is organized as follows: the system's attractors and their basins of attraction are discussed in Section 2. In Section 3 we do the bifurcation analysis for the proposed system. Entropy analysis of the system is investigated in Section 4. Finally, Section 5 concludes the paper.
System description
Consider the following general form of a threedimensional chaotic ow,
This structure is inspired from system SE in Ref. [46] . Using trial and error by the help of computer, we tried to nd a simple choice for f (x, y, z) with the following conditions:
a) The equation f ( , y, ) = , should have only one solution, say y * , which means the system has only one equilibrium in ( , y * , ).
b) That equilibrium must have only eigenvalues with negative real parts (which means it should be stable).
c) The system should have chaotic solution for some initial conditions.
We used a simple, but time consuming method. We produced random sets of parameters to nd bounded oscillatory solutions. Then for the most elegant [47] results, we xed all parameters but one, and changed that one manually seeking for the largest positive Lyapunov exponent. Finding the rst chaotic solution, we tuned carefully all other parameters, trying to nd more elegant values without losing the chaotic solution.
The simplest case we found is:
where x, y and z are variables and b is the system's parameter. By setting zeros the right hand side of Eq. (2), the equilibria of the system can be obtained by Eq. (3)
So the system has an equilibrium point in the origin. In order to analyze its stability, we calculate the Jacobian matrix of the system in origin,
By solving |J − λI| = , characteristic equation is obtained by λ + λ + . λ + = (5) Thus, the Eigenvalues are λ = − . , λ , = − .
± . i. It means that the origin is stable (spiral node, since it has three eigenvalues with negative real parts, and a pair of them is complex).
System (2) has a chaotic attractor for b = .
(for e.g. initial conditions ( . , − . , . ). Figure 1 shows three projections of this strange attractor. The system has only one equilibrium, which is stable. Thus, the strange attractor is hidden. Figure 2 shows basin of attraction of System (2) in the plane z = for intervals x ∈ [− , ], y ∈ [− , ]. The red region in the gure shows initial conditions, which lead to the stable equilibrium. Initial conditions in the cyan region lead to chaotic attractor and initial conditions in the yellow region lead to unbounded orbits. Black point in the gure is the origin (which is the stable equilibrium). As the gure indicates the strange attractors of the system cannot be found with initial conditions near the origin. Therefore, strange attractor of the system is hidden. (2) for b = . . Initial conditions in the red region lead to stable equilibria, initial conditions in the cyan region lead to strange attractor and initial conditions in the yellow region lead to unbounded orbits.
Bifurcation analysis
Bifurcation diagram is a helpful tool, which can exhibit di erent dynamical solutions of a system. Figure 3 shows bifurcation diagram of System (2) with respect to changing parameter b. The gure depicts that the system has an inverse period doubling route to chaos by increasing parameter b. Also the system has a jump from a limit cycle to its stable equilibria in b = .
. Lyapunov exponents diagram in Figure 4 proves di erent dynamics that can be seen in the bifurcation diagram. Also the jump from limit cycle to the xed point can be detected in Lyapunov exponents diagram. 
Entropy analysis
Entropy is a measure of unpredictability [48] . For the rst time, Boltzmann de ned it mathematically. Then Shannon de ned a more general way for measuring the entropy [49] . Its de nition is as follows,
where ρ i is the probability of every possible i states. As bifurcation diagram of Figure 3 shows, the system has an inverse period doubling route to chaos by increasing parameter b. So, the system has more complex dynamic in lower values of parameter b and more simple dynamic in larger values. Figure 5 shows entropy of System (2) with respect to changing parameter b. The entropy is calculated using Eq. (6) and the Poincaré section of the system's time series (peaks of x) in each parameter b. The gure shows that the complexity of dynamic is decreased by increasing parameter b and the dynamic becomes more predictable. Also, the system shows decreasing in the complexity of the periodic window near the parameter b = .
(as can be seen in the Lyapunov exponent).
In non-periodic attractors, there are in nite number of states in partitions of phase space. So, it is pointless to study the entropy of Eq. (6) . In other words, the entropy should be measured relative to another trajectory and per unit of time [27] . Therefore, a new entropy measure is de ned as Eq. (7). The entropy is de ned using the rst Poincaré recurrence times (FPRs) denoted by τ i , β is a D-dimensional box in the phase space with side ε where the FPRs are observed. ρ (τ, β) is the probability distribution of τ i . The entropy is called Kolmogorov-Sinai [27, 50] . It has been proved that for a smooth chaotic system H KS is equal to the sum of all positive Lyapunov exponents [51, 52] . Figure 6 shows the Kolmogorov-Sinai entropy with respect to changing parameter b. This entropy shows a more proper view about complexity of the system. It depicts that in high values of parameter b there are no positive Lyapunov exponents and so the Entropy is zero. Also, it shows a peak in the bifurcation point from period two to period one. Also decreasing the complexity of system in the inverse route of period doubling can be seen in Figure 5 .
Conclusion
In this paper a new three-dimensional chaotic ow has been proposed. The system had a stable equilibrium point. Thus, its chaotic attractor was hidden. Dynamical analysis of the system has shown an inverse period doubling route to chaos with respect to increasing its parameter. Positive Lyapunov exponent has proved the presence of chaos in this dynamical system. Entropy analysis of the system was done to investigate the predictability of the dynamics using only its time series. We showed that the KolmogorovSinai entropy shows more accurate results in comparison with Shanon entropy. . Initial conditions are selected with forward continuation.
