Abstract: Near-infrared spectroscopy (NIRS) was implemented to monitor the moisture content of 
Introduction

26
Floor litter refers to the relatively fresh organic residue on the uppermost layer of soil; it plays were recorded according to the moisture content of litter samples. The integration time was set to 105 0.25 s, and the distance between the sample and a probe was maintained at 1 cm. The reflectance of 106 the measured spectra was adjusted with white-referenced and dark-referenced spectra (Equation (2)).
107
The white-referenced spectrum was acquired from a white Teflon board, while the dark-referenced
108
was measured with a completely blocked fiber optic cable in a dark room. 
where Si is the raw reflectance of the i-sample, and D and R represent the raw reflectance of dark-
110
and white-referenced spectra, respectively. 
Multivariate Model Development
114
The pretreatment of raw NIR spectra is the first step for model development and optimization to 115 achieve the better NIR veracity. The instrument and environment causes may lead to sample-to-116 sample variations such as noise, light scattering, and optical path changes. Generally, spectral 117 preprocessing is strongly demanded to exclude noise components in reflectance spectra. In this study,
118
two scatter correction techniques (multiplicative scatter correction(MSC), standard normal 119 variate(SNV)), three normalization techniques (maximum normalization, mean normalization, range 120 normalization), and three Savitzky-Golay(SG) filters (smoothing, the first-and second-derivative 121 techniques) were used for spectra pretreatment.
122
The PLSR model was also employed to establish the relationship between litter moisture content 123 and reflectance characteristics. PLSR is a classical and widely used statistical method that bears a 124 relation between independent and dependent variables in large data sets. The general structure of
where X is the n by m matrix of predictors, Y is the n by p matrix of responses, T is the n by 1 matrix a small RMSE value and a large value of R 2 could be selected as an appropriate model. In this study, 131 latent variables (LVs) set with the smallest RMSE value was determined through the calibration and 
141
The reflectance spectra, ranging 904 to 1,707 nm, were used in this study for establishing a 
144
It proved that data analysis involving only a representative part of the spectra can lead to a better 145 prediction performance. Selection of optimal wavelength is to pick carefully the subset of spectral 146 data, which closely relate to the property of the interest. If the number of wavelength bands are 147 greater than that of spectral samples, the predictive model is likely to enhance its capability with the 148 optimal wavelength. In this study, various techniques such as the peak of beta coefficients, variable 149 importance in projection (VIP), bootstrap of beta coefficients, and interval PLS (iPLS) were applied to 150 determine the optimal wavelength from preprocessed spectra information. 
152
The peak of beta coefficients (beta-peak method) extracts the optimal wavelength corresponding 
165
The variable selection process by a VIP technique is terminated when the calculated VIP value 166 approaches to the threshold. In general, a threshold value of 1 is set in many studies [28] . In this study,
167
we compared the accuracies of developed models for selected wavelength sets by adjusting a 168 threshold value. sample data n times and perform a PLSR for each re-sampled data set to obtain the beta coefficient.
176
From the distribution of beta coefficients, the confidence interval is obtained according to the 177 significance level of the beta coefficient of the specific variable. Finally, optimal wavelength is 178 determined by removing the variables with zero value in its confidence interval. The confidence 179 interval is computed by
where Ik represents the confidence interval, k b is the mean of beta coefficients at the kth variable, c 181 is a constant that determines the confidence interval, and Sk is the standard deviation of beta 182 coefficients at the kth variable.
183
In equation (5), the constant c is explicitly determined regarding the level of significance. A
184
higher significance level could select fewer wavelength bands. In this study, the number of re-
185
sampling is set to 1,000, and the model accuracy with the selected wavelength is evaluated by 
PLSR model for different preprocessing methods
213
A number of pretreatment techniques for NIR spectra have been tested to achieve better 214 performance in litter moisture determination. 
225
PLSR models for optimal wavelength selection methods
230
Four variable selection methods were used to set the optimal wavelength bands from around 231 800 data set of wavelength (900-1,700 nm). Maximum normalization was used as a pretreatment 
242
It revealed how much the measured spectrum contributed to the formation of corresponding latent 251 Figure 6 shows the optimal wavelength bands determined by four variable selection methods.
252
By applying the beta-peak method, 63 optimal wavelength bands corresponding to all peak points of 253 the beta coefficient were selected, and they were uniformly distributed over the entire wavelength, 
286
As presented in Table 2 , the predictive abilities of the PLSR models with reduced wavelength 287 bands by employing the variable selection methods showed similar or better performance with the 288 full PLSR_model, excepting only two cases of VIP (v = 2.0) and bootstrap method (c = 1.9). But, optimal
289
wavelength selection can improve the prediction accuracy by effectively identifying the best subset 290 of candidate spectra. It also eliminates unnecessary information so as to enhance the efficiency and 291 effectiveness of model run. Figure 7 shows the prediction results of the best PLSR models, which
292
were derived from the optimally selected wavelength's spectra.
293 294 295 296 297 
320
The NIRS has also limited ability to resolve noise that is caused by the instrument and 321 environment causes. NIR spectra tends to be highly complex and over-parameterized, which 322 sometime yields a poor prediction. 
