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A NOTE ON THE OSTROVSKY EQUATION IN WEIGHTED SOBOLEV
SPACES
EDDYE BUSTAMANTE, JOSE´ JIME´NEZ URREA AND JORGE MEJI´A
Abstract. In this work we consider the initial value problem (IVP) associated to the Ostrovsky
equations
ut ` B
3
xu˘ B
´1
x u` uBxu “ 0, x P R, t P R,
upx, 0q “ u0pxq.
*
We study the well-posedness of the IVP in the weighted Sobolev spaces
Zs, s
2
:“ tu P HspRq : D´sx u P L
2pRqu X L2p|x|sdxq,
with 3
4
ă s ď 1.
1. Introduction
In this article we consider the initial value problem (IVP) associated to the Ostrovsky equations,
ut ` B3xu˘ B´1x u` uBxu “ 0, x P R, t P R,
upx, 0q “ u0pxq.
*
(1.1)
The operator B´1x in the equations denotes a certain antiderivative with respect to the spatial
variable x defined through the Fourier transform by pB´1x fqp :“ pfpξqiξ .
These equations were deducted in [20] as a model for weakly nonlinear long waves, in a rotating
frame of reference, to describe the propagation of surface waves in the ocean. The sign of the third
term of the equation is related to the type of dispersion.
Linares and Milane´s [16] proved that the IVP (1.1) for both equations is locally well-posed (LWP)
for initial data u0 in Sobolev spaces H
spRq, with s ą 3
4
, and such that B´1x u0 P L2pRq. This result
was obtained by the use of certain regularizing effects of the linear part of the equation. In [8] and
[9] Isaza and Mej´ıa used Bourgain spaces and the technique of elementary calculus inequalities,
introduced by Kenig, Ponce, and Vega in [14], to prove local well-posedness in Sobolev spaces
HspRq, with s ą ´3
4
, for both equations. Furthermore Isaza and Mej´ıa, in [10], established that
the IVP (1.1), for both equations, is not quantitatively well-posed in HspRq with s ă ´3
4
. Recently,
Li et al. in [15] proved that the IVP (1.1) with the minus sign is LWP in H´3{4pRq.
In [12], Kato studied the IVP for the generalized KdV equation in several spaces, besides the
classical Sobolev spaces. Among them, Kato considered weighted Sobolev spaces.
In this work we will be concerned with the well-posedness of the IVP (1.1) in weighted Sobolev
spaces. IThis type of spaces arises in a natural manner when we are interested in determining if
the Schwartz space is preserved by the flow of the evolution equations in (1.1). These spaces also
appear in the study of the persistence in time of the regularity of the Fourier transform of the
solutions of the IVP (1.1).
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Some relevant nonlinear evolution equations as the KdV equation, the non-linear Schro¨dinger equa-
tion, the Benjamin-Ono equation and the Zakharov-Kuznetsov equation have also been studied in
the context of weighted Sobolev spaces (see [3], [1], [4], [6], [7], [11], [17], [18], [19] and [2] and
references therein).
We will study real valued solutions of the IVP (1.1) in the weighted Sobolev spaces
Zs,r :“ tu P HspRq : D´sx u P L2pRqu X L2p|x|2rdxq,
with s, r P R (here D´sx u is defined through the Fourier transform by pD´sx uqp :“ |ξ|´spu).
The Ostrovsky equations are perturbations of the KdV equation with the nonlocal term ˘B´1x u.
It is interesting to know how this term behaves when we are working in the context of weighted
Sobolev spaces.
The relation between the indices s and r for the solutions of the IVP (1.1) can be found, following
the considerations, contained in the work of Kato (for more details see [2]): it turns out that the
natural weighted Sobolev space to study the IVP (1.1) is Zs,s{2.
Our aim in this article is to prove that the IVP (1.1) is locally well posed (LWP) in Zs,s{2 for
3
4
ă s ď 1. Our method of proof is based on the contraction mapping principle and has two
ingredients. First of all, we use the result of local well posedness, obtained by Linares and Milane´s
in Xs :“ tf P HspRq : B´1x f P L2pRqu, with s ą 34 . The statement of this result is as follows.
Theorem A. Let u0 P Xs, s ą 34 . Then there exist T “ T p}u0}Hsq ą 0 and a unique solution u of
the IVP (1.1) such that
u P Cpr0, T s;Xsq , (1.2)
}Bxu}L4
T
L8x
ă 8 , (1.3)
}DsxBxu}L8x L2T ă 8 , and (1.4)
}u}L2xL8T ă 8 . (1.5)
Moreover, for any T 1 P p0, T q there exists a neighborhood V of u0 in Xs such that the map datum-
solution u˜0 ÞÑ u˜ is Lipschitz from Hs into the class defined by (1.2)-(1.5) with T 1 instead of T .
On the other hand, we need a tool to treat fractional powers of |x|. A key idea in this direction is
to use a characterization of the generalized Sobolev space
L
p
bpRnq :“ p1´∆q´b{2LppRnq, (1.6)
due to Stein (see [21] and [22]) (when p “ 2, L2bpRnq “ HbpRnq). This characterization is as follows.
Theorem B. Let b P p0, 1q and 2n{pn` 2bq ď p ă 8. Then f P LpbpRnq if and only if
(a) f P LppRnq, and
(b) Dbfpxq :“
ˆż
Rn
|fpxq ´ fpyq|2
|x´ y|n`2b dy
˙1{2
P LppRnq,
with
}f}Lp
b
:“ }p1´∆qb{2f}Lp » }f}Lp ` }Dbf}Lp » }f}Lp ` }Dbf}Lp , (1.7)
where Dbf is the homogeneous fractional derivative of order b of f , defined through the Fourier
transform by
pDbfq^pξq “ |ξ|bfˆpξq, (1.8)
(ξ P Rn is the dual Fourier variable of x P Rn).
From now on we will refer to Dbf as the Stein derivative of f of order b.
3As a consequence of Theorem B, Nahas and Ponce proved (see Proposition 1 in [18]) that for
measurable functions f, g : Rn Ñ C,
D
bpfgqpxq ď}f}L8pDbgqpxq ` |gpxq|Dbfpxq, a.e. x P Rn, and (1.9)
}Dbpfgq}L2 ď}fDbg}L2 ` }gDbf}L2 . (1.10)
It is unknown whether or not (1.10) still holds with Db instead of Db.
Following a similar procedure to that done by Nahas and Ponce in [18], in order to obtain a pointwise
estimate for Dbpeit|x|2qpxq (see Proposition 2 in [18]), we get to bound appropriately Dbpeitx3qpxq
and Dbpe˘i tx qpxq for b P p0, 1{2s (see Lemmas 2.2 and 2.3 in section 2).
Using (1.7) (for p “ 2), (1.9), (1.10) and Lemmas 2.2 and 2.3 we deduce an estimate for the weighted
L2-norm of the group associated to the linear part of the Ostrovsky equations, }|x|bU˘ptqf}L2 , in
terms of t, }|x|bf}L2 , }f}H2b and }D´2bf}L2 (see Lemma 2.4 in section 2).
This estimate is similar to that, obtained by Fonseca, Linares and Ponce in [5] (see formulas 1.8
and 1.9 in Theorem 1) for the KdV equation.
The linear estimates for the group of the linear part of the Ostrovsky equations, obtained by Linares
and Milane´s in [16], together with the estimate for the weighted L2-norm of the group, allow us to
obtain, by the contraction mapping principle, that the IVP (1.1) is LWP in a certain subspace of
Zs,s{2.
Now we formulate in a precise manner the main result of this article.
Theorem 1.1. Let 3{4 ă s ď 1 and u0 P Zs,s{2 a real valued function. Then there exist T ą 0 and
a unique u, in a certain subspace YT of Cpr0, T s;Zs,s{2q, solution of the IVP (1.1). (The definition
of the subspace YT will be clear in the proof of the theorem).
Moreover, for any T 1 P p0, T q there exists a neighborhood V of u0 in Zs,s{2 such that the data-solution
map u˜0 ÞÑ u˜ from V into YT 1 is Lipschitz.
Remark 1. When s ą 1 we do not know an interpolation inequality, similar to that in [18], but
including negative exponents of p1´∆q. By this reason we can not apply the method used in [2] in
order to obtain that the IVP (1.1) is LWP in Zs,s{2 when s ą 1.
Remark 2. Local well-posedness results of the IVP (1.1) in HspRq for s ď 3
4
use the context of
Bourgain spaces. It is not clear for us how to handle our weights in those spaces.
This article is organized as follows: in section 2 we recall the Leibniz rule for fractional derivatives,
deduced by Kenig, Ponce and Vega in [13] (subsection 2.1), and we find (subsection 2.2) appropriate
estimates for the Stein derivatives of order b in R of the functions eitx
3
and e˘i
t
x (Lemmas 2.2 and
2.3), which have an important consequence (Lemma 2.4) that affirms that the weighted Sobolev
space Zs,s{2 remains invariant by the group. In section 3, we use the results, obtained in section 2,
in order to prove Theorem 1.1.
Throughout the paper the letter C will denote diverse constants, which may change from line to
line, and whose dependence on certain parameters is clearly established in all cases.
Finally, let us explain the notation for mixed space-time norms. For f : Rˆ r0, T s Ñ R (or C) we
have
}f}LpxLqT :“
˜ż
R
ˆż T
0
|fpx, tq|qdt
˙p{q
dx
¸1{p
.
When p “ 8 or q “ 8 we must do the obvious changes with essup. Besides, when in the space-time
norm appears t instead of T , the time interval is r0,`8q.
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2. Preliminary Results
2.1. Leibniz rule. In this subsection we recall the Leibniz rule for fractional derivatives, obtained
in [13].
Lemma 2.1. (Leibniz rule). Let us consider 0 ă α ă 1 and 1 ă p ă 8. Thus
}Dαpfgq ´ fDαg ´ gDαf}LppRq ď C}g}L8pRq}Dαf}LppRq.
2.2. Stein derivative. In this subsection, we obtain in Lemmas 2.2 and 2.3 appropriate bounds
for Dbpeitx3qpxq and Dbpe˘i tx qpxq, respectively. Then, using properties (1.9) and (1.10) of the Stein
derivative and these Lemmas , we succeed, in Lemma 2.4, to bound in an adequate manner the
weighted L2-norm }|x|bU˘ptqf}L2x, for the unitary groups tU˘ptqutPR associated to the linear part
of the Ostrovsky equations, i.e. rU˘ptqf spxq is the solution of the PVI
ut ` B3xu˘ B´1x u “ 0,
upx, 0q “ fpxq,
*
(2.1)
and is given by
rU˘ptqf spxq “ 1?
2pi
ż
R
e
irtpξ3˘ 1
ξ
q`xξs pfpξqdξ. (2.2)
In the proofs of Lemmas 2.2 and 2.3 we will use repeatedly the following inequalities:
|eiθ ´ 1| ď 2 and |eiθ ´ 1| ď |θ|, for θ P R.
Lemma 2.2. Let b P p0, 1q. There exists a constant Cb ą 0 such that for any t ą 0 and x P R,
D
bpeitx3qpxq ď Cb
´
tb{3 ` t 13` 2b9 ` pt 13` 2b3 ` t 2b3 q|x|2b
¯
.
Proof. After the change of variables w :“ t1{3px´ yq we have that
D
bpeitx3qpxq “
˜ż
R
|eitx3 ´ eity3 |2
|x´ y|1`2b dy
¸1{2
“ tb{3
˜ż
R
|eip´3x2t2{3w1`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
” tb{3I. (2.3)
Let us observe that
|ip´3x2t2{3w ` 3xt1{3w2 ´ w3q| ď |w|p3x2t2{3 ` 3|x|t1{3|w| ` w2q.
In consequence, for w such that 3x2t2{3 ą 3|x|t1{3|w|, i.e. for w such that |x|t1{3 ą |w|, it follows
that
| ´ 3x2t2{3w ` 3xt1{3w2 ´ w3| ď |w|p6x2t2{3 ` |w|2q
ď |w|p6x2t2{3 ` x2t2{3q ď 7x2t2{3|w|. (2.4)
In order to estimate I we split the R line in three sets Ei, i “ 1, 2, 3.
First, we define
E2 :“ tw : |w| ă t1{3|x|, |w| ă pt1{3x2q´1u,
and we estimate ˜ż
E2
|eip´3x2t2{3w`3t1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
.
Two cases will be consider to estimate this integral.
5Case 2.1. t1{3|x| ď t´1{3x´2.
In this case, taking into account (2.4), we have˜ż
E2
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ď Cx2t2{3
˜ż t1{3|x|
0
w2
w1`2b
dw
¸1{2
“ Cx2t2{3
˜
pt1{3|x|q2´2b
2´ 2b
¸1{2
“ Cb|x|3´bt1´b{3 ď Cbt1{3´b{9, (2.5)
where in the last inequality the condition |x|3 ă t´2{3 was used.
Case 2.2. t1{3|x| ą t´1{3x´2.
A simple calculation shows that˜ż
E2
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ď Cx2t2{3
˜ż t´1{3x´2
0
w1´2bdw
¸1{2
ď Cbt1{3`b{3|x|2b. (2.6)
From (2.5) and (2.6) we have that˜ż
E2
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ď Cpt1{3´b{9 ` t1{3`b{3|x|2bq. (2.7)
For the set
E1 :“ tw : |w| ą pt1{3x2q´1u,
one has ˜ż
E1
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ď 2
ˆż
E1
1
|w|1`2b dw
˙1{2
ď C
˜ż 8
pt1{3x2q´1
1
w1`2b
dw
¸1{2
ď Cbpt´1{3x´2q´b “ Cbtb{3|x|2b. (2.8)
From (2.7) and (2.8), if mintt1{3|x|, pt1{3x2q´1u “ pt1{3x2q´1, we obtain that˜ż
R
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ď Cbrt1{3´b{9 ` pt1{3`b{3 ` tb{3q|x|2bs. (2.9)
Now we consider the case mintt1{3|x|, pt1{3x2q´1u “ t1{3|x|, i.e. |x|3t2{3 ă 1, and for that purpose
we define
E3 :“ tw : t1{3|x| ă |w| ă pt1{3x2q´1u.
In order to estimate ˜ż
E3
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
,
we need to consider three cases.
Case 3.1. 1 ă t1{3|x|.
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For this case we note that˜ż
E3
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ďC
ˆż
E3
1
|w|1`2b
˙1{2
ď C
˜ż pt1{3x2q´1
t1{3|x|
1
w1`2b
dw
¸1{2
“ Cbrpt1{3|x|q´2b ´ pt1{3x2q2bs1{2 ď Cbpt1{3|x|q´b
ď Cb. (2.10)
Case 3.2. t1{3|x| ă 1 ă pt1{3x2q´1.
Let us observe that for |w| ă 1,
|wp´3x2t2{3 ` 3xt1{3w ´ w2q| ď |w|p3 ` 3|w| ` w2q ď C|w|, (2.11)
and then˜ż
E3
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ď C
˜ż 1
t1{3|x|
w2
w1`2b
dw `
ż pt1{3x2q´1
1
1
w1`2b
dw
¸1{2
“ Cbr1´ pt1{3|x|q2´2b ` 1´ pt1{3x2q2bs1{2 ď Cb.
(2.12)
Case 3.3. pt1{3x2q´1 ă 1.
In this final case we obtain, using (2.11),˜ż
E3
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ď C
˜ż pt1{3x2q´1
t1{3|x|
w2
w1`2b
dw
¸1{2
ď Cbrpt1{3x2q´1s1´b
ď Cb. (2.13)
Consequently, from (2.10), (2.12) and (2.13), in any case, for b P p0, 1q,˜ż
E3
|eip´3x2t2{3w`3xt1{3w2´w3q ´ 1|2
|w|1`2b dw
¸1{2
ď Cb. (2.14)
Summarizing, estimates (2.3), (2.9) and (2.14) imply that, for b P p0, 1q,
D
bpeitx3qpxq ď Cbtb{3p1` t1{3´b{9 ` pt1{3`b{3 ` tb{3q|x|2bq
ď Cbrtb{3 ` t1{3`2b{9 ` pt1{3`2b{3 ` t2b{3q|x|2bs
Lemma 2.2 is proved. 
Remark 3. Lemma 2.2 can be used in order to obtain well-posedness results for the IVP associated
to the KdV equation in weighted Sobolev spaces.
Lemma 2.3. Let b P p0, 1
2
s. There exists a constant Cb ą 0 such that for any t ą 0 and x ‰ 0,
D
bpe˘i tx qpxq ď Cb t
b
|x|2b .
Proof. We only consider the case with the minus sign, being the other one similar. Without loss of
generality we suppose x ą 0. We need to consider two cases.
Case 1. 0 ă t{x ď 6pi.
After the change of variables w :“ x´ y we obtain
D
bpe´i tx qpxq “
˜ż
R
|eifpwq ´ 1|2
|w|1`2b dw
¸1{2
,
7where fpwq “ t
x
ˆ
w
w ´ x
˙
. Let us define
E1 :“ tw : |w| ď x
2
u.
If w P E1, then |w ´ x| ě x2 . Thus
|fpwq| “ t
x
ˆ |w|
|w ´ x|
˙
ď 2t
x2
|w|,
and ˜ż
E1
|eifpwq ´ 1|2
|w|1`2b dw
¸1{2
ď
ˆż
E1
|fpwq|2
|w|1`2b dw
˙1{2
ď 2 t
x2
˜ż x{2
´x{2
w2
|w|1`2b dw
¸1{2
ď Cb t
x2
x1´b “ Cb t
b
x2b
ˆ
t1´b
x1´b
˙
ď Cb t
b
x2b
. (2.15)
Let us observe that fp´x
2
q “ 1
3
t
x
. Hence, for w ď ´x
2
, 1
3
t
x
ď fpwq ă t
x
.
We define now the set
E2 :“ tw : w ď ´x
2
u.
Then ˜ż
E2
|eifpwq ´ 1|2
|w|1`2b dw
¸1{2
ď
ˆż
E2
|fpwq|2
|w|1`2b dw
˙1{2
ď t
x
˜ż ´x{2
´8
1
|w|1`2b dw
¸1{2
ď Cb t
x
x´b “ Cb t
b
x2b
ˆ
t1´b
x1´b
˙
ď Cb t
b
x2b
. (2.16)
Taking into account that fp3
2
xq “ 3 t
x
, then, for w ě 3
2
x, t
x
ă fpwq ď 3 t
x
.
Let us define
E3 :“ tw : w ě 3
2
xu.
Then, in a similar way as it was done in the estimation over the set E2, we obtain˜ż
E3
|eifpwq ´ 1|2
|w|1`2b dw
¸1{2
ď Cb t
b
x2b
. (2.17)
Let us consider the sequence twnu such that fpwnq “ 3 tx `2pn´1qpi. This is a decreasing sequence
such that w1 “ 32x,
wn “ 3t` 2pn ´ 1qpix
2
t
x
` 2pn´ 1qpi
,
and lim
nÑ8
wn “ x. For n ě 1 and w P pwn`1, wnq we have that fpwnq ă fpwq ă fpwn`1q, i.e.,
3
t
x
` 2pn´ 1qpi ă fpwq ă 3 t
x
` 2npi.
From these inequalities, it is easy to see that
fpwq ´ 2pn ´ 1qpi ă
3
t
x
` 2pi
3
t
x
` 2pn ´ 1qpi
fpwq.
Let us define
E4 :“ tw : x ă w ă w2u.
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Taking into account that ż wn
wn`1
1
pw ´ xq2dw “
2pi
t
,
it follows that˜ż
E4
|eifpwq ´ 1|2
|w|1`2b dw
¸1{2
“
˜
8ÿ
n“2
ż wn
wn`1
|eipfpwq´2pn´1qpiq ´ 1|2
|w|1`2b dw
¸1{2
ď
˜
8ÿ
n“2
ż wn
wn`1
|pfpwq ´ 2pn´ 1qpiq|2
|w|1`2b dw
¸1{2
ď
¨˚
˝ 8ÿ
n“2
p3 t
x
` 2piq2
p3 t
x
` 2pn ´ 1qpiq2
ż wn
wn`1
fpwq2
|w|1`2b dw
‹˛‚
1{2
ď C
˜
8ÿ
n“2
1
pn´ 1q2
t2
x2
ż wn
wn`1
w2
w1`2bpw ´ xq2 dw
¸1{2
ď C t
x
˜
8ÿ
n“2
1
pn´ 1q2
ż wn
wn`1
w1´2b
pw ´ xq2dw
¸1{2
ď C t
x
˜
8ÿ
n“2
1
pn´ 1q2w
1´2b
n
ż wn
wn`1
dw
pw ´ xq2
¸1{2
ď C t
x
x1{2´b
˜
8ÿ
n“2
1
pn´ 1q2
2pi
t
¸1{2
“ C t
x
x1{2´b
1
t1{2
“ C t
1{2
x1{2`b
“ C t
b
x2b
t1{2´b
x1{2´b
ď C t
b
x2b
. (2.18)
Let us define
E5 :“ tw : w2 ď w ă w1 “ 3
2
xu.
Since for w P pw2, w1q, w „ x, we have˜ż
E5
|eifpwq ´ 1|2
|w|1`2b dw
¸1{2
ď
ˆż w1
w2
fpwq2
w1`2b
dw
˙1{2
ď t
x
ˆż w1
w2
w2
w1`2bpw ´ xq2
˙1{2
ď t
x
ˆż w1
w2
w1´2b
pw ´ xq2
˙1{2
ď C t
x
x1{2´b
ˆż w1
w2
1
pw ´ xq2 dw
˙1{2
“ C t
x
x1{2´b
ˆ
2pi
t
˙1{2
“ C t
b
x2b
˜
t1{2´b
x1{2´b
¸
ď C t
b
x2b
. (2.19)
Finally, we define
E6 :“ tw : x{2 ă w ă xu.
Then, in a similar way as the estimation over the sets E4 and E5, we obtain˜ż
E6
|eifpwq ´ 1|2
|w|1`2b dw
¸1{2
ď C t
b
x2b
. (2.20)
Hence, from (2.15) to (2.20), it follows that
D
bpe´it{xqpxq “
˜ż
R
|eifpwq´1|2
|w|1`2b dw
¸1{2
ď Cb t
b
x2b
.
Case 2. t{x ą 6pi.
Taking into account the change of variables w1 “ 1{w we obtain
D
bpe´it{xqpxq “
˜ż
R
|eifpwq ´ 1|2
|w|1`2b dw
¸1{2
“
˜ż
R
|eigpwq ´ 1|2
|w|1´2b dw
¸1{2
,
9where gpwq :“ t
x
1
1´xw is an increasing function in p´8, 1{xq and in p1{x,8q. Besides
lim
wÑ˘8
gpwq “ 0, lim
wÑ 1
x
´
gpwq “ 8 and lim
wÑ 1
x
`
gpwq “ ´8.
Let us define w˜1 and w˜2 by gpw˜1q :“ 2pi and gpw˜2q :“ ´2pi. Then
w˜1 “ 1
x
´ t
2pix2
and w˜2 “ 1
x
` t
2pix2
.
We split R´ t1{xu in several sets Fi as follows:
F1 :“ p´8, w˜1s, F2 :“ pw˜1, 1{xq, F3 :“ p1{x, w˜2s, F4 :“ pw˜2,8q.
Then˜ż
F1
|eigpwq ´ 1|2
|w|1´2b dw
¸1{2
ď
ˆż
F1
|gpwq|2
|w|1´2b dw
˙1{2
“
˜ż 1{x´t{p2pix2q
´8
t2{x2
|w|1´2bp1´ xwq2 dw
¸1{2
ď t
x
˜ż 8
t{p2pix2q´1{x
1
w1´2bx2w2
dw
¸1{2
ď Cb t
x2
ˆ
t
2pix2
´ 1
x
˙´1`b
“ Cb t
x2
x1´b
ˆ
t
x
´ 2pi
˙´1`b
.
Since t{x ą 6pi, we have that t{x´ 2pi „ t{x, and in consequence˜ż
F1
|eigpwq ´ 1|2
|w|1´2b dw
¸1{2
ď Cb t
x2
x1´b
t´1`b
x´1`b
“ Cb t
b
x2b
(2.21)
On the other hand, taking into account that
t
2pix2
´ 1
x
ą 2
x
,
we have˜ż
F2
|eigpwq ´ 1|2
|w|1´2b dw
¸1{2
ď C
»–˜ż 0
1{x´t{p2pix2q
1
|w|1´2b dw
¸1{2
`
˜ż 1{x
0
1
w1´2b
dw
¸1{2fifl
ď C
˜ż t{p2pix2q´1{x
0
1
w1´2b
dw
¸1{2
ď Cb
ˆ
t
2pix2
´ 1
x
˙b
ď Cb t
b
x2b
. (2.22)
Proceeding in a similar manner as it was done in the sets F2 and F1, respectively, it can be proved
that ˜ż
Fi
|eigpwq ´ 1|2
|w|1´2b dw
¸1{2
ď Cb t
b
x2b
, i “ 3, 4. (2.23)
From (2.21) to (2.23) we conclude that for t ą 0 and x ą 0,
D
bpe´i tx qpxq “
˜ż
R
|eigpwq ´ 1|2
|w|1´2b dw
¸1{2
ď Cb t
b
x2b
.

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Lemma 2.4. Let tU˘ptqutPR be the group defined by (2.2). For b P p0, 1{2s, there exists Cb ą 0
such that for t ě 0 and f P Z2b,b,
}|x|bU˘ptqf}L2x
ď Cbrp1 ` tb{3 ` t
1
3
` 2b
9 q}f}L2x ` pt
1
3
` 2b
3 ` t2b{3q}D2bf}L2x ` tb}D´2bf}L2x ` }|x|bf}L2xs. (2.24)
Proof. Taking into account the definition of Db (see (1.8)), Plancherel’s theorem, the properties
(1.7), (1.10) and (1.9) of the Stein derivative Db, and Lemmas 2.2 and 2.3 and using the notation
_ for the inverse Fourier transform, we have:
}p|x|bU˘ptqf}L2
“}|x|bpeitpξ3˘ 1ξ qfˆq_}L2x “ }| ´ x|bpe
itpξ3˘ 1
ξ
q
fˆq^p´xq}L2x
ďC}rDbpeitpξ3˘ 1ξ qfˆqs_pxq}L2x ď C
´
}eitpξ3˘ 1ξ qfˆ}L2
ξ
` }Dbpeitpξ3˘ 1ξ qfˆq}L2
ξ
¯
ďC
´
}f}L2x ` }fˆDbpe
itpξ3˘ 1
ξ
qq}L2
ξ
` }Dbpfˆqeitpξ3˘ 1ξ q}L2
ξ
¯
ďC
´
}f}L2x ` }fˆpDbpeitξ
3q `Dbpe˘i tξ qq}L2
ξ
` }Dbpfˆq}L2
ξ
¯
ďC
´
}f}L2x ` Cb}fˆptb{3 ` t
1
3
` 2b
9 ` pt 13` 2b3 ` t 2b3 q|ξ|2b ` tb|ξ|´2bq}L2
ξ
` Cp}fˆ}L2
ξ
` }Dbfˆ}L2
ξ
q
¯
ďC}f}L2x ` Cbptb{3 ` t
1
3
` 2b
9 q}f}L2x ` Cbpt
1
3
` 2b
3 ` t2b{3q}D2bf}L2x ` Cbtb}D´2bf}L2x ` C}|x|bf}L2x.

3. Proof of the main theorem
Proof. We consider the equivalent integral formulation of the IVP (1.1)
uptq “ U˘ptqu0 ´
ż t
0
U˘pt´ t1qpuBxuqpt1qdt1. (3.1)
Let us define the integral operator
Ψpvqptq :“ U˘ptqu0 ´
ż t
0
U˘pt´ t1qpvBxvqpt1qdt1. (3.2)
Proceeding as in [16], let us define, for T ą 0, the metric space
XT :“ tv P Cpr0, T s;Xsq : |}v|} ă 8u, (3.3)
where
|}v|} :“}v}L8
T
HspRq ` }B´1x v}L8T L2x ` }Bxv}L4TL8x ` }D
sBxv}L8x L2T ` }v}L2xL8T ` }v}L8T L2p|x|sdxq
”
6ÿ
i“1
nipvq. (3.4)
(When s “ 1 in (3.4) we change Ds by Bx)
For a ą 0, let XaT be the closed ball in XT defined by
XaT :“ tv P XT : |}v|} ď au. (3.5)
We will prove that there exist T ą 0 and a ą 0 such that the operator Ψ : XaT Ñ XaT is a
contraction.
From now on we will suppose as in [16] that we are working with the group tU`ptqu, being the
other case similar.
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In [16] it was proven that
5ÿ
i“1
nipΨpvqq ď Cp1` T q
1
2 }u0}Xs ` CT
1
2 pp1 ` T q 12 p1` T 14 ` T 12 q ` p1` T 14 qp1 ` T 12 qq|}v|}2 . (3.6)
Let us estimate n6pΨpvqq. For t P r0, T s and 34 ă s ď 1, applying Lemma 2.4 in section 2.2 with
b :“ s
2
we have that
}Ψpvqptq}L2p|x|sdxq
ď}U`ptqu0}L2p|x|sdxq ` C
ż t
0
}U`pt´ t1qpvvxqpt1q}L2p|x|sdxqdt1
ďCs
”
p1` ts{6 ` t 13` s9 q}u0}L2x ` pt1{3`s{3 ` ts{3q}Dsu0}L2x ` t
s
2 }D´su0}L2x ` }|x|
s
2u0}L2x
ı
` C
ż t
0
Csp1` pt´ t1qs{6 ` pt´ t1qp
1
3
` s
9
qq}pvvxqpt1q}L2xdt1
` C
ż t
0
Csppt´ t1q1{3`s{3 ` pt´ t1qs{3q}Dspvvxqpt1q}L2xdt1
` C
ż t
0
Csrpt´ t1q
s
2 }D´spvvxqpt1q}L2x ` }|x|s{2pvvxqpt1q}L2xsdt1
ďCs
”
p1` T 13` s3 q `}u0}L2x ` }Dsu0}L2x ` }D´su0}L2x˘` }|x| s2u0}L2xı
` Csp1` T
1
3
` s
3 q
ż T
0
r}pvvxqpt1q}L2x ` }Dspvvxqpt1q}L2x ` }D´spvvxqpt1q}L2xsdt1
` C
ż T
0
}|x|s{2pvvxqpt1q}L2xdt1 . (3.7)
Taking into account that for 0 ă s ď 1, it follows that
}D´sf}L2x ď }B´1x f}L2x ` }f}L2x ,
we can conclude from (3.7) that
}Ψpvqptq}L2p|x|sdxq
ďCs
”
p1` T 13` s3 q}u0}Xs ` }|x|
s
2u0}L2x
ı
` Csp1` T
1
3
` s
3 q
ż T
0
r}pvvxqpt1q}Xsdt1 ` C
ż T
0
}|x|s{2pvvxqpt1q}L2xdt1. (3.8)
Since
ż T
0
}|x|s{2pvvxqpt1q}L2xdt1 ď T
1
2 }|x|s{2pvvxq}L2
T
L2x
ď T 12 }|x| s2 v}L8
T
L2x
}vx}L2
T
L8x
ď T 12 }|x| s2 v}L8
T
L2x
T
1
4 }vx}L4
T
L8x
,
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from (3.8) it follows that
n6pΨpvqq ďCs
”
p1` T 13` s3 q}u0}Xs ` }|x|
s
2u0}L2x
ı
` Csp1` T
1
3
` s
3 q
ż T
0
r}pvvxqpt1q}Xsdt1 ` CT
3
4 }|x| s2 v}L8
T
L2x
}vx}L4
T
L8x
ďCs
”
p1` T 13` s3 q}u0}Xs ` }|x|
s
2u0}L2x
ı
` Csp1` T 13` s3 q
ż T
0
r}pvvxqpt1q}Xsdt1 ` CT
3
4 |}v|}2. (3.9)
Using Cauchy-Schwarz’s inequality and Leibniz’s rule (Lemma 2.1) in [16] it was proved thatż T
0
r}pvvxqpt1q}Xsdt1 ď CpT ` T
3
4 ` T 12 q|}v|}2 .
Then from (3.9) we obtain
n6pΨpvqq ďCs
”
p1` T 13` s3 q}u0}Xs ` }|x|
s
2u0}L2x
ı
` Csp1` T 13` s3 qpT ` T 34 ` T 12 q|}v|}2. (3.10)
From estimates (3.6) and (3.10), taking into account that s ą 3
4
, we conclude that
|}Ψpvq|} ď Cs
”
p1` T 13` s3 q}u0}Xs ` }|x|
s
2u0}L2x
ı
` CsT
1
2 p1` T 13` s3 qp1 ` T 14 ` T 12 q|}v|}2. (3.11)
If we choose
a :“ 2Cs
”
p1` T 13` s3 q}u0}Xs ` }|x|
s
2u0}L2x
ı
,
and T ą 0 such that
CsT
1
2 p1` T 13` s3 qp1` T 14 ` T 12 qa ă 1{2,
it can be seen that Ψ maps XaT into itself. Moreover, for T small enough, Ψ : X
a
T Ñ XaT is a
contraction. In consequence, there exists a unique u P XaT such that Ψpuq “ u. In other words, for
t P r0, T s,
uptq “ U`ptqu0 ´
ż t
0
U`pt´ t1qpuBxuqpt1qdt1,
i.e., the IVP (1.1) has a unique solution in XaT .
Using standard arguments, it is possible to show that for any T 1 P p0, T q there exists a neighborhood
V of v0 in Zs,s{2 such that the map u˜0 Ñ v˜ from V into the metric space XT 1 is Lipschitz. Then
the assertion of Theorem 1.1 follows if we take
YT :“ tu P Cpr0, T s;Zs,s{2q : |}v|} ă 8u.

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