study, we have proposed an automated aMD detection system using discrete wavelet transform (DWt) and feature ranking strategies. the first four-order statistical moments (mean, variance, skewness, and kurtosis), energy, entropy, and gini index-based features are extracted from DWt coefficients. We have used five (t test, Kullback-lieber Divergence (KlD), Chernoff Bound and Bhattacharyya Distance, receiver operating characteristics curve-based, and Wilcoxon) feature ranking strategies to identify optimal feature set. a set of supervised classifiers namely support vector machine (SVM), decision tree, k-nearest Abstract age-related macular degeneration (aMD) affects the central vision and subsequently may lead to visual loss in people over 60 years of age. there is no permanent cure for aMD, but early detection and successive treatment may improve the visual acuity. aMD is mainly classified into dry and wet type; however, dry aMD is more common in aging population. aMD is characterized by drusen, yellow pigmentation, and neovascularization. these lesions are examined through visual inspection of retinal fundus images by ophthalmologists. It is laborious, time-consuming, and resource-intensive. Hence, in this neighbor (k-nn), naive Bayes, and probabilistic neural network were used to evaluate the highest performance measure using minimum number of features in classifying normal and dry aMD classes. the proposed framework obtained an average accuracy of 93.70 %, sensitivity of 91.11 %, and specificity of 96.30 % using KlD ranking and SVM classifier. We have also formulated an aMD risk Index using selected features to classify the normal and dry aMD classes using one number. the proposed system can be used to assist the clinicians and also for mass aMD screening programs.
Introduction
age-related macular degeneration (aMD) is one of the most common retinal diseases, caused by the deterioration of cells in the macula [10] . Macula is the small part of the retina responsible for central vision and color [29] . aMD has several risk factors such as age, hypertension, smoking, and family history [18] . It is one of the leading causes of vision loss for people aged 60 years and older [10] . the World Health Organization (WHO) report revealed that 8 million people have affected with severe vision loss due to aMD [10] . Moreover, globally 20-25 million people are affected by aMD [5] . Depending on the presence of clinical signs such as drusen or hyper-pigmentations or small hypo-pigmentations, aMD is mainly categorized into early, intermediate, and late stage [10] . the clinical signs, symptoms, diagnostic technique, and treatment for aMD are briefly described in table 1 .
Early detection of aMD can be achieved by identifying drusen and fatty deposits or exudates using retinal fundus images of the affected patients. Drusen can be mainly classified as hard or soft drusen according to the visibility of the border. Hard drusen have well-defined boundaries compared to soft drusen [29] . Most of the previous works have reported that automated drusen segmentation is necessary for aMD classification. Ben Sbeh et al. [22] have proposed maxima-and minima-based mathematical morphology for automated drusen segmentation and classified various classes of drusen. Pixel and region-wise classification methods were introduced in [36] to identify drusen. Brandon et al. [15] have proposed wavelet-based drusen segmentation and multilevel pixel classification to discriminated drusen. rapantzikos et al. [4] employed multilevel histogram equalization to enhance the contrast of the local retinal image structures and histogram-based adaptive local thresholding (Halt) applied to detect the Table 1 Stages of aMD [10, 18, 5] Clinical signs drusen. Köse et al. [46] proposed an inverse segmentation method to identify the unhealthy regions in the retinal fundus images. Initially, optic disk is detected to determine the macula. Further, the healthy area is chosen around the macula to compute the statistical properties and region-growing algorithm was applied to segment the healthy area. Finally, inverse segmentation can be performed to identify drusen. Inverse segmentation and statistical properties were used to segment out drusen in [45] . the statistical information of the reference characteristic images (CIs) is compared with sample images (SIs) to identify the drusen [45] . Multiscale analysis using Mexican hat wavelet and support vector data description (SVDD) is described for automated detection of aMD anomaly in [37] . Santos-Villalobos et al. [3] proposed a statistical method to segment drusen. their method assumes the class conditional density from color features of the drusen lesions. liang et al. [12] proposed a maximal region-based pixel intensity method to detect drusen. their method identified local regions with high-intensity pixels and fixed threshold value to segment the drusen. all above-mentioned work mainly focuses on the segmentation or identification of drusen, rather than aMD screening. However, very few work [29, 31, 28, 19, 2, 33] reported the application of image analysis and machine learning methods for automated aMD diagnosis. Cheng et al. [31] proposed automated aMD detection using biologically inspired features (BIF) based on gabor filters. Independent component analysis (ICa) is used to extract different drusen phenotypes to perform automated aMD screening in [28] . amplitude modulation (aM)-frequency modulation (FM)-based multiscale features are computed in [19, 2, 1] to classify pathological structures (drusen) for automated aMD screening. Hijazi et al. [33] proposed case-based reasoning (CBr) and dynamic time warping (DtW) approaches to quantify the similarity between normal and aMD image histogram to identify aMD. also, Hijazi et al. [29] have compared the performance of spatial histograms and hierarchical decomposition methods for automated screening of aMD. Zheng et al. [23] have used quadtree decomposition and weighted frequent subgraph (WFSg) mining for automated detection of aMD.
the aforementioned approaches, except [29, 33] , require drusen segmentation, but it is a challenging task due to poor visual appearance of drusen and associated lesions [29] . Hence, we propose a method to classify normal and dry aMD retinal fundus images using energy and entropy features of DWt coefficients without using drusen segmentation. the overall block diagram of the proposed approach is shown in Fig. 2 . Initially, the fundus images are subjected to preprocessing to enhance the contrast using adaptive histogram equalization. Further, we have performed three-level wavelet decomposition to obtain fine and coarse changes in the form of coefficient matrices. We have computed 184 features such as energy; entropy; relative wavelet energy and entropy; probability of energy, entropy, statistical moments, and gini index from the approximate, horizontal, vertical, and diagonal coefficients. all these features were fed to t test, KlD, CBBD, rOC-based, and Wilcoxon ranking methods to rank the features. Subsequently, these ranked features are fed to the supervised classifiers (SVM, Dt, k-nn, nB, and Pnn) to discriminate normal and aMD classes using minimum number of features. We have employed tenfold cross validation for data resampling. During training phase, the proposed system uses significant features that are extracted from preprocessed normal and dry aMD fundus images. Once the system is trained, the trained model classifies the test set or unknown image into either normal or dry aMD class automatically using the significant features are extracted from the test set or unknown image. Hence, the system does not require any user intervention. the paper is organized as follows: materials and methods such as study subject selection and fundus image acquisition, preprocessing, DWt method, feature extraction, feature ranking, selection, aMD risk Index, and aMD classification are discussed in Sect. 2. the results of the proposed system are presented in Sect. 3. the obtained results are described in Sect. 4, and the paper is concluded in Sect. 5.
Materials and methods
this section describes with the details of fundus image acquisition, contrast enhancement of the acquired fundus images using contrast limited adaptive histogram equalization (ClaHE), feature extraction using DWt, choosing the best feature ranking method, aMD risk index computation, and comparison of various supervised classifiers to discriminate normal and aMD classes.
Study subject selection and fundus image acquisition
all the participants in this study were screened and clinically confirmed for aMD at the Department of Ophthalmology, Kasturba Medical College, Manipal, India. after signing an informed consent, a total of 135 patients with aMD and 135 normal subjects were participated in this study. the age group of subjects ranged from 50 to 80 years. the images were acquired from both the eyes using tOPCOn non-mydriatic retinal camera (trCnW200) from the Department of Ophthalmology, Kasturba Medical College, Manipal, India. the images were acquired and labelled by the clinicians. the institute ethics committee has approved the images for research purpose. Several images are taken from each study subjects; however, in this work, five hundred and forty images (normal-270 and aMD-270) are used and all these images are stored in a 24-bit uncompressed JPEg format. the resolution of the image is 480 × 364 pixels.
Preprocessing
the contrast enhancement of the retinal fundus images is performed using ClaHE [34] . Initially, the green band was separated from the red-green-blue (rgB) color fundus image. Further, ClaHE is applied on the green band image. this method separates the images into contextual regions and applies adaptive histogram equalization on the separated regions. Hence, each pixel intensity in the image is mapped to a new intensity value within the display range which is proportional to the pixel intensity rank in the local intensity histogram [34] . this method stretches the grayscale intensity distribution to the whole image, which makes the image features such as blood vessels, optic disk (OD), macula, and drusen are more visible [34] .
Discrete wavelet transform method
Discrete wavelet transform (DWt) analyses a temporal signal in the scale (or frequency) and time dimensions [9] . It is used in several automated disease detection systems such as cardiac arrhythmias [11] , epilepsy [7] , and diabetic neuropathy [14] . It decomposes an image in scale and space dimensions (not time). It is capable of capturing both high-frequency (detail) and low-frequency (approximate) information, and is better at capturing transient or localized features than the fast Fourier transform (FFt). the transfer functions H L and H H are used to define the low-pass and high-pass filters, respectively. the highpass filter output contains detail coefficients, and lowpass filter output contains approximate coefficients. the detail coefficients (D[n]) are obtained using the following equation the approximate coefficients (A[n]) are obtained using the following equation where x[k] is original input signal, k is an integer and n is denoted as sampling factor. the frequency resolution is further increased by cascading the low-and high-pass filter operations where the firstlevel low-pass filter output is fed into the same low-and high-pass filter combination [9] . the above decomposition is repeated recursively, and it is called as Mallat-tree decomposition [9] . Figure 3 shows the two-dimensional DWt structure [9] .
In this work, the normal and dry aMD fundus images are subjected to three-level DWt decomposition using biorthogonal 3.7 mother wavelet [26] . Initially, rows are fed to the low-pass and high-pass filters to obtain H L and H H and these down-sampled images along the columns were fed to both low-pass and high-pass filters to obtain approximation (A 1 ), horizontal (H 1 ), vertical (V 1 ) and diagonal (D 1 ) coefficients, respectively. Figure 4 shows the result of 2D three-level DWt decomposition on normal and dry aMD fundus images. It can be seen from the figure that the subtle changes are visible in the high-frequency sub-bands of dry aMD images.
Feature extraction
Features such as mean, variance, skewness. kurtosis, Shannon entropy, renyi entropy, Kapur entropy, relative energy, relative entropy, probability of energy, entropy, and gini index are computed from the wavelet coefficients. these features are briefly described below. the list of symbols and mathematical notations used in the following equations is explained in the table 2.
Statistical moments
Statistical moments are used to define the probability density function of the wavelet coefficients. the first four-order statistical moments [35] are computed using below equations:
Mean and variance provides the information on the spread or scale of the data distribution [35, 27] .
Skewness is mainly used to measure the shape of a distribution, whether it follows symmetry or not. If the value is zero, the distribution is symmetry [35, 27] .
Kurtosis is mainly used to measure the flatness of the distribution [35, 27] .
Energy and entropy features
Energy is used to define the amount of information present in the image, and entropy is used to measure the uncertainty associated with randomness [32] . In this work, relative wavelet energy (RW Energy ), relative wavelet entropy (RW Entropy ), probability of energy (P Energy ) and entropy (P Entropy ) features were computed on the wavelet coefficients [43] . It can be defined as follows: where Eng
In addition to above-mentioned features, Shannon, renyi, and Kapur entropies were also computed to measure the uncertainty in the wavelet coefficients. the basic idea of the Shannon entropy is the information gain of an event and is inversely related to its probability of occurrence [32, 17] . It can be computed using the following formula [32, 17] renyi and Kapur entropy has high dynamic range in scattering conditions compared to Shannon entropy. It can be computed [32, 17] as follows:
Here, we have chosen α = 3.
the Kapur entropy is a further generalized version of renyi entropy [32, 17] and is given by Here, we have chosen α = 0.5 and β = 0.7.
Gini index
gini index is used to measure the dispersion of wavelet coefficients [30] . It is computed using the formula:
Using the above-mentioned feature extraction methods, a total of 184 features are extracted.
Feature ranking and selection
Feature ranking step is used to select the minimum number of best possible features which can discriminates the two classes [21] . In this work, we have compared five feature ranking methods namely t test, KlD, CBBD, rOC-based, and Wilcoxon ranking methods. t test compares the population means of the two groups to identify the correlation among the features [25] . KlD rank: the features are based on the summation of the divergence measure for each features between normal and dry aMD classes. It has a direct relation with the Bayes error [8] . Chernoff bound provides exponential decay on tail distributions using independent variables. Hence, it is used with Bhattacharyya distance for feature ranking [24] . rOC-based feature ranking selects the features using area between rOC and the random classifier slope [24] . Wilcoxon method is a nonparametric test, which does not assume normal distribution. the features are ranked based on U statistic [25].
aMD risk index
In addition to automated classification, we have formed single-valued index using a combination of ranked features (see Fig. 5 ) extracted from 270 normal and 270 dry aMD images. this index is computed using Eq. (15) such that the combination of the ranked features resulted in unique range for normal and dry aMD classes with maximum separation. Since we noticed a uniform pattern in the selected In this work, we have used five supervised classifiers (nB, Dt, k-nn, Pnn, and SVM) to compare the performance of various ranking schemes. the nB is a simple classifier based on Bayes theorem with independent assumptions between predictors. the posterior probability is calculated by building frequency table for each feature against the class. then, the frequency table is transformed into likelihood table to calculate posterior probability for each class. the class with highest posterior probability is the desired output [24] . In the Dt, complex decision is divided into a union of several simpler decisions that are derived from the training data [38] . k-nn is a simple, nonparametric lazy learning algorithm. It performs classification by computing distance between k-nearest neighbors, where majority vote of its neighbors decides the class. In this work, we have chosen k = 1 [24] . Pnn is a feed forward neural network developed using probability density function based on Parzens' result. It is a three-layer (input, pattern, and summation) network, where summation layer compete transfer function decides the output using distance vector probabilities [13] . the spread (σ) value of the summation layer is obtained using bootstrap [40] approach (varying σ value from 0.01 to 1 with the increment of 0.01). SVM is developed based on statistical learning and uses the essence of structural risk minimization principle. the basic idea of SVM is to find an optimal hyperplane in the high dimensional feature space that can separate the data in the best possible way [16, 24] . In this work, we have evaluated various kernels of SVM such as linear, quadratic, radial basis function
(rBF), and polynomial. the rBF kernel width (σ ) is varied between 0.1 to 5 with the increment of 0.1 using bootstrap [40] method. the optimal spread (σ ) value and rBF kernel width (σ ) for Pnn and SVM classifiers are 0.23 and 4.2, respectively.
Results
In this work, 184 features are extracted using statistical moments, wavelet energy, entropy, and gini index from the wavelet coefficients. Statistical moments capture the shape variations in the images [43] . Energy and entropy measures quantify the uniformity and randomness in the images [43] . gini index measures the dispersion of the wavelet coefficients [30] , which reflects the pixel pattern variation in the normal and dry aMD. the statistical summary (mean ± SD) of features is shown in Fig. 5a-d. the results show that the mean values of all features are low for dry aMD and high for normal. this is due to the presence of drusen and yellow pigmentation in the dry aMD images that changes the pixel patterns. these subtle changes are clearly captured by the extracted features (Figs. 6, 7) . the box plots (Fig. 6 ) also show that the energy values are low for dry aMD and high for normal. the medians of the box plots are significantly different for normal and dry aMD classes.
the group scatter and density estimation plots (Fig.  7) shows that the features are distinct for normal and dry aMD classes. all these plots reveal that the extracted features can discriminate the normal and dry aMD classes with higher accuracy. the extracted features are ranked using five ranking methods (t test, KlD, CBBD, rOC-based, and Wilcoxon) to identify the optimal feature set for the classification task. the ranked features are fed to nB, Dt, k-nn, Pnn, and SVM classifiers using bootstrapping [40] , and each classifier was evaluated using tenfold cross validation to measure the accuracy. Finally, the optimal feature set and ranking method are identified using accuracy measure where the ranking method should maximize the accuracy using minimum number of features (see Fig. 8 ). among these five ranking methods, KlD method used 121 optimum features to achieve highest average accuracy of 93.70 %. the performance of the different ranking methods for different combination of features is shown in Fig. 8 . the performance measures like average accuracy, sensitivity, specificity, and positive predictive value (PPV) are tabulated in table 4 .
the classification results (table 4 and Fig. 8) show that SVM linear kernel obtained highest accuracy (93.70 %) using 121 features ranked by KlD ranking method.
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In this work, the SVM-rBF kernel and Pnn classifier parameters are tuned using bootstrap [40] method to obtain better performance. SVM-rBF kernel yielded the highest accuracy (91.85 %) with σ = 4.9 and Pnn obtained highest accuracy (89.07 %) with σ = 0.32 ( Fig. 9 ) using 121 and 123 ranked features, respectively(table 4). In addition to classification, we have formulated aMDrI to discriminate normal and dry aMD classes. the range (mean ± SD) of aMDrI for the normal and dry aMD classes is 6.539 ± 1.911 and 2.264 ± 0.162 respectively. the values are significantly different for both the classes (Fig. 10) , it is low for dry aMD and high for normal.
Discussion
automated retinal fundus image processing and machine learning methods help in early detection of diabetic retinopathy (Dr), glaucoma, and aMD [39, 42] . In this work, features such as statistical moments, energy, entropy, and gini index are extracted from wavelet coefficients. DWt decomposes the images in both rows and columns using low-and high-pass filters. Hence, it can capture local and global features in the normal and dry aMD fundus images. this DWt property [41] captures the morphological structures of fundus images and also captures the drusen, exudates, and neovascularization [6] . Hence, the extracted features are robust (see Figs. 6, 7) and resulted in highest classification accuracy (see table 4 ).
the results (see table 4) show that SVM linear kernel yielded highest accuracy (93.70 %) with 121 features compared to other kernels and classifiers. However, other kernel functions such as quadratic, polynomial, and rBF provided average accuracies of 88.52, 86.11, and 91.85 % using 30, 11, and 121 features, respectively. the difference in accuracies is approximately 4-7-2 % compared with linear kernel using minimum number of features. It shows that the complex kernels convert the nonlinearly separable features into linearly separable one [20] . Other classifiers such as nB, Dt, k-nn, and Pnn obtained accuracies of 83.70, 84.44, 87.78, and 89.07 %, respectively. Hence, we can infer that the linear kernel achieved highest accuracy in classifying normal and dry aMD classes. We have compared our results with existing automated aMD detection literatures in table 5 and are briefly summarized as follows.
Murray et al. [19] have developed aM-FM-based methods to characterize aMD lesions in retinal fundus images. they used four-scale filterbank and aM-FM-based estimates to characterize the retinal images having soft and hard drusen. their method are tested using both synthetic and aMD retinal images. However, the accuracy of their method is not reported. their method can be used to encode the aMD lesions with certain frequency component.
Soliz et al. [28] have presented a novel approach for extracting image-based features to discriminate aMD in retinal fundus images. Initially, the images are categorized into 12 drusen phenotypes. the features are extracted from these phenotypes using ICa. Further, the phenotypes are classified by partial least square regression using ICaderived features. their approach achieved 100 % accuracy using 12 images. to train their algorithm, independent components of drusen need to be selected using region of interest (rOI) at different scales. Barriga et al. [2] have proposed aM-FM-based multiscale features to characterize intensity variations in the normal and aMD images. the dimension of the aM-FM features is reduced using principle component analysis (PCa) and obtained the classification accuracy of more than 90 % using Mahalanobis distance. their method encodes the aMD lesions with certain frequency component and train their algorithm hard and soft drusen, vessels, and background needs to be selected by the trained grader.
Hijazi et al. [33] have proposed two-stage CBr technique that is applied to the histogram of the retinal image to detect aMD. their approach involves two stages: (1) case base generation and (2) classification of unknown image. their algorithm achieved a mean sensitivity of 82 %, specificity of 65 %, and accuracy of 75 % compared with graders observation. the anatomical structures such as OD and retinal blood vessels need to be removed before applying their method.
the instantaneous frequency (IF) and instantaneous amplitude (Ia) of aM-FM is used in [1] for automated Dr and aMD detection. Initially, the green channel is separated from rgB color image and 140 × 140 pixels rOI is chosen for aM-FM decomposition. the features such as statistical moments and histogram percentiles are extracted from the decomposed images. the extracted features are fed to partial least square method the discriminate Dr and aMD. their algorithm is tested on two datasets namely retina Institute of South texas (rISt) and University of texas Health Science Center in San antonio (UtHSCSa) and obtained area under receiver operator characteristics curve (aUC) of 0.84 and 0.77, respectively. their method encodes the aMD lesions such as drusen, abnormal pigmentation, and geographic atrophy (ga) with certain frequency component.
Cheng et al. [31] have proposed an automated aMD detection system using BIF. Initially, center of the macula is located using particle tracing algorithm. Further, BIF features are computed around the center using 5 × 5 grid. these features are fed to the SVM classifier to diagnose aMD. their method obtained a sensitivity of 86.3 % and specificity of 91.9 %. Before applying their method OD, blood vessels and fovea need to be segmented.
Hijazi et al. [29] have presented spatial histograms and hierarchical image decomposition methods to differentiate normal and aMD images. Spatial histogram method generates signature histogram using shape and texture information of the normal and aMD images. these histogram features are fed to CBr and DtW approaches to classify normal and aMD classes. Hierarchical decomposition provides collection of trees, and frequently occurring sub-trees are identified using weighted frequent subgraph mining algorithm. Further, these trees were fed to SVM classifier to discriminate normal and aMD classes. their method yielded an accuracy of 74 and 100 % using spatial histograms and hierarchical image decomposition methods, respectively. authors have improved the classification accuracy by removing the retinal anatomy such as OD and blood vessels. also, their method do not require to locate and segment drusen.
the WFSg mining algorithm is used in [23] to develop automated aMD grading system. During preprocessing, the gray-level images are subjected to histogram specification and equalization to normalize the color and contrast. Further, quadtree-based image decomposition is used to extract features. these features are fed to SVM and nB classifiers to discriminate normal and aMD classes. their method yielded an accuracy of 99.6 and 78.7 % using SVM and nB classifiers, respectively. the classification accuracy of their method can be improved by removing the blood vessel.
the salient features of the proposed framework are summarized below:
1. the proposed system does not require any segmentation such as retinal anatomy and abnormal lesions. 2. Compared to available literatures reported in table 5, our aMD detection system shows the highest average accuracy of 93.70 %, sensitivity of 91.11 %, and specificity of 96.30 % using 540 images. 3. the proposed system is evaluated over tenfold cross validation. 4. the significance of the features is evaluated using five ranking methods, and the discrimination ability is tested using five supervised classifiers; hence, the obtained results are robust and reproducible. 5. In this work, we used multiresolution analysis for feature extraction and hence captures subtle variations in the image pixels and provided the highest accuracy (see tables 4, 5). 6. the devised integrated index (aMDrI) is distinct for normal and dry aMD classes (see Fig. 10 ); hence, it can help the clinicians in faster and accurate screening of disease. 7. the proposed framework can be extended to diagnose Dr, maculopathy, and glaucoma diseases also. 8. the execution time of the optimal system for feature extraction (image data size = 540), training (tenfold), and testing (tenfold) is 87.5131, 0.323, and 0.2692 s, respectively, using Intel i7-4770 3.47 gHz processor, 16 gB 1600 MHz Cl9 DDr3-raM, and MatlaB 2012b computational environment. Hence, our proposed system is fast and less complex.
Conclusion
In this work, an automated aMD detection system is proposed using DWt and feature ranking framework. the statistical moments, energy, entropy, and gini index features are extracted on DWt coefficients to capture the minute changes in the normal and dry aMD images. the t test, KlD, CBBD, rOC-based, and Wilcoxon ranking methods are evaluated to rank the features, and subsequently, features were nested for automated classification. a set of supervised classifiers are used on the nested features to obtain the maximum classifier performance with minimum number of features. the SVM classifier with linear kernel yielded an average accuracy of 93.70 %, sensitivity of 91.11 %, and specificity of 96.30 % using 121 optimal features over tenfold cross validation. Hence, this system can be used as an adjunct tool for aMD screening. Moreover, the developed integrated index aMDrI discriminates normal and aMD fundus images accurately using a single number. Hence, it may help the clinicians to make faster decisions during mass screening of the disease. the proposed system was evaluated using 540 images and can be further tested using more diverse images to evaluate the robustness of the system.
