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Abstract
We consider the fundamental problem of waking up n processors sharing a multiple access channel.We assume the weakest model
of synchronization, the locally synchronous model, in which no global clock is available: processors have local clocks ticking at
the same rate, but each clock starts counting the rounds in the round in which the correspondent processor wakes up. Moreover,
the number n of processors is not known to the processors. We propose a new deterministic algorithm for this problem in time
O(n3log3n), which improves on the currently best upper bound of O(n4log5n).
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the following model of multiple access channel, taken as the basis for theoretical studies on radio
networks, satellite channels, serial bus communication networks. There are n processors (stations) sharing a common
communication channel. The communication system is synchronous, in the sense that the processors send messages in
rounds. Once a message is written on the channel, the message is broadcast to all other processors. Unfortunately, since
the channel is shared by all processors, a collision among several processors attempting to write in the same round
might occur. Precisely, the channel has the following property: a message is written successfully on the channel in a
given round (and therefore heard by all processors) if and only if exactly one processor sends a message in that round
(Fig. 1).
Moreover, we assume that the processors have no possibility of collision detection, that is, if more than one processor
(or no processor at all) send in the same round, then nothing is heard by the other processors, so making it impossible
to distinguish between multi-transmission and absence of transmission. Formally, if  is the number of processors that
transmit in a given round, three cases may happen:
(1)  = 0: In this case, of course, no message is written on the channel.
(2)  = 1: The message is written successfully on the channel and therefore heard by every processor.
Work supported in part by the European RTN Project under contract HPRN-CT-2002-00278,COMBSTRU.
∗ Corresponding author. Tel.: +39 089 965301.
E-mail addresses: demarco@dia.unisa.it (G. De Marco), marco.pellegrini@iit.cnr.it (M. Pellegrini), giovanni.sburlati@iit.cnr.it (G. Sburlati).
0166-218X/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2006.08.009
G. De Marco et al. /Discrete Applied Mathematics 155 (2007) 898–903 899
channel
Fig. 1. A multiple access channel with n = 7 processors.
(3) > 1: In this case, the  simultaneous transmissions interfere with one another (a collision occurs) and therefore
no message is written successfully on the channel.
It is clear that when no collision detection mechanism is available to the processors, cases (1) and (3) are completely
undistinguishable.
A central issue is the measurement of time. Usually two extreme models are considered: the globally synchronous
and the locally synchronous model. In the ﬁrst model all the processors have access to a global clock. This implies that
when a processor wakes up, it can see the current round number ticked by the clock. In the weaker locally synchronous
model, each processor has its own local clock. This means that although the communication is synchronous (i.e. all the
clocks tick with the same rate) there is no global round number. Each clock starts counting the rounds in the round in
which the correspondent processor wakes up, without knowing anything about the other round numbers. In this paper,
we adopt the weaker locally synchronous model.
Finally, a crucial assumption is whether the processors using the shared channel are aware of the total number n of
processors sharing the channel, or some polynomially related upper bound to such number. When such number n is
known, much faster algorithms are possible. In keeping the line of using the weakest possible model, we assume such
number to be unknown to the processors.
1.1. The problem
One of the major problems in distributed computing is the wakeup problem that consists of having a subset of
processors that spontaneously awakes and has to inform all the other processors about the beginning of the computation.
This problem assumes particular importance in the locally synchronous model. Indeed, as already mentioned, once one
of the processors manage to send successfully its message on the channel, the message is heard by all other processors.
This characteristic can be exploited to allow the processors of a locally synchronous model to switch to the often more
desirable globally synchronous one. In fact, assume that at a given round all processors hear the message sent by one of
them. Starting from this round, all processors can begin to count the successive rounds with the same numbers 1, 2, . . . .
That means a global clock has been created. This allows the processors to use simple communication collision-free
protocols such as time division multiplexing (TDM), in which the principle is to assign each processor a round in which
the processor can transmit (which is possible only if a global clock is available).
An algorithm for the wake up problem is a collection of n transmission schedules, one for each processor, such that
one of the processors eventually transmits successfully to the channel, therefore waking up every processor. This will
happen in the ﬁrst round at which exactly one processor sends a message.
The problem is to design an algorithm that wakes up the system as fast as possible. The difﬁculty comes from the
fact that the algorithm has no control on the processors that spontaneously can wake up at any moment during the
execution, therefore disturbing the communication. In other words, we assume to be playing against an adversary who
controls which processors wake up and when. The time complexity is measured by the time elapsed from the round
in which the ﬁrst processor woke up to the round in which a processor sends successfully on the channel, therefore
waking up all the system.
The wakeup problem addressed in this paper, as will be discussed in the next subsection, has been introduced in [13]
and can be stated formally as follows.
Deﬁnition 1.1 (wakeup problem). We are given a multiple access channel with n processors, where the parameter n is
not known by the processors. Assume there is no global clock (locally synchronous model) and no collision detection
mechanism. Suppose that processors spontaneously and independently can wake up at any moment. Let 0 be the ﬁrst
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time slot such that some processor is woken up. Assign n transmission schedules, one for each processor, such that
there exists a time slot 1 such that exactly one processor (among the awaken processors at 1) sends a message at 1.
The aim is to assign the transmission schedules in such a way to minimize 1 − 0.
1.2. Related work
Multiple access channels include many network systems such as Aloha multi-access systems, local area Ethernet
networks, satellite communication systems, packet radio networks that have been studied extensively in the literature
[2,23]. In some of these models it is frequently assumed that a collision detection mechanism is available. As already
mentioned, such a tool allows the transmitting processors to detect if its message has collided and therefore simpliﬁes
the wakeup problem. When collision detection is not available, the collisions must be resolved (collision resolution)
by establishing a schedule of access to the shared communication channel that allows messages to be successively sent
on the channel with as little delay as possible.
Collision detection and resolution, and access management algorithms were studied mainly assuming a known
probability distribution on the arrival rate of messages at the different processors (see e.g. [12,14,17]). Moreover, in
these contexts the wakeup problem, as deﬁned in this paper, is not considered.
As already anticipated, when collision resolution is not available, but there is a global clock, one of the simplest
schedule to resolve conﬂicts is the TDM protocol. This means that when there are n processors, then n time slots will
be needed. This becomes very inefﬁcient when the number of awaken processors is very small compared to n.
Komlós and Greenberg [22] were the ﬁrst to consider a typical situation when a subset of k among n processors are
awaken and have messages, and all of them need to be sent to the channel successfully as soon as possible. The fact that
in their case all of the messages must be sent on the channel (contrasted with our wake up problem) does not mean a
real difference with our situation, since their algorithm, stopped at the ﬁrst successful message sent, is actually a wake
up algorithm. On the other hand, there are strong differences with our case given by the fact that in [22] the number k
of awaken processors is ﬁxed and a global clock is available. They showed how to solve the problem deterministically
in time O(k + k log(n/k)), where either n or k is known. A lower bound of (k(log n)/(log k)) was then proved by
Greenberg and Winograd [15].
The work of [22] is, to the best of our knowledge, the ﬁrst that shows how to exploit deterministically the fact that
any processor that has already transmitted successfully its message on the channel, will not transmit in the subsequent
time slots, therefore avoiding to interfere with the other processors that still have to transmit.
The issues discussed in [22] are also important for their relationswith CodingTheory, in particular with combinatorial
structures like superimposed codes [11,21] and its applications to combinatorial group testing. The reader interested
can refer to the excellent book of Du and Hwang [9] (specially Chapters 4 and 5) for a more detailed study of the
implications involved, and to the works of Indyk [18] and De Bonis and Vaccaro [6] for recent developments and
generalizations.
Ga¸sieniec et al. [13] were the ﬁrst to consider the problem of waking up a multiple access channel with n processors
in the synchronous setting when the number of awaken processors is not ﬁxed, but can be any non-decreasing function
of the time. In [13] many variations of synchrony and knowing assumptions are studied.
The authors of [13] considered both deterministic and randomized algorithms. For the deterministic case, which is
the topic of the present paper, their result can be summarized as follows. In the globally synchronous model, when the
size n is known to processors, they show an optimal deterministic algorithm that in time n solves the wakeup.
In case of unknown n, they construct a deterministic wakeup algorithm working in time 4n in the worst case.
Under the locally synchronous model with known n, they provide a deterministic O(n2 log n) algorithm. They also
show that even when n is known, every deterministic algorithm requires time at least (1 + )n, for some > 0, in the
worst case.
In the locally synchronous model when n is unknown, they propose a deterministic algorithm working in time
O(n4log5n).
As for the randomized solutions (not discussed here), recent important improvements have been provided by Jurdin´ski
and Stachowiak [20].
The wakeup problem has been studied also in the more general framework of multi-hop radio networks, i.e., net-
works where collisions can occur at any node in the underlying communication graph. In this context, the multi-
ple access channel considered in the present paper corresponds to the particular case of single-hop radio network.
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Recent developments for the wakeup in multi-hop radio networks can be found in [3–5], where the authors consider the
locally synchronous model where the topology of the communication graph is unknown, but the nodes know the size
n of the network (or an upper bound on it). In particular, the results in [4] imply an O(n2 polylog n) upper bound on
the wakeup for the multiple access channel, successively reﬁned to O(n polylog n) in [3], where  is the maximum
in-degree of the network. This seems to conﬁrm that knowing n is critical for the performance of such mechanisms in
the locally synchronous model.
1.3. Our result
We consider the wakeup problem on multiple access channel in the weakest model for the deterministic setting:
locally synchronous model with unknown n. We propose a new deterministic algorithm that completes the wakeup in
time O(n3log3n) in the worst case. This is an improvement over the previous O(n4log5n) algorithm presented in [13]
and it is based on a different approach.1 Since the bound O(n3log3n) depends on a result in Number Theory (Theorem
2.3 below) which probably is not tight (see our remark at the end of Section 4), actually the bound provided by our
new algorithm might be improved.
2. Preliminaries
In this section we recall some well known results in Number Theory that will be used in the analysis of our algorithm.
Throughout the paper the ith prime number will be denoted pi . The prime counting function (n) is the function giving
the number of primes n.
The Prime Number Theorem gives an asymptotic form for the prime counting function.
Theorem 2.1 (prime number theorem).
(n) ∼ n
ln n
(Equivalently, pn ∼ n ln n)
We have used the asymptotic notation ∼ as deﬁned in [16]: in other words, the Prime Number Theorem tells us that
the limit of the quotient of the two functions (n) and n/ ln(n), as n approaches to inﬁnity, is 1.












Chebyshev [16, p. 341] gave the following bound for (n).
Theorem 2.2 (Chebyshev’s bound on (n)).
(n)< 2n ln 2 for all n1.
Jacobsthal’s problem is to estimate, for a given r, the maximum length of a sequence of consecutive integers, each
divisible by one of r arbitrarily chosen primes. For references and history on this problem, see [10]. Iwaniec [19] proved
the following important result.
Theorem 2.3 (Iwaniec [19]). Foranypositive integer r, letC(r)denote themaximal length of a sequence of consecutive
integers each divisible by at least one of r arbitrarily ﬁxed primes. Then
C(r) ∈ O(r2ln2r) (r → +∞).
We will also use the following well known result.
1 A preliminary version of the present paper in [8] reports a bound of O(n4log3n).
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Theorem 2.4 (Chinese Remainder Theorem). Let m1, . . . , mr be pair-wise relatively prime positive integers. Let M =
m1, . . . , mr and let a1, . . . , ar , A be integers. Then there is exactly one integer a such that Aa <A + M satisfying
a ≡ ak(mod mk) ∀k, 1kr .
3. Wakeup in the locally synchronous model with unknown n
Here we consider the weakest model: there is no global clock available and the size n of the system is not known;
each processor knows its own ID number, all ID numbers are distinct.
3.1. The new upper bound
Algorithm FAST_WAKEUP: For each j ∈ N, let pj be the jth prime number. Each processor i transmits immediately
when it is woken up, and successively it transmits exactly pi time units after its last transmission.
Theorem 3.1. Algorithm FAST_WAKEUP wakes up a system of n processors in time O(n3ln3n).
Proof. In order to measure the time necessary to wake up the system, we will often refer our calculation to a global
time t to mean the tth time unit after the ﬁrst processor has woken up. Of course, this time (unknown to the processors)
does not have to be confused with the local times. For each integer i with 1 in, ai is the time at which the processor
labelled i wakes up (ai = +∞ if the ith processor does not wake up during the whole process).
We call W the set of the labels of the processors that wake up in the process (i.e. W ={i : (1 in)∧ (ai <+∞)}).
Following the algorithm, it is easy to verify that any processor i transmits at a generic time xai if and only if
x ≡ ai(mod pi).
Let ak (with 1kn) be a generic time unit at which some processor k wakes up; we want to ﬁnd a time unit xak
at which processor k transmits and for any i ∈ W, i 
= k, 1 in processor i does not transmit. A sufﬁcient condition
for this to happen is
{
x ≡ ak(mod pk),
x /≡ ai(mod pi) ∀i ∈ W, i 
= k, 1 in.
Let us set N =p1p2...pn. From Theorem 2.2 it follows that∑1 in lnpi <pn ln 4. Therefore, N < 4pn and, since
by Theorem 2.1 pn ∈ O(n ln n), we must have N ∈ 4O(n ln n). By Theorem 2.4 there exists at least a y in the range
1yN satisfying
y ≡ ak − ai(mod pi) ∀i ∈ W, 1 in; (1)
in particular, for i = k we obtain y ≡ ak − ak ≡ 0(mod pk).
Consider the integer y′ = y/pk; by Theorem 2.3 there exists a non-negative ′ ∈ O(n2ln2n) such that y′ + ′ is an
integer, say r, which is co-prime to N. We can then write
y/pk + ′ = r with ′ ∈ O(n2ln2n) and gcd(r; N) = 1. (2)
Let  = pk′, multiplying the two members of (2) by pk gives y +  = pkr . Since pkpn, pk lies in O(n ln n).
Therefore,
 ∈ O(n ln n) · O(n2ln2n) = O(n3ln3n).
Since y satisﬁes all the congruences of system (1), from the equality y +  = pkr we can deduce that
∀ i ∈ W with 1 in, ak − ai +  ≡ pkr(mod pi),
i.e.
∀i ∈ W with 1 in, ak +  ≡ ai + pkr(mod pi). (3)
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Recalling that gcd(r; N) = 1 (and then pi does not divide r for any i with 1 in), the congruences in (3) imply{
ak +  ≡ ak(mod pk),
ak +  /≡ ai(mod pi) ∀i ∈ W, i 
= k, 1 in.
This means that once any processor, say k, wakes up at any time ak , it will deﬁnitely produce a successful transmission
within O(n3ln3n) time units. Since W includes all processors that can be woken up during the whole process, no other
processor can interfere with such a transmission. This completes the proof. 
4. Conclusion and further research
In this paper, we have shown an upper bound of O(n3ln3n) on the time for waking up deterministically a locally
synchronous multiple access channel of n processors, when n is unknown to the processors. The best lower bound for
this problem is (1 + )n, for some > 0, proved in [13].
Hence, the main question left open by the present paper is to narrow the (still huge) gap between upper and lower
bound. To this aim it is useful to remark that our O(n3ln3n) upper bound given in Theorem 3.1 depends essentially on
the O(r2ln2r) upper bound of Theorem 2.3. Such an upper bound probably is not optimal: in [19] Iwaniec cites the
open question raised by Jacobsthal about the validity of the stronger upper bound O(r2). If this latter bound holds, the
arguments used in the proof of Theorem 3.1 would lead to the result O(n3 ln n) instead of O(n3ln3n).
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