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Conditional independence is an important concept in probability theory and a widely
used assumption in economic and financial modeling. It encompasses many important
hypotheses in econometrics and statistics, such as Markov property, Granger causali-
ty, missing at random and exogeneity, and plays important roles in both econometric
theories including parameter estimation as well as model specification and empirical
applications such as data processing and economic forecasting. Therefore, studying on
the test of conditional independence will contribute to develop new econometric tests
about some related hypotheses, enrich and improve the existing literature and further
provide more reasonable and reliable tools for empirical applications.
A great quantity of economic and financial theories and real data indicate the non-
linear relationship among most of variables. Since t and F tests will miss many im-
portant nonlinear phenomenons which generally exist in economic system, they are
no longer applicable in nonlinear framework. To capture linear and various nonlin-
ear relationships simultaneously, some literature tests conditional independence using
nonparametric approach. However, these tests either suffer from severe curse of di-
mensionality problem, or do not have pivotal limiting distribution, and therefore could
not be used in empirical studies conveniently. Considering the shortcomings of exist-
ing literature, this dissertation proposes a model-free test for conditional independence
based on characteristic function and nonparametric regression approach and construct-
s a class of derivative tests gauge possible sources of conditional dependence. These
tests have higher convergence rate and better finite sample performance than existing
literature. Furthermore, this dissertation also applies these tests to study the relation-
ships between economic and financial variables. Specifically, the contributions of this
dissertation could be summarized as follows:
Firstly, by taking Fourier transformation of the conditional densities, this disser-
tation proposes a model-free test for conditional independence based on characteristic
functions. Thanks to the use of nonparametric regression approach, conditional char-
acteristic functions and the representation of the null hypothesis, which only relates to
densities conditional on conditional variables, our test can detect a class of local al-
ternatives that converge to the null hypothesis at a faster rate than most of the existing
tests in the literature, such as Su and Spingler (2013), Su and White (2007, 2008, 2013),
Huang (2010), Bouezmarni and Taamouti (2012), Bouezmarni et al. (2012). That is,














verge to the null hypothesis at a faster rate. Moreover, in contrast with Su and White’s
(2012) test, which is only pivotal for independence and martingale difference sequence
observations, our test has a convenient asymptotic standard normal distribution under
β mixing conditions. As a results, our test is applicable in both cross-sectional and
time series contexts, and has extensive applications in comparison with Lin and Gozalo
(1996), Delgado and González-Manteiga (2001) and Su and Spingler (2013), which is
only applicable in cross-sectional data.
Secondly, unlike many nonparametric tests of conditional independence (e.g. Su
and White, 2007), we use a single bandwidth rather than two different bandwidths in
estimating both the conditional joint and marginal characteristic functions. As a re-
sult, nonparametric estimation errors of the conditional joint and marginal characteris-
tic functions jointly affect the asymptotic distribution of our test statistic. Although this
renders it more challenging to derive the asymptotic distribution of our test, it signifi-
cantly improves the size performance of the proposed test in finite samples and avoids
difficulties in choosing multi-bandwidths. Monte carlo simulation study shows that our
tests have reasonable size using asymptotic critical values. It does not seem to be neces-
sary to use bootstrap for our test, which is practically appealing because nonparametric
bootstrap is very time consuming.
Thirdly, by differentiating our test statistic of conditional independence with re-
spect to auxiliary parameters at the origin up to various orders, this dissertation first-
ly proposes a class of useful derivative tests to gauge possible sources of conditional
dependence, which allow researchers to detect possible sources of rejection under a
unified framework. Specifically, taking the first order partial derivative with respect to
one auxiliary parameter, our test is a model-free test for omitted variables. This test
is not only more powerful and has better finite sample performance than Fan and Li
(1996), Lavergne and Vuong (2000), Aı̈t-Sahalia et al. (2001), but also is applicable
in both cross-sectional and time series contexts. Compared with Granger’s (1969) F
test, this test could capture linear and various nonlinear Granger causality in mean si-
multaneously, and therefore is more reliable in testing Granger causality in mean under
the nonlinear framework. In addition, by taking the first order partial derivatives with
respect to two auxiliary parameters, this test yields a nonparametric test of conditional
uncorrelatedness, whereas taking the second order partial derivatives yields a nonpara-
metric test of conditional heteroscedasticity. In contrast with Hong (1997), Hong and














setting nonparametric conditional mean and conditional variance models.
Finally, to show the significant value of our theoretical results, this dissertation
applies the test statistic of conditional independence and the derivative tests to study
relationships between various economic and financial variables, including nonlinear
Granger causalities between China’s output and money, the influence of money over-
hang to different sectors of industry, the Markov property of stock price index and
interest rate, and the spillover effect in exchange rate market. On the one hand, our
studies highlight the comparative advantages of our tests by documenting some nonlin-
ear relationships which are ignored by the traditional Granger causality test and Su and
White’s (2007) test and provide justification on necessity of modeling the relationships
of economic and financial variables via nonlinear models. On the other hand, we al-
so obtain several interesting conclusions, such as the bidirectional asymmetric Granger
causality relationships between China’s money and output, the different effects of mon-
ey overhang on various sectors of industry, the violation of Markov property of stock
price index and interest rate as well as the existence of nonlinear spillover effect in
exchange rate market. These conclusions may be helpful in building proper econo-
metric models and provide valuable reference to decision makers in making reasonable
economic policies.
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