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Abstract. Additivity plays a key role in program analysis. It is the basis for de-
signing Galois connection based abstract interpretations, it makes a Data-Flow
Analysis (DFA) problem easy being convertible into a Kildall’s general form,
and provides a lattice-theoretic model for disjunctive analysis. In this paper we
consider reversible transformers respectively making any monotone function ad-
ditive and maximally non-additive. We show that, under non restrictive hypothe-
sis, these transformers exist and that they provide a theoretical foundation for the
obfuscation of DFA.
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1 Introduction
Additive functions play a key role in programming languages and systems. They pro-
vide a model for transfer functions in what is known as distributive framework in Kil-
dall’s Data-Flow Analysis (DFA) [22], they provide order-theoretic models for predi-
cate transformers in program and system verification methods such as a la Hoare ver-
ification logic, model checking and trajectory evaluation, and they constitute one of
the key ingredients in Galois-connection based abstract interpretation [6]. In this latter
case, additivity provides both the essence in having a Galois connection [9] and in case
of both adjoint functions are additive, the essence of having a disjunctive analysis [17].
Functions can be modified by other functions, later called transformers. Modifying
functions in order to obtain their additive counterparts, and conversely modifying them
in order to make them maximally non-additive, provides an in-depth understanding of
the role of additivity in programming languages and systems, unveiling how much of
our understanding of programs and their semantics depends on additivity. For this rea-
son we consider two basic transformers that return respectively the residuated approxi-
mation and the residuated ceiling of a given function f . The residuated approximation
of a function f is the additive function that is closest to f [1], while the residuated
ceiling of f is the largest function with the same residuated approximation of f . Thus,
the residuated approximation of f represents the least modification of f in order to in-
duce additivity, while the residuated ceiling of f represents the largest modification of
f with the same residuated approximation. We prove that under non restrictive hypoth-
esis these two transformers exist and can be computed easily for arbitrary functions on
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completely distributive lattices. This generalizes a previous result on closure operators
[16, 17] to arbitrary functions.
We apply these transformations to static program analysis by showing that these
transformers provide simple methods for understanding some known code obfuscation
strategies defeating DFA in the distributive framework. Obfuscating a program with re-
spect to an analysis corresponds to deform the program in such a way that a maximum
loss of precision is induced in the analysis [14]. When considering the obfuscation of
a distributive DFA, this corresponds precisely to deform the transfer function of a pro-
gram P in order to make it maximally non-additive. We show that this can be modeled
precisely as the residuated ceiling of the semantics of P. The proposed application of
the residuated ceiling to code obfuscation is language independent, and relies upon pure
lattice-theoretic arguments on program semantics and analysis.
The paper is structured as follows: Section 2 recalls some background notions from
lattice theory. In Section 3 we summarize the previous results on the transformers that
modify functions in order to gain or loose additivity. We study the existence if these
transformers by generalizing a previous result on closures. Section 4 shows how these
transformers can implement an obfuscating algorithm defeating DFA for imperative
programs.
2 Background
Mathematical notation. The notation (C,≤) denotes a poset C with ordering relation
≤C , or when no confusion entails, simply ≤. The down-set of x in C is defined to be
↓ x := {y ∈ C | y ≤ x}. For S ⊆ C, we define ↓ S = ⋃s∈S ↓ s. A function f : C → C
is monotone if x ≤ y implies f (x) ≤ f (y) for all x, y ∈ C. For a function f : C → A
between two posets, the function f −1 : A → C is defined as f −1(↓a) := {c ∈ C | f (c) ≤
a} for a ∈ A. For two functions f , g : C → A, f v g denotes the pointwise ordering
between f and g, i.e., f (x) ≤A g(x) for all x ∈ C, in this case we say f is under g.
Given two functions f : C → B and g : B → A between posets A, B and C, we use
g ◦ f : C → A to denote the composition of functions f and g, i.e., g ◦ f (x) := g( f (x))
for x ∈ C. Let f : C → A and g : A → C be monotone functions between two
posets C and A; thus the pair functions ( f , g) is a monotone Galois connection (alias a
residuated-residual pair), for short a Galois connection, iff, for all c ∈ C and all a ∈ A,
f (c) ≤A a ⇔ c ≤C g(a), or equivalently c ≤ g ◦ f (c) for all c ∈ C, f ◦ g(a) ≤ a for all
a ∈ A, and for any a ∈ A, there exists c ∈ C such that f −1(↓a) = ↓c.
A complete lattice is denoted by (C,≤,∨,∧,>,⊥) with ordering relation ≤, least up-
per bound ∨, greatest lower bound ∧, top element > and bottom element ⊥. A complete
lattice C is completely distributive if it satisfies, for all index sets I and for all sets of se-
lection functions sets F where f (i) is some element in non-empty set S (i) for each i ∈ I,∨
i∈I
∧
s∈S (i)
xi,s =
∧
f (i)∈F
∨
i∈I
xi, f (i). For example, the power set lattice (℘(X),⊆) for any set X is
a completely distributive lattice [12]. It is infinitely (join) distributive if it satisfies that
x ∧ (∨ Y) = ∨
y∈Y
(x ∧ y) for all x ∈ C and Y ⊆ C. x << y if for any chain D ⊆ C: y ≤ ∨ D
implies there exists d ∈ D such that x ≤ d. An element x ∈ C is compact if x << x. The
set of compact elements in a complete lattice C is denoted K(C). C is algebraic if it is
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complete and for any x ∈ C: x = ∨(↓ x∩K(C)) [18]. Dual-algebraic lattices are defined
by duality. In algebraic lattices, every element can be generated from compact elements
by disjunction. A function f : C → A between two complete lattices is additive (resp.
co-additive) if, for any X ⊆ C, f (∨C X) = ∨A f (X) (resp. f (∧C X) = ∧A f (X)).
3 Inducing and removing additivity
In this section we follow Andre`ka et al. [1] introducing the notion of residuated approx-
imation of a generic monotone function on complete lattices and consider the case when
residuated approximation is join-uniform [16], guaranteeing the existence of residuated
ceilings.
Residuated approximation: making functions additive. It is easy to see that there
exists the largest additive function ρ f under a monotone mapping f : C → A where
C and A are complete lattice, formally ρ f :=
∨{g : L → Q | g is additive and g ≤ f }.
Following Andre`ka et al. [1] we call the function ρ f the residuated approximation of f .
They introduce a function σ f : C → A, called the shadow of f , that for any c ∈ C is
defined as follows:
σ f (c) :=
∧
{a ∈ A | c ≤
∨
f −1(↓a)}
In [1] the authors prove that ρ f ≤ σ f ≤ f and that σ f is monotone. Su et al. [13] define
the umbral mappings σ(α)f of f : for any ordinal number α,
σ(α)f :=

f , α = 0,
σσ(α−1)f
, for a successor ordinal α,∧
β<α
σ
(β)
f , for a limit ordinal.
They also proved that: (1) f ≥ σ f ≥ σ(2)f ≥ ... ≥ ρ f , (2) there exists a least ordinal
α such that σ(α)f = ρ f , and (3) as the ordinal number α becomes larger, the decreasing
sequence σ(α)f converges to ρ f . The least ordinal number α in point (2) is called the
umbral number, u f , of f . Point (3) shows that the residuated approximation ρ f of f can
be calculated by iteration of the shadow of f and the least iteration number is u f . Of
course u f might be larger than 1. The efficiency of the iterative computation of umbral
mapping is measured by the iterative number u f . Andre´ka et al. prove a theorem in [1]
which implies the following proposition.
Proposition 1. Let f : C → A be a monotone mapping between two complete lattices.
If A is completely distributive, then u f = 1, i.e., σ f = ρ f .
Residuated ceilings: removing additivity. Let us consider the problem of removing
additivity by considering the largest function having the same residuated approxima-
tion of a given (additive) function. Following [16], a function f : C → C on a complete
lattice C is join-uniform if for any nonempty subset S ⊆ C, if all the elements of S are
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mapped by f to some c, then
∨
S is mapped by f to c. We note that a monotone func-
tion f is join-uniform if and only if f (
∨
f −1(↓ f (x))) = f (x) for all x ∈ C, i.e., there is a
largest element of C mapping to f (x) for all x ∈ C. The residuated approximation of this
function collapses to the given (additive) function if and only if the residuated approxi-
mator is join-uniform. Let C be a complete lattice. An element x in C is completely join-
irreducible if x =
∨
S for S ⊆ C implies that x ∈ S . Let JI(C) be the set of completely
join-irreducible elements in C, i.e. JI(C) := {x ∈ C | ∀S ⊆ C, x = ∨ S ⇒ x ∈ S }. An
element x in C is completely join-reducible if there is S ⊆ C such that x = ∨ S and
x < S . It has been proved that when C is a dual-algebraic complete lattice. Then, for all
x ∈ C, it holds that x = ∨((↓ x) ∩ JI(C)) [3]. We need the following two results in or-
der to characterize the residuated approximation of a function in terms of the elements
join-irreducible.
Lemma 1. Let C be an infinitely distributive complete lattice and let S ⊆ C. If x ≤ ∨ S
and x ∈ JI(C), then x ∈ ↓S . Hence (↓S ) ∩ JI(C) = (↓∨ S ) ∩ JI(C) holds.
Lemma 2. Let f : C → A be a monotone mapping from an infinitely distributive
complete lattice C to a complete lattice A. Then, for all x ∈ JI(C), f (x) = σ f (x) =
ρ f (x).
The following Theorem provides a setting in which there is a much simpler formula for
the shadow. Moreover, in this setting the shadow of a monotone function f is, in fact,
the residuated approximation of f . Thus, in this setting, we have a quite simple formula
for calculating the residuated approximation of f . Recall that, if f is a function with
domain C and S ⊆ C, then f (S ) := { f (s) | s ∈ S }.
Theorem 1. Let f : C → A be a monotone mapping from a dual-algebraic infinitely
distributive complete lattice C to a complete lattice A. Then, for all x ∈ C,
ρ f (x) = σ f (x) =
∨
f ((↓ x) ∩ JI(C))
LetMC,A denote the complete lattice of all monotone functions between the com-
plete lattices C and A, where functions are ordered by the usual pointwise ordering. The
residuated approximator ρ : MC,A → MC,A is a transformer that computes the residu-
ated approximation of a given monotone function f , i.e., ρ( f ) := ρ f . Given a function
f ∈ MC,A, we define the residuated ceiling of f as the largest function that has the same
residuated approximation of f :
ω f :=
∨
{ g ∈ MC,A | ρ(g) = ρ( f )}
This gives rise to another transformer ω : MC,A → MC,A called the residuated ceiling
defined by ω( f ) = ω f , for each f ∈ MC,A. Observe that the residuated approximator
ρ is join-uniform if and only if for every monotone function f : C → A we have that
ρ(
∨{g ∈ MC,A | ρg = ρ f }) = ρ f , i.e., ρ(ω f ) = ρ( f ).
Theorem 2. Let C be a dual-algebraic complete lattice and A be a complete lattice. If
C is infinitely distributive, then ρ is join-uniform.
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In the setting of the last Theorem, we see thatMC,A can be partitioned into intervals
[ρ f , ω f ] in such a way that the transformers ρ and ω exchange the bounds of each of
the intervals [ρ f , ω f ] in the sense that ρ(ω f ) = ρ f and ω(ρ f ) = ω( f ). In this sense,
they are reversible transformers. The following example demonstrates that ω need not
be join-uniform if it were to be defined on AC (all functions from C to A). This is the
reason we restrict the definition of ω toMC,A.
Example 1. Let C be the complete boolean lattice isomorphic to 23 with atoms a, b and
c. Define fc : C → C by fc(b ∨ c) = a, fc(a ∨ c) = b, fc(a ∨ b) = 1 and fc(x) = x for
x ∈ {0, a, b, c, 1}. Since fc(c) = c  a = fc(b∨c), the function fc is not monotone. Using
the symmetry of C we may define fa and fb similarly. One easily calculates that, for
each f ∈ { fa, fb, fc}, ρ f = σ f = 0C and if h := ∨{g : C → C | ρg = ρ f }, then h(x) = 1
for x ∈ {a∨ b, b∨ c, c∨ a}, otherwise h(x) = x. It follows that ρh(x) = x for x ∈ C. Thus
ρ(
∨{g : C → C | ρg = ρ f }) , ρ f .
The following example shows that, if C is not distributive, then ω may not be join-
uniform.
Example 2. Let M3 be the 5-element lattice with 0, 1 and atoms a, b and c (see [12]).
Define f : M3 → M3 by f (0) = f (a) = f (b) = 0 and f (c) = f (1) = 1. Obviously
f is monotone. One easily calculate that ρ f = 0 and ω f (0) = 0 and ω f (x) = 1 for
x ∈ M3 − {0}. Since ω f is additive, we have ω f = ρω f . Thus ρω f = ω f , f = ρ f .
4 Systematic obscuring of DFA problems
Obfuscating a program P with respect to an analysis (or attacker) means to transform
P into a functionally equivalent program P′ such that the result of the analysis on P′ is
less precise than the result of the analysis on P. In fact, obfuscation with respect to an
analysis can be elegantly formalized as a loss of precision of the analysis [14]. In the rest
of this section we consider the standard data-flow analysis framework of Kildall and we
instantiate it to the case of reaching definition analysis. Next we show that the reaching
definition analysis is additive and, since the residuated ceiling of an additive function
precisely corresponds to the maximal loss of precision with respect to additivity, we
derive an obfuscating algorithm for the reaching definition analysis which is based on
its residuated ceiling. This confirms the intuition that code obfuscation for an analysis
is making the analysis maximally imprecise.
4.1 Kildall’s monotone distributive framework for DFA
All the existing forward (backward) data-flow analyses, such as reaching definition, live
variables, available expression, etc., consider the CFG of a program and are defined in
terms of a pair of functions that specify the information that is true respectively at the
entry and at the exit of each block (or program point) of the CFG. More specifically,
these forward (resp. backward) data-flow analyses proceed as follows: (1) specify the
information that holds at the start (resp. end) of a program; (2) if a node has more
than one incoming (resp. outgoing) edge then combine the incoming (resp. outgoing)
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information; (3) describe how the execution of a node changes the information which
is propagated forward (reps. backward) from that node. Thus, a general framework for
DFA consists of a domain D of data-flow facts that express the information of interest;
an operator
⊔
on the domain D for combining the information coming from multiple
predecessors (successors); and a set F of (transfer) functions on D that describe how a
node modifies the information flowing forward (res. backward) through that node. We
consider here the general monotone and distributive framework for DFA introduced by
Kildall [22] that put some additional requirements on the domain D and on the set of
functions F in order to guarantee the correctness of the analysis.
Definition 1 ([22]). A monotone distributive framework for DFA consists of:
– A complete lattice (D,≤) that satisfies the ascending chain condition, with least
upper bound
⊔
;
– A set F of monotone functions form D to D that contains the identity function
and that is closed under function composition. Moreover, each function f in F is
distributive, which means that for every pair of elements d1 and d2 in D we have
that f (d1 unionsq d2) = f (d1) unionsq f (d2).
Reaching Definition Analysis: Let us instantiate the general framework of Killdal at
the case of reaching definition (RD) analysis. RD analysis is a forward DFA that for
each node of the CFG is interested in characterizing the assignments that may have
been made and not overwritten when reaching this node. We consider a program P
as consisting of a sequence of instructions. Each node in the CFG of P represents an
elementary block of P, namely a (maximal) sequence of instructions of P that are ex-
ecuted sequentially. We associate an unique location to every block of a program and
write [stmt1; . . . ; stmtn]l to specify that the block at location l contains the sequence
of statements stmt1; . . . ; stmtn. We consider the following set Stmt of possible program
statements:
stmt ::= x := e | x := R | case{(b1, l1), . . . , (bn, ln)} | ret x | skip | stmt; stmt
where x := e assigns the value of expression e to variable x, x := R assigns a ran-
dom value from the set R to variable x; case{(b1, l1), . . . , (bn, ln)} implements a guarded
multiple branch that redirects the flow of computation to the location li associated to
the boolean condition bi that evaluates to true. The other statements have the standard
meaning. Let us denote with Loc[P] the locations of the blocks of program P (where
|Loc[P]| ≥ 2); with init[P] and final[P] be the locations of the initial and final blocks of
P; with Block[P] ⊆ Stmt∗ × Loc[P] be the set of elementary blocks of program P, and
with Var[P] be the variables of P. Let succ[P] : Stmt∗×Loc[P]→ ℘(Loc[P]) be a func-
tion that computes the locations of the possible successors of a block at a given location
in a program P. Since the statements in a block are executed sequentially the successors
of a block are determined by the forward flow of its last statement that is usually a case
construct (except for the final block that has no successors). Let S denote a sequence of
sequential statements.
– succ[P]([S ; case{(b1, l1), . . . , (bn, ln)}]l) = {l1, . . . , ln};
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– succ[P]([S ; stmt]l) = ∅ when stmt is not a case construct.
The RD analysis is based on functions kill and gen that compute the pairs of variables
and labels that are killed and generated by the execution of each block:
– kill([x := a]l) = kill([x := R]l) = {(x, ?)}∪{(x, l′) | [S ]l′ contains an assignment to x};
– kill([S 1; S 2]l) = kill([S 1]l) ∪ kill([S 2]l);
– kill([stmt]l) = ∅ in all the other cases;
– gen([x := a]l) = gen([x := R]l) = {(x, l)};
– gen([S 1; S 2]l) = gen([S 1]l) ∪ gen([S 2]l);
– gen([stmt]l) = ∅ in all the other cases;
Since each block in a program is uniquely identified by its location, sometimes we write
kill(l) for kill([S ]l), and gen(l) for gen([S ]l). The RD analysis of program P is defined
by the pair of functions RDentry[P],RDexit[P] : Loc[P]→ ℘(Var[P]×Loc[P]) that given
a program location l, return respectively the locations that contain the definition of a
variable that reaches the entry or the exit of the block at location l.
RDentry[P](l) =
{ {(x, ?) | x ∈ Var[P]} if l = init[P]⋃{RDexit[P](l′) | l ∈ succ[P](l′)} otherwise
RDexit[P](l) = (RDentry[P](l) r kill(l)) ∪ gen(l)
By specifying function RDexit[P] with respect to a program location l we obtain function
RDexit[P, l] : ℘(Var[P] × Loc[P]) → ℘(Var[P] × Loc[P]) that, by definition, behaves as
follows:
RDexit[P, l] = λX. (X r kill(l)) ∪ gen(l).
Thus, when instantiating the general DFA framework to RD we have that the domain D
of data-flow facts of interest is given by the complete lattice ℘(Var[P] × Loc[P]), and
the set F of monotone functions, that specify how the execution of a block modifies the
analysis, is given by {RDexit[P, l] | l ∈ Loc[P]}.
Example 3. Let us consider a program P that randomly assigns a value between 0 and
1 to variable b and then computes the sum of 9 and 5 if b is equal to 1, or the product
of 9 and 25 if b is equal to 0. In Fig. 1 on the left we report the CFG of program P. The
number at the top left of each block of the CFG of P denotes the location of the block.
The RD analysis of P has the following solution:
– RDentry[P](1) = {(x, ?), (y, ?), (b, ?), (t, ?)}
– RDexit[P](1) = {(x, 1), (y, 1), (b, 1), (t, ?)}
– RDentry[P](2) = {(x, 1), (x, 3), (y, 1), (y, 3), (b, 1), (t, ?)} = RDexit[P](2) = RDentry[P](3)
– RDexit[P](3) = {(x, 3), (y, 3), (b, 1), (t, ?)}
– RDentry[P](4) = {(x, 1), (x, 5), (y, 1), (y, 5), (b, 1), (t, ?)}
– RDexit[P](4) = {(x, 1), (x, 5), (y, 1), (y, 5), (b, 1), (t, 4)} = RDentry[P](5)
– RDexit[P](5) = {(x, 5), (y, 5), (b, 1), (t, 4)}
– RDentry[P](6) = {(x, 1), (x, 3), (x, 5), (y, 1), (y, 3), (y, 5), (b, 1), (t, ?), (t, 4)} = RDexit[P](6)
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b:= {0,1};
x:=9;
y:=5;
case{
(b==1, 2)
(b==0, 4)}
x:=x+1;
y:=y-1;
case {
(true, 2)
(false, 4)}
x:= x;
case{
(y > 0, 3)
(y = 0, 6)
(false, 4)}
t: = x;
case {
(y > 0, 5)
(y = 0, 6)}
x:=x+t;
y:=y-1;
case{
(true,4)}
ret x;
x:=x;
case{
(false,4)
(true, 7)}
b==1
y>0
b==0
y=0
1
2
3
4
5
6
false
true
false
y>0
y=0
false
skip
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true
true
b:= {0,1};
x:=9;
y:=5;
case {
(b==1, 2)
(b==0, 4)}
x:=x+1;
y:=y-1;
case{
(true, 2)}
 case {
(y > 0, 3)
(y == 0, 6)}
t: = x;
 case {
(y > 0, 5)
(y == 0, 6)}
x:=x+t;
y:=y-1;
case{
(true, 4)}
ret x
b==1
y>0
y>0
b==0
y==0y==0
1
2
3
4
5
6true true
Program P
Program Q
Fig. 1. The CFG of program P and of its obfuscated variant Q
4.2 Obfuscating RD Analysis
The RD analysis is clearly additive. More precisely, given a program location l, we have
that function RDexit[P, l] : ℘(Var[P] × Loc[P])→ ℘(Var[P] × Loc[P]) is additive:
RDexit[P, l](X1 ∪ X2) = ((X1 ∪ X2) r kill(l)) ∪ gen(l)
= (X1 r kill(l)) ∪ gen(l)) ∪ ((X2 r kill(l)) ∪ gen(l))
= RDexit[P, l](X1) ∪ RDexit[P, l](X2)
This means that in order to make the RD analysis imprecise we have to become impre-
cise for disjunction when computing function RDexit[P, l]. Thus, if we want to obfuscate
a program P in order to make the analysis of RD imprecise at location l we have to trans-
form P into a program Q such that the computation of function RDexit[Q, l] is maximally
imprecise every time that, at the entry of location l, we have that a variable could have
been defined in more than one location. This means that we have to design a program
Q such that the computation of function RDexit[Q, l] corresponds to the maximal loss
of additivity of function RDexit[P, l], namely we want a function RDexit[Q, l] to behave
precisely like the residuated ceiling of RDexit[P, l]. Observe that from Theorem 2 the
existence of the residuated ceiling of function RDexit[P, l] is guaranteed by the fact that
the domain ℘(Var[P] × Loc[P]) is a dual algebraic and infinitely distributive complete
lattice. For simplicity in the following we consider the RD analysis of a single variable
x at a given location l of a program P, denoted RDentry[P, l, x] and RDexit[P, l, x]. In par-
ticular: RDexit[P, l, x] = λX.(Xr kill(x, l))∪gen(x, l) where kill(l, x) and gen(l, x) restrict
the computation of functions kill(l) and gen(l) to the definition of the single variable x.
Following the definitions of the RD functions we have that if the block at loca-
tion l of a given program P contains an assignment to variable x then RDexit[P, l, x] =
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λX.{(x, l)}, which means that at the exit of the block the analysis is precise and returns
the singleton {(x, l)}. Following this observation, we can obfuscate the RD analysis only
for those variables that are not defined in the block that we want to obfuscate. Under this
hypothesis, loosing precision in the computation of function RDexit[P, l, x] by loosing its
additivity means that every time that the input X to the above function is not a singleton
set then the analysis returns a “I do not know” value: Any variable may reach that block.
Following this intuition, we define function k[P, l, x] : ℘(Var[P] × (Loc[P] r {l})) →
℘(Var[P] × (Loc[P] r {l})) as follows:
k[P, l, x] = λX.
{
RDexit[P, l, x](X) if |X| ≤ 1
>l otherwise
where >l corresponds to the set {(x, i) | i ∈ Loc[P]r {l}}, namely >l means that variable
x could have been defined in every block of the program but not in the one that we are
currently analyzing. Observe that k[P, l, x] is defined on ℘(Var[P] × (Loc[P] r {l})) and
this follows from the hypothesis that we are obfuscating the RD analysis for variable x
that is not defined at location l. Function k[P, l, x] is clearly non-additive:
k[P, l, x]({(x, j)}) ∪ k[P, l, x]({(x, i)}) = RDexit[P, l, x]({(x, j)}) ∪ RDexit[P, l, x]({(x, i)})
⊂ k[P, l, x]({(x, j), (x, i)}) = >l
The next result shows that k[P, l, x] is precisely the residuated ceiling of RDexit[P, l, x].
Theorem 3. Consider a program P and assume that variable x is not defined in the
block at location l of a given program P. Function k[P, l, x] is the residuated ceiling
of RDexit[P, l, x], i.e., k[P, l, x] = ω(RDexit[P, l, x]). Namely k[P, l, x] is the most abstract
function such that ρ(k[P, l, x]) = ρ(RDexit[P, l, x]) = RDexit[P, l, x].
This means that if we want to obfuscate the RD analysis of a program P at a given
location l for a given variable x, we have to modify the program in such a way that the
RD analysis at l of x of the transformed program Q behaves like the residuated ceiling
ω(RDexit[P, l, x]) = k[P, l, x]. This allows us to state the following result that proves
optimality and provides a mathematical foundation of the intuitive obfuscation of RD.
Theorem 4. Let P be a source program. A transformed program Q (with the same
functionality of P) maximally obfuscates the RD analysis with respect to variable x at
location l of program P if RDexit[Q, l, x] = ω(RDexit[P, l, x]).
Example 4. Let us design a program Q that obfuscates the RD analysis of the vari-
able x at the block 4 of the program P presented in Example 3, namely we want that
ω(RDexit[P, 4, x]) = RDexit[Q, 4, x]. Since RDentry[P, 4, x] = {(x, 1), (x, 5)} then we want
that RDexit[Q, 4, x] = >4. In order to obtain this we have to design the program Q
in such a way that every block (except for the one at location 4) contains a defini-
tion of x and that this definition reaches the block at location 4 of program Q. In
Fig. 1 on the right we show a program Q that satisfies these requirements. In fact,
the RD analysis of program Q with respect to variable x at program point 4 returns
RDexit[Q, x, 4] = {(x, 1), (x, 2), (x, 3), (x, 5), (x, 6)} = >4. Observe that the two programs
have the same functionality since the modifications made to P to obtain Q preserve
program functionality.
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Following the previous example we can derive an algorithm that maximally ob-
fuscates the RD analysis of a program in a given location with respect to a particular
variable. Given a block [S ]l, which is not final, we denote with [S ⊕ case{(b, l′)}]l the
block that we obtain from [S ]l by adding the pair (b, l′) to the case construct at the end
of the sequence of statements inside the elementary block.
Optimal RD-obfusaction
1 : input: Block[P], l, x;
2 : A := Block[P] r { [S ]l} ∪ {[S ] j | (x, j) ∈ RDexit[P, l, x] };
3 : while A , ∅ do
4 : select a block [S ]i from A;
5 : if i ∈ final[P]
6 : then Block[P] := Block[P] r {[S ]i} ∪ {[x := x; S ; case{(true, lnew), (false, l)}]i, [skip]lnew }
7 : else Block[P] := Block[P] r {[S ]i} ∪ {[x := x; S ⊕ case{(false, l)}]i};
8 : A := A r [S ]i;
9 : output: Block[P]
The algorithm Optimal RD-obfusaction takes as inputs a program P in the form of
its elementary blocks, a program location l and a variable x (not defined in the block
l) and returns the blocks of a program with the same functionality of P that maximally
obfuscates the RD analysis of variable x at location l. In order to do this, the algorithm
defines at line 2 the set A of the elementary blocks of P that are not at the location
that we want to obfuscate and that do not already contain a definition of variable x that
reaches location l. The algorithm modifies each block in A in order to ensure that it
contains a definition of variable x that reaches location l. We distinguish two cases. At
line 7 of the algorithm we consider the case when the block [S ]i is not final and we add
(at the beginning of the block) the assignment x := x (which is clearly a semantic nop),
and we enrich the case construct that terminates the block with the pair (false, l) which
makes the block at location l reachable from the current block (even if at execution time
this never happens thus preserving the semantics of the program). At line 6 of the algo-
rithm we consider the case when the block [S ]i is final (namely it has no successors).
In this case the block [S ]i does not end with a case construct and therefore we add (at
the beginning of the block) the assignment x := x and at the end of the block a case
construct case{(true, lnew), (false, l)}, where lnew is a new program location. By doing
this the block at location i is no longer final and therefore we add a final block at the
new location lnew that contains only the skip statement.
The above algorithm for the obfuscation of RD analysis is very simple and easy
to break. In order to make it more resilient we could use sophisticated opaque pred-
icates instead of the always false condition false, and more complex obfuscations for
the insertion of the semantic nop instead of the simple x := x. In the literature we can
find many obfuscation techniques for opaque predicates insertion and semantic nops
insertion, such as in [5, 23, 29, 30].
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5 Conclusion
We introduced basic function transformers that respectively induce and remove additiv-
ity from functions. These operations have been proved to play a key role in modeling an
important aspect in static program analysis, which is additivity. In particular we proved
that the residuated ceiling provides a mathematical foundation of standard code obfus-
cation strategies defeating distributive data-flow analysis problems, such as reaching
definitions (RD) analysis. This confirms the intuition in [14]: Making a program ob-
scure for an analysis is making the same analysis imprecise for the transformed code.
Residuated ceilings express here the imprecision in disjunction, which is distributiv-
ity in monotone frameworks. Other algorithms exist for breaking distributivity. Wang et
al. [30] present a code obfuscation technique based on control flow flattening and vari-
able aliasing that drastically reduces the precision of static analysis. Their basic idea
is to make the analysis of the program control flow dependent on the analysis of the
program data-flow, and then to use aliasing to complicate data-flow analysis. In partic-
ular, the proposed obfuscation transforms the original control flow of the program into
a flattened one where each elementary block can be the successor/predecessor of any
other elementary block in the CFG of the program. In order to preserve the semantics
of the program, the actual program flow is determined dynamically by a dispatcher.
This obfuscating transformation clearly also obfuscates the RD analysis. However, it is
not the simplest obfuscation for disjointness in RD. Theorem 4 proves that this can be
achieved by the residuated ceiling of RD analysis. A far more elementary analysis (an
therefore a wider number of attacks) is obscured in Wang’s transformation, as recently
proved in [15], which is precisely the Control-Flow Graph extraction analysis, which is
used in RD analysis. This of course obscures RD in the sense of lack of precision. In
fact, it makes every elementary block of the CFG reachable from every other one, so
the RD analysis of a flattened program would conclude that the definition of a variable
reaches all the elementary blocks of the program. This means that for every location l
we have that RDentry[P f ](l) = >l, and this means that for every variable x that is not
defined in the block at location l we have that RDexit[P f , l, x] = ω(RDexit[P, l, x]), where
P is the original program (before the control flow flattening obfuscation).
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A Technical proofs
Let A f (x) := {q ∈ Q | x ≤ ∨ f −1(↓q)} so that σ f (x) = ∧ A f (x). Recall that ↓S = ⋃
s∈S
↓ s.
Lemma 1. Let C be an infinitely distributive complete lattice and let S ⊆ C. If x ≤ ∨ S
and x ∈ JI(C), then x ∈ ↓S . Hence (↓S ) ∩ JI(C) = (↓∨ S ) ∩ JI(C) holds.
Proof. Let S ⊆ C with x ≤ ∨ S . Since C is infinitely distributive, we have x = x ∧
(
∨
S ) =
∨
s∈S
(x ∧ s); since x ∈ JI(C), it follows that x ∈ {x ∧ s | s ∈ S }, so that x = x ∧ s,
i.e., x ≤ s, for some s ∈ S , proving the first statement. The second statement follows
immediately.
Lemma 2. Let f : C → A be a monotone mapping from an infinitely distributive
complete lattice C to a complete lattice A. Then, for all x ∈ JI(C), f (x) = σ f (x) = ρ f (x).
Proof. Assume that x ∈ JI(C). Let q ∈ A f (x), then x ≤ ∨ f −1(↓q); by Lemma 1, there
is some s ∈ f −1(↓ q) such that x ≤ s, so that f (x) ≤ f (s) ≤ q, since f is monotone.
Hence f (x) ≤ ∧ A f (x) = σ f (x). Since also σ f (x) ≤ f (x), we have σ f (x) = f (x). By
induction we have σ(α)f (x) = f (x) for α ≥ 1. Therefore ρ f (x) = σ f (x) = f (x).
Theorem 1. Let f : C → A be a monotone mapping from a dual-algebraic infinitely
distributive complete lattice C to a complete lattice A. Then, for all x ∈ C,
ρ f (x) = σ f (x) =
∨
f ((↓ x) ∩ JI(C))
Proof. Let x ∈ C and let M(x) := (↓ x) ∩ JI(C). Since C is dual algebraic, we have
x =
∨
M(x). Observe that, for all S ⊆ C, f (S ) ⊆ ↓∨ f (S ), i.e. S ⊆ f −1(↓∨ f (S )).
Then M(x) ⊆ f −1(↓∨ f (M(x))), so that x = ∨ M(x) ≤ ∨ f −1(↓∨ f (M(x))). It follows
that
∨
f (M(x)) ∈ A f (x), thus σ f (x) = ∧ A f (x) ≤ ∨ f (M(x)).
Let q ∈ A f (x). Then x ≤ ∨ f −1(↓q) and (↓ x)∩ JI(C) ⊆ (↓∨ f −1(↓q))∩ JI(C); since
(↓∨ f −1(↓ q)) ∩ JI(C) = (↓ f −1(↓ q)) ∩ JI(C) by Lemma 1, we have (↓ x) ∩ JI(C) ⊆
(↓ f −1(↓q)) ∩ JI(C) and ∨ M(x) ≤ ∨ M( f −1(↓q)). Since, for y ∈ M(x), y ≤ ∨ M(x) ≤∨
M( f −1(↓ q)) = ∨((↓ f −1(↓ q)) ∩ JI(C)), there exists s ∈ f −1(↓ q) such that y ≤ s,
by Lemma 1 part (1); thus f (y) ≤ f (s) ≤ q. It follows that ∨ f (M(x)) ≤ q, so that∨
f (M(x)) ≤ ∧ A f (x) = σ f (x). Therefore σ f (x) = ∨ f (M(x)) = ∨ f ((↓ x) ∩ JI(C)).
By replacing f with σ f , it follows that σ
(2)
f (x) = σσ f (x) =
∨
σ f ((↓ x) ∩ JI(C)); we
have
∨
σ f ((↓ x)∩ JI(C)) = ∨ f ((↓ x)∩ JI(C)) from Lemma 2. Hence σ(2)f (x) = ∨ f ((↓
x) ∩ JI(C)) = σ f (x). By induction we have σ(α)f (x) = σ f (x) for all α ≥ 1. Therefore
ρ f (x) = σ f (x).
Theorem 2. Let C be a dual-algebraic complete lattice and A be a complete lattice. If
C is infinitely distributive, then ρ is join-uniform.
Proof. Let f ∈ MC,A. It is easy to see that ω f ∈ MC,A. We claim that ρω f = ρ f . Let
x ∈ C and let M(x) := (↓ x)∩JI(C). Then ρω f (x) =
∨
ω f (M(x)) and ρ f (x) =
∨
f (M(x))
by Theorem 1. Let y ∈ M(x). Since g(y) = ρg(y) for all g ∈ MC,A by Lemma 2, we have
ω f (y) =
∨{ρg(y) | g ∈ MC,A and ρg = ρ f } = ρ f (y), so that ρω f (x) = ∨ω f (M(x)) =∨
ρ f (M(x)). Since f (y) = ρ f (y) for all y ∈ M(x) by Lemma 2, it follows that ρω f (x) =∨
f (M(x)) = ρ f (x). Therefore ρ is join-uniform.
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Theorem 3. Consider a program P and assume that variable x is not defined in the
block at location l of the given program P. Function k[P, l, x] is the residuated ceiling
of RDexit[P, l, x]. Namely k[P, l, x] is the most abstract function such that ρ(k[P, l, x]) =
ρ(RDexit[P, l, x]) = RDexit[P, l, x].
Proof. Under the hypothesis that variable x is not defined in the block at location l we
have that function k[P, l, x] : ℘(Var[P] × (Loc[P] r {l})) → ℘(Var[P] × (Loc[P] r {l}))
is monotone. Observe that the fact that variable x is not defined in the block at location
l implies that kill(x, l) = gen(x, l) = ∅ and therefore that RDexit[P, l, x](X) = X. This
means that function k[P, l, x] behaves like the identity on every element X such that
|X| ≤ 1. Given two elements X1, X2 ∈ ℘(Var[P] × (Loc[P] r {l})), we distinguish the
following cases:
– X1 ⊆ X2 and |X1| > 1 and |X2| > 1: in this case monotonicity is guaranteed by the
fact that k[P, l, x](X1) = k[P, l, x](X2) = >l;
– X1 ⊆ X2 and |X1| ≤ 1 and |X2| ≤ 1: this implies that k[P, l, x](X1) = X1 and that
k[P, l, x](X2) = X2 from which it follows monotonicity;
– X1 ⊆ X2 and |X1| ≤ 1 and |X2| > 1: in this case we have that k[P, l, x](X1) = X1 and
k[P, l, x](X2) = >l = {(x, i) | i , l}. We have two possible cases: (A) If |X1| = 0 then
monotonicity follows form the fact that k[P, l, x](X1) = X1 = ∅ ⊆ >l; (B) If |X1| = 1
then we have X2 = {(x, j)} where j ∈ Loc[P] and j , l, and therefore monotonicity
follows form the fact that k[P, l, x](X1) = X1 = {(x, j)} ⊆ >l.
Let us recall that given a function f : A → B we say that for S ⊆ A then
f (S ) = ∪s∈S f (s). Function RDexit[P, l, x] is additive and therefore ρ(RDexit[P, l, x]) =
RDexit[P, l, x]. Let us compute ρ(k[P, l, x]). The domain ℘(Var[P] × Loc[P]) is a dual
algebraic infinitely distributive complete lattice, function RDesxit[P, l, x] is monotone,
therefore we can apply Theorem 1 and we conclude that:
ρ(k[P, l, x])(X) =
⋃
k[P, l, x]((↓ X) ∩ JI(℘(Var[P] × Loc[P])))
=
⋃
k[P, l, x]({ {(x, i)} | (x, i) ∈ X })
=
⋃{
k[P, l, x]({(x, i)}) ∣∣∣ (x, i) ∈ X }
=
⋃{
RDexit[P, l, x]({(x, i)})
∣∣∣ (x, i) ∈ X }
= RDexit[P, l, x](X)
In order to conclude the proof we have to show that function k[P, l, x] is the most
abstract function whose residuated approximation is RDexit[P, l, x]. Let us consider a
function h[P, l, x] : ℘(Var[P] × Loc[P]) → ℘(Var[P] × Loc[P]) such that k[P, l, x] @
h[P, l, x]. Since k[P, l, x] returns >l on every input that is not a singleton, the fact that
h[P, l, x] is bigger than k[P, l, x] means that there exists a singleton {(x, i)} ∈ ℘(Var[P] ×
Loc[P]) such that k[P, l, x]({(x, i)}) = RDexit[P, l, x]({(x, i)}) ⊂ h[P, l, x]({(x, i)}). There-
fore, when computing the residuated approximation of h[P, l, x] on the element {(x, i)} ∈
℘(Var[P] × Loc[P]) we have that ρ(h[P, l, x])({(x, i)}) = h[P, l, x]({(x, j)}) and, by def-
inition of h[P, l, x] we have RDexit[P, l, x]({(x, i)}) ⊂ h[P, l, x]({(x, i)}). This means that
RDexit[P, l, x] @ ρ(h[P, l, x]), which concludes the proof.
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