This paper brings out the application of particle swarm technique for allocation of the major components of process cost to various qualities of alloy steel. The cost of the major operational materials such as refractories, electrodes and nipples, ingot moulds etc., cannot be directly allocated to each quality. Since the consumption of operational materials does not only depend on the time but also on the quality of the steel manufactured, the approach envisages the application of particle swarm algorithm to estimate the consumption pattern for each quality manufactured, so that a realistic quality-wise cost can be arrived at.
INTRODUCTION
The alloy steel plants have a few typical problems in allocating the cost of certain operational materials such as refractories, electrodes and nipples, ingot moulds etc. against each quality of steel. These have been highlighted by Sasidhar and Achary (1991) . It is indicated that more than 75% of the semi-variable cost consists of such operational materials. Conventionally, for the components of the semi-variable cost, an average cost per unit time is arrived at and based upon the time consumed producing each quality, the cost is allocated proportional to time. This procedure is not quite satisfactory, as the consumption of operational materials does not only depend on the time but also on the quality of steel manufactured. Use of quadratic programming (QP) technique was envisaged to estimate the consumption pattern of such operational materials.
Particle swarm optimization (PSO) is a new evolutionary computation technique (Eberhart and Kennedy, 1995a, b, c) motivated from the simulation of social behavior. The population in the PSO is called a swarm and each individual is called a article (Kennedy, 1997) . It is inspired by the behavior of bird flocking and fish schooling. A large *Corresponding author. E-mail: bbokkasam@ksu.edu.sa. r. Tel: 00966-14674087. Fax: 00966-14674091. number of birds or fish flock synchronously, change direction suddenly, and scatter and regroup together. Each particle benefits from the experience of its own and that of the other members of the swarm during the search for food.
PSO algorithm has a number of desirable properties, including simplicity of implementation, scalability in dimension, and good empirical performance. So, it is an attractive choice for solving nonlinear programming problems. PSO algorithm had been applied to solve capacitor placement problem (Naing, 2008) , short-term load forecasting (Wang et al., 2008) , soft-sensor (Hui Wang and Feng, 2008) to estimate the voltage stability of the electric power distribution systems (Shigenori et al., 2003; Amgad et al., 2006) , and direct the orbits of discrete chaotic dynamical systems towards desired target region (Bo et al., 2006) . PSO has been successfully used as an alternative to other evolutionary algorithms in the optimization of Ddimensional real functions. Particles move in a coordinated way through the D-dimensional search space towards the optimum of the function. Their movement is influenced not only by each particle's own previous experience, but also by a social compulsion to move towards the best position found by its neighbors. To implement these behaviors, each particle is defined by its position and velocity in the search space. In each iteration, changes resulting from influences in the particle's trajectory are made to its velocity. The particle's position is then updated according to the calculated velocity. The main variants and the structural model behind PSO are extensively discussed in Clerc and Kennedy (2002) . Some work has been done that alters the basic particle motion with some success (El_Sherbiny, 2007 , 2009 Li-Yong and Wei, 2008; Jianhua et al., 2007; Yi and Qingling, 2008) . However, the possibility for improvement in this area is still open.
QP may consume a lot of time and effort in formulation of the problem itself for real-life (large scale) problems. This is elaborated in the rationale of using PSO technique over the earlier envisaged QP technique. However, a near optimal solution to the problem will provide a satisfactory estimate of the allocation pattern of operational materials for various qualities. Hence it is proposed to apply the particle swarm without velocity (PSWV) technique for arriving at the near optimal solution for the cost allocation problem.
This paper aims to introduce a PSWV equation optimization algorithm (El_Sherbiny, 2011) and discuss its applicability in cost allocation of major operational materials during alloy steel costing.
This paper discusses the rationale of using PSO technique over the earlier envisaged QP technique is brought out, elaborates the cost allocation problem, the model development, PSO and the proposed algorithm and provides illustration of the proposed technique.
Rationale for using PSO
Consider a QP formulation of the cost allocation problem involving m campaigns and n qualities. Solving a QP problem using a standard package requires as input, the various parameters for the problem, which involves n(n+1)+2m elements. However, the equivalent PSO algorithm requires as input m(n+1) elements. The calculation of the parameters of the QP involve extensive calculations of the function:
In view of the simplicity in usage of PSO algorithm, it is proposed to apply the PSO technique to arrive at the near optimal solution to the problem of cost allocation.
The cost allocation problem
We consider the problem of allocating the major operational materials used in an alloy steel manufacturing plant to various qualities of steel produced. The qualitywise total cost is arrived at, as the sum of the direct variable cost and the process cost. The direct variable cost includes all raw and operational materials which can be directly allocated to the particular quality of steel. Hence, this can be determined precisely. The process cost comprises of the semi-variable and fixed costs, and their components cannot be directly charged off to different qualities based on the quantity of production. Conventionally, an average cost per unit time is arrived at for the components of semi-variable cost, which includes major materials such as refractory lining, electrodes and nipples, power, oxygen, shops and foundry, and other fuels, and an average cost per unit time is arrived at irrespective of the qualities manufactured. Based on the quality-wise time consumption, proportionate allocation of the total process cost is effected. However, this procedure is not quite satisfactory, as the consumption of operational materials does not only depend on the time but also on the quality of steel manufacture. For example, Shaw (1972) discusses the types of refractories needed for various furnace-sections, which have been well established. The complex relationships between the wear of the refractory linings and the content of iron oxides, calcium oxide, silica, phosphorus, alumina in the slag, temperature and dissolution of refractory oxides of alumina, lime, magnesia in the molten slag have been elaborated (Turkdogan, 1983) . Similarly, the factors having effect on electrodes during usage in the arc furnaces, such as the mechanical shocks during melt-down, oxidation, thermal shocks, current density and electrical resistivity at the nipple joint have been elaborated (Singh and Prasad, 1982) . With the standardization of the melting and teeming processes, the consumption of refractories, electrodes, ingot moulds would have been standardized. Since the consumption of operational materials vary from one quality to another, consideration of production time for the allocation of cost is not entirely satisfactory.
The costing of various products are carried out generally on a quarterly or half-yearly or on an annual basis. In order to determine the consumption pattern of the operational materials for different qualities manufactured during the period, we consider the corresponding production and material consumption details. The objective of this study now boils down to determining the relationship between the consumption of operational materials for each quality of steel. This enables the quality-wise cost sheets to include the above components of process cost as the components of direct variable cost.
MODEL DEVELOPMENT
Consider Xj, j = 1,2,…..,n as the quantum of the operational material consumed per ton of production of steel of quality j. Let bi, i = 1,2,…..,m denote the quantity of the operational material consumed during the ith campaign. Let a ij denote the quantum of production of quality j during the campaign i. A= ((a ij )) is the matrix of campaign wise and quality wise production. X j is strictly positive for all j as it denotes the quantum of the operational material consumed per ton of production of quality j.
Thus, the problem consists of solving a system of linear equations of the form
The Quadratic programming model can be formulated as follows:
0 . represents its position change. For each particle in the swarm in the next iteration step, the velocity is updated using Equation 4, hence the position is updated using Equation 5.
The original PSO formulas developed by Kennedy and Eberhart (1995) were combined by Shi and Eberhart (1998) with the introduction of an inertia parameter ω, that was shown empirically to improve the overall performance of PSO. A theoretical analysis of particle trajectories to ensure convergence to a stable point have been provided
Hammad et al. 3853 (Clerc and Kennedy, 2002) :
The main result of this work is the introduction of the constriction coefficient and different classes of constriction models. The objective of this theoretically derived constriction coefficient is to prevent the velocity to grow out of bounds, with the advantage that, theoretically, velocity clamping is no longer required. As a result of this study, the velocity Equation 4 changes to Equation 6.
Several interesting variations of the PSO algorithm have recently been proposed by researchers (Li-Yong and Wei, 2008; Jianhua et al., 2007) . Many of these PSO improvements are essentially extrinsic to the particle dynamics at the heart of the PSO algorithm. One of these variations is the combined particle swarm optimization algorithm (CPSO) (El_Sherbiny, 2007) . In CPSO algorithm, the particle updates its velocity according to Equation 7 instead of Equation 2, where (X g ) is the global best position, (X 2g ) is the previous global best position and
Another variation of PSO is modified particle swarm optimizer (MPSO) (El_Sherbiny, 2007) . In the MPSO algorithm, particle updates its velocity according to Equation 8 instead of Equation 7, where contraction coefficient χ is presented.
The proposed algorithm
The particle swarm without velocity (PSWV) equation optimization algorithm is built based on the random linear combination between the local best position and the global best position, which is represented by Equation 9. The particles fly between its own previous best position and the global best position. It means that the new position of each particle is allocated in the area between its own current local best and the current global best. the social attraction coefficients.
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is the particle best position and ) (t p g is the global best position at generation t.
In the PSWV algorithm, we don't need the velocity equation, which implies to Equations 4 and 5, to be replaced with Equation 9. The main steps of PSWV algorithm is illustrated in Figure 1 .
Illustrative example
The illustrative example with two qualities and three campaigns, as considered by Sasidhar and Achary (1991) , has been solved by PSO algorithm, implemented in Visual Basic 6, run on Pentium computer. It is observed that the solution of the problem remains same using PSO algorithm as well. The solution has been arrived at in 100 iterations, with the minimized value of the objective function Z as 2.2222E-02.
In order to confirm the applicability of PSO technique, another example with three qualities, low carbon steel (x1), medium carbon steel (x2) and high carbon steel (x3) in a 50 ton electric arc furnace during four successive campaigns of furnace vessel relining is considered. During the four campaigns, the production tonnage is shown in Table 1 .
Considering the cost per furnace vessel relining as $10,000, the problem is to arrive at the relining cost per ton of three qualities of steel produced in the furnace.
The problem has been solved using both the QP model, using WinQSB package and the PSO algorithm. The QP model involved inputting 20 elements, whereas PSO required as inputs 16 values. However, identical solution was obtained using both techniques. The PSO algorithm reached the solution in 121 iterations with x 1 = 0.573521, x 2 = 0.2857224 and x 3 = 0.1425508. The minimized value of the objective function Z is 5.98E-08. Hence, the furnace vessel relining cost per ton of low carbon steel, medium carbon steel and high carbon steel will be $5.7355, $2.8574 and $1.4256, respectively.
CONCLUSION
In this paper, a new methodology for allocation of major operational materials in a special steel manufacturing unit has been arrived at, using the technique of particle swarm without velocity equation optimization algorithm. This technique is easier than the erstwhile envisaged QP technique. This will reduce the time consumed in formulating the problem by bringing down the amount of calculations as well as the number of input parameters for solving the problem.
The same technique can be used to determine the consumption pattern of all such operational materials for arriving at a realistic quality-wise cost.
