A correlation based theory for phonon transport by Lv, Wei


























In Partial Fulfillment 
of the Requirements for the Degree 
Doctor of Philosophy in the 








Georgia Institute of Technology 
May 2017 
 
COPYRIGHT © 2017 BY WEI LV 
 
 























Approved by:   
   
Dr. Asegun Henry, Advisor 
George W. Woodruff School of 
Mechanical Engineering 
Georgia Institute of Technology 
 Dr. Martin Maldovan 
School of Physics 
Georgia Institute of Technology 
   
Dr. Baratunde A. Cola 
George W. Woodruff School of 
Mechanical Engineering 
Georgia Institute of Technology 
 Dr. Samuel Graham 
George W. Woodruff School of 
Mechanical Engineering 
Georgia Institute of Technology 
   
Dr. Shannon Yee 
George W. Woodruff School of 
Mechanical Engineering 
Georgia Institute of Technology 
  
   




First and foremost, I would like to express my sincere thanks to my advisor and 
mentor Dr. Asegun Henry for his guidance and encouragement throughout my Ph. D.  
studies. Looking back, I am very grateful for his offering me the opportunity of joining in 
the Atomistic Simulation and Energy Lab four years ago. At that time, I was totally 
unfamiliar with phonon transport and it was Dr. Henry who brought me to this very 
interesting field without whom this dissertation would have never become reality. I 
benefited tremendously from the inspiring discussions with him, and the confidence and 
courage he gave me to face the challenges. I would also like to thank my Committee 
members: Dr. Shannon Yee, Dr. Baratunde Cola, Dr. Samuel Graham and Dr. Martin 
Maldovan for their valuable suggestions. 
My sincere appreciation also goes to my current group members and friends at Gatech. 
It is a really wonderful thing to discuss and collaborate with them during my Ph. D. study. 
I would also like to thank Kiarash Gordiz, Colby Jarrett, Diane England, Freddy 
DeAngelis,  Gregory Wilk, Cansheng Yuan, Sanzida Sultana, Hamid Seyf and Andrew 
Rohskopf for fruitful collaborations and interactions.    
In addition, I would also like to thank the Intel corporation for partially supporting the 
work in this dissertation.  
Finally, I am greatly indebted to my gradparents, parents and my wife for their love 
and encouragement through all these years. I also want to thank numerous friends for 
their company and support. 
 iv 
TABLE OF CONTENTS 
ACKNOWLEDGEMENTS iii 
LIST OF FIGURES vi 
LIST OF SYMBOLS xii 
LIST OF ABBREVIATIONS xiv 
SUMMARY xvi 
CHAPTER 
1.   INTRODUCTION : THE THEORY OF PHONON TRANSPORT   1 
1.1      The origin and utility of the phonon gas model  1 
1.2      Shortcomings of the Phonon Gas Model   5                                              
           1.2.1       Amorphous Materials                                                             5 
           1.2.2       Single Molecules                                                                        9 
1.3       Outline 11 
2.   A NEW PARADIGM BASED ON CORRELATION INSTEAD OF 
SCATTERING 13 
2.1       Green-Kubo (GK) formulation 13 
2.2       Lattice dynamics formulation 23 
2.3       Green-Kubo modal analysis method formulation 26 
             2.3.1   Heat current decomposition based on velocity 27 
             2.3.2   GKMA with force decomposition 32 
             2.3.3   GKMA with displacement decomposition 35 
             2.3.4    Quantum correction on the specific heat 36 
             2.3.5    Partial summation to reduce the computational cost 42 
2.4        Other mode level descriptions 44 
 v 
           2.4.1    Other modal analysis methods (NMA & BTE & A-F) 44 
2.5      Phonon Transport – a correlation-based perspective 49 
3.   A FEW EXAMPLES OF GKMA APPLICATIONS   51 
3.1       Crystalline silicon 52 
            3.1.1   Mode level comparison with existing modal analysis methods 52 
3.2       Amorphous silicon 56 
3.3       Amorphous silica 66 
3.4       Amorphous carbon 79 
3.5       Single polymer chains 92 
4.   NEW INSIGHTS OF THERMAL TRANSPORT IN NON-
CRYSTALLINE MATERIALS 98 
4.1      The need for a new physical picture 99 
4.2      Relaxation time can become an invalid descriptor 102 
4.3      Locons can contribute to the thermal conductivity 116 
4.4      Anharmonicity can increase thermal conductivity 124 
4.5      Diffusons can exhibit size effects 135 
4.6      Understanding polymer thermal superconductivity through    
sonification 142 








LIST OF FIGURES 
Page 
Figure 1.1 Eigenvectors of a propagon in amorphous silicon (a-Si). The 
arrows represent eigenvector magnitude and direction on the atoms. 
 6 
Figure 1.2 Eigenvectors of a diffuson in a-Si. The arrows represent 
eigenvector magnitude and direction on the atoms.  7 
Figure 1.3  Eigenvectors of a locon in a-Si. The arrows represent eigenvector 
magnitude and direction on the atoms.  7 
Figure 3.1  (a) Thermal conductivity of c-Si accumulation with wavelength. 
(b) Comparison of each phonon polarization’s contribution to the 
thermal conductivity of c-Si. The six polarizations  54 
Figure 3.2  Thermal conductivity accumulations vs. wavelength using GKMA 
and NMA with Tersoff potential for crystalline silicon without 
normalization.  55 
Figure 3.3  a) Inverse participation ratio of modes in a-Si; (b) Phonon density 
of states, black curve is from [12] and green curve is from [13]; (c) 
Normalized thermal conductivity accumulation vs. mode 
frequency for a-Si at 300K using GKMA and A-F theory at 300K. 
The dotted gray lines are estimated cut-off between propagons and 
diffusons & between diffusons and locons.   57 
Figure 3.4  (a) Thermal conductivity contributions from mode-mode 
correlations of amorphous silicon; (b) thermal conductivity 
contributions from just mode-mode cross-correlations of 
amorphous silicon; (c) thermal conductivity contributions from 
only mode-mode auto-correlations of amorphous silicon. 59 
Figure 3.5  Thermal conductivity accumulation of a-Si at 100K, 300K and 
800K without (a)  and with (a)  quantum correction; (c)Thermal 
conductivity vs. Temperature for a-Si comparing with 
experiments[14] and simulation results from other methods [25], 
[26]. 62 
Figure 3.6 Thermal conductivity accumulation with frequency using GKMA 
and A-F (diffusons) with Tersoff potential for amorphous silicon 
without normalization. Here, it should be noted that the A-F result 
is offset by the propagon contribution computed by Larkin and 
McGaughey [10]. 64 
 vii 
Figure 3.7  Crystalline silicon 2D cross-correlation map 65 
Figure 3.8  Amorphous silicon 2D cross-correlation map 66 
Figure 3.9  Heat capacity of a-SiO2 from the Tersoff potential, as compared to 
experimental results [31]. 68 
Figure 3.10  (a) Total heat flux autocorrelation functions (10 ensembles) and (b) 
integrations with time (in units of thermal conductivity) at 400K. 
The blue curve in (b) represents the averaged thermal conductivity 
from ten ensembles. The individual ensemble results are plotted as 
the grey curves, the shaded region represents the confidence 
intervals for the ensemble averaging. The width of the interval 
indicates the degree of certainty (12%). 70 
Figure 3.11  (a) IPR of modes in a-SiO2; (b) Phonon density of states (solid 
line) and experimental results (black circles) [32].  The three color-
shaded areas demonstrate how Bose-Einstein statistics suppress the 
heat capacity associated with certain modes, which was calculated 




) times density of 
states. The red, blue and gray regions represent 800K, 400K, and 
100K respectively and the suppression is significant for 100K; (c) 
thermal conductivity accumulation vs. mode frequency for a-SiO2 
using GKMA at different temperatures (100K, 200K, 400K, 800K, 
1200K) without the quantum specific heat correction; (d) with 
quantum specific heat correction. The gray shaded areas represent 
locons.    73 
Figure 3.12  (a) shows the GK results with error bars comparing with 
experiments (black circles); (b) is the result of using 400K GKMA 
data with quantum specific heat correction;  (c) is based on the 
results in (b) with the addition of temperature dependent 
frequencies at 400K; (d) shows the thermal conductivity using 
GKMA results at 100K, 200K, 300K, 400K, 800K and 1200K 
(interpolated in between) with the quantum specific heat correction 
and temperature dependent frequencies.  75 
 viii 
Figure 3.13  Thermal conductivity vs. temperature as compared to other models 
and experiments: The red curve is the temperature dependent 
thermal conductivity of a-SiO2 from GKMA calculations with 
error bars showing the standard deviation between independent 
simulations, experimental results (black circles) is from reference 
[27], AF is Allen-Feldman theory prediction from reference [13] 
using Beest-Kramer–van Santen (BKS) potential [35], [36], MD1 is 
a non-equilibrium molecular dynamics simulation result from 
Shenogin et al. [13], MD2 is the MD result with quantum 
corrections from Jund and Jullien [37]. 77 
Figure 3.14  (a) Cross-correlation map of thermal conductivity contributions 
including the quantum specific heat correction. The values are 
determined from the mode-mode cross-correlations for a-SiO2 at 
100K, (b) at 200K, (c) at 400K and (d) at 800K.  78 
Figure 3.15  (a) IPR of modes in a-C; (b) Phonon density of states of a-C; (c) 
Thermal conductivity accumulation vs. mode frequency for a-C 
using GKMA at different temperatures with and without the 
quantum specific heat correction; 82 
Figure 3.16  Relaxation time calculated from time-domain normal mode 
analysis at different temperatures (100K, 200K, 300K) for a-C.  83 
Figure 3.17  The ratio of the relaxation time at 300K over relaxation time at 
100K for (a) a-C and (b) a-Si.  85 
Figure 3.18  Thermal conductivity contributions from mode-mode correlations 
with (a) and without (b) quantum correction (300K) of a-C. 87 
Figure 3.19  Thermal conductivity vs. Temperature for a-C comparing with 
experiments [48]. 88 
Figure 3.20  The GKMA predicted thermal conductivity for temperature range 
from 0K to 500K from interpolation between 5 temperature results 
and extrapolation to 500K, using the accumulation at 300K.  90 
Figure 3.21  Green-Kubo thermal conductivity integrals for individual 30 unit 
cell long polythiophene chains with periodic boundary conditions 95 
Figure 4.1  (a) Normalized mode phonon velocities squared, (b) normalized 
mode phonon velocities that are real and imaginary for aSiO2 
calculated from PGM model. 107 
Figure 4.2  Thermal conductivity accumulation and relaxation times calculated 
from GKMA. Thermal conductivity accumulation for (a) a-Si and 
(b) a-SiO2, and relaxation times for (c) a-Si and (d) a-SiO2. 109 
 ix 
Figure 4.3  The  σ (n)  ratio. (a) 100~300K and (b) 300~800K for c-Si and (c) 
100~300K and (d) 300~800K for a-Si.  113 
Figure 4.4  The  σ (n)   ratio. (a) 100-200K, (b) 200-400K, (c) 400-800K, and 
(d) 800-1200K for a-SiO2. The dashed curve is the estimated cut-








) ≈ 0 , which is primarily 
caused by the numerator being close to zero (e.g., constant mode 
diffusivity). 114 
Figure 4.5 Thermal conductivity vs. temperature as compared to other models 
and experiments. The solid blue curve represents the locon 
contribution to the thermal conductivity and the dashed blue curve 
is the sum of all other delocalized mode contributions. 118 
Figure 4.6  The 3D correlation plot for locons at 800K.  119 
Figure 4.7  Thermal conductivity contributions from locons that are composed 
of less than 1% of the system’s participation, showing the 
respective contributions from autocorrelations and cross-
correlations. 120 
Figure 4.8  The percentage of number of atoms with different normalized 
locon harmonic energy contributions. The system has total 4608 
atoms; 80% of these atoms have more than 10% of their energy 
attributed to locons; 35% of the atoms have more than 20% of their 
energy attributed to locons; 8% of the atoms have more than 30% 
of their energy attributed to locons; 2% of the atoms have more 
than 40% of their energy attributed to locons; and 5 atoms in the 
system have more than 50% energy attributed to locons.  121 
Figure 4.9  The spectral normalized harmonic energy of one atom and the 
accumulation. This plot shows the spectral distribution of energy 
associated with the atom that has the most energy associated with 
locons. 123 
Figure 4.10  (a) Inverse participation ratio of modes in a-Si calculated using 
SW, EDIP and Tersoff potentials; (b) Phonon density of states of 
a-Si calculated using SW, EDIP and Tersoff potentials. 128 
Figure 4.11 Relaxation times calculated from GKMA for amorphous silicon 
using three potentials (SW, EDIP, Tersoff). The dotted cyan line 
represents  1/ω 2  relation.  129 
 x 
Figure 4.12  Thermal conductivity accumulation with frequency calculated 
from GKMA of amorphous silicon using three empirical potentials 
(SW, EDIP, Tersoff). The dotted curves are the auto-correlation 
accumulations. All the autocorrelation accumulations are close to 
the A-F result. And for EDIP, the total correlation accumulation is 
close to its autocorrelation.    130 
Figure 4.13 (a) Temperature dependent thermal conductivity calculated from 
GKMA of a-Si using three empirical potentials (SW, EDIP, and 
Tersoff). Together with the A-F result [4] and experimental result 
from Cahill et al. [17]; (b) Anharmonic energy per mode for the 
three empirical potentials on a-Si. Please note that we add the 
absolute value of anharmonic energy on all atoms for one mode in 
order to compare the magnitude of anharmonicity in these three 
potentials.   132 
Figure 4.14  (a) Temperature dependent thermal conductivity calculated from 
Green-Kubo of c-Si using three empirical potentials (SW, EDIP, 
and Tersoff), each data point is averaged over 10 ensembles; (b) 
Anharmonic energy per mode for the three empirical potentials on 
c-Si. Please note that we add the absolute value of anharmonic 
energy on all atoms for one mode in order to compare the 
magnitude of anharmonicity in these three potentials.   133 
Figure 4.15  a-Si thin film atomistic structure. 136 
Figure 4.16  Phonon relaxation times from bulk a-Si and a-Si thin film at 300K. 137 
Figure 4.17  Thermal conductivity 3D correlation map of bulk a-Si thin film 
(cross-plane direction) at 300K. 138 
Figure 4.18  Thermal conductivity accumulation of bulk a-Si and a-Si thin film 
(cross-plane direction) at 300K. 139 
Figure 4.19  Temperature dependent thermal conductivity (in-plane) from 
GKMA and experimental results of a-Si nanowire [56]. 140 
Figure 4.20  Finite Pth Chain thermal conductivity versus chain length. The 
dash-dot line is a trend line fit to the non-anomalous data. 144 
Figure 4.21  (a) Power spectrum of the HFAC of different length Pth chains, 
from the finite chain simulations. (b) Phonon dispersion curves for 
a single Pth chain. (c) Zoomed in close up view of the dispersion 
curves near 0.05 THz, only 3 acoustic branches exist in this range. 
The discrete modes that exist in the 90 ucs (red circles) and 88 ucs 
(blue diamonds) modes indicate that the modes are very similar in 
both cases, even though the HFAC power spectra differ 
significantly. 146 
 xi 
Figure 4.22 Thermal conductivity contributions from different polarizations, 
TA-y branch and TA-y1 mode thermal conductivity contributions. 
(a) Pth thermal conductivity contribution from different branches. 
(b) TA-x, TA-y branch thermal conductivity contributions in 
convergent and divergent cases, averaged over 30 ensembles. (c) 
TA-y cross-correlations with other branches. (d) TA-y thermal 
conductivity from each mode on the branch. 149 
Figure 4.23  Normalized mode TA-y1 kinetic energy autocorrelation functions 
in Pth convergent and divergent cases. 151 
Figure 4.24  TA-y1 mode thermal conductivity contribution and its correlation 
with different branches. Note: it includes the contribution of its 
symmetry mode on the same branch. 153 
Figure 4.25  TA-y1 mode thermal conductivity contribution and its correlation 
with TA-y2 TA-y3 in a divergent and convergent case. 153 
Figure 4.26  (a) TA-y1 mode heat current for 20 nanoseconds in a divergent and 
convergent case. (b) TA-y1 mode heat current power spectra for 
20-nanosecond length simulation at low frequency (1-7 GHz) in a 
divergent and convergent case. (c) TA-y1 mode heat current 
zoomed in from 400 ps to 2000 ps in a divergent and convergent 
case. (d) Square of mode heat current and the envelop function 
(black curve) in a divergent and convergent case. 155 
Figure 4.27  TA-y1 mode thermal conductivity contribution in the divergent 
and convergent case. 157 
Figure 4.28  Total thermal conductivity vs. sum of the peak height (Fpv) as 
shown in Eq. (4.2).  160 
 
 xii 
LIST OF SYMBOLS 
Variables 
 
C volumetric specific heat J/m³K 
h  Planck constant divided by 2π, 1.055×10-34 J s 
 p         velocity vector 
 q         displacement vector 
k wavevector, m-1 
kB Boltzmann constant, 1.381×10-23 J K-1 
Q  heat flux, W m-2 
 V        volume, m3 
υ        frequency, THz 
r displacement vector, m 
T Temperature, K 
v         velocity, m/s 
m         mass, kg 
x          atom displacement, m  
 !x          atom velocity, m/s 
X         phonon mode amplitude from displacement  
 !X         phonon mode amplitude from velocity 
 n           mode number  
 N          number of  atoms  
 e            eigenvector 
 E           energy of atom (potential and kinetic energy) 
 H           hamiltonian operator 
 s           heat flux operator 
p           polarization index  
 xiii 
 u          displacement, m 
r           distance between atoms, m 
F          force,  N 
D           thermal diffusivity m2 s-1 
 G           reciprocal lattice vector 
Greek symbols 
 
       Φ       potential energy 
λ wavelength in vacuum, m 
κ        thermal conductivity, W m-1K-1 
ω angular frequency, rad s-1 
       τ          phonon relaxation time s-1 
 
Subscripts 
j atom number 
ij         from atom i to atom j 
1 material 1 
2 material 2 
x, y, z direction of coordinates 
total    total heat flux 
αβ       directions 
q           quantum specific heat  
m          classic specific heat 
 Q           the ratio of the quantum to the classic specific heat 
κ            frequency dependent thermal conductivity from GKMA 
optical   all optical phonon branches  
pr            propagons 
 
 xiv 
LIST OF ABBREVIATIONS 
1D  one-dimensional 
2D  two-dimensional 
3D  three-dimensional 
PGM                                                                                                        phonon gas model 
GKMA                                                                                     Green-Kubo modal analysis  
FPU                                                                                                 Fermi, Pasta, and Ulam 
DOS   density of states 
TC                                                                                                        thermal conductivity 
NMA                                                                                                 Normal Mode Analysis 
A-F                                                                                                    Allen-Feldman method 
BTE                                                                         Boltzmann Transport Equation method 
SED                                                                         Spectral energy decomposition method 
MFP                                                                                                                           Mean Free Path 
PBE                                                                                            Peierls-Boltzmann equation   
LD                                                                                                               lattice dynamics  
a-Si                                                                                                           amorphous silicon 
a-SiO2                                                                                                         amorphous silica 
a-C                                                                                                           amorphous carbon 
MD                                                                                                        molecular dynamics 
EMD                                                                                  equilibrium molecular dynamics 
NEMD                                                                          nonequilibrium molecular dynamics 
a-C                                                                                                           amorphous carbon 
HAMR                                                                               heat-assisted magnetic recording  
SW                                                                                                Stillinger-Weber potential  
EDIP                                                             Environment-Dependent Interatomic potential  
 xv 
IPA                                                                                                Inverse participation ratio 
SCLD                                                                                           Supercell lattice dynamics 






The phonon gas model is the idea that the quantized collective vibrations of atoms, 
termed phonons, can be treated as a gas of particles that exchange energy through 
scattering events. The PGM is originated from the behaviors observed and rationalized in 
homogenous crystalline solids. It has exhibited remarkable success in describing the 
behavior of a wide variety of solids, microstructures, nanostructures and molecules. 
Given its success, it has become the primary lens with which phonon transport is viewed. 
However, for amorphous materials, or other structurally/compositionally-disordered 
systems, due to the lack of periodicity, one cannot clearly define the phonon velocity. 
Since the PGM hinges on knowledge of the phonon velocities, the application of the 
PGM to amorphous materials has been highly questionable. 
Here, we developed a new method for direct calculation of the modal contributions to 
thermal conductivity, which is termed the Green-Kubo modal analysis (GKMA). The 
GKMA method combines the lattice dynamics formalism with the Green-Kubo formula 
for thermal conductivity, such that the thermal conductivity becomes a direct summation 
of modal contributions, where one does not need to define a phonon velocity. The 
predicted temperature dependent thermal conductivity of several amorphous materials 
shows the best agreement with experiments to date.  
Furthermore, we demonstate a few cases that the PGM fails. We first exhibit the 
violations of the PGM in case studies of the amorphous materials and single polymer 
chains. PGM based methods fail to explain the experimental results of the thermal 
conductivity of the amorphous solids. Then we utilize GKMA to calculate and explain 
the results. It further proves the deficiency of the PGM based methods on predicting the 
thermal properties on non-crystaline solids.  





INTRODUCTION :  
THE THEORY OF PHONON TRANSPORT   
1.1      The origin and utility of the Phonon Gas Model  
In all phases of matter, heat is transported due to the vibration of individual 
atoms. While electrically conducting solids can transport heat through electrons, in 
dielectric solids and polymers, which are the focus of this thesis, heat is transported 
almost entirely by the vibration of atoms. In well-ordered materials, fundamental 
quantized lattice vibrations are called phonons, which exist as an excited state in the 
quantized modes of vibrations in elastic structures of interacting atoms. Quantum 
mechanics dictates that the energy of each phonon is discrete and must be a multiple of 
!ω , where ω  is the angular frequency of the phonon, and !  is the reduced Planck 
constant.  
The name phonon comes from the Greek word φωνή (phonē), which translates to 
sound or voice because long-wavelength phonons give rise to sound. The concept of a 
phonon was first introduced for the crystalline materials, whereby it describes spatially 
periodic lattice vibrations with distinct wavelengths, polarization vectors, and phonon 
group velocities. When examining the motion of atoms due to phonon excitation in a 
crystalline material, the atoms trace out a sinusoidal wave.  The phonon wavelength is the 
spatial period of the wave, i.e. the distance over which the wave’s shape repeats. The 
polarization vector of each phonon is an eigenvector, which describes the direction and 
magnitude of vibration of atoms for a given phonon. One can interpret it as the atomistic 
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vibrational direction and magnitude of each atom for a phonon. Polarization vectors will 
be discussed in further detail in Chapter 2. The group velocity of a phonon is the velocity 
at which the wave propagates through the lattice.           
A phonon at a specific frequency and wavelength is a lattice wave extends 
through the entire crystal. A wave packet is the finite set of phonons of different 
wavelength with phases and amplitudes such that they interfere constructively over a 
small region of space, and destructively elsewhere. It can be viewed as an envelop of a 
localized wave. It can also be considered as particles as long as they are significantly 
smaller than the crystal size. Using this phonon particle picture, these wave packets 
propagate in the materials, transport heat from one location (high temperature) to another 
location (low temperature). Heat in a dielectric crystal is conducted by such a phonon gas 
similar to that in a box of gas molecules. The collision of phonon particles is due to the 
interactions of phonon waves. This phonon particle view is called phonon gas model 
(PGM). It originates from the behaviors observed and rationalized in homogenous 
crystalline solids.  
Under the PGM, each phonon with a polarization vector (momentum) k  and 
polarization index p  carries energy of  !ω . It travels at a group velocity  v , until it is 
scattered by anharmonic phonon-phonon scattering, lattice imperfections, impurities, 
boundaries, interfaces etc. Similar to the gas flux in the kinetic theory of gases, the heat 
current in dielectric crystals is described by the sum of the contributions from each 













where  V  is the volume of the sample and δnk  is the perturbed phonon populations of 
mode  k . Equation (1.1) describes the essence of the PGM and it is at the heart of 
virtually every expression for phonon transport, because the derivation of almost all 
expressions begin with such a statement [1,2].  
Using Fourier’s law, one can derive an expression for thermal conductivity using 
Eq. (1.1). Fourier’s law states that the heat current Q  is proportional to the temperature 
gradient  ∇T ,  Q = −κ∇T , where the tensor κ  is the thermal conductivity. Assuming a 
small uniform temperature gradient, the distribution function to a first order 
approximation is  
 nk = nk0 + (∂nk / ∂T )φk ⋅∇T  
 
(1.2)  
where nk0 is the equilibrium Bose Einstein distribution  (exp(!ωk / kBT )−1)
−1 . From Eq. 
(1.2) one can obtain  δnk = (∂nk / ∂T )φk ⋅∇T . Equation (1.2) defines the vector function 
 φk . One can define the phonon relaxation time as τ kp = φk ⋅vkp / vkp
2 [3]. The phonon 
relaxation time is the time that a phonon takes to return to equilibrium in a perturbed 
system. Substituting  











where Ck is the specific heat per phonon, which equals to  !ωk (∂nk / ∂T ) / V  (or  kB / V  in 
the classical limit). Based on the Eq. (1.3), phonon thermal conductivity depends on the 
individual phonon heat capacities ( C ), phonon group velocities ( v ), and phonon 
relaxation times ( τ ). Hence, based on PGM, the phonon thermal conductivity 
contribution is represented by these three parameters.  
Specific heat and relaxation time are the two universal properties of all types of 
phonons. The group velocity is valid and well defined only in homogenous crystalline 
solids. Because in homogenous crystalline solids have both compositional and structural 
periodicity, all of the phonon eigenvectors correspond to plane wave modulated 
vibrations (i.e., propagating waves). The eigenvectors represent the phonon vibrational 
shape. Plane wave modulated vibrations exhibit a well-defined group velocity, because 
each wave has a clearly defined wavevector and dispersion relation. A dispersion relation 
describes the relationship between the wavelength and frequency. These phonons then 
transport heat as they propagate, with a well-defined velocity, which is consistent with 
the PGM based description of their transport. In the PGM, each phonon carries energy 
 !ω with a group velocity  dω / dk , and mean free path (MFP)Λ , which is the product of 
the velocity and the time between energy exchanges between phonons (e.g., scattering 
events). Group velocity here is defined as  dω / dk , which is based on the phonon 
dispersion relation.  
Due to the how the PGM is derived, it successfully describes the thermal 
conductivity of virtually any solid homogenous crystal. Furthermore, it allows 
corresponding nanostructures to be computed from first principles [4–10]. Given its 
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success, it has become the primary lens through which phonon transport is viewed. 
However, applying the PGM to materials that do not have a well-defined phonon 
dispersion relation (and therefore do not have well-defined group velocities) becomes 
problematic, particularly because the group velocity is a critical quantity in Eq. (1.1), 
since it determines the rate at which its energy is transported through the material. 
Amorphous solids and single molecules are two specific types of materials that do not 
follow the PGM and will be the focus of this thesis. 
1.2 Shortcomings of the Phonon Gas Model  
In non-crystalline materials, in which long-range order does not exist, the 
eigenvectors/phonon shape is not necessarily described by a plane wave. Hence there is 
no well-defined wavevector or wavelength for these phonons. As a result, the group 
velocity cannot be well defined; thus, usage of the PGM to describe such materials is at 
best questionable. For systems that lack periodicity, such as amorphous materials, 
random alloys, or single molecules, using the PGM to describe their phonon transport is 
inconsistent with the actual atomic vibrations in the material. This issue is critical, 
because these classes of materials are used in countless applications involving heat 
transfer.  
1.2.1  Amorphous Materials  
One class of materials that is poorly defined by the  with PGM based arguments is 
amorphous materials. Several existing theories [11–14] have worked towards 
understanding thermal transport in amorphous solids, but they are all based on the PGM. 
However in amorphous solids, the majority of modes are non-propagating based on their 
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phonon shapes [15,16]. Phonons in crystalline materials can be treated as propagating 
waves with a well-defined wavevector. However in amorphous materials, not all the 
phonons are propagating and most of the modes do not have a well-defined wavevector.  
Based on the phonon shapes/eigenvectors, Allen & Feldman [15] first introduced 
a different nomenclature to distinguish the phonons in amorphous solids, delineating 
three different classes of thermal vibrations.. The first class of modes is termed 
“propagons”, which are illustrated in the Fig. 1.1, with eigenvectors are represented as 
the blue arrows in amorphous silicon. The wavelength can be clearly recognized as the 
distance over which the wave’s shape (defined by the eigenvectors) repeats, ranging from 
hundreds to tens of interatomic spacing. For the propagating modes, they can travel the 
speed of sound over distances of at least two or three interatomic spacing before 
scattering with other phonons over distance [17]. The average distance of propagation of 
a mode is the mode’s MFP. For non-propagating modes, the diffusive vibration occurs 
over any meaningful distance, and the concepts of wavevector lose usefulness.  
 
Figure 1.1 Eigenvectors of a propagon in amorphous silicon (a-Si). The arrows represent 
eigenvector magnitude and direction.  
 
As shown in the Fig. 1.2, the eigenvectors of a diffusive mode are not spatially 
periodic and vibration directions are much more random. Hence one cannot define an 
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effective wavevector for this type of vibrations. The modes are called “diffusons” by 
Allen & Feldman [15]. Most of the atoms in the system are involved in the vibration in a 
diffuson. However these vibrations are not spatially periodic as with propagons.  
 
Figure 1.2 Eigenvectors of a diffuson in a-Si. The arrows represent eigenvector magnitude 
and direction on the atoms.  
Fig. 1.3 shows the third category of the phonon mode termed “locons”.  In locons, 
a localized region, similar to the diffusons, the eigenvectors are random and not spatially 
periodic. But unlike diffusons and propagons that are extended modes, these modes are 
spatially localized and constrained in a particular region of the solid. 
 
Figure 1.3 Eigenvectors of a locon in a-Si. The arrows represent eigenvector magnitude and 
direction on the atoms.  
Harmonic normal modes of vibration can be divided into extended and localized 
modes. Both propagons and diffusons are extended modes and the locons are localized 
modes. There are sharp boundaries between extended modes and localized modes, known 
as the mobility edge [18]. One can use the mode participation ratio [19] to quantitatively 
distinguish the extended modes and localized modes. However the boundary between 
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propagons and diffusons, which is called “Ioffe-Regel limit”, is not as distinct [20]. This 
boundary separates the phonon spectrum into a propagating region where the wavevector 
is well defined and a region with only diffusive modes where the wavevector is ill-
defined but the modes are still extended.  
Allen and Feldman have not only created a new terminology for phonons in 
amorphous solids but also introduced a new method for calculating thermal conductivity 
amorphous silicon based on a supercell structure [21]. In doing so, they developed a 
model for thermal conductivity (termed the A-F model) that, for the first time, was based 
on the actual modes of vibration in an amorphous material by using the Kubo formula to 
compute thermal conductivity and to calculate the contributions of different modes, 
assuming that the interactions between atoms were harmonic [18,21].  A detailed 
formulation of A-F model will be discussed in Chapter 2.   
The A-F model exhibits better agreement with experimental data than previous 
PGM based work. As a result, researchers concluded that anharmonicity is unlikely to 
significantly affect thermal conductivity. Michalski [22], on the other hand, argued that 
anharmonicity is in fact significant, and a more recent study showed that the A-F method 
does not accurately describe many amorphous materials other than a-Si [23]. For 
example, the A-F model results for amorphous silica and amorphous polystyrene are 
inaccurate. This discrepancy raises questions and concerns that led us to propose a more 
accurate model to calculate and understand phonon properties in non-crystalline solids 
and polymers. 
 9 
MD simulations offer an ideal platform for analyzing the interactions for 
amorphous materials, allowing us to improve our understanding of phonon transport in 
amorphous materials [24–27]. The critical challenge of the MD simulation is to include 
modal analysis in the equilibrium MD (EMD) framework based on the Green-Kubo (GK) 
formulation. Here, EMD is preferred for thermal conductivity calculations, since for 
systems where periodic boundary conditions are applied, finite size effects only affect 
phonon wavelengths and not their MFPs [28]. In this thesis, we present a new formalism, 
termed the Green-Kubo modal analysis (GKMA), which combines GK and modal 
analysis methods. 
1.2.2 Single Molecules 
Another class of materials whose thermal conductivity cannot be explained by 
PGM is single molecules, particularly single polymer chains. In 1955 Fermi, Pasta, and 
Ulam (FPU) [29] conducted a numerical experiment with a one-dimensional chain of 
anharmonic oscillators by introducing, a small, but non-zero cubic term to a harmonic 
potential. The expected result was that any degree of anharmonicity would cause 
interactions between the normal modes of vibration, leading to attenuation and an 
eventual equipartition of the mode energy, which would confirm that the system behaves 
ergodically, according to the PGM. The resulting effect of the interactions between 
modes would then translate to finite thermal conductivity. This, however, was not the 
case. FPU observed that even though a small amount of anharmonicity did result in mode 
interactions, it did not lead to equipartition, and the system trajectory was periodic, 
indicating non-ergodic behavior in contrast to the PGM. In the PGM, one of the most 
important assumptions is that phonon scattering events are random and ergodic [30,31]. 
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When the non-ergodic phonon interactions happen, FPU found that even an anharmonic 
system could exhibit infinite thermal conductivity [29].   
The class of materials that most closely resembles the 1D chains that have been 
studied previously [31–34] are polymers, specifically individual polymer molecules. 
Henry and Chen [28] discovered that even in a realistic model for the interactions 
between atoms in a polyethylene (PE) chain, thermal superconductivity is possible. This 
evidence arises from direct calculation of the thermal conductivity via EMD simulations, 
which include anharmonicity to full order. In this thesis, we use EMD to study another 
single polymer chain, namely polythiophene in which we observe similar divergent 
behavior. Furthermore, we use the GKMA to determine which mode is responsible for 
the divergent thermal conductivity. 
It is expected that boundaries (i.e., the end of polymer chains) or other 
perturbative stimuli, such as phonon-photon scattering, can disrupt the persistent 
correlation and cause finite thermal conductivity. However, it remains to be proven 
whether or not such perturbative interactions are sufficiently strong to disrupt the non-
ergodic behavior in all cases. In single polythiophene chains, we observed similar 
abnormal thermal conductivity even for a finite length chain, indicating that thermal 
superconductivity can overcome boundary scattering. Even more interesting, we find the 
finite chain thermal conductivity at certain lengths is larger than the maximum thermal 
conductivity calculated by the PGM for that chain.  
PGM explains the divergence of the infinite chain by infinite relaxation time of 
modes. However we find the divergent mode has finite relaxation time. Hence it is not 
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the cause of the divergence. Thus, it is not clear what causes the divergent thermal 
conductivity phenomenon observed in polymers. In Chapter 4, we will answer this 
question using EMD, GKMA and sonification techniques.  
1.3       Outline 
This thesis describes a new paradigm that is universally applicable for analyzing 
the phonon mode properties for any arbitrary system of atoms that vibrate about stable 
equilibrium sites. Amorphous materials and single molecules are studied using this new 
correlation-based theory and emerging computational tools at the atomistic level.  
In Chapter 2, we introduce the GKMA method, which utilizes a combination of 
molecular dynamics (MD) and lattice dynamics (LD). Meanwhile, the other modal 
analysis methods are briefly discussed and compared, namely normal mode analysis 
(NMA) using MD, solution of the Boltzmann transport equation (BTE) using Fermi’s 
Golden rule to determine scattering rates, and the Allen and Feldman (A-F) method. The 
other two possible decomposition formulations of GKMA are also included.  
In Chapter 3, the application of GKMA to materials including crystalline silicon, 
amorphous silicon, amorphous silica, amorphous carbon and single polythiophene chains 
are discussed. The mode level comparison between GKMA and other modal analysis 
method is made for crystalline silicon. The GKMA results of a few amorphous solids are 
also compared with experimental results. 
In Chapter 4, a series of case studies have been conducted using accurate phonon 
mode properties obtained by GKMA.  We show that the relaxation time becomes an 
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incorrect descriptor for mode thermal conductivity above room temperature for 
amorphous materials. We show the first numerical evidence that (1) locons can contribute 
to thermal conductivity; (2) anharmonicity increases thermal conductivity in amorphous 
materials; (3) diffusons exhibit size effects, and (4) individual modes cause the total 
thermal conductivity of single polythiophene chains to diverge. Finally, Chapter 5 lists 





























A NEW PARADIGM BASED ON CORRELATION INSTEAD OF 
SCATTERING 
In this chapter we introduce the formulation of a new numerical model, termed 
GKMA, which can be used to investigate the mode thermal conductivity of solids and 
polymers. As discussed in Chapter 1, GKMA is different from existing modal analysis 
methods which are based on PGM. GKMA is grounded on fluctuation-dissipation theory 
or Green Kubo (GK) formula. Although using GK formula and combining with MD 
simulations, one can study the thermal conductivity of a wide variety of materials 
including solids, fluids and polymers, it lacks mode level information on the individual 
phonon. In order to obtain mode level information of phonon, GKMA combines Green 
Kubo formula and LD. In this chapter we introduce the theory of GKMD after we present 
GK formula and LD theory. Then we discuss the differences between GKMA and other 
modal analysis methods.  
2.1       Green-Kubo (GK) formulation 
To understand GKMA, one needs to start with the GK formula. It is developed by 
Green and Kubo [1] from the linearized Liouville equation. Firstly, we define N particle 
distribution function  f
( N ) with particle coordinate  r  and momentum  p . It represents the 
probability density of finding a particular system at a specific state defined by N particle 
coordinates  r  and momentum  p . By solving the linearized Liouville equation for the N 
particle distribution function, one can use this distribution to determine the response 
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when a system is subjected to a thermal disturbance as a temperature perturbation. At 
last, one can identify the portion of the result that is proportional to the temperature 
gradient which is the thermal conductivity. The derivation is briefly discussed here [1].  
We start with N particles and Hamiltonian equations of motion [1], which comes 
from a basic conservation relation  Df / Dt = 0 , meaning there is no change in number 
states in a finite volume of phase space corresponding to a given macrostate.    
 
 
∂ f ( N )
∂t
= H , f ( N ){ }  (2.1)  
where  f
( N ) is the N particle distribution and the Poisson bracket {_,_} is defined as  
 
 












∑  (2.2)  
with A and B as arbitrary functions of the phase space variables,  p is velocity vector and 
 q is the displacement vector. We then define the Liouville operator Γ  as  
  Γ ≡ i ⋅ H ,_{ }  
(2.3)  
Such that  
  (2.4)  
where  i = −1 . In linear response theory, the Liouville operator is assumed to not have 
explicit time dependence. If this is valid, one can solve the Liouville equation (2.4), 
 
∂ f ( N )
∂t
= −i ⋅Γf ( N )
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  f
( N ) (q,p,t) = exp(−i ⋅ t ⋅Γ) f ( N ) (q,p,0)  (2.5)  
Using this solution, one can derive an expression for the thermal conductivity by 
considering the linear response to a thermal disturbance.  
Now considering a canonical ensemble, the system at equilibrium temperature T 
with a small temperature disturbance  δT , the distribution function of the system is given 
by the Boltzmann distribution 
 
 





))  (2.6)  
where ε  is the local energy density and  ΔV  is the local volume. Taking the second term 
in the exponent as the perturbation energy we write the perturbed Hamiltonian H' as  
 
 
′H (t) = − ε(q(t))δT (q(t))
T∫ dV  
(2.7)  
Now we rearrange the Liouville equation as,  
  (2.8)  
where  H0  is the energy of the unperturbed system with  H0 = H − ′H . By substituting 





∂ f ( N )
∂t
= −i ⋅Γ0 f






∂t∫ ⋅δT (q(t))dV  
(2.9)  
Using energy conservation 
 
∂ f ( N )
∂t
= H0 , f







+∇⋅Q = 0  (2.10)  
where ε  is the local energy and   Q is the local heat current, we then substitute into (2.9)  
 
  
∂ f ( N )
∂t
= −i ⋅Γ0 f





−∇ ⋅(Q(q(t)) ⋅δT (q(t)))






⎥∫ dV  (2.11)  
The first term in the integral is negligible, which allows us to focus on integrating the 





= −i ⋅Γ0 f




2 ) ⋅∇ ⋅δT ⋅Qtotal  
(2.12)  
where Qtotal  is now the net heat current in the system. The first term inside the integral of 
Eq. (2.12) is small assuming  Q(q(t))  and the disturbance δT (q(t)) itself independent, 
resulting in a smaller volumetric integral by comparison to the second term.  
One can continue solving Eq. (2.12) for the phase space density,  
 
  
f ( N ) (q,p,t) = −V
kB ⋅T
2 ⋅∇ ⋅δT ⋅ exp(−i ⋅(t − ′t ) ⋅Γ0 )
−∞
t
∫ Q ⋅d ′t  (2.13)  




Qtotal (t) = Q
( N ) (q,p,t) ⋅ f ( N ) (q,p,t)dqdp∫∫  (2.14)  







2 Q(t) ⋅Q(t − ′t )
−∞
t
∫ ⋅∇ ⋅δT ⋅dt  (2.15)  
We then extract the temperature gradient, resulting in an expression for the heat current, 
similar to heat current defined by Fourier's law  Q = −κ ⋅∇T . Substituting Fourier’s heat 
current equation, we now identify an expression for the thermal conductivity, using a 
Fourier transform to rewrite the integral to obtain:  
 
  
καβ (T ,ω ) =
V
kB ⋅T
2 Qα (0) ⋅Qβ (τ )
0
∞
∫ ⋅exp(−iω ⋅τ ) ⋅dτ  (2.16)  
 
καβ (T ,ω ) is the temperature and frequency dependent thermal conductivity tensor, where
ω  is the perturbation frequency, the ij subscripts denote the directional components,  V is 
the volume of the system, Q  is the heat current of the system and τ  the time separation. 
In macroscopic heat conduction, we most often encounter constant currents and therefore 
require the zero frequency limit of equation 2.16 [1].   
 
 
κ ij (T ) =
V
kB ⋅T
2 Qi(0) ⋅Q j (τ ) ⋅dτ
0
∞
∫  (2.17)  
where  κ (T )  is now the thermal conductivity most often required in macroscopic analysis, 
and where the time scale of the system perturbations are orders of magnitude slower than 
atomic scale fluctuations. However for high frequency inputs of similar time scales as the 
atomic fluctuations, the frequency dependent thermal conductivity can deviate from the 
static value by orders of magnitude.  
      The next step is to calculate the volume averaged heat current for the system 
in terms of the microscopic variables that can extract from an MD simulation. Hardy[ 55] 
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derived the heat current operator that is generalized for any phase of matter and can be 
applied to any empirical form of potential energy, provided the energy is expressed as a 
sum of individual atom energies – which is in practice always the case. Hardy used a 
generic form for the Hamiltonian operator in order to express the heat current operator in 
terms of the microscopic variables available in a MD simulation. He then defined a local 
energy density operator in terms of a spatially dependent weighting function that 
incorporates contributions to the heat current from the local environment. Then he 
obtained the microscopic heat current operator.  
Starting from energy conservation,  
  !H (x)+∇⋅s(x) = 0  
(2.18)  
where  s(x)  is now a local heat current operator and  !H (x)  is related to the energy density  
operator H by,   
 
 
!H (x) = 1
i ⋅"
H (x), H{ }  (2.19)  





H (x), H{ }  (2.20)  
in order to express the heat current operator in terms of the microscopic variables 














∑  (2.21)  
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where Φ is potential energy. Hardy defined a local energy density operator in terms of a 
spatially dependent weighting function that incorporates contributions to the heat current 























∑  (2.22)  
where H.c. is the Hermitian conjugate and Δ(x − qi )  is a spatial weighting function  
normalized to unity,  
  
Δ(x − qi )dV∫ = 1 (2.23)  
Taking  
  (2.24)  
and using the commutation relations for the position and momentum operators, along 
with a Taylor expansion of the spatial weighting function, allows simplification of Eq. 





H (x), H{ } = ∂sα∂xαα∑
 (2.25)  























































now average the local heat current operator  s(x) , to yield an expression suitable for 


































∑  (2.27)  
where  s  is now a volume averaged heat current operator,  p is momentum vector,  q  is 
the displacement vector, ij denotes the atom indices,  m  is the mass, and Φ  is the 
potential energy.  














∑  (2.28)  
Where  V  is volume of the super cell,  Ei  is the kinetic and potential energy of atom  i , 
Φ j  denotes potential energy of atom  j , !xi  is the velocity of atom  i  and rij  is distance 
between atom  i and  j . Equation (2.28) has two physically meaningful terms that 
correspond to the two mechanisms that carry heat in all phases of matter. The first term, 
often called the convective or diffusion term, dominates in liquids and gases where 
energy is transported through the kinetic energy of the constituent molecules [36]. In 
solids the second term dominates, because the forces are large and atoms are constrained 
to their local environment – i.e. the time between interactions is of the same order as the 
time of the interaction itself.   
The GK formula offers a way of calculating the transport properties other than the 
PGM. GK is based on linear response theory and fluctuation-dissipation theory. The 
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PGM treats phonons as particles. All phonon interactions are considered to be scattering 
events. Here we focus on two types of phonon-phonon scattering: momentum-conserved 
scattering and momentum-destroying scattering . The second type, which is also known 
as umklapp scattering, gives rise to thermal resistance. The more often these umklapp 
scattering events happen, the higher the thermal resistance, and hence lower the thermal 
conductivity. The GK formula on the other hand is derived from the Liouville equation 
and describes the response of the system to small external disturbances from equilibrium. 
This approach leads to general results for the system response functions and transport 
coefficients, like thermal conductivity. As shown in Eq. (2.17), the thermal conductivity 
is proportional to the total heat current autocorrelation under the GK formula. Based on 
the GK perspective or correlation paradigm, we consider any form of patterned or 
correlated motion in the system’s trajectory as a contribution to thermal conductivity. 
Using Eq. (2.28), one can measure the total heat current, which is valid for any phase of 
matter. The duration over which the heat current function remains correlated with itself is 
proportional to the thermal conductivity. Thus, in a material with a high thermal 
conductivity, the correlation will be long lasting (i.e., fluctuations from equilibrium 
dissipate slowly). For a material with a low thermal conductivity, the correlation will be 
short-lived. In liquids and gases, the first term in the heat current equation, which is 
known as convective term in Eq. (2.28), is important since there is diffusion/convection. 
Teng et al. have shown in fluids, the convective term correlation is the dominant 
contributor to the thermal conductivity [37]. However in solids, the second term, which is 
called conductive term is more important, since there is little or no convection. For 
instance, McGaughey et al. has shown the conductive term dominates when calculating 
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the total heat current in solid crystalline argon [24]. This thesis focuses on solids and 
polymers, in which the heat current is derived primarily from the 2nd term in Eq. (2.28), 
which depends on inter-atomic forces, distance, and velocities of atoms. 
In GK calculation, the heat current is calculated using Eq. (2.28) in real time. The 
heat current includes the information of atomic interactions in the time domain. It also 
includes all phonon mode interactions. 
Here we wish to emphasize the two important differences between GK and PGM 
paradigm. First, in the GK calculation, all the mode interactions are captured in time 
domain. In PGM, scattering processes are considered as the only interactions between 
phonons, hence phonon modes are nearly always independent, except when scattering 
events happen.  However in the GK paradigm, the phonon interactions are evaluated at all 
times using Eq. (2.28). The second term in Eq. (2.28) describes the interatomic forces, 
distances and atomic velocities, including all the phonon interaction information for 
solids. The correlation of the heat current function is essentially calculating how 
similar/correlated of the heat current at time  t  and  t +τ , as shown in Eq. (2.18). The 
more correlated the heat current is, the higher the thermal conductivity. At a modal level, 
all the mode interactions are included in the heat current. These interactions’ effect on the 
thermal conductivity is reflected by the heat current correlation function. Compared to 
the PGM, the GK paradigm includes the missing phonon interaction information that 
occurs before scattering events happen. After all, one single phonon cannot generate a 
temperature gradient in material; the phonon has to interact with other phonons to 
generate a temperature gradient. Secondly, the GK formula does not need to predefine 
wavevectors for phonons while the PGM does. In the PGM, a well-defined wavevector is 
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essential for every phonon, since the group velocity is defined by the derivative of 
frequency over the wavelength of a phonon. This pre-requirement limits the application 
of the PGM to non-periodic structures. Since the GK method does not have this limitation, 
it can be applied to non-crystalline solids and even fluids or gases. In sum, the GK 
paradigm offers a different method of calculating and understanding the phonon thermal 
conductivity for all phases of materials.       
Although GK can be applied to more materials and structures than PGM based 
methods, it is not able to shed light upon individual phonon contributions, which the 
PGM based methods are able to offer. In the next two sections, we will discuss a new 
modal decomposition method, GKMA, derived from the GK formula and extended so 
that one can obtain the mode level details similar to PGM based methods. The GKMA 
method is also more generalized than the PGM based method, since it does not require a 
well-defined wavevector for each individual phonon. The GKMA method is derived from 
GK and LD methods. In order to understand the GKMA derivation, we first introduce the 
general form of the LD formulation.  
2.2       Lattice dynamics formulation 
Consider an arbitrary collection of N atoms that collectively form a stable rigid 
body, whereby each atom vibrates around a stable equilibrium site. This group of atoms 
can have any internally inhomogeneous structure and/or composition and need not be 
periodic in any sense whatsoever. For such a system, there will in general exist 3N 
collective modes of vibration that can be determined using the LD formalism in the 
harmonic limit. The most general form of the LD formalism does not require 
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wavevectors. Instead the formalism can be applied to any arbitrary group of atoms that 
oscillate around stable equilibrium sites, even without periodic boundary conditions. 
What results are 3N solutions to the equations of motion described in terms of 
polarization vectors for each individual atom, which describe the direction and relative 
amplitude of displacement for each solution (e.g., eigen/normal mode). The use of a wave 
vector is merely a generalization and simplification of the resulting solutions that occur 
for periodic systems, which are a special case.  
In periodic systems, only the atoms within an individual unit cell are 
distinguishable, while all others are repetitions that have the same solutions modulated by 
different plane waves whose wavelength and direction are described by the 
corresponding wave vector. The formulations are listed below as [38] 
 ω 2 (k, p) ⋅e(k, p) = D(k) ⋅e(k, p)  (2.29)  
where  e(k, p) is a complex polarization vector, which represents the mode shape, p
represents different branch, and k is the wavevector. The  D(k) is the dynamics matrix 
containing the mass and stiffness information. The  D(k) matrix is calculated by  
 
 
Dαβ ( j ′j ,k) =
1
(mj ⋅m ′j )
1/2 ⋅ φαβ ( j ′j ,0 ′l ) ⋅exp(i ⋅k ⋅ r( ′j ′l )− r( j0)⎡⎣ ⎤⎦)
′l
∑  (2.30)  
 
 
φαβ ( j ′j ,0 ′l ) =
∂2Φ
∂uα ( jl)∂uβ ( ′j ′l )
 (2.31)  
    The indices  j and  ′j  represent individual atoms,  l  identifies the unit cell 
where the atom  j is located. The dynamics matrix is symmetric and Hermitian, 
guaranteeing real eigenvalues, which are also related to the harmonic frequencies of the 
 25 
atoms. The eigenvector can be complex which represent the coefficient of a polarized 
wave.  
If one were to then use a suitable description of the interatomic forces, one can 
conduct an EMD simulation to obtain the time history of the positions and velocities of 
all the atoms, which would contain all degrees of the anharmonicity. The LD 
eigenmodes, however, can still be used to understand the interactions between modes as 
McGaughey and Kaviany were the first to show that by projecting the MD trajectory onto 
the LD mode shapes, one can obtain each mode’s amplitude as a function of time [39]. 
With this approach, one can calculate the relaxation time of any mode, regardless of 
whether it is a propagon, diffuson or locon[40]. However, without a clear definition for 
the phonon velocity, one cannot complete the calculation of thermal conductivity.  
Here, we treat the system more generally in the sense that we do not attempt to 
describe the solutions in terms of plane waves and wave vectors since in general they will 
greatly deviate from that description when the structure or composition is disordered. In 
terms of the more common terminology, it is equivalent to treating the entire simulation 
cell as though it is a single, possibly complicated unit cell on a cubic lattice, such that all 
of the LD calculations are carried out at the gamma point ( k = 0 ). Substitute  k = 0  in 
Eq. (2.29-2.30), one will obtain the most general form of the LD formula. Then j and ′j  
represent any atom in the simulation domain instead of only atoms in a unit cell. In this 
supercell LD approach (SCLD), one effectively treats the entire super cell calculation 
domain as one unit cell. This approach then allows us to generalize the GKMA formalism 
for any type of material that simply satisfies the most basic requirement that atoms 
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vibrate around stable equilibrium sites. This would then apply to systems with any degree 
of order or disorder or lack of periodicity, such as crystals, random alloys, amorphous 
materials and individual molecules. Using SCLD, we can obtain the mode 
shape/eigenvectors of the phonons. The next step is to input the mode information into 
GK and heat current formula such that one can calculate mode level information from 
MD simulation that include anharmonicity. 
2.3       Green-Kubo modal analysis method formulation   
After we obtain the eigenvectors from LD, we need another formula to combine 
the eigenvectors with the heat current operator and GK formula. Then, we introduce the 
GKMA method, as it is a combination of Green-Kubo and the normal mode analysis 
method based on LD. The main idea is to decompose the heat current into mode heat 
current. And then calculate mode heat current correlation with total heat current, which is 
the mode thermal conductivity. By inspecting the heat current in Eq. (2.28), there are 
several ways to decompose the heat current, such as decomposition based on velocity, 
displacement, and force. Using velocity is an obvious choice, since velocity appears in 
each term and thus the entire heat current expression is proportional to it. This is the only 
choice of variable decomposition that allows one to decompose both terms in the heat 
current operator and therefore allows the entire heat current to become proportional to a 
summation over modes. Velocity is therefore a simple, obvious and straightforward way 
of performing the decomposition. However, it has been shown that the first term in the 
heat current is not very important for solids [24] and thus we should also consider that 
one might need to also focus on the term that contains the forces and displacements. 
Therefore, in the following section, we will first discuss the formulism and feasibility of 
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the other two possible decomposition methods. And we prove that these two 
decompositions are either theoretically incorrect or impossible to implement.   
After we prove that the velocity decomposition is rigorously correct and feasible, 
we will briefly discuss the implementation of GKMA. GKMA is implemented in the MD 
simulation since MD includes all degree of anharmonic interactions. Once obtaining the 
mode thermal conductivity from GKMA, one needs to apply the quantum correction due 
to the classic nature of MD. At last, we will discuss one calculation scheme we used to 
reduce the computational cost, which is partial summation of modes.  
2.3.1   Heat current decomposition based on velocity  
First, we start with velocity decomposition. We derive the GKMA formulation of 
partitioning heat current by decomposing velocity into mode level coordinates. Here, we 
utilize the same concept of projecting the MD trajectory onto the mode shapes obtained 
from LD, but instead of using the mode amplitudes to calculate relaxation times we 
conduct a direct modal decomposition of the heat current. Towards this end, we first 
examine the meaning of the reverse transformation from normal mode coordinates back 
to individual atom coordinates, where the normal mode amplitudes are calculated from, 
 
 
X (n) = mj e j
*
j




!X (n) = mj e j
*
j
∑ (n) ⋅v j  (2.33)  
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whereby the displacement and velocity of each atom and  can be obtained from the 






1/2 e j (n)X (n)
n






1/2 e j (n) !X (n)
n
∑  (2.35)  
In Eqs. (2.32- 2.35)  n  denotes the mode (e.g., the nth solution to the equations of motion), 
 
mj is the mass of the j
th atom, and 
 
e j (n)  is the polarization vector which gives the 
relative magnitude and direction of motion for atom  j  in mode  n . Equations (2.32- 2.35) 
are not new and are well established within the context of the LD formalism [38].  
      Here, we postulate that Eqs. (2.32) and (2.33) essentially state that at every 
instant, each atom’s position and velocity are composed of their respective contributions 
from the different collective vibrations in the system. Thus, every atom’s position and 
velocity are dictated by the respective magnitudes of each normal mode’s amplitude 
 
x j (n)  and its time derivative  
!x j (n) . By thinking of each atom’s position and velocity as 
being composed of an exact sum of modal contributions at every instant, it was then 
postulated that if an individual mode’s contribution to the displacement or velocity of an 
atom is used in an expression for the calculation of any other property that depends on 
that atom’s position and/or velocity, one would subsequently obtain that mode’s 
contribution to that property. For example, one can calculate each mode’s contribution to 
the temperature of the system via, 
 






∑ . Similarly, towards the 
calculation of thermal conductivity, the modal contributions to the velocity of each atom 
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can be substituted into the heat current operator derived by Hardy [35],  to obtain each 




Q = Q(n) =
n
3N

















1/2 ei(n) !X (n)
 
,  is the sum of potential and kinetic energy of atom i, 
 V  is the volume of the supercell,  is the potential energy of atom j, and  is the 
distance between atom i and atom j.  
     We can then take this expression and substitute it directly into the Green-Kubo 
expression, Eq. (2.17), for thermal conductivity, to obtain an equation that expresses the 
thermal conductivity as a direct summation over individual mode contributions,  
  (2.37)  
Furthermore, one can also substitute the summation of modal contributions to the heat 
current in both places of the heat current autocorrelation to obtain the thermal 
conductivity as a double summation over individual mode-mode heat current correlation 
functions,  
  (2.38)  
      Equations (2.32) to (2.38) are generally applicable to any system where the 
atoms vibrate around equilibrium positions. However for crystalline materials, one can 
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exploit the structural symmetry, using wavevectors to describe the spatial periodicity. 
GKMA can also work for these systems, providing the detail information of phonons 
behaviors on different phonon branches as described in the following.  
Similar to Eq. (2.32) and (2.35), using the LD formalism, for a pure, homogenous 
crystalline material we can use the eigenmode coordinates to write the velocity of every 
individual atom as, 
 
 
!x( j) = 1
(Nmj )




∑ ⋅exp(i ⋅k ⋅r( j)) ⋅ !X (k, p)  (2.39)  
where 





∑ ⋅exp(−i ⋅k ⋅r( j)) ⋅v( j)  (2.40)  
where  j  denotes the atom,  
mj  is its mass,  N  is the number of unit cells in the system, 
 k denotes the wavevector,  p  is the phonon branch, and  e( j,k, p)  is the polarization 
vector which gives the direction in which each atom moves. Equations (2.32) and (2.33) 
represent a transformation to and from the normal mode coordinates. Equation (2.32) 
gives the modal contributions to every individual atom’s velocity. From Eqs. (2.32) and 
(2.33) one can describe the modal contributions to any quantity that is a direct function of 
the atomic displacements or velocities. To study thermal conductivity, we substitute the 
modal velocity into the heat current operator [35], to obtain the modal heat current 
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1/2  . We can then take this expression for 
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With this method, we are able to calculate each mode’s contribution to thermal 
conductivity for crystalline materials.    
      Equations (2.32-2.38) are the general form of the GKMA formula that can be 
applied to any systems that the atoms vibrate at the equilibrium positions. Equations 
(2.39-2.43) are applicable to crystalline materials that have well defined wavevectors. In 
the following chapters, the comparison between GKMA and other modal analysis method 
based on Eqs. (2.39-2.43) will be illustrated.  
Equations (2.36-2.37) and (2.41-2.42) are the primary results termed the GKMA 
method, which empowers us to obtain each mode’s contribution to the total thermal 
conductivity. We are guaranteed by Eqs. (2.36) and (2.41) that the summation in Eqs 
(2.37) and (2.42) will exactly recover the total GK thermal conductivity. Also Eqs. (2.37) 
allows one to examine how the correlation between pairs of modes contributes to thermal 
conductivity.  
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Aside from these benefits, the main power of the GKMA method (e.g., Eqs. (2.9-
2.10)) is that it now allows for calculation of the eigenmode contributions to thermal 
conductivity without the need to define a phonon velocity. This is a critical issue for 
situations where the PGM becomes questionable, such as for disordered materials. With 
the GKMA method, however, it is now possible to calculate the thermal conductivity 
contributions of individual modes for any arbitrary collection of atoms, as long as they 
vibrate around stable equilibrium sites. 
So far, we completed the discussion on the GKMA formulation using velocity 
decomposition. As we mentioned earlier, two alternative choices to decompose heat 
current are to (1) decompose the portion of the heat current that has the force vectors 
 
−∇riΦ j  or (2) the heat current based on the position vectors rij . The subsequent analysis 
shows that decomposing force cannot be evaluated for systems employing periodic 
boundary conditions, as is customary in simulations that approach the limiting behavior 
of a bulk material. Secondly we show that decomposing based on position would be 
qualitatively incorrect via a simple thought experiment.  
2.3.2   GKMA with force decomposition 
Following a similar procedure to velocity, to decompose the heat current based on 
force, we first write the force term as scalar modal force amplitude:  
 Fi (n) = mje j
*
j
∑ (n) ⋅ (−∇riΦ j )  (2.44)  
Similar to velocity, the force vector needed in the heat current should then obtained by 
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∑  (2.48)  
Inspection of Eq. (2.44) shows that there is an issue that would make the implementation 
of such an expression much more computationally expensive as compared to a 
decomposition based on velocity, namely: In order to decompose -∇riΦ j (the force on 
atom  i  due to atom  j ), instead of velocity !xi , one must decompose  
−∇riΦ j  for every 
atom  i , which means one has to conduct the decomposition n  times (number of atoms in 
the system) instead of decomposing !xi one time at every time step. However, even if one 
disregards the much larger computational expense, there is a more problematic issue 
encountered.  
Upon attempting to implement this decomposition in a much less computationally 
expensive potential such as LJ in order to test it, we noticed the following problem. The 
force term in Eq. (2.45) is the summation of the force from atom j and all the other atoms 
in the system, which includes periodic images of other atoms when one applies periodic 
boundary conditions. The problem with periodic images is the fact that the corresponding 
 
rij  that must be used for each term in the decomposition is different for an atom in the 
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cell and a periodic image. The problem then arises from the fact that the periodic image 
of an atom has exactly the same polarization vector. Therefore, when one multiplies the 
modal force amplitude in Eq. (2.45) by the atom’s polarization vector, one does not 
obtain the force between atom i and j, but instead the sum of force terms between i and j, 
including all periodic images of j. This then becomes problematic, because one cannot 
obtain the force terms for each individual instance/image of j (i.e., in the supercell vs. 
periodic image(s)) and therefore one cannot multiply each term by the appropriate  
rij  for 
each respective instance/image. As a result, if there is a periodic image of an atom, one 
cannot obtain the correct total heat current (2nd term only) via the summation in Eq. 
(2.48).  
This issue essentially shows that force decomposition would rely on every atom in 
the system having a different polarization vector, so that one can properly map the force 
contributions to the corresponding values of rij . Thus, the central problem with using 
force as a basis for decomposition is the inability to properly map the force components 
to the correct atoms, since the summation in Eq. (2.48) simply returns the sum of all 
forces between atom i and all atoms with the polarization vector e j . Clearly this is 
problematic for periodic boundary conditions and also structures where the eigenvectors 
themselves are periodic, which is generally the case for sinusoidally 
modulated/propagating modes. Thus, it cannot be implemented in general. Furthermore, 
one can easily see how the same issue arises if one were to even analyze a crystal, even 
without periodic boundary conditions. In a crystal, the eigenvectors would be repeated for 
every instance of the unit cell. Therefore, when Eq. (2.48) is evaluated, one would not be 
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able to properly separate interactions between individual atoms and periodic instances of 
the same basis atom in different unit cells. Thus, although we identified the issue in the 
context of assessing periodic boundary conditions, the issue is more general and is 
associated with periodicity in the polarization vectors, which cannot be applied to 
crystalline systems altogether. Thus, the decomposition of heat current based on force is 
incorrect.  
2.3.3   GKMA with displacement decomposition 
Decomposing the heat current based on position by projecting rij  onto the 
polarization vectors will be incorrect based on the following simple thought experiment. 
Consider the system at the following state, which is a common initial condition, used in 
many MD simulations, whereby all atoms are at their equilibrium sites, but have initial 
velocities. In this state, the heat current would be non-zero because the velocities are non-
zero and can be asymmetric. However, if one were to have decomposed the heat current 
based on the displacements, in this state, all modal contributions will become equal to 
zero because the displacements are zero. This is because when one expands the difference 
in atom positions, there are two components to the vector (
 
rij = ri0 + ui − (rj0 + u j ) = ri0 − rj0 + ui − u j ). The modal decomposition would arise from 
each atom’s relative displacement from equilibrium (e.g., the ui − u j term) and in the 
aforementioned state, all modal contributions would be zero since every atom would be 
located at its equilibrium position ri0 . As a result, the entire heat current would arise from 
the term associated with ri0 − r j0 , which is static and only gains time dependence through 
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its multiplication with the force and velocity terms. Therefore the problem with such a 
modal decomposition is the fact that no matter what modes are excited at the proposed 
initial state, decomposing based on position would yield the same modal contributions 
(e.g., all zero), which is clearly incorrect. Thus, by inspection of Eq. (2.41), one can see 
that a decomposition of the heat current based on position cannot be correct at the state 
described and therefore cannot be correct in general. Sun and Allen have used a power 
series of the relative displacements to decompose heat current [3]. However from second 
to highest order terms, all the terms are multiplied by ri0 − r j0 in the end. Hence the same 
issue arises as long as the atoms are at equilibrium locations, the decomposition of 
displacement will give zero modal heat current for any order terms. Therefore 
decomposing heat current on displacement is not correct.  
 
 
In conclusion, the decomposition based on velocity is both rigorous and correct. 
Furthermore, the most obvious alternative decompositions are incorrect/problematic.  
2.3.4    Quantum correction on the specific heat  
Since the GKMA method allows us to determine the thermal conductivity 
contributions with respect to each mode and the LD provides the mode frequencies, we 
can then apply a quantum correction to the classical MD GKMA results. The underlying 
assumption in doing so is that, only the quantum effect on the specific heat must be 
accounted for in this case. Turney and McGaughey [41] have clearly shown that for 
crystalline materials, quantum corrections are ill-founded because there are two quantum 
effects, one on the heat capacity, and the other one on the scattering rate due to incorrect 
mode-mode occupations. This second effect is both important and intuitive, as one can 
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envision that in the limit that only a single mode is excited in the system, the time it takes 
to couple with other modes and relax towards equipartition is a strong function of the 
amplitudes of other modes. Thus, when other modes are simultaneously excited, it affects 
the rate at which mode-mode interactions occur. Turney and McGaughey [41] have 
clearly shown that for crystalline materials this effect is crucial, and because classical 
MD trajectories do not yield the correct quantum mode amplitudes observed at low 
temperatures, MD incorrectly predicts higher scattering rates. However, even though this 
issue is critical for bulk homogenous crystalline materials, one can envision other 
situations where another scattering mechanism dominates the phonon relaxation times, 
such as boundary [42], impurity [43] or structural scattering [12]. In such situations, 
where the phonon-phonon scattering processes (e.g., umklapp scattering) are not the 
primary mechanism governing the low frequency mode thermal conductivity 
contributions, one would imagine that the error associated with incorrect mode-mode 
occupations at low temperatures can become negligible. Hence in the amorphous solids 
that we studied here, the second effect is neglected. The quantum heat capacity and a few 
other temperature dependent corrections are included in the GKMA analysis.  
Using GKMA one can calculate the thermal conductivity of individual modes. 
However a few temperature dependent corrections are needed to accurately predict the 
thermal conductivity. Due to the classic nature, MD results in a constant heat capacity 
with respect to temperature, since every mode is equally excited at all temperatures. 
However, once each individual mode’s thermal conductivity is obtained, one can easily 
apply a quantum specific heat correction, which extends the MD based predictions to 
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essentially any temperature. To obtain the more accurate temperature dependence, one 
can then use the following expression,  
 
 
κ T( ) = fQ ω n,T( ),T( ) ⋅ fκ n,T( )
n
∑  (2.49)  
which includes three explicit functions of temperature, namely  
fQ ,  fκ  and ω  . In Eq. 
(2.49) the function  
fQ  represents the ratio of the quantum to classical specific heat for 
mode  n , which has frequency ω  at temperature T  and is unit-less. The function  fκ  
represents the GKMA derived mode thermal conductivity contributions (e.g., it has the 
units of thermal conductivity), obtained from MD simulations at discrete values of  T , 
where the MD simulations are performed. The function ω  represents the phonon 
frequency of mode  n , which itself also exhibits some temperature dependence. In the 
next three paragraphs, the three temperature dependences are explained explicitly. In 
Chapter 3, we demonstrate how thermal conductivity prediction improves as each aspect 
of the temperature dependence is included in amorphous silica, which will henceforth be 
referred to using the subscripts  Q , κ , and ω . It should also be noted that thus far in 
testing the GKMA method, we have only applied Eq. (2.49) to amorphous materials thus 
far and have yet to apply it to a crystalline material.  
The first and most important source of temperature dependence is in the quantum 
to classical specific heat ratio 
fQ , which is what causes the thermal conductivity to 
decrease to zero as  T à0K for amorphous materials. Furthermore, it restricts the 
contributions of the high frequency modes at low temperatures and modulates the MD 
derived thermal conductivity contributions determined from the GKMA method. The 
 39 
specific heat is calculated using analytical function. The quantum expression of 
volumetric specific heat, based on Bose-Einstein statistics is given by [44], 
 
 









 (2.50)  





. Thus, the quantum 
heat capacity correction factor is the ratio,  
 
 






fQ (ω ) = Cq (ω ) / Cm(ω ) . 
The second important source of temperature dependence enters through the 
GKMA derived thermal conductivity contributions  fκ . As temperature changes, the 
modal interactions change and the contributions of different modes are inherently 
temperature dependent via the anharmonic nature of the interactions. However, unlike the 
quantum specific heat correction, which is a continuous function of temperature, MD 
simulations are run at discrete temperatures. To then generate a piece-wise continuous 
function for thermal conductivity vs. temperature, one can interpolate the data for  fκ  at 
discrete values of temperature. Here, one can use the data at a few initial temperatures 
and determine by inspection, what temperature ranges may require additional simulations 
to improve the resolution of the temperature dependence, in temperature ranges where the 
contributions change more rapidly. This is because it is advantageous to minimize the 
number of temperatures needed for  fκ  to minimize computational expense. Let us 
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assume we calculated the frequency dependent thermal conductivity at 3 temperatures for 
a material. For the intermediate temperatures, one can linearly interpolate the mode 
diffusivity using the three temperatures GKMA results for each individual mode 
diffusivity and then multiplied by the specific heat at the temperature of interest. For 
example, for , . In this expression, 
 and  are the mode diffusivity at  and respectively. Due to the 
classical nature of MD simulations, all of the modes are excited. Hence we can determine 
the mode diffusivity from the mode thermal conductivity by dividing by the classical 
specific heat. After interpolation, one obtains the mode diffusivity and multiplies by the 
quantum corrected specific heat using Bose-Einstein statistics to yield the thermal 
conductivity at a given temperature.   
Lastly, the phonon frequencies (ω ) can slightly change with temperature, due to 
anharmonicity (e.g., frequency softening) and thermal expansion [45]. All of the 
simulations are performed using constant volume, hence thermal expansion does not play 
a role, but anharmonic effects can still cause the mode frequencies to change. The extent 
of the frequency shift as a function of temperature can be easily determined by 
interpolation of the data at discrete temperatures, using the peak frequency obtained from 
a Fourier transform of the mode amplitudes.   
Using GKMA and temperature dependence corrections, one can calculate the 
temperature dependent thermal conductivity accurately. Furthermore GKMA can provide 
mode details from correlation maps. The mode-mode correlations are computed from,  
 T1 < T < T2
 
DT (n) =
DT1 (n)(T2 −T )+ DT2 (n)(T −T1)
(T2 −T1)
 
DT1 (n)  
DT2 (n)  T1  T2
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where  n  and  ′n  represent two modes, is Boltzmann constant,  T  is the temperature 
and  V  is volume, Q  is heat current for a mode,  
Cq is quantum specific heat from Bose-
Einstein statistics[44], and  Cm is classic specific heat, and ω  is frequency of the mode. 
Partitioning the specific heat ratio Cq /Cm  from Eq. (2.51) into  
Cq / Cm for each mode 
heat current is mathematically correct. However it makes Eq. (2.52) offer a slightly 
different result as Eq. (2.49). In Eq. (2.49), the quantum effect is included once for every 
individual mode. After calculating one mode correlations with all other modes, then 
correct the specific heat once for this mode. Using this method, we consider that whether 
one mode is activated or not at a specific temperature based upon its specific heat ratio. 
However this equation does not consider whether the other modes, which it correlates 
with, are excited from ground state or not at the specific temperature. In order to consider 
this quantum effect, in Eq. (2.52), one can include the quantum heat correction in the 
correlating pair of two modes in the correlation function, which will make the quantum 
heat correction more rigorous. To understand Eq. (2.52), one needs to rationalize why 
heat current Q  is proportional to 
 
Cq / Cm . In order to prove Q  is proportional to 
 




























and !ω = kBTx into Eq. 
kB
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∑ . Substitute specific heat ratio, which 








∑ . Therefore the mode 
heat current is proportional to the square root of the mode specific heat ratio, which can 
be calculated based on the frequency of the mode. Using the summation of all correlation 
functions between pairs of modes 
 






∑ , the resulting sum yields the Green-
Kubo thermal conductivity at the simulated temperature, which represents the total 
integrated volume of the 3D map.   
     The introductions of the GKMA formulation and quantum correction are 
completed. Then we briefly discuss the implementation of GKMA and focus on the 
partial summation scheme, which can significantly reduce the computational cost.  
2.3.5    Partial summation to reduce the computational cost 
Modal analysis methods typically are computational demanding. In order to 
reduce the computational cost of GKMA, we proposed a scheme that combines any 
desired group of modes together to calculate the summed contribution of their combined 
heat current at one time. In Eq. (2.38) individual mode level detail is retained, but we can 
sum as many modes as desired to obtain their net contribution at one time, which 
mitigates the need to separately output and store the heat current associated with each 
mode.  
 43 
As an example of how one can reduce the computation by grouping modes 
together, one can sum the contributions of all optical modes in crystalline material and 
calculate their thermal conductivity contribution all at once via, 
  (2.53)  
Such a simplification is useful, because very often there may be a group of modes that are 
of primary interest, and individual mode level detail can be targeted on such groups, 
while other modes such as optical modes, which are known to have minimal 
contributions to the thermal conductivity [46], can be separately computed. This is 
somewhat of an advantage to other formalisms [8,39], whereby every mode’s 
contribution has to be recorded separately. Methods, such as the spectral energy 
decomposition (SED) have been developed to reduce this computational load [45]. 
However, it has been shown that although SED predicts accurate phonon frequencies, the 
phonon lifetimes are inaccurate, because the information about the phonon eigenvectors 
is discarded [45]. 
Thus far we have completed the discussion on the GKMA formulation and 
implementation. In the next chapter, we will demonstrate the results calculated using 
GKMA and compare with other modal analysis methods. In the following section, we 





















2.4       Other mode level descriptions 
2.4.1    Other modal analysis methods (NMA & BTE & A-F)  
     There are several modal analysis methods existing in the literature. Most of the 
methods are only applicable to pure crystalline materials or alloys because these methods 
are based on PGM.  As discussed in Chapter 1, under PGM, the lattice heat conduction is 
described in terms of specific heat, phonon relaxation time, and group velocity. The 
phonon velocity is defined as  dω / dk . ω is the phonon frequency and  k  is the phonon 
wavevector. PGM works well on crystalline solids. Next we discuss the formulations of 
two well-known PGM methods which are anharmonic force constant method and normal 
mode analysis method briefly.   
We have discussed the calculation of specific heat and phonon group velocity 
earlier. The other important parameter is phonon relaxation time. Calculating of the 
phonon relaxation time is challenging, since anharmonicity needs to be considered. In 
order to calculate the phonon relaxation times, the anharmonic force constant methods 
use second and third order force constants and Fermi’s golden rule; the normal mode 
method uses the anharmonic vibrations from MD to determine the time dependence of 
the normal mode coordinates.  
In the anharmonic force constant method, the phonon lifetimes are obtained based 
on Fermi's golden rule. The total lattice thermal conductivity is determined under the 
relaxation time approximation by summing up the contribution from each mode in first 
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Brillouin zone. By applying Fermi's golden rule to the cubic Hamiltonian [4,7,47,48], the 
phonon lifetimes  










∑ 2(n ′k ′p − n ′′k ′p )δ (ω (kp) +⎡⎣




where   V3  is the cubic interatomic force constants are needed to compute the three-
phonon scattering matrix elements, which measure the strength of the scattering events. 
And  
nkp is the equilibrium Bose-Einstein distribution function. The conservation of 
momentum requires  k + ′k + ′′k = G , where  G  is a reciprocal lattice vector, for which  G  
=0 results in the normal processes and  G ≠ 0 relates to the umklapp processes. The 
choices of  ′′k  are limited by the choices of  k  and  ′k , and thus the summation involves 
only  ′k .  Then one can compute the lattice thermal conductivity based on the relaxation 

















vkp is the amplitude of the group velocity. Recently there are several commercial 
packages[49,50] have been developed to apply the anharmonic force constant method to 
crystalline materials.  
    NMA, in short, uses the MD trajectory that is transformed to normal mode 
coordinates via LD calculations. Similar to GKMA, one needs to calculate the mode 
amplitude from displacement and velocity. Using Eq. (2.33), one can obtain the mode 
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amplitude from velocity. Similarly one can calculate the mode amplitude from atom 
displacement as  
  
X (k, p) = 1
N 1/2
mj e( j,k, p)
j
∑ ⋅exp(−i ⋅k ⋅r( j)) ⋅r( j)  
 
(2.56)  
The quantity  X (k, p)  is also time dependent and represents the instantaneous amplitude 
of a specific mode, which can then be used compute the mode's total energy,  
  
E(k, p) = 1
2
ω 2 X * ⋅ X + 1
2
!X * ⋅ !X  
 
(2.57)  
The phonon lifetimes are then determined by [8,39,51] 
 
 




∫ dt  (2.58)  
where  δ E(t) = E(t)− E(t) .  
The above two methods have been widely applied to many crystalline materials 
including Si [4,5,8] , Ge [4], Diamond [52], GaAs [53], half-heusler [54], PbTe [55], 
PbSe [7], CNT [56], graphene [57], to name a few. However the application of the two 
methods is limited to crystalline materials. The limitation with the usage of the above two 
methods is because they are based on PGM that needs a well-defined wavevector for each 
phonon in order to calculate the dispersion relation and group velocity. The lack of a 
clearly defined velocity is critical, because the PGM hinges on the velocity being defined 
in order to properly describe a mode’s contribution to thermal transport. For systems that 
lack periodicity or compositional homogeneity, the normal modes do not in general 
correspond to plane wave modulated vibrations with clearly identifiable wavelengths, and 
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therefore one cannot define the phonon dispersion or velocity. Thus, for systems that lack 
periodicity, such as amorphous materials, or small molecules, using the PGM to describe 
their phonon transport is inconsistent with the atomic level vibrations. This issue is 
critical, because these classes of materials represent a major fraction of the materials used 
in various applications that involve heat transfer.  
For the amorphous materials, the application of PGM is questionable. However, 
most studies on amorphous solids are still based on PGM [58–60]. The major exception 
has been the A-F method, proposed by Allen and Feldman [15,18,40], who made an 
important step forward by conducting LD calculations on supercell of amorphous Si 
[18,21,61]. In doing so, they developed a model for thermal conductivity that was based 
on the actual modes of vibration in an amorphous material. 
Using the A-F method, first calculate the overlap of two eigenmode as  
 Vij =
i
2 ω jω ′j
eα (k, j)Dβα




∑  (2.59)  
 where e is the eigenvector,  α ,β represents dimensions,  j, ′j are the atom number, and 







Vij (ω i +ω j )  (2.60)  
One can then calculate the mode thermal diffusivity as 





δ (ω i −ω j )
j≠i
∑  (2.61)  
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δ (ω i −ω j )  indicates that the frequency of two modes have to close in order to contribute 
to the thermal diffusivity. In effect, it can be noticed that the delta function is substituted 
by a Lorentzian function of width. Typically the width is chosen to be of the order of 
energy spacing in the density of states (DOS) so that the latter is a smooth function of the 
frequency and does not display any oscillations with sharp peaks, which would appear if 
the width is too small. The diffusivity times the specific heat gives back the thermal 
conductivity as 





∑ DAF (ω i )  (2.62)  
Their model exhibited better agreement with experimental data than previous 
work and it is based on harmonic approximation in LD. As a result they concluded that 
anharmonicity was not likely to be important. Michalski [22], on the other hand, argued 
that anharmonicity is important and a more recent study showed that the A-F method 
exhibits less agreement with experiments for amorphous materials other than a-Si [23]. 
This leads one to question if anharmonicity is the critical feature that has been missing 
from the previous model. It should also be emphasized here that correspondence with 
experimental data for thermal conductivity is the ultimate test for a model, and to date a 
model that exhibits excellent quantitative and qualitative agreement across multiple 
amorphous materials has yet to emerge. In Chapter 3, we will discuss the results 




2.5       Phonon Transport – a correlation-based perspective 
In order to compare the PGM and GKMA paradigms, we start from the wave 
packet concept. A wave packet is a finite set of phonons of different wavelength with 
phases and amplitudes such that they interfere constructively over a small region of 
space, and destructively elsewhere. A wave packet can be viewed as an envelop of a 
localized wave. From the PGM perspective, when a wave packet scatters with other 
phonons, defects, or boundaries, it gives rise to thermal resistance; thus all PGM based 
methods essentially predict the frequency and probability of the scattering events 
between phonons. These scattering events create and eliminate phonons [1]. However, 
these methods disregard the phonon interactions that occur between the phonon 
generation and its annihilation. In fact, in one single wave packet, all the phonons in this 
wave packet oscillate and remain together. The continuous interactions between these 
phonons allow the wave packet to contribute to the heat flow. In the extreme case, a 
single phonon cannot generate a temperature gradient, because the amplitude of a single 
phonon is identical everywhere in a material and the amplitude is proportional to the local 
temperature. In the GK paradigm, how long the phonon stays or correlates together is 
proportional to the thermal conductivity. The longer they correlate, the more they 
contribute to the heat flow. When the wave packet dies down, the correlation abates. 
GKMA allows us to extract the mode level information out of the total heat current and 
correlations. Using GKMA, researchers can obtain the mode heat current correlations 
which illustrate how the two phonons interact with each other. The correlation function 
between two mode heat currents describe how these two heat current functions resemble 
at time  t  and  t +τ , as shown in Eq. (2.38). Assuming two phonons are in a wave packet, 
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when the wave packet moves in space, these two phonons will oscillate together. Hence 
these two phonons behave similarly (i.e. oscillate in phase), and the correlation between 
them will be large. On the contrary, when the wave packet fades away, the correlation 
between these two phonon heat currents will be reduced. In summary, the PGM treats 
phonons as particles and includes the scattering processes between phonons. The 
correlation paradigm incorporates information from not only scattering events but also 




A FEW EXAMPLES OF GKMA APPLICATIONS   
 In the preceding chapter, the GKMA formulation is introduced and discussed. In 
this chapter we will demonstrate the applications of GKMA to several amorphous solids 
and a single polymer chain. GKMA generates accurate thermal conductivity results for 
all the amorphous solids that we have tested. And we have observed an interesting 
divergent thermal conductivity on single polythiophene chains and apply GKMA to 
understand which phonon branch is responsible for the divergence.  
To start our investigation, we began with the comparison of GKMA with other 
existing modal analysis methods based on PGM on the crystalline silicon (c-Si). After we 
confirmed that the GKMA and PGM based methods agreed well on mode level details for 
c-Si, we start to apply GKMA on the amorphous silicon (a-Si). The GKMA results on a-
Si agree well with experiments, which produce better agreement than A-F method. It 
validates the feasibility and accuracy of GKMA on disordered materials. As discussed in 
the previous chapter, for the disordered materials, the PGM based methods are not 
applicable. Although A-F method is applicable, the GKMA produces better results 
comparing to the experiments than A-F method, since GKMA includes the anharmonic 
effects which are not included in the A-F method. To test all temperature dependent 
functions in GKMA, we apply GKMA on amorphous silica. After we exam the GKMA 
on amorphous silicon and silica, we apply GKMA on amorphous carbon in which the 
majority of the modes are not excited at room temperature. As GK with classic MD is not 
able to eliminate the unexcited modes contributions to the thermal conductivity, the MD 
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result on amorphous carbon is significantly different from experiments. The good 
agreement with experiments using GKMA proves that the quantum specific heat 
correction is accurate enough for the amorphous solids thermal conductivity prediction.  
In the last section, we show the divergent thermal conductivity that we find in a polymer 
chain, polythiophene (Pth) and utilize GKMA to identify that two transverse acoustic 
phonon branches that are responsible for the divergence.  
3.1       Crystalline silicon  
3.1.1 Mode level comparison with existing modal analysis methods  
     Before applying GKMA to non-crystalline materials, it is first important to test 
whether the fundamental postulate the GKMA method is based on, is in fact correct; 
specifically, to test whether it is true that the individual terms of the sum in Eq. (2.42) 
correspond to the actual modal contributions to thermal conductivity. To assess this, we 
compare the interpretation of the GKMA results with other well established methods 
discussed in Chapter 2 for a crystalline material, namely silicon, since it has been studied 
extensively [4,5,8]. The MD simulation procedures are described here briefly next. The 
Tersoff potential [62], as implemented in the Large-scale Atomic/Molecular Massively 
Parallel Simulator (LAMMPS) [63], was used for all simulations discussed herein and the 
force routine was modified to include the modal decomposition for GKMA. For 
crystalline silicon, we used an 8x8x8 supercell (4096 atoms) as a first test and the lattice 
constant was 5.432 A
!
. Using a larger supercell would provide higher resolution and 
lower frequency phonons, but several studies have shown that a supercell as small as 
4096 atoms exhibits similar thermal conductivity to larger supercell [8]. The simulations 
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employ periodic boundary conditions in all directions and use a 0.5 femtosecond time 
step. Each simulation begins with equilibration under temperature control using velocity-
rescaling (NPT and NVT) method for 100 ps at 300K and 1 atm. After an initial 
equilibration period, the modal heat current and other modal information are computed at 
equilibrium in the NVE (microcanonical) ensemble for 10 ns, without temperature 
control. 
Figure 3.1(a) shows the thermal conductivity accumulation for silicon using Eq. 
(2.42) via the Tersoff potential. The first comparison is the correspondence it exhibits 
with respect to the accumulation computed from the NMA method using the same 
potential. The shapes of both the NMA and GKMA accumulations, when using the same 
potential are almost identical and exhibit the same features. The main difference between 
the GKMA and NMA accumulations is the contributions from the transverse optical (TO) 
modes. In the PGM it is impossible for a mode to exhibit a negative contribution to 
thermal conductivity, and thus the concept of negative thermal conductivity contributions 
is undefined in the context of the PGM. In the context of GKMA, however, there is 
nothing that requires the contributions of a given mode to be positive as it is possible for 
a mode’s heat flow to remain correlated with the total heat flow, but be out of phase 
giving rise to a net negative contribution. Nonetheless, in practice the total thermal 
conductivity is always positive, as is required by the second law. It is interesting to note 
though, that for other methods, the TO mode contributions are effectively zero in the 
context of the PGM, while the GKMA approach ascribes a slightly negative value. Still, 
there is excellent correspondence between the NMA and GKMA accumulations and also 
the amount attributed to each polarization. This suggests that the fundamental postulate 
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of the GKMA formalism is correct as it yields similar modal contributions as the NMA 
method, which is defined and evaluated independently. It is also worth noting that the 
accumulation results in Fig. 3.1 are in general agreement with previous work [8] using 
the environment dependent interatomic potential (EDIP) [64]. It should also be noted that 
the values reported in Fig. 3.1 are normalized to unity by the total thermal conductivity 
predicted by each respective method and potential. It is both well known and appreciated 
that the total values of thermal conductivity predicted by different potentials vary greatly. 
Nonetheless, it is useful to compare the results of different potentials on a normalized 
basis, so that one can assess whether or not the relative contributions of different modes 
are the same. Qualitatively, Fig. 3.1 shows that all three sets of results indicate the same 
relative contributions, despite the significant disparity in total thermal conductivity. This 
correspondence serves as additional evidence that Eqs. (2.36) and (2.37) do in fact 
correspond to the thermal conductivity contributions associated with a given mode.  
 
Figure 3.1 (a) Thermal conductivity of c-Si accumulation with wavelength. (b) Comparison of 
each phonon polarization’s contribution to the thermal conductivity of c-Si. The six polarizations 














































are the transverse acoustic (TA), longitudinal acoustic (LA), transverse optical (TO) and 
longitudinal optical (LO). 
 
    The comparison of NMA and GKMA absolute values of thermal conductivity 
results are shown in Fig. 3.2. The absolute values calculated from NMA and GKMA 
using Tersoff potential differ by less than 10%, which is within the statistical variation 
between individual MD simulations. Furthermore, it should be emphasized that the 
results for each method only represent one individual trajectory.  This comparison further 
validates the GKMA mode level agreement with NMA for crystalline silicon.  
 
Figure 3.2 Thermal conductivity accumulations vs. wavelength using GKMA and NMA with 
























3.2           Amorphous silicon 
     After this initial validation, we applied the GKMA method to a-Si, which is a 
system that cannot be well described by NMA and anharmonic force constant methods. 
Our calculations used the Tersoff potential [65] with a 4096 atom WWW-generated a-Si 
structure [66]. The density of a-Si was 2.33 g/cm3 in all simulations, which is equivalent 
to the crystalline silicon with lattice constant 5.432 A
!
. The details of the a-Si structure 
generation are discussed in the references [9] and [10]. The inverse participation ratio 
(IPR) is defined by 1
Pn
= e j (n)e j
*(n)
j
∑ , where Pn  is participation ratio of mode n, j 
denotes each atom, while e j (n) is the polarization vector for mode n. Supercell with 4096 
atoms, obtained from WWW methods [66] is employed. The initial structures were 
annealed at 1100K for 10 ns in order to avoid structural meta-stability [68]. The time step 
of the simulation was 0.25 fs and after 500 ps equilibration with NVT (constant number 
of atoms, volume and temperature), the modal heat currents were written every 1 fs for 6 
ns at equilibrium in the microcanonical ensemble at 300K.  
The IPR indicates the extent to which a mode is localized and does not involve all 
of the atoms in the system as a widespread collective vibration. Propagons and diffusons 
are delocalized and therefore have small IPR. Locons, on the other hand, are localized 
vibrations and therefore exhibit high IPR, which in Fig. 3.3(a) manifests at the higher 
frequencies.  
We then applied the GKMA to analyze the modal contributions to thermal 
conductivity in a-Si for all modes where propagons, diffusons and locons are all treated 
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the same way via Eq. (2.37). The normalized thermal conductivity accumulation function 
vs. phonon frequency for a-Si is shown in Fig. 3.3 (c). For comparison, the accumulation 
from the A-F method is also shown, which was calculated using the implementation in 
the General Utility Lattice Program (GULP) [69]. 
 
Figure 3.3 (a) Inverse participation ratio of modes in a-Si; (b) Phonon density of states, all three 
are from lattice dynamics simulation, black curve is from [18] and green curve is from [23]; (c) 
Normalized thermal conductivity accumulation vs. mode frequency for a-Si at 300K using 
GKMA and A-F theory at 300K. The dotted gray lines are estimated transition between 
propagons and diffusons & between diffusons and locons, based on direct inspection of the mode 






































In Fig. 3.3(c), the GKMA result, which includes all degrees of anharmonicity, 
predicts a similar trend as the A-F result at room temperature, which does not incorporate 
the effects of anharmonicity on the mode-mode interactions. At first this might seem to 
suggest that anharmonicity is not important. However, examination of the 2D cross-
correlation terms (e.g., Eq. (2.38)) shown in Fig. 3.4, indicates that there is significant 
correlation between modes with different frequencies. In Fig. 3.4(a) the diagonal terms 
are the largest, but they only account for ~ 70% of the total thermal conductivity at room 
temperature. Therefore cross-correlations, which arise due to anharmonicity, are 
responsible for approximately 30% of the thermal conductivity. What is also remarkable 
about the result in Fig. 3.4 is the fact that there is a distinct change in the magnitude of 
the correlations around 16 THz. This transition coincides with the transition to localized 
modes (e.g., locons – see Fig. 3.4). Here it is important to note that no information 
regarding the nature of the modes (e.g., propagon, diffuson, or locon) was used to 
generate Fig. 3. 4. Every mode in Fig. 3.4 was treated the same and no filtering was used 
to highlight the feature at 16 THz. Instead, a natural feature in the mode-mode 
correlations arises at the frequency where the mode character switches from spatially 
delocalized to localized. In Figs. 3.4 (b) and (c) we have filtered out the auto-correlations 
(cross-correlations only) and cross-correlations (auto-correlations only) respectively to 
make the features more clear. Figure 3.4 (c) shows that the locons do not have strong 
auto-correlations and the accumulation in Fig. 3.3 (c) is consistent with previous 
assertions that locons exhibit a negligibly small contribution to thermal conductivity. One 
result of the A-F analysis is that the correlations between modes (e.g., interactions) 
should be most significant when the frequency of two modes is similar. However, using  
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Figure 3.4 (a) Thermal conductivity contributions from mode-mode correlations of amorphous 
silicon; (b) Thermal conductivity contributions from just mode-mode cross-correlations of 
amorphous silicon; (c) Thermal conductivity contributions from only mode-mode auto-
correlations of amorphous silicon. 
 
the GKMA approach, Fig. 3.4 (b) suggests that interactions between modes of many 
different frequencies can all interact, as there is no obvious increase as one approaches 
the diagonal. It is interesting to note, nonetheless, that despite these differences, both 





(c)), even though the total value at 300K predicted by A-F (1.4 W/mK) is ~ 30% lower 
than GKMA result. The same mapping (2D) of mode-mode correlations for crystalline 
silicon is presented in Fig. 3.7 for comparison.   
In comparing the magnitudes of thermal conductivity values produced by GKMA 
and the A-F method, the A-F result underestimated the total thermal conductivity of 
amorphous silicon by 30% at 300K as shown in Fig. 3.5(c) and 3.6. Here the most 
relevant experimental result is taken to be the measurements of Cahill et al. [70], because 
it included the minimum hydrogen concentration (1%) and the hydrogen concentration in 
the simulations is 0%. It is acknowledged that there is a wide spread in the measured 
thermal conductivities for a-Si [70], but the differences must somehow relate to the 
underlying structure and composition of the actual samples used. Conceptually, if the 
atomic level composition and structure were well-known, one can simply construct super-
cells that exactly match the experimental structures. If this were possible, the resulting 
thermal conductivities should match if the theory is correct, and even more importantly 
the GKMA approach would be able to provide insight on why the thermal conductivity 
becomes so high in certain cases [61] by elucidating which modes are responsible for the 
difference.  
Since the GKMA method allows us to determine the thermal conductivity 
accumulation with respect to phonon frequency, we can apply a quantum correction to 
the classical MD GKMA results at different temperatures and compare to the 
experimental data [59,70] at all temperatures using Eq. (2.51). As discussed in Chapter 2, 
since classical MD trajectories do not yield the correct quantum mode amplitudes 
observed at low temperatures, MD incorrectly predicts shorter relaxation times, due to 
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artificial interactions with high frequency modes that are actually suppressed. However, 
in the situations where the phonon-phonon anharmonic interactions are not the primary 
mechanism governing the low frequency mode thermal conductivity contributions, one 
would imagine that the error associated with incorrect mode-mode interactions at low 
temperatures can become negligible. Furthermore, in such a situation, one would expect 
to achieve good agreement with experimental data, even with interatomic potentials that 
poorly describe the bulk behavior, such as the Tersoff potential. For example, consider 
using MD to calculate the temperature dependent thermal conductivity of a silicon 
nanowire [71–73], where the majority of the phonon contributions are limited by 
scattering with the boundaries. In such a situation the net relaxation time for most modes 
is dictated by the nanowire dimensions and not the detailed mode-mode interactions. This 
is especially the case for the low frequency modes, which are the only modes that remain 
excited at low temperatures. As a result, in such a situation, one would imagine that 
application of a quantum heat capacity correction would subsequently lead to good 
agreement with experimental data.  
It is argued here, that the situation for disordered materials is likely the same as 
the nanowire case, in the sense that another more dominant scattering mechanism, such 
as impurity scattering [43,74] or structural scattering [12] dominates the contributions of 
low frequency modes at low temperatures. As a result, one would expect that even a 
model such as the Tersoff potential, which has been noted to poorly describe the thermal 
conductivity of crystalline silicon, can be sufficient for describing the behavior in a-Si. 
Here, we test this assumption by applying a quantum correction to the GKMA results, 
which only imparts a correction to the specific heat component of each mode’s thermal 
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conductivity contribution via the ratio of the quantum to classical specific heat [1] (See 
Eq. (2.51) ).  
 
Figure  3.5 Thermal conductivity accumulation of a-Si at 100K, 300K and 800K without (a)  and 
with (a)  quantum correction; (c)Thermal conductivity vs. Temperature for a-Si comparing with 
experiments[70] and simulation results from other methods [21,75]. 
       Figure 3.5(c) shows a comparison of the quantum corrected thermal 
conductivity using GKMA as compared to experiments, which shows best agreement of 
all models to date [21,70,75]. The GKMA results in Fig. 3.5(c) were generated by a linear 
interpolation of the normalized thermal conductivity accumulation functions at 100K, 
300K, and 800K. The un-normalized accumulations at each temperature are shown in 
Fig. 3.5(a) and (b), which indicates that a significant shift in the contributions occurs at 
lower temperatures. The fact that the non-quantum corrected MD result increases at 
lower temperatures shows that in order to obtain the correct temperature dependence, the 
frequency dependence must be obtained from GKMA first, so that the quantum 
correction can correctly scale each mode’s contribution. At lower temperatures, the 
quantum correction nullifies the higher frequency contributions. However, it is still 
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important to correctly calculate seemingly over predicted values with MD for the lower 
frequencies, which when quantum corrected exhibit excellent agreement with the 
experimental data [70]. This serves as initial evidence that the thermal conductivity 
contributions from low frequency modes in disordered materials may be more so 
governed by scattering with the structure itself (or impurities in the case of an alloy), as 
opposed to pure anharmonic mode-mode interactions.  
 
 
Figure 3.6. Thermal conductivity accumulation with frequency using GKMA and A-F (diffusons) 
with Tersoff potential for amorphous silicon without normalization. Here, it should be noted that 
the A-F result is offset by the propagon contribution computed by Larkin and McGaughey [68]. 
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     In Fig. 3.6 the magnitude of GKMA and A-F method predicted frequency-
dependent thermal conductivity are compared. The A-F result does not start from zero 
because it includes the contributions from propagons via approximations developed in 
Larkin and McGaughey’s work [68]. Here the propagon contribution is calculated to be 
0.5183 W/mK using the implementation in GULP. This implementation requires 
specification of a cutoff frequency for propagons and then treats the propagons as 
propagating modes with thermal conductivity contributions described by the PGM. Since 
they are low frequency modes, similar to acoustic modes, they have a constant velocity 
and the relaxation times were determined from analytical expression. It is clear that the 
A-F result is lower from GKMA result and the difference mainly comes from the cross-
correlations contribution in GKMA. The A-F result is very close to the auto-correlations 
from GKMA, which will be discussed this phenomenon in more details in the next 




Figure 3.7: Crystalline silicon 2D cross-correlation map 
 
Figure 3.8: Amorphous silicon 2D cross-correlation map 
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Comparing Fig 3.7 and 3.8, one can observe the major difference of the mode-
mode correlations in crystalline vs. amorphous silicon. In Fig. 3.7, as for the crystalline 
silicon, there are no strong auto-correlations. Instead, there are many mode–mode 
correlations at different frequencies, especially for the acoustic modes. In Fig. 3.8, there 
are three differences one can find comparing with crystalline silicon. Firstly, the diagonal 
terms, which are the auto-correlations, are dominating. Secondly, the off-diagonal terms 
are not negligible, and there is no clear pattern for the correlations below 16 THz (the 
cut-off frequency). The third insight is the natural appearance of a band gap between 
diffusons and locons at around 16 THz as discussed earlier, which implies there is a 
distinct difference in behavior that accompanies the difference in spatial delocalization.  
After the successful application to a-Si using GKMA, one may wonder if it is a 
coincidence like A-F method on a-Si. We decide to study a few other amorphous solids to 
further prove the validity of GKMA on disordered materials.  
3.3       Amorphous silica 
The next amorphous materials we studied using GKMA is silica. Silica is of 
widespread technological significance and therefore understanding its thermal transport 
physics is of significant and broad interest. Of particular importance is the fact that the 
thermal conductivity of amorphous silica (a-SiO2) increases with temperature beyond 
room temperature, which is somewhat difficult to explain with MFP based arguments. 
Furthermore, the model developed by A-F, for example, predicts essentially constant 
thermal conductivity above 200 K [23] and therefore it is important to examine the role 
of anharmonicity in the thermal conductivity of a-SiO2. 
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Using the GKMA method, we then calculated the modes and their respective 
contributions to thermal conductivity for a-SiO2. The atomic interactions between 
amorphous silica atoms are described by Tersoff potential with parameters published by 
Munetoh et al. [65]. The a-SiO2 structure was generated by the melting-quenching 
method. The detailed procedures for generating a-SiO2 from crystalline silica have been 
described by Ong et al. [76] using the Tersoff potential. After quenching, the structure 
was annealed at 1100 K for 10 ns to avoid the meta-stability reported by Larkin et al. 
[68]. After generating the a-SiO2 structure, we calculated the DOS, and compared with 
experiments [77]. The agreement is overall reasonable, although there is significant 
discrepancy at lower frequencies. Nonetheless, Fig. 3.9 shows that even though there is 
some discrepancy at low frequencies the specific heat as a function of temperature is still 
well reproduced.  
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Figure 3.9. Heat capacity of a-SiO2 from the Tersoff potential, as compared to experimental 
results [78]. 
After we obtained the a-SiO2 structure, we applied SCLD (i.e., at gamma point 
 k = 0 ) for the supercell (4608 atoms) with periodic boundary conditions to obtain the 
normal mode eigenvalues and eigenvectors which allow one to visualize the normal mode 
shapes. The SCLD calculations were performed using the GULP [69]. Before SCLD 
calculation, one needs the relaxed structure, which is computed at 0K with zero pressure. 
The supercell is approximately cubic has 4608 atoms, with a length of ~ 40.44  A
!
. The 
density for the relaxed structure is 2317 kg/m3, which is 4% larger than the experimental 
value 2220 kg/m3 [79]. The eigenvectors and harmonic frequencies are then obtained 
using GULP. 
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Once all the eigenvectors have been calculated, we read them into LAMMPS in 
order to calculate the mode level thermal conductivity contributions using GKMA. All 
MD simulations were performed using a time step of 0.1 fs. After equilibration for 100 ps 
at 300K using NVT, the heat current, and mode heat current were captured for another 2 
ns (2 x 107 time steps) using NVE. After supplying the eigenvectors once at the 
beginning of the MD simulation, one is able to obtain the heat current and kinetic energy 
of each mode. Figure 3.10 shows total heat current auto–correlation function and its 
integral with time separation. The auto-correlations decay very fast, within 10 ps, as the 
integral, which is proportional to the thermal conductivity, converges in less than 30 
picoseconds. The integral of the heat current autocorrelation function is cut off at 30 ps 
[80] since the largest relaxation time in the supercell is less than 10 ps. After the modal 
heat current is computed, the modal thermal conductivity is determined by calculating the 
correlation between modal heat current and the total heat current.  
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Figure 3.10 (a) Total heat current autocorrelation functions (10 ensembles) and (b) integrations 
with time (in units of thermal conductivity) at 400K. The blue curve in (b) represents the 
averaged thermal conductivity from ten ensembles. The individual ensemble results are plotted as 
the grey curves, the shaded region represents the confidence intervals for the ensemble averaging. 
The width of the interval indicates the degree of certainty (12%). 
There are a few schemes to reduce the computational cost of GKMA as discussed 
in Chapter 2. The first way is to combine a group of modes together. Without calculating 
individual mode heat currents separately, one can combine a group of mode’s 
contributions to the velocity of a given atom together and then substitute it into the heat 
current operator. Next, one can sum of a group of  n modes’ heat current once instead of 
as  n  separate individual contributions. Mathematically, the correlation between 
(a)
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combined mode heat currents and the total heat current is exactly equal to the sum of all 
of the correlations between individual heat currents and the total heat current. The only 
difference this combination scheme will make is on the specific heat correction. We have 
to take the averaged frequency of the combined modes in one interval to calculate the 
specific heat suppression. Here, the frequency interval we used is ~ 0.15 THz, which is 
small enough to have negligible effect to the final system thermal conductivity. We have 
tested that when using smaller frequency interval, the GKMA results do not change.  
Another scheme is to reduce the frequency of the mode heat current calculations. 
Although the simulation time step is 0.1 fs for a-SiO2, we do not need to calculate mode 
heat current at every time step. When the heat current is calculated every 5 fs, we 
observed no difference in thermal conductivity as compared to when a smaller time step 
was used. This then reduces the cost associated with the GKMA portion of the simulation 
itself, 50X lower. In order to efficiently conduct the calculation, we parallelized the 
algorithm of calculating the heat current, mode heat current and mode kinetic energy by 
implementing the algorithm in the force-routine of the Tersoff potential in LAMMPS 
[63]. 
The IPR and phonon density of states are shown in Fig. 3.11 (a) and (b). The IPR 
quantifies the extent of localization for a given mode [18].  The color-shaded regions in 
Fig. 3.11(b) represent the quantum specific heat suppression function multiplied by the 
DOS, DOS(ω ) ⋅
C(ω )q
C(ω )m
 at three temperatures (100K, 400K, and 800K). Since the 
classical limit for the volumetric specific heat is constant, the area under the black DOS 
curve is proportional to the specific heat in the Dulong-Petit limit [81] which is 
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equivalent to the statement that the volumetric specific heat per mode is  kB / V . The 
areas of color-shaded zones denote the quantum specific heat at the three temperatures. 
As the temperature increases, there are continuously more modes excited above their 
ground states, such that they can contribute to the specific heat. Once this happens, these 
modes start to contribute to thermal conductivity and as a result, the thermal conductivity 
of a-SiO2 continuously increases from 10K to 1200K. Figure 3.11 (c) shows the thermal 
conductivity accumulation with frequency at different temperatures. The accumulations 
above 400K are very similar, which indicates that the anharmonic effects do not 
drastically change the mode-mode interactions above 400K. The increase in thermal 
conductivity above 400K is mainly due to more diffusons and locons starting to become 
excited above their ground state after which they are able to contribute to the thermal 




Figure 3.11. (a) IPR of modes in a-SiO2; (b) Phonon density of states (solid line) and 
experimental results (black circles) [82].  The three color-shaded areas demonstrate how Bose-
Einstein statistics suppress the heat capacity associated with certain modes, which was calculated 




) times density of states. The red, blue and gray 
regions represent 800K, 400K, and 100K respectively and the suppression is significant for 100K; 
(c) thermal conductivity accumulation vs. mode frequency for a-SiO2 using GKMA at different 
temperatures (100K, 200K, 400K, 800K, 1200K) without the quantum specific heat correction; 
(d) with quantum specific heat correction. The gray shaded areas represent locons.    
Figure 3.11 (c) and (d) shows the thermal conductivity accumulation vs. 
frequency before and after quantum specific heat corrections at five different 
temperatures for a-SiO2. Figure 3.12 shows how the predictions improve, as more 









































is calculated directly from classical MD, and as expected, the temperature dependence 
qualitatively differs from the experimental data [59] as shown in Fig. 3.12 (a). The data in 
Fig. 3.12 (a) corresponds to evaluating Eq. (2.35) and setting  
fQ = 1 for all modes, and it 
should be noted that we averaged over 10 ensembles for each data point in Fig. 3.12 (a) 
for the GK calculation.  However, after the quantum specific heat correction is applied to 
GKMA results, the overall experimental trend is obtained, but the results still differ 
significantly if only the GKMA accumulation is used for a single temperature (i.e., 
400K). Figure 3.11 (b) corresponds to evaluating Eq. (2.35) with  
fQ  equal to the 
quantum to classical specific heat ratio, but the temperature dependence of both  fκ  and 
ω  is neglected, as we have only used the values of  fκ  at 400K from GKMA and 
harmonic frequencies ω0  at 0K from LD. In reality, the accumulation, which is obtained 
from the thermal conductivity contributions  fκ , itself is a function of temperature, as 
indicated by Fig 3.11 (c). The accumulation, however, only exhibits moderate 
temperature dependence, which can be roughly approximated by linear interpolation at a 
few key temperatures. Thus, once the quantum correction ( Q ) and the accumulation (κ ) 
temperature dependence are applied, the agreement with experiments improves 
significantly. We then correct for the temperature dependence of the phonon frequencies 
(ω ) themselves (e.g., softening),  
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Figure 3.12 (a) shows the GK results with error bars comparing with experiments (black circles). 
The error bars correspond to the standard deviations observed for independent ensembles; (b) is 
the result of using 400K GKMA data with quantum specific heat correction; (c) is based on the 
results in (b) with the addition of temperature dependent frequencies at 400K; (d) shows the 
thermal conductivity using GKMA results at 100K, 200K, 300K, 400K, 800K and 1200K 




which can be determined from a Fourier transform of each mode’s kinetic energy [45]. 
This softening tends to shift the frequencies lower by ~ 10% at 800K and 6% at 400K, 
which is important, because the quantum correction is sensitive to the mode frequencies. 





































































frequency softening ω n,T( )  is incorporated into the calculations. In Fig. 3.12, we have 
used the subscripts  Q , κ , and ω  to denote the quantum specific heat temperature 
dependence, thermal conductivity accumulation temperature dependence and mode 
frequency dependence respectively. GKMA [16] fully includes anharmonicity resulting 
in different quantitative predictions than the A-F method, which computes the mode 
diffusivity based on harmonic approximation [25] and assumes the mode diffusivity is 
not temperature dependent. Instead of using temperature independent thermal diffusivity, 
we have interpolated the values at several temperatures to incorporate the temperature 
dependence of  fκ .  
After all the temperature dependence and interpolations have been accounted for, 
the magnitude and trend of the temperature dependent thermal conductivity exhibits 
excellent agreement with experiments as shown in Fig. 3.12 (d). We thus recommend that 
all three-temperature dependencies should be included to obtain the most accurate 
predictions using Eq. (2.49). In Fig. 3.11, we have included the uncertainty associated 
with sampling a limited number of ensembles, which is given as the standard deviation of 
the GK results at that temperature.  
As discussed in the Chapter 2, researchers [41] have shown that applying 
quantum specific corrections to crystalline materials is not in general rigorously correct, 
because the coupling between modes is dependent on their respective amplitudes.  
However, we argue that for amorphous materials, this effect is negligible only the 
quantum correction on specific heat is needed to reproduce experiments properly. 
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Because the quantum effect on “scattering rates” is negligible for amorphous materials. 
Furthermore, by applying the quantum correction to the 2D mapping of mode-mode  
 
Figure 3.13 Thermal conductivity of a-SiO2 vs. temperature as compared to other models and 
experiments: The red curve is the temperature dependent thermal conductivity of a-SiO2 from 
GKMA calculations with error bars showing the standard deviation between independent 
simulations, the experimental results (black circles) are from reference [27], A-F is Allen-
Feldman theory prediction from reference [23] using Beest-Kramer–van Santen (BKS) potential 
[83,84], MD1 is a non-equilibrium molecular dynamics simulation result from Shenogin et al. 
[23], MD2 is the MD result with quantum corrections from Jund and Jullien [85]. 
correlations (see Eq. (2.38)), we eliminate the effects of high frequency and low 
frequency mode interactions, as they would manifest in the heat current correlation 
contributions. This in essence eliminates the effect that high frequency modes have on  






























low frequency modes, which is incorrectly included in a classical MD simulation. 
Comparing with other methods, GKMA demonstrates much better agreement with 
experiments for a-SiO2, as shown in Fig 3.13, which derives from the more complete 
inclusion of the mode dependence, anharmonicity and its temperature dependence.  
 
 Figure 3.14. (a) Cross-correlation map of thermal conductivity contributions including the 
quantum specific heat correction. The values are determined from the mode-mode cross-
correlations for a-SiO2 at 100K, (b) at 200K, (c) at 400K and (d) at 800K. 
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Using Eq. (2.38), one can calculate the mode-mode correlations as shown in Fig. 
3.14. Using the summation of all correlation functions between pairs of modes 
 






∑ , the resulting sum yields the Green-Kubo thermal conductivity at the 
simulated temperature, which represents the total integrated volume of the 3D map in 
Fig. 3.14.  
In this section, we applied the GKMA method to a-SiO2 and have incorporated 
three sources of temperature dependence. Our results indicate that in order to obtain the 
accurate predictions, one should incorporate a quantum correction on the heat capacity, 
the temperature dependence of the GKMA thermal conductivity contributions as well as 
the softening of the mode frequencies themselves. With these effects included, we have 
demonstrated the best agreement with experiments to date, as compared to all previous 
models.  
3.4      Amorphous carbon  
For the above two amorphous solids, we found good agreement with experiments. 
In order to further validate GKMA, we choose third amorphous solids to study, which is 
the amorphous carbon. Amorphous carbon (a-C), also known as diamond-like carbon 
(DLC), have been widely applied as solid lubricants, protective coatings, and wear-
resistant coatings [86–88]. Prior work has measured the thermal conductivity of a-C 
layers [60,89], but the phonons that are responsible for its thermal conductivity have not 
been studied, which would highlight any potential pathways towards increasing it.  
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What makes a-C more interesting is that the MD simulations predict the thermal 
conductivity of a-C to be very high (> 10 W m-1 K-1) at room temperature, which is 
inconsistent with the experiments (~ 3 W m-1 K-1).  This is because at room temperature 
only 36% of the phonons in a-C are actually excited above the ground state, and classical 
MD is unable to incorporate the quantum effect on the heat capacity of phonons, it is 
possible that this issue is the primary source of the discrepancy between MD-GK and 
experiments. This discrepancy can be resolved if one uses GKMA to calculate the 
contributions of different phonons made to the thermal conductivity as a function of 
phonon frequency, and apply a quantum correction to the phonon/normal mode heat 
capacities to obtain reduced contributions for the many modes that are not fully excited, 
thereby resulting in a reduced thermal conductivity that will agree properly with 
experiments.   
Furthermore, using GKMA, one can also find out the dominant phonons in a-C. 
As discussed in Chapter 1, in amorphous materials, the normal modes of vibrations, (e.g., 
phonons), are differentiated into three categories, namely propagons, diffusons and 
locons [40,90]. Propagons and diffusons are both delocalized modes, [21,90] but only 
propagons exhibit spatially periodic repeating vibrations that correspond to that of a 
propagating mode. Diffusons, however, do not propagate, since there is almost no spatial 
periodicity in their vibrations. Whether propagons or diffusons contribute more to the 
thermal conductivity can now be answered using GKMA results.  
EMD simulations were performed using LAMMPS [63]. The a-C structure is 
generated using a melt-quenching method as described by Li et al. [91] and we used the 
modified Tersoff potential [62] proposed by Sha et al. [92] that has been tested to 
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accurately reproduce the mechanical properties of DLC and DLCH (hydrogenated 
diamond-like carbon). In order to offer the most fair comparison with the experimental 
results, we used a DLC structure with a density of 3.0 g/cm3, which is identical the DLC 
measured in the experiments [60]. This is important, because the thermal conductivity of 
a-C is known to depend strongly on the density, which ultimately determines the sp2/sp3 
bonding ratio (e.g., graphite/diamond like bonding). After quenching the structure to the 
desired density (3.0 g/cm3), we relaxed the structure first using a NVT for 500 
picoseconds. After equilibration, all simulations are run with 0.25 fs time-step under 
NVE ensemble for 5 ns to collect sufficient statistics for the thermal conductivity 
computation. The total heat current and mode heat current are calculated every 5 fs to 
save computational time, and it was verified that the total thermal conductivity does not 
change with the frequency of the heat current calculations (i.e., outputting the heat 
current every 5 fs yields the same answer as every 0.25 fs). The LD calculations were 
conducted in GULP [69], which resulted in the eigenvectors and frequencies.  
Figure 3.15 (a) shows the IPR of modes in a-C at different frequencies [16,40], 
which highlights the third category of modes, which are locons. Locons are localized 
modes that typically occur at high frequencies, as one can see that the transition between 
diffusons and locons occurs around 70 THz. Since the locons are not excited at room 
temperature, they are unable to contribute to the thermal conductivity. Figure 3.15(b) 
shows the calculated density of states for a-C and Fig. 3.15(c) shows the thermal 
conductivity accumulation with and without the heat capacity quantum correction at 
room temperature (300K). Due to the stiff bonds and light mass of carbon atoms, the 
frequencies in a-C are high. Consequently, Figs. 3.15(b) and (c), show that only a small 
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fraction of the modes (< 36%) can contribute to the thermal conductivity at room 
temperature.  
 
Figure. 3.15 (a) IPR of modes in a-C; (b) Phonon density of states of a-C; (c) thermal 
conductivity accumulation vs. mode frequency for a-C using GKMA at different temperatures 
with and without the quantum specific heat correction; 
Figure 3.16 shows the relaxation times for low frequency modes (< 40 THz) at 
multiple temperatures (100K, 200K, 300K), calculated using normal mode analysis 
[93,94]. The mode relaxation times decay rapidly following a  ω
2  trend for the modes 
below 8 THz. Another interesting observation is that the relaxation times are not strongly 



































quantify the change in relaxation times with temperature, we compared the ratio of the 
relaxation times at 300K to 100K for a-C and a-Si. As shown in Figure 3.17 (b), the  
 
Figure. 3.16 Relaxation time calculated from time-domain normal mode analysis at different 
temperatures (100K, 200K, 300K) for a-C.  
 
relaxation times reduce from 100K to 300K in a-Si, where on average the values at 300K 
are ~ 58.8% of their values at 100K. This is due to the increased anharmonicity and 
interactions with other modes, which reduces the time a mode can remain correlated with 
itself. However, in Fig. 3.17 (a), the same ratio between relaxation times at 100K and 
300K for a-C is on average slightly larger than unity ~ 125%. Given the large spread in 


























yet it is quite remarkable that on average the relaxation times are roughly equivalent at 
the two temperatures. Furthermore, even though there is a wide spread in the relaxation 
time ratios, the average still provides some meaningful perspective since the non-
quantum corrected GK thermal conductivity ratios ( κ100K /κ 300K ) for a-Si and a-C are 
1.25 and 2.25 respectively. This result is interesting, because it supports the arguments 
put forth [95] that the relaxation time is not even an appropriate descriptor for describing 




Figure 3.17 The ratio of the relaxation time at 300K over relaxation time at 100K for (a) a-C and 
(b) a-Si.  
Figure 3.18 shows a 3D view of the mode-mode correlations, where the two axes 
in horizontal plane represent the frequencies of the two modes interacting, while the 
vertical axis is the magnitude of the correlation between the two modes and represents the 
thermal conductivity contributions in Fig 3.18. The diagonal elements represent the auto-
correlations, which is the dominant contribution for a-C. Interestingly, it is also clear 
from Fig. 3.15 that it the diffusons between 10-40 THz comprise 70% of the room 


























temperature thermal conductivity. By inspection of the normal mode shapes, the 
frequency range where the mode character switches from that of propagons to diffusons 
occurs around 6 THz. This then suggests that propagons only comprise 13% of the 
thermal conductivity at room temperature. The result is somewhat counter-intuitive given 
the fact that room temperature is only 6% of the Debye temperature for a-C, which is 
close to the regime where many crystals such as silicon experience their peak thermal 
conductivity where anharmonicity begins to dominate over other scattering mechanisms. 
The intuition inferred from studying crystalline materials would then suggest that at such 
a low temperature, the dominant phonons should have low frequencies and long MFPs 
given the suppression of most other modes. However, the results indicate that unlike a 
crystalline material, in a-C the lowest frequency modes do not have the highest thermal 
conductivity contributions on a per mode basis and they do not dominate the thermal 
conductivity far below the Debye temperature. 
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Figure. 3.18 Thermal conductivity contributions from mode-mode correlations with (a) and 





Figure 3.19 shows the comparison of GKMA and GK predictions at three 
different temperatures (100K, 200K, 300K) along with experimental data from Shamsa et 
al. [60].  
 
Figure. 3.19 Thermal conductivity vs. Temperature for a-C comparing with experiments [60]. 
 
The GK predicted thermal conductivity is much higher than the experimental values and 
the trend is incorrect. GKMA produces accurate results comparing with experiments. It 
proves that the mode-mode interactions contained in the classical MD simulations are 
















meaningful, because the quantum correction on the heat capacity, enabled by GKMA, 
brings the predictions into excellent agreement with experiments. The data in Fig. 3.18 
shows minimal interactions between low and high frequency modes, and thus, the 
hypothesis that the quantum effect on phonon-phonon interactions is negligible, 
confirmed by the good agreement obtained by only including the quantum effect on the 
heat capacity for amorphous materials. At room temperature, more than 60% of the 
modes in a-C are not excited and therefore cannot contribute to the thermal conductivity 
and it is quite remarkable that when these contributions are suppressed by the quantum 
heat capacity correction, the remaining contributions reproduce the experimental values 
and trend correctly. In sum, the GKMA results on a-C support our earlier claim that the 
quantum specific heat correction is adequate for thermal conductivity prediction of the 
amorphous materials. 
We have calculated the mode thermal diffusivity contributions at 5 temperatures 
for amorphous carbon. For the intermediate temperatures, we have also linearly 
interpolated the mode thermal diffusivity using the data for 100K, 150K, 200K, 250K and 
300K. The GKMA results for individual mode diffusivities are then multiplied by the 
specific heat at the temperature of interest. And we applied the quantum specific heat 
correction [16] and anharmonic frequency correction [93]. The quantum heat capacity 
correction factor is the ratio of the specific heat calculated by Bose-Einstein statistics and 
the classical volumetric specific heat in Eq. (2.50).
 
The predicted thermal conductivity vs. 
temperature from 0K and 500K is shown below in Figure 3.20.  
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Figure 3.20 The GKMA predicted thermal conductivity for temperature range from 0K to 500K 
from interpolation between 5 temperature results and extrapolation to 500K, using the 
accumulation at 300K.  
      Due to the computational cost associated with GKMA, we have not done 
ensemble averaging for each simulation as is usually done for normal GK calculations 
[26,72,96]. However for the amorphous carbon we tested here, the statistical variance of 
the GK results is small, and from our prior experience studying other amorphous 
materials, the shape of the thermal conductivity accumulation shows minimal changes 
with additional ensembles.  























In this section, we used GKMA method to study the mode level contributions to 
the thermal conductivity of a-C, using the Tersoff potential. The phonons in a-C range 
from 0 to 100 THz and at room temperature (300K) or lower, less than 36% of the modes 
are excited. As a result, the native GK method over predicts the thermal conductivity by a 
factor of ~ 3X, but by obtaining the individual mode contributions through GKMA, 
application of a quantum heat capacity correction suppresses the contributions of high 
frequency modes, bringing the corrected results into excellent agreement with 
experiments. The modal analysis also revealed that even though the thermal conductivity 
of a-C is strongly temperature-dependent the relaxation times are not, and thus it brings 
into question whether or not relaxation times are useful descriptors for non-propagating 
mode contributions. Lastly, it was found that, at room temperature, propagons only 
comprise 13% of the thermal conductivity and thus the majority of the thermal 
conductivity of a-C comes from diffusons, even though 300K is only 6% of its Debye 
temperature.  
Until now, we studied three amorphous solids (a-Si, a-SiO2, a-C) using GKMA. 
The good agreement with experiments for all three indicates the GKMA is the most 
accurate thermal conductivity calculation methods for amorphous solids so far. The 
thermal conductivity of another type of materials that has not been fully understood is 
polymers. As discussed in Chapter 1, single polymer chain has shown divergent thermal 
conductivity in previous studies, which has not been fully understood. In the next section, 
we use GK and GKMA to study single polymer chains. The initial GK and GKMA 
results of single Pth chain are shown. More detailed analyses are discussed in Chapter 4.    
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3.5       Single polymer chains  
1D polymer chains have been studied previously [31–34,97], specifically 
individual polymer molecules that exhibit divergent thermal conductivity. For polymer 
chains, Henry and Chen [28] discovered that in a realistic model for the interactions 
between atoms in a PE chain, it is possible to observe divergent thermal conductivity. 
The observation entails a direct calculation of the thermal conductivity via EMD 
simulations with the adaptive intermolecular reactive bond order (AIREBO) potential, 
which includes anharmonicity to full order.  
The divergence is found from the heat flux/current auto-correlation (HFAC) 
function. The quantity  Qz (t)Qz (t + ′t )  in Eq. 2.2, which is often termed the HFAC, 
measures the strength of correlation in the atomic motion. For all materials that have been 
studied using EMD, the HFAC decays with increased time delay ′t  and the integral of it 
converges to a finite value. Convergence of Eq. 2.2 with increasing integration time is 
usually achieved within 500 ps for all previously studied materials at room temperature, 
including carbon nanotubes [8,24,96,97]. However, even when extended to 5 ns, the 
thermal conductivity of individual PE chains did not converge and continued increasing 
[28]. This divergence is associated with non-ergodic behavior, as some aspect of the 
trajectory repeats in order to remain correlated over such a long period of time.  
The previous study by Henry and Chen [31] suggests that the divergence in PE 
was caused by cross-correlations between mid-frequency longitudinal acoustic modes. In 
essence they argued that the normal modes do in fact attenuate, however, the mode-mode 
interactions remain correlated in time, which violates the stosszahlansatz assumption [30] 
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that underlies the BTE. The BTE treatment for phonons is essentially the PGM. The 
stosszahlansatz assumption, which was made by Boltzmann during the derivation of the 
BTE, simplifies the particle collision integral, by assuming each collision is independent 
of all previous collisions and that successive collisions are not correlated. In the context 
of phonons, this translates to an assumption that successive phonon scattering events are 
unrelated, and therefore when one collision occurs there is no effect on subsequent 
collisions. Henry and Chen [31] introduced a correlation-based paradigm stemming from 
the GK formula and argued that one cannot use a PGM/BTE (i.e. relaxation time) based 
formalism to explain the phenomenon, because the stosszahlansatz assumption is 
violated. This argument was substantiated by estimating the relative contributions of 
different correlations within the GK formalism, by substituting  Qz with the expression 









∑ , where  vz  is the group velocity along the chain 
backbone direction and  δn  is the deviation from the average occupation.  
A key shortcoming of the method they employed was that it can only serve as an 
estimate [31]; summing all correlations does not necessarily reproduce the full GK result 
exactly and thus it is difficult to quantify precisely which interactions (i.e. correlated 
scattering events) are most responsible for the divergence. One unresolved question from 
the study is pinpointing which phonon mode is most responsible for the divergent thermal 
conductivity. GKMA however is a suitable tool to identify the divergent mode in single 
polymer chains. Because GKMA can follow the same trajectory in the divergent GK 
simulation, and the sum of the mode heat current correlation always gives back the GK 
result.  
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We use a different potential from AIREBO, namely the reactive force field 
(ReaxFF) [98]. ReaxFF is similar to AIREBO in that it is a bond order potential. 
However, the mathematical descriptions differ significantly. ReaxFF is constructed to be 
as general as possible, capturing all conceivable interactions from covalent terms, 
columbic interactions, and van der Waals forces. In addition to using a different potential, 
we choose a different polymer chain to study, single Pth chains.  
We use the ReaxFF potential and confirm its utility describing phonon transport 
in Pth by first computing the thermal conductivity of amorphous Pth as 0.3 ±  0.1 W m-1 
K-1, which is in reasonable agreement with experiments 0.19 ±  0.02 W m-1 K-1 [99]. We 
then proceed to conduct MD simulations of chains with periodic boundary conditions 
(PBC) to determine whether or not the divergence manifests. The relaxed structure with a 
0.796 nm long unit-cell is used as the initial structure. The simulations used here employ 
PBC along the axial direction of the chain and a 0.15 fs time step, and are run at 
equilibrium in the NVE ensemble for 20 nanoseconds, with 100 picoseconds of 
equilibration time. EMD simulations of different numbers of unit cells exhibit interesting 
results for single Pth chains. More than 80 independent simulations in total are conducted 
to ensure the divergent cases are not anomalies, but instead occur often enough to be non-
negligible in the ensemble average. Although only 20% of cases diverge, if one considers 
calculation of the ensemble average, the averaged thermal conductivity diverges as a 
result. We calculate the thermal conductivity for 10, 20, 30, 40, 80, 90, 120, and 150 unit 
cell chains, with the 30, 90 and 150 unit cell length chains exhibiting divergent thermal 
conductivity. Similar to Henry and Chen’s [28] results for PE, there are some simulations 
that exhibited clear convergence and others that exhibit clear divergence, with many 
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cases falling in between these extremes. The only difference between each case is the 
random initial velocities used. A comparison of example convergent and divergent cases 
is shown in Fig. 3.21.  
 
Figure 3.21 Green-Kubo thermal conductivity integrals for individual 30 unit cell long 
polythiophene chains with periodic boundary conditions 
We have carefully examined the energy and momentum conservation as well as 
the movement of the center of mass during the simulations and have ruled out the 
possibility that the divergence is due to an aggregated effect of small numerical errors or 
non-zero bias in the average heat current. Furthermore, no obvious significant difference 
in the total heat current was observed for convergent vs. divergent results. 
In order to pinpoint the mode that is responsible for the divergent thermal 
conductivity, we used GKMA to conduct modal analysis on a single Pth chain. GKMA is 
guaranteed to recover the exact value of the total thermal conductivity in GK 
calculations, and the simulations are based on deterministic dynamics. One can repeat 
simulations of interest using the same initial conditions and examine the contributions in 









































increasing levels of detail to maximize computational efficiency. With GKMA we can 
also calculate the eigenmode contributions to thermal conductivity directly rather than 
relying on the PGM, whose accuracy is questionable in such systems given the potential 
violation of the stosszahlansatz assumption. However, calculating mode by mode using 
GKMA with ReaxFF potential is very expensive; hence we decided to use the partial 
summation method to reduce the calculation load. After obtaining the eigenvectors from 
LD calculation, we sum up the entire mode heat currents on the same branch in GKMA. 
By doing so, the computational expense is reduced significantly. Based on previous 
studies [31], the modes on the acoustic branches are responsible for most of the lattice 
thermal conductivity. Hence we study all four acoustic branches individually and sum all 
the optical branches together. Figure 3.22 shows the thermal conductivity contributions 
from different phonon branches. Summing the thermal conductivity from the four 
acoustic branches and the optical branches gives back the exact GK thermal conductivity. 
In Figure 3.22, we find that the transverse acoustic modes that correspond to vibrations in 
the plane of the aromatic rings (TA-y) and out of the plane (TA-x) contribute most to the 
total thermal conductivity in 30 unit cell chains. All other branches contribute negligibly 
to the total thermal conductivity. Since the correlation function between mode heat 
current and total heat current is allowed to have a negative value, one would expect both 
positive and negative contributions if the contribution from the branch is oscillating 
around zero, despite the fact that the total thermal conductivity is always positive. Based 
on the results from Figure 3.22, we discover that the modes responsible for the 
divergence of Pth are different than those in PE. The most important branches are two 
transverse acoustic branches, rather than one longitudinal acoustic branch in the single 
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PE chain. See Chapter 4 for a discussion about which mode on the transverse acoustic 
branch is responsible for the divergence, and what causes the divergence to happen in a 
single polymer chain.  
 Figure 3.22 Pth thermal conductivity contribution from different branches.  
Thus far, we have applied GKMA on three amorphous solids and one single 
polymer chain. For the amorphous solids, GKMA results demonstrate the best agreement 
with experiments. Additionally, we identified the phonon branches that are responsible 
for the divergent thermal conductivity found in single Pth chain. In the next chapter, we 
will describe a few interesting cases that we observed when analyzing GKMA results. 
These phenomena cannot be rationalized by the PGM, hence a new physical picture is 
needed to explain them. 
 
 


































NEW INSIGHTS OF THERMAL TRANSPORT IN NON-
CRYSTALLINE MATERIALS 
In Chapter 1, we discussed that one cannot use PGM to study disordered materials 
due to lack of the definition of wavelength, hence phonon velocity for all types of modes. 
In Chapter 2, we introduced a new correlation paradigm and GKMA formulation to solve 
this issue. In Chapter 3, we showed the GKMA applications on a few materials including 
a-Si, a-SiO2, a-C and single Pth chain. GKMA shows excellent agreement with 
experiments for all the amorphous solids that we have tested, which validates the GKMA 
formulation for disordered materials. In the proceeding chapter, we will use GKMA to 
explain a few phenomena that cannot be justified by the PGM.   
Although one cannot apply PGM rigorously on amorphous materials, researchers 
try to use PGM based methods [14,61] with approximations to understand the thermal 
transport properties of amorphous solids. Let us assume PGM is still applicable on 
disordered materials. Then PGM entails a few inferences directly or indirectly. One 
would argue that the proportional relationship between thermal conductivity and 
relaxation time still exists for amorphous solids. Hence one can still use some effective 
MFP to study amorphous solids’ phonon properties. Following the same logic by 
assuming that PGM is applicable to amorphous solids, one would claim the locons do not 
contribute to the thermal conductivity, because locons have zero velocity due to the 
localization. Based on Eq. (1.3), they should have zero thermal conductivity contribution. 
Based on PGM results on crystalline materials, the anharmonicity reduces the relaxation 
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time, hence decreases the thermal conductivity. If PGM is still applicable, one should 
find anharmonicity decreases the thermal conductivity in amorphous materials.  
Diffusons which are non-propagating modes, do not have a well-defined phonon velocity, 
hence one would think the boundary scattering has little effect on their contributions to 
the thermal conductivity. Based on PGM, the only explanation for the divergent thermal 
conductivity of the single Pth chain is the infinite relaxation time. With GKMA and the 
correlation paradigm, we are now able to explicitly check the validity of the above 
inferences. By doing so, we can conclude whether PGM is applicable on disordered 
materials and single polymer chains or not and gain more insights on the thermal 
transport in non-crystalline materials.  
4.1       The need for a new physical picture  
 As discussed in Chapter 2, essentially all understanding of phonon transport is 
based on the PGM. The PGM ascribes every phonon with the following contribution to 
the heat current, Q = !ω ⋅vg /V as shown in Eq. (1.1). This, however, becomes 
problematic for materials that do not have well-defined phonon dispersion and therefore 
do not have well-defined velocities. In reality all phonons share two properties, which is 
that of a well-defined frequency and time scale over which the amplitude remains 
correlated (e.g., a relaxation time), since they are most generally/mathematically just 
quantum oscillators. Wavelengths, wave vectors, velocities and MFPs, on the other hand, 
are not general properties of normal modes of vibration, because they become ill-defined 
when there is disorder [18]. Despite this lack of generality, the PGM has been used 
almost ubiquitously across all material classes [2,4,7,39,100–103]. Due to the limitation 
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of PGM, the validity of PGM to describe the transfer of heat in non-crystalline materials 
is questionable.  
In the previous chapter, GKMA has been used to accurately predict the thermal 
conductivity of several amorphous solids. Using GKMA, one can obtain not only the 
temperature dependent thermal conductivity but also the modal contributions to thermal 
conductivity contributions. Using the mode thermal conductivity at different 
temperatures, we can now examine the validity of the PGM on mode level. In the 
proceeding chapter, five case studies are conducted to exam the validity of the PGM on 
amorphous solids and single polymer chains. The first test is to check the relationship 
between phonon relaxation time and mode thermal conductivity. If PGM is applicable on 






∑ vkpτ kp , the relaxation time 
should be proportional to the mode thermal conductivity. Using GKMA and NMA, we 
now can compute both the mode relaxation time and mode thermal conductivity as shown 
in Fig. 4.2. We find there is no simple proportional relationship between them. This 
serves as the first evidence that the PGM is not suitable to describe the thermal 
conductivity in disordered materials and we need a new physical picture to understand 
the disordered material’s thermal conductivity. The second case is on the locons’ 
contribution to the total thermal conductivity. Locons are localized modes, which are 
constrained in the localized region. These modes are not travelling. Hence their group 
velocity should be zero. According to Eq. (1.3), they cannot contribute to the thermal 
conductivity. However, it is not true for all the amorphous materials that we tested. As 
shown in Fig. 4.5, locons’ contribution is not negligible for a-SiO2. This becomes second 
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evidence that PGM is not suitable for amorphous solids and a new physical picture is 
needed. The third case study is on the anharmonicity effect on the thermal conductivity. 
In crystalline materials, the anharmonicity increases the scattering rates between phonons 
such that it reduces the relaxation time and the thermal conductivity. However, in 
amorphous materials, we observe a reverse trend that mode thermal conductivity 
increases when the anharmonicity increases which again cannot be explained by the PGM, 
as shown in Fig. 4.13.  The fourth test is on the size effect of the diffusons. Diffusons are 
non-propagating modes, hence they should not have any size effect since they cannot 
travel beyond the system boundary based on PGM. However we discover that the 
diffusons have size effect in 14 nanometers thick amorphous silicon thin film, as shown 
in Fig. 4.16. To understand the size effect of diffusons, one needs a new physical picture 
other than the PGM. The fifth test is on the single polymer chain which is a crystalline 
material. According to PGM, the divergent thermal conductivity must come from infinite 
relaxation time since the group velocity is finite and specific heat is a constant for a mode. 
However, the relaxation time in all cases (divergent or convergent cases) is finite and has 
similar magnitude, as shown in Fig. 4.23. Using GKMA, we are able to explain the 
divergent thermal conductivity with the four lowest frequency (divergent) modes on the 
transverse acoustic branch, as shown in Fig 4.22. In sum, we will demonstrate five cases 
that PGM fails to explain, which proves that PGM cannot be applied on single polymer 
chains. GKMA and correlation based paradigm however are able to explain all these 
cases. Hence these cases substantiate the validity and correctness of the correlation 
paradigm for disordered materials. Now, let us start the analysis on the relaxation times.    
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4.2      Relaxation time can become an invalid descriptor  
From the PGM perspective, thermal conductivity depends on the individual mode 
heat capacities ( c ), phonon group velocities (
 




2τ .  Considering the fact that the thermal conductivity of solids spans about 5 
orders of magnitude (0.1-10,000 W m-1K-1), it is instructive to examine which variables 
in Eq. (1.3) must be responsible for the range of κ  observed in nature. For example, the 
heat capacities are essentially determined by the phonon density of states and the 
velocities scale with the speed of sound. The heat capacity from phonons in virtually all 
materials reaches the same maximum value at high temperatures, which is  3kB  per atom. 
Similarly, the speed of sound in solids is generally in the range of 1,000-10,000 m/s. 
Thus, the PGM asserts that it is the relaxation times that are the primary descriptor for 
explaining why transport is inhibited or more facile in different materials. Furthermore, 
the temperature dependence of thermal conductivity in a given class of materials is 
largely determined by the temperature dependence of the relaxation times [104,105]. 
Given this rather general theoretical framework imparted as a natural consequence [1,2] 
of taking Eq. (1.3) to be true, and the fact that the relaxation times are predominantly 
responsible for the temperature dependence of thermal conductivity above cryogenic 
temperatures, one can devise a scheme by which to assess the validity of the PGM.  
The validity of the PGM becomes questionable for amorphous materials, due to 
the inability to define the phonon velocities. Here it is important to emphasize that 
periodicity is an inherent requirement for rigorously defining the phonon velocities, since 
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it requires that one define the phonon wave vectors, which in turn require periodicity. 
Therefore in an amorphous material, where there is no long-range periodicity, it is useful 
to assess whether or not one can still utilize the PGM framework in order to make sense 
of the thermal conductivity. If for example, one can still rationalize the behavior of 
amorphous materials with the PGM, then one can think of somehow defining an effective 
MFP for different modes and continue with the general viewpoint that has been used for 
almost all other materials. However, if after such an assessment one determines that the 
PGM is inapplicable, then one must then proceed to consider alternative descriptions of 
the heat flow and a revised physical picture for the transport. 
To assess if one can rationalize the PGM for a given class of materials one can 
use a combination of experimental data for thermal conductivity (κ ) and atomistic level 
calculations of the mode heat capacities ( c ) and relaxation times (τ ) to then back-
calculate the corresponding velocities ( vg ) that would have to be ascribed to each mode 
in order to reproduce the experimental thermal conductivity. Here, the idea that one can 
back-calculate the velocities, is based on the basic assertion that κ , c , and τ  together 
contain all of the temperature dependence, and any temperature dependence associated 
with vg  is negligible.  
No matter how one tries to rationalize the velocities of phonons, it is difficult to 
imagine that somehow the velocities would not scale with the elastic modulus (e.g., the 
bulk and shear modulus) or at least be limited to values on the same order of magnitude 
as the speed of sound (e.g., assuming they are not polaritons [106,107]). Furthermore, 
one would also expect that any temperature dependence associated with the velocities of 
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modes in a given material must still exhibit similar temperature dependence to the speed 
of sound or modulus, which generally do not show strong temperature dependence for 
amorphous materials [15]. For example, in the case of a-Si [109] and a-SiO2 [110,111], 
the change in modulus with temperature is less than 10% for both a-Si between 200-800K 
and a-SiO2 between 100-1200K. Consequently, the sound velocity, which is proportional 
to the square root of the modulus, then only changes by less than 4% over these 
respective temperature ranges. Hence an important, yet physically well-reasoned 
assumption herein is that phonon velocities ( vg (n) ), whether defined or ill defined, must 
still exhibit negligible temperature dependence (e.g.,
dvg (n)
dT
≈ 0 ) as compared to the heat 
capacity and relaxation times. This logic then yields a framework whereby one can use a 
combination of experimental data and relaxation times derived from LD and MD to 
assess if the resulting calculation for the phonon velocities is sensible. Towards this end, 
we calculated the mode relaxation times from NMA [8,39,45] using the Tersoff potential 
[62,65] for a-Si and a-SiO2 [16,93]. We calculated individual mode relaxation times at six 
different temperatures (30K, 100K, 200K, 400K, 800K, 1200K) for a-SiO2. Then we 
simply interpolated between the data obtained at each temperature to yield a continuous 
function for each mode’s relaxation time as a function of temperature from 30K to 
1200K. It is well appreciated that relaxation time results derived from classical MD are 
incorrect at low temperatures. However, based on Turney, McGaughey and Amon’s 
work[41], it appears reasonable to expect that the classical MD relaxation times are 
within an order of magnitude and should generally exhibit the appropriate scaling with 
temperature, which, as will be shown later, is most critical to the subsequent conclusions. 
Therefore, assuming the PGM is valid, we then calculated the velocity squared via, 
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vg (n)
2 = 3κ (T ) / c(T ,n)τ (T ,n)⎡⎣ ⎤⎦  for each mode. At 30K, there are only a few modes are 
excited, in other words, most of modes  c(n,30) is negligible. We choose c(n,T ) < 0.001  
as a criteria to set mode n is excited or not at temperature T. After we calculated the 
phonon velocities of a few modes that are excited at 30K, we increased temperature to be 
slightly higher (30.072K). Since there are total 13824 modes in the system, we divided 
temperature into 10000 bins so that each temperature increase only excites a small 
number of modes. When the temperature changes, the relaxation time and specific heat 





∑  from the 
modes that phonon velocity has been calculated is changing with the relaxation time and 





∑  is used to 
determine the phonon velocity of newly excited modes at this temperature using 
 
ν g (n)








⎥ / c(T ,n)τ (T ,n)⎡⎣ ⎤⎦ . Iteratively, we calculated the square of 
phonon velocities for all modes.  
Conceptually, one can argue that there does not exist a unique solution for vg
2 , 
but in practice there is. Since one cannot rationalize the velocities having strong 
temperature dependence, they are constant and therefore unique for every frequency. As a 
result, one can simply begin by solving for the velocities at low temperatures where the 
majority of the modes’ heat capacities are effectively zero. In this temperature range one 
can easily find a unique solution to  
v g
2 , because only a small portion of the low 
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frequency modes can contribute to the thermal conductivity. Once vg
2 for low frequency 
modes are determined, one can then gradually progress to successively higher 
temperatures, solving for a unique function
 
v g (n)
2 at successively higher and higher 
frequencies with mode relaxation time  τ (T ,n)  and specific heat c(T ,n) at this 
temperature. 
The calculated mode-wise squared velocity 
 
v g (n)
2  and the magnitude of the real 
and imaginary part of the velocity (e.g. since now the phonon velocity can become 
imaginary if vg
2  is negative) is shown in Fig 4.1 Note that in Fig. 4.1, vg (n)
2 is 
normalized by the longitudinal velocity (6500 m/s) calculated from bulk modulus [68].  
From Fig. 4.1 (a) it is apparent that 
 
v g (n)
2  is negative for many mid-frequency modes. 
Hence as shown in Fig. 4.1 (b), there are a great number of modes that would have to 
have imaginary group velocities in order to reproduce the experimental data. The most 
significant contributor to this requirement is the rise and then sharp drop in relaxation 
times between 20-30 THz (see Fig. 4.2 (d)). This feature in the relaxation times requires 
imaginary velocities, if these phonons’ contributions to the thermal conductivity are 
proportional to their relaxation times. Furthermore, Fig. 4.1 (b) shows that the magnitude 
of 
 
v g (n)  is unreasonably large (> 100X the speed of sound) for some middle and high 
frequency modes. Neither of these two results are sensible or can be rationalized. 
Imaginary velocities have no sensible interpretation in the PGM and velocities that are 
orders of magnitude greater than the speed of sound are nonsensical, even if one assumes 
the real quantum relaxation times are an order of magnitude larger. These two 
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observations then lead us to conclude that one cannot self-consistently rationalize the 
usage of the PGM in a-SiO2 and it is likely that the lack of applicability may extend to 
many, if not all, amorphous materials.  
 
Figure 4.1 (a) Normalized mode phonon velocities squared, (b) normalized mode phonon 
velocities that are real and imaginary for aSiO2 calculated from PGM model. 
To understand the thermal conductivity of amorphous materials more properly, 
we use the GKMA method [16]. The previous chapter has shown that GKMA yields 
excellent agreement with experiments on the thermal conductivity of amorphous 
materials, especially a-Si and a-SiO2 [16,93]. Thus its results can be regarded as not only 
accurate, but also meaningful towards deriving improved insight and assessing the 





























fundamentally different physical picture for the transport (e.g., based on correlation and 
not scattering [31,93]), that somehow one can possibly still view the problem from a 
PGM point of view, via some effective MFP treatment. Here, we examine this question 
more deeply and show that the behavior in amorphous materials is distinctly different 
from what can be rationalized by the PGM and thus the PGM is a fundamentally 
problematic way of viewing phonon transport in amorphous materials, since one cannot 
rationalize the usage of a MFP based explanation.  
Here we used the same atomic structure of a-Si and a-SiO2 [16,93] and all of the 
same simulation procedures have been employed here. All the MD simulations are 
conducted in LAMMPS [63] and LD calculations were performed using GULP [69]. In 
Fig. 4.2 (a) and (b), the thermal conductivity accumulations with respect to frequency 
 κ (ω )  are shown at different temperatures. The accumulation here is directly calculated 
from GKMA without a quantum specific heat correction. All modes are excited in MD 
and therefore they all have identical heat capacity 
kB
V
. As a result, classical GKMA 
results do not incorporate the temperature dependence of the heat capacity. After dividing 
by the constant heat capacity 
kB
V
 for every mode, one can then think of the accumulation 
as a thermal diffusivity accumulation, where  D = v
2τ . If one were to then try and 
rationalize the results in terms of the PGM, one would expect that the corresponding 
thermal diffusivity contributions must follow the same temperature dependence as the 
relaxation times determined from MD. 
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Figure 4.2 Thermal conductivity accumulation and relaxation times calculated from GKMA. 
Thermal conductivity accumulation for (a) a-Si and (b) a-SiO2, and relaxation times for (c) a-Si 
and (d) a-SiO2. 
In both a-Si and a-SiO2, the relaxation times drop significantly as temperature 
increases. However the thermal conductivity contributions shown in Fig. 4.2 (c) and (d) 
do not decrease in the same way. From the relaxation time  τ (ω )  and thermal 
conductivity accumulation  κ (ω ) in a-Si and a-SiO2, the trend required for consistency 
with the PGM is not observed. In a-SiO2, for example, above 400K, the thermal 
conductivity accumulations are approximately identical, even though the relaxation times 

































































































decreased by about a factor of two. Furthermore, at 400K, 800K and 1200K, there is no 
clear reduction of thermal conductivity, and it should be emphasized that the temperature 
dependent thermal conductivity obtained in these simulations is in excellent agreement 
with experiments, once quantum corrected as shown in Chapter 3. This further suggests 
that the thermal conductivity accumulations are both accurate and meaningful.  
From Fig. 4.2 (d), it is also clear that the effects of anharmonicity do not seem to 
alter the thermal conductivity contributions between 400-800K for a-SiO2. However, at 
100K the accumulations are very different from others, which shows that, how 
anharmonicity affects the thermal conductivity contributions at low temperatures is 
different than at high temperatures. As for a-Si, comparing 300K and 800K, the 
relaxation times clearly decrease (Fig. 4.2 (a)), yet somehow the thermal diffusivities 
increase (Fig. 4.2(c)), which again contradicts the expected behavior based on the PGM. 
From the results in Fig. 4.2, one can conclude that thermal diffusivity in 
amorphous materials does not generally exhibit direct correspondence with the relaxation 
times. Therefore the idea that all phonon contributions to thermal conductivity can be 
thought of in terms of relaxation times seems problematic. For modes that do not behave 
like propagating modes, their contributions to thermal conductivity appear to exhibit 
almost no connection to their relaxation times and it is desirable to somehow assess this 




) , where  D(n)  is the mode 
diffusivity leads to values that oscillate about zero, because in GKMA the thermal 
conductivity is a summation of many positive and negative thermal conductivity 
contributions from individual modes. Since the mode heat capacity is always positive, the 
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individual mode diffusivities tend to fluctuate around zero in the GKMA approach, since 
the correlation functions yield both negative and positive values that ultimately sum to a 
net positive transport coefficient [16]. Therefore to better quantitatively assess the level 
of disconnect between the rather consistently decreasing relaxation times, and the often 





) , we examine its accumulation,  
 
 
σ ( ′n )= ( dD(n)
dTn
′n




whereby we are primarily interested in the sign of this accumulation as opposed to its 
actual value. In essence, σ  helps us to assess whether or not the diffusivities and 
relaxation times are increasing or decreasing together or whether or not they have 
opposing temperature trends more often than not. By analyzing the accumulation, instead 
of the argument in the sum, one can discern the net effect of adding many modes together 
from the individual mode ratios, which oscillate about zero.  
In Eq. (4.1), vs  is the (maximum) sound velocity calculated from the bulk 
modulus calculated from GULP [69], which is used to non-dimensionalize σ . For c-Si 
we take vs = 9,000 m/s, and for a-Si the speed of sound is taken as 7,909 m/s. Since we 
do not have a continuous function for dD(n)
dT
 and dτ (n)
dT
 with respect to temperature, we 
used  ΔD / ΔT and  Δτ / ΔT  between the temperatures at which GKMA results were 
computed. This ratio represents the slope in diffusivity, which is proportional to the 
thermal conductivity contribution, versus the slope in relaxation time, normalized by vs
2 . 
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Thus, if both diffusivity and relaxation time are increasing or decreasing together for a 
group of modes in a certain frequency range, the ratio is positive, despite whether the 
changes occur at the same rate. However, if the ratio is negative, it implies that some 
modes have increasing diffusivity, yet decreasing relaxation time, which is fundamentally 
disjoint with the PGM. Similarly, if the slope in σ  approaches zero for a group of modes 
it is because the diffusivity is nearly constant, since Figs. 4.2 (c) and (d) show that the 
relaxation times in both systems are predominantly decreasing with increased 










∑ > 0  and  σ (n)  should always be positive. However, if 
this ratio is negative, the PGM is inapplicable to amorphous materials in general or at the 
very least inapplicable to the two materials considered herein.  
To validate this, we first calculated σ  for crystalline silicon at three temperatures 
(100K, 300K, 1000K) using GKMA as shown in Fig. 4.3 (a) and (b). As expected, in 
both temperature ranges, σ  is always positive and is roughly constant when comparing 
the data from different temperature ranges, which suggests that the relaxation time is an 
appropriate descriptor of the thermal conductivity contributions as determined by the 
GKMA method, and the PGM is valid. The results in Fig. 4.3 (a) and (b) therefore 
demonstrate that the proposed approach is useful, since it is consistent with the well-
known understanding that the PGM is valid for crystals. For a-Si, on the other hand (see 
Fig. 4.3 (c)), the modes exhibit positive σ  when comparing 100-300K, which implies the 
relaxation time can be a suitable descriptor in that temperature regime, but Fig. 4.3 (d) 
shows that between 300-800K there is a marked change in the behavior and σ  becomes 
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negative for most modes. This is also apparent from the fact that in Fig. 4.2 (a), the 
800K-accumulation curve is higher than at 300K, yet the relaxation times generally 
decrease (see Fig. 4.2 (c)).  
 
Figure 4.3 The  σ (n)  ratio. (a) 100~300K and (b) 300~800K for c-Si and (c) 100~300K and (d) 
300~800K for a-Si.  
 
For a-SiO2, as temperature increases, the anharmonicity increases and relaxation 
times decrease, but thermal conductivity contributions for non-propagating modes 
(diffusons and locons) do not necessarily decrease with relaxation time. Figure 4.4 shows 
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σ  for a-SiO2, and interestingly, similar to Fig. 4.3 (c) and (d), σ  is positive at low 
temperatures (below 400K) and starts to decrease with temperature and eventually 
becomes negative in Fig. 4.4 (d). Thus, one can possibly make the argument that the 
PGM is still somewhat valid below room temperature, but it becomes questionable when 
temperature of the system is higher.    
 
Figure 4.4. The  σ (n)  ratio. (a) 100-200K, (b) 200-400K, (c) 400-800K, and (d) 800-1200K for a-
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In this section, we have conducted a detailed analysis to assess the validity of the 
PGM from the relationship between relaxation time and mode thermal conductivity. We 
use LD derived phonon frequencies and MD derived temperature dependent relaxation 
times along with experimentally measured thermal conductivities to back-calculate the 
phonon velocities for individual modes using the PGM. For many of mid and high 
frequency modes, the phonon velocity must be either imaginary or unrealistically high (> 
100X the speed of sound), which is not physical. We therefore conclude that the PGM is 
not applicable to amorphous solids or at least not to a-Si and a-SiO2 above room 
temperature. Using the GKMA method, we calculate the mode diffusivities with 
inclusion of anharmonicity. Comparing the temperature dependence of mode the 
diffusivities and relaxation times shows that there is little if any connection between 
phonon relaxation times and thermal conductivity for the amorphous materials considered 
herein. Thus, the results provide quantitative evidence that relaxation time is an improper 
descriptor for the behavior at elevated temperatures in a-Si and a-SiO2 and is therefore 
questionable altogether for amorphous materials. It serves as the first evidence that PGM 
fails on amorphous solids and a new physics picture is needed.  
Based on PGM, relaxation time is the most important descriptor for the lattice 
thermal conductivity. Failure of the relaxation time point of view on disordered materials 
makes us question other inferences from PGM. Based on PGM, localized modes do not 
contribute to the thermal conductivity since they do not travel in space. In the next 
section, we will exam this claim using GKMA results on locon thermal conductivity. 
Based on the correlation paradigm, the localized modes can still contribute to thermal 
conductivity by becoming correlated with other modes. In a-SiO2, we discover the locons 
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significantly contribute to the thermal conductivity above room temperature, as shown in 
Fig. 4.5. 
4.3      Locons can contribute to the thermal conductivity 
Based on PGM, localized modes (locons) have a negligible contribution to 
thermal conductivity, due to their highly localized nature. However, in a-SiO2 GKMA 
results indicate that locons contribute more than 10% to the total thermal conductivity 
from 400K to 800K and they are largely responsible for the increase in thermal 
conductivity of a-SiO2 above room temperature. This is an effect that cannot be explained 
by PGM and therefore GKMA offers new insight into the nature of phonon transport in 
amorphous/glassy materials.  
The locons are distinguished by the IPR. The IPR quantifies the extent of 
localization for a given mode. From Fig. 3.10 (b), there are two regions that have 
localized modes, from 25 to 30 THz and above 35 THz. Given their higher IPR, we 
classified both of these groups of modes as locons [18], which are spatially localized and 
typically only involve a small group of atoms in the vibration. Interestingly, the modes 
between 30-35 THz are diffusons, which are delocalized over the entire system. Thus, a-
SiO2 appears to exhibit two regions of locons [23], which is distinctly different from a-Si 
[18].  
One of the most striking results is the non-negligible contribution associated with 
locons. Previously, locons have been thought to exhibit negligible contributions to 
thermal conductivity [40,112], due to their restricted spatial extent, which renders it 
difficult to imagine how they can transfer a significant amount of heat to another 
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location. Despite the long held belief that locons are negligible, Fig. 4.5 shows that they 
contribute significantly to the thermal conductivity of a-SiO2. It is important to 
acknowledge, however, that Alexander and coworkers [13,113] proposed a different 
theory for non-propagating mode contributions based on fracton hopping. Their theory 
describes the contributions from fractons, which conceptually must include both 
diffusons and possibly locons, in terms of their lifetime (e.g., scattering). However, their 
work only examined the contributions at low temperatures 10-100K, where the locons are 
not even excited. Hence the fractons they studied were really only diffusons in most 
cases. Furthermore, their perspective is fundamentally different than the GKMA 
viewpoint, which casts their contributions in terms of correlation, as can be seen from 
each respective derivation [13,16,113]. The phonon fracton model results in a generalized 
contribution from fractons that is linear with temperature and has mostly been applied at 
cryogenic temperatures [113], where the locon contribution is effectively zero, due to 
their suppressed heat capacity. This result is then general and would suggest that fractons 
contribute strongly in all amorphous materials. The GKMA formalism, on the other hand, 
naturally includes the mode character and anharmonic interactions, which are specific to 
a given material. As a result, GKMA shows excellent agreement with experiments on 
both a-Si and a-SiO2, but the locon contributions in a-Si are negligible, while in a-SiO2 
they are not. 
In Fig. 4.5, the thermal conductivity contributions vs. temperature without the 
locon contributions included are shown. Most notably, even after quantum correction, 
locons are responsible for approximately half of the continual rise in thermal conductivity 
for a-SiO2 above room temperature. Without the contributions from locons, the thermal 
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conductivity begins to deviate from the experiments after 250K. Furthermore, the cross-
correlation maps at different temperatures (see Figs. 3.13 in Chapter 3) show that even 
though the autocorrelation appears dominant at all temperatures, the cross-correlation 
contribution increases with temperature and comprises the dominant portion of the locon 
contributions. This behavior suggests that modes interact more strongly with other modes 
of differing frequency as temperature increases, which is consistent with our intuitive 
understanding of anharmonicity.  
 
Figure 4.5 Thermal conductivity vs. temperature as compared to other models and experiments. 
The solid blue curve represents the locon contribution to the thermal conductivity and the dashed 
blue curve is the sum of all other delocalized mode contributions. 








The locon contributions come from both cross-correlations and auto-correlations, 
but it is not entirely clear how these modes are able to help transfer energy from one 
location to another. One interpretation, motivated by the fact that the cross-correlation 
contributions to thermal conductivity for locons, as shown in the Figs. 4.6 and 4.7, is that 
locons serve as bridges between other modes in regions of the material where atoms are 
over coordinated and therefore require  
 
Figure 4.6 The 3D correlation plot for locons at 800K.  
 
localized solutions to the equations of motion. As shown in Fig. 4.6, the correlation 
between propagons and locons are negligible. However, the correlations between 
diffusons and locons, and between locons and locons, comprise 55% and 45% of the 
locon thermal conductivity respectively. The correlations between propagon and locons 
are negligible because the number of propagons in a-SiO2 is very small [68,93]. From this 















































Figure 4.7. Thermal conductivity contributions from locons that are composed of less than 1% of 
the system’s participation, showing the respective contributions from autocorrelations and cross-
correlations. 
themselves, they may serve as critical bridges between modes that do, suggesting that 
their contributions to thermal conductivity rely on collaboration with other modes. When 
these modes are excited at high temperature, they help to bridge the energy transfer 
between diffusons that have vibrations on surrounding atoms. Given that localization 
causes the motions of some atoms to be largely described by a smaller subset of modes, 
we then calculated the normalized harmonic energy [114] associated with locons on each 
atom in the system. As shown in the Fig. 4.8, more than 2% of the atoms have more than 
40% of the total harmonic energy carried by locons. These locons must somehow couple 
to other modes to participate in the heat conduction, as Fig. 4.7 shows that the 




















predominant contributions from locons arise from the locons with the larger participation 
ratios.  
 
Figure 4.8 The percentage of number of atoms with different normalized locon harmonic 
energy contributions. The system has total 4608 atoms; 80% of these atoms have more than 10% 
of their energy attributed to locons; 35% of the atoms have more than 20% of their energy 
attributed to locons; 8% of the atoms have more than 30% of their energy attributed to locons; 2% 
of the atoms have more than 40% of their energy attributed to locons; and 5 atoms in the system 
have more than 50% energy attributed to locons.  
The  GKMA study on a-Si [16] showed that locons have negligible contribution 
to the thermal conductivity, consistent with previous intuition and A-F also reached a 
similar conclusion for a-Si using the harmonic approximation [21]. Based on their work, 
researchers have generally neglected the locon contributions to the thermal conductivity 
of amorphous materials [18,23,40]. However, using GKMA for a-SiO2, we find that 
locon contributions are non-negligible. We believe this is primarily due to the fact that 













































locons constitute 18% of the modes in a-SiO2, which is 6X greater than a-Si (3%). If such 
a large portion of the spatially localized modes in a material does not interact with other 
modes, then nanometer scale inhomogeneity in the temperature field during steady state 
heat conduction can arise, due to the inability to conduct heat in certain locations. Such a 
phenomenon would be rather unphysical and thus it is much more plausible that locons 
simply exchange energy with surrounding modes and do in fact substantially participate 
in heat conduction, once excited.  
The localized modes that have the strongest contributions typically occur where 
atoms are over-coordinated, and therefore, since they have localized solutions to describe 
their motion, other diffuson solutions to the equations of motion become somewhat 
suppressed or non-existent in those regions. As a result, when these modes are excited at 
high temperature, they help to bridge the energy transfer between diffusons that have 
vibrations on surrounding atoms. Otherwise, if such modes did not participate in the heat 
conduction, there would be regions in the material that participate in the heat flow to a 
lesser extent. This would then lead to non-uniform temperature gradients/fields at the 
nanometer scale, even during steady state heat conduction, which is problematic. This 
mechanism is further supported by the data in Fig. 4.8, where we see that for 109 atoms, 
the locons comprise more than 40% of the total energy (we calculated the harmonic 
portion – which is several orders larger than the anharmonic portion).  The harmonic 
energy attributed to each atom for each mode is proportional to the magnitude of the 
eigenvector for each mode on each atom. The detailed derivation and formula are 
discussed in a recent paper by Gordiz and Henry [114]. Fig. 4.9 is the normalized spectral 
harmonic energy contribution and accumulation for the atom in the supercell that had the 
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largest locon harmonic energy contribution. For this atom, more than 58% of its energy 
comes from locons between 25-30 THz and above 35 THz.  
 
Figure 4.9 The spectral normalized harmonic energy of one atom and the accumulation. This 
plot shows the spectral distribution of energy associated with the atom that has the most energy 
associated with locons. 
The examination of the contributions from different types of modes revealed 
quantitative evidence that localized modes (e.g., locons) can contribute significantly to 
the total thermal conductivity of a material. In a-SiO2, locons are responsible for 
approximately half of the rise in thermal conductivity above 400K.  
Until now, we have shown that the contributions from different types of modes 
proves that localized modes (e.g., locons) can contribute significantly to the total thermal 
conductivity of a material for the first time. In a-SiO2, locons are responsible for 
approximately half of the rise in thermal conductivity above 400K. This serves as the 
second numerical evidence that the PGM fails for the disordered materials. The A-F 





















































method also predicts the locons do not have contribution to the thermal conductivity 
since the locon eigenvectors have little overlap with other modes [18]. Using GKMA, we 
find the locons couple with other modes, which is possibly caused by anharmonicity. 
Because A-F does not include anharmonicity, it fails to detect the locon thermal 
conductivity contribution. 
The anharmonicity plays an important role in amorphous materials by allowing 
locons to couple to other modes. One would wonder how does anharmonicity influence 
other modes in amorphous materials. Hence in the next section, we dedicate to discuss 
the anharmonic effect in amorphous solids using GKMA. The results again contradict the 
PGM prediction and will be the 3rd evidence that PGM fails on disordered materials.  
4.4       Anharmonicity can increase thermal conductivity  
 Anharmonicity in crystalline materials has previously been extensively studied 
by others [2,102,115,116] using the PGM. Based on PGM, the increasing of the 
anharmonicity will result in rising of the scattering rates of phonons. Hence the mode 
thermal conductivity will reduce. It is the cause of the 1/T trend of the thermal 
conductivity changing with temperature at high temperature in crystalline materials [1]. 
However there is no similar trend observed in the experiment for amorphous materials 
[59].  
As discussed in Chapter 2, Allen and Feldman used A-F method to qualitatively 
describe the trend of thermal conductivity changing with temperature for a-Si [10]. 
However, researchers have later found out that A-F method failed on several other 
amorphous materials [23]. And it was due to the harmonic assumption they used. In the 
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derivation of A-F formula from Hardy derived heat current operator [35], Allen and 
Feldman neglected the higher order (anharmonic) terms in the Hamiltonian [40].  
One effect of neglecting anharmonicity is that using the A-F formula, the 
localized modes always have zero thermal diffusivity and hence no contribution to the 
thermal conductivity [36]. However Allen and Feldman have also claimed it is possible 
that locons contribute to the thermal conductivity once the anharmonicity processes are 
included in the calculation. In the previous section, we demonstrated that the locons have 
non-negligible contributions to the thermal conductivity for a-SiO2 using GKMA [93].  
Another effect neglecting anharmonicity has on the A-F formalism is that it 
introduces a delta function, requiring that only same frequency modes can interact, 
although in actual calculations, they used a Lorentzian function to broaden the delta 
function. This brought to the fact that of A-F method only considers the interactions of 
modes with similar frequencies [40], which neglects interactions of modes with large 
frequency difference. And A-F method neglects the possibility of multi-phonon scattering 
events. GKMA method, which is based upon MD, intrinsically includes all types of 
phonon interactions and all degree of anharmonicity. Using GKMA method, each mode’s 
thermal conductivity comes from two types of heat current correlations, which are mode 
self-correlations (autocorrelations) and mode-mode correlations (crosscorrelations).  
From this basic assessment, one would expect that the A-F model should then correspond 
well with the autocorrelations, while the cross-correlations can be associated with 
anharmonicity. Here we test this hypothesis, which allows us to assess the affect 
anharmonicity has explicitly on the thermal conductivity for amorphous solids. 
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In the previous chapter, we have validated GKMA by examining the contributions 
in crystalline silicon and found agreement with PGM [16] based on the mode level 
comparison. We have then used GKMA to predict thermal conductivity of a-Si using 
Tersoff potential [62] and found excellent agreement with experimental result [59]. In 
this section, since we want to understand the anharmonicity effect on amorphous solids, 
we decide to calculate thermal conductivity using different empirical potentials. Different 
empirical potentials have different anharmonicity due to different mathematical form of 
the potential energy function. Here we will present the GKMA applications to a-Si using 
Stillinger-Weber (SW) [18] and Environment-Dependent Interatomic Potential (EDIP) 
[64] potentials. After we obtain the thermal conductivity from these empirical potentials, 
we then compute the degree of anharmonicity of them. If the PGM is still valid, the 
higher anharmonicity, the lower the thermal conductivity. However if it is not the case, 
then it becomes another evidence that the PGM fails on amorphous solids. The 
comparison between these three potentials’ results and A-F result gives us deeper insights 
of how does anharmonicity affect the thermal conductivity in a-Si.  
The a-Si structure is generated using WWW random walk method [66]. We use 
Tersoff, SW and EDIP potentials to simulate a-Si and used melt-quenching method using 
three potentials to relax the a-Si structure. Then apply the LD study on the amorphous 
structure from MD using GULP [69]. The relaxed structure for the LD study is computed 
at 0K with constant volume. The final structure contains 4096 atoms, supercell size of 
43.44  A
o
, with a density of 2330 kg/m3, which is close to the crystalline silicon. The 
eigenvectors and harmonic frequencies are calculated using GULP [38,69]. 
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All the MD simulations were performed using LAMMPS with a time step of 0.25 
fs. In order to reduce the meta-stability of the structure, all the atomic structures are 
annealed at high temperature (1100K) for 10 ns [68]. After 100 ps equilibration with 
NVT , the total heat current, the modal heat current and mode energy were captured for 
10 nanoseconds (2*107 time steps) at equilibrium in the microcanonical ensemble at 
300K. The frequency of capturing heat current has been evaluated by calculating the 
convergence of the total heat current auto-correlation. We chose every 5 femtoseconds to 
calculate the heat current, modal heat current and kinetic energy of every mode without 
losing accuracy. We did not observe any difference in total thermal conductivity when 
using smaller time steps. By computing the mode kinetic energy correlation,  which is 
NMA method [22,23], we then obtained the mode relaxation times. The cut-off of the 
heat current correlation is set to be 500 ps, much longer than the largest relaxation time 
calculated in the system, which is less than 100 ps.  
Figure 4.10 demonstrates IPR and DOS for three potentials. The a-Si structure 
generated by three potentials produce similar density of states and are in a good 
agreement with experiments [117]. The IPR shows how localized a vibrational mode is 
[16]. The locons have high IPR values. From Fig 4.10 (a), the cut-off between diffusons 
and locons from three potentials are also close. Based on Fig 4.10, we conclude that 
similar structures are generated by three potentials. 
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Figure 4.10  (a) Inverse participation ratio of modes in a-Si calculated using SW, EDIP and 
Tersoff potentials; (b) Phonon density of states of a-Si calculated using SW, EDIP and Tersoff 
potentials. 
Figure 4.11 shows the relaxation times calculated from three different potentials 
for a-Si at 300K. The relaxation times are calculated NMA [25,94]. The results are 
consistent with previous results published before using Tersoff [67] and SW [68] 
respectively. The magnitude of the relaxation times computed by EDIP and SW are 
similar. We obtained the relaxation times using Tersoff potential, which are close to the 
results He et al. calculated [67] using the same potential. Although the DOS and IPR of 
Tersoff are close to the other two potential results, the relaxation times are very different. 
From Fig. 4.13 (a), we find that the temperature dependent thermal conductivity 
































Figure 4.11 Relaxation times calculated from GKMA for amorphous silicon using three potentials 
(SW, EDIP, Tersoff). The dotted cyan line represents  1/ω
2 relation.  
 
are very close, even though the relaxation times from these two potentials are orders of 
magnitude different. Since the relaxation time is the inverse of the scattering rate, one can 
relate the relaxation time with the degree of anharmonicity in the system. The higher the 
anharmonicity, the lower the relaxation time is. Based on PGM, the mode thermal 
conductivity is proportional to the mode relaxation time. We demonstrate that the thermal 




























the relaxation time respectively, which add another evidence that the relaxation time is 
not the proper descriptor for calculating the thermal conductivity [95] and question the 
validity of PGM for amorphous materials [3].    
 
Figure 4.12 Thermal conductivity accumulation with frequency calculated from GKMA of 
amorphous silicon using three empirical potentials (SW, EDIP, Tersoff). The dotted curves are 
the auto-correlation accumulations. All the autocorrelation accumulations are close to the A-F 
result. And for EDIP, the total correlation accumulation is close to its autocorrelation.    
We then applied GKMA on a-Si using Tersoff, SW and EDIP potential at room 
temperature (300K). Figure 4.12 shows the thermal conductivity accumulation with 
phonon frequencies. The spectral thermal conductivity calculated using GKMA with 































Tersoff and SW potential is very close, however EDIP predicts lower thermal 
conductivity than the other two. On the other hand, the EDIP result is close to the results 
calculated by Feldman et al. using A-F method [19]. Interestingly, the mode auto-
correlations between these three are all similar and close to the A-F results. The 
difference between GKMA results from two (Tersoff and SW) potentials and A-F results 
comes from mode cross-correlations. EDIP predicted the thermal conductivity lower than 
the other two potentials. Because the EDIP result has little contributions from cross-
correlations, which makes EDIP result close to the A-F result.  
After applying quantum correction, Tersoff and SW predicted temperature 
dependent thermal conductivity is in good agreement with the experimental results as 
shown in Fig. 4.13 (a). The EDIP predicted thermal conductivity is close to A-F result. 
However A-F method is based upon harmonic approximation. In order to understand the 
discrepancy between EDIP result and Tersoff, SW result, we conduct further analysis to 
understand the degree of anharmonicity of the three potentials. In order to quantify the 
magnitude of anharmonicity in the three potentials, we employ the method developed by 
Gordiz and Henry [114]. Using this method, one first excites an individual mode based 
on the amplitude of mode at 300K, then calculates each atom’s anharmonic energy. The 
absolute values of the difference between total anharmonic energy and harmonic energy 
at 300K of each atom in this mode are calculated to represent the magnitude of the mode 
anharmonicity. The results are shown in Fig. 4.13 (b), one can observe that anharmonic 
energy of EDIP is lower than the other two potentials, which means the EDIP is the most 
harmonic potential for a-Si among three empirical potentials. Because the anharmonicity 
of EDIP is lowest, the cross-correlation hence becomes negligible. It supports the 
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hypothesis that the anharmonic interactions increase the cross-correlations. Another 
important observation is that although the degree of anharmonicity between SW and 
Tersoff are very different, the temperature dependent thermal conductivity result is very 
similar.  Hence we conclude that the accuracy of anharmonicity may not be important 
and the higher anharmonicity increase the thermal conductivity in amorphous materials.   
 
Figure 4.13 (a) Temperature dependent thermal conductivity calculated from GKMA of a-Si 
using three empirical potentials (SW, EDIP, and Tersoff). Together with the A-F result [4] and 
experimental result from Cahill et al. [17]; (b) Anharmonic energy per mode for the three 
empirical potentials on a-Si. Please note that we add the absolute value of anharmonic energy on 
all atoms for one mode in order to compare the magnitude of anharmonicity in these three 
potentials.   
In crystalline materials, however, the anharmonicity decreases the thermal 
conductivity [1]. Because the anharmonicity increases, the phonon scattering rates 
increases, hence the relaxation time, which is the inverse of scattering rate, decreases. In 
order to verify the anharmonicity calculation, we calculate the magnitude of the 
anharmonicity of modes using the same three potentials in c-Si. The result is shown in 
Fig. 4.14 (b) EDIP and SW has similar magnitude of anharmonic energy, and the Tersoff 



















































has much higher anharmonicity. We then demonstrate in Fig. 4.14 that the thermal 
conductivity calculated using Tersoff potential has much lower thermal conductivity than 
SW and EDIP results. Note that the Tersoff potential we used here is from Munetoh et al. 
[65], which is the same empirical potential we used for a-Si. The results in Fig. 4.14 (a) 
verified the correctness of the anharmonicity calculation. The conclusion is consistent 
with the PGM that the anharmonicity reduces the thermal conductivity for crystalline 
materials. 
Based on all the calculated results, we believe that the anharmonic interactions 
contribute to the thermal conductivity of amorphous silicon, and it is necessary to include 
the anharmonicity to accurately predict the thermal conductivity of amorphous solids.  
 
Figure 4.14   (a) Temperature dependent thermal conductivity calculated from Green-Kubo of c-
Si using three empirical potentials (SW, EDIP, and Tersoff), each data point is averaged over 10 
ensembles; (b) Anharmonic energy per mode for the three empirical potentials on c-Si. Please 
note that we add the absolute value of anharmonic energy on all atoms for one mode in order to 
compare the magnitude of anharmonicity in these three potentials.   
 




















































 In this section, we applied GKMA on a-Si using different empirical potentials 
including Tersoff, SW and EDIP. The spectral thermal conductivity calculated by GKMA 
using Tersoff and SW are very similar, hence the temperature dependent thermal 
conductivity calculated from these two potentials is also similar to each other and in good 
agreement with the experiments. However the relaxation time calculated using Tersoff 
and SW potentials are significantly different. As for EDIP, the predicted thermal 
conductivity of a-Si is dominated by the mode auto-correlations. Its spectral thermal 
conductivity and temperature dependent thermal conductivity is close to the A-F result, 
which is based on harmonic approximation. We then quantified the magnitude of 
anharmonicity of these three potentials at room temperature for a-Si [114]. We discover 
that the magnitude of the anharmonicity from SW and Tersoff are much higher than 
EDIP for a-Si. The anharmonicity is shown to increase the thermal conductivity of 
amorphous materials from atomistic level simulations as Payton et al. predicted using 
one- and two-dimensional lattice models [118]. In GKMA, the anharmonic interactions 
are represent as the non-diagonal terms or the cross-correlations for amorphous materials. 
Due to the nature of the vibrational modes of amorphous materials, the anharmonicity 
plays a different role in the amorphous materials comparing it with crystalline materials. 
As a result, we find 3rd evidence to disprove the feasibility of PGM on amorphous solids.  
Thus far, we find anharmonicity plays an important role in amorphous solids. In 
section 4.2, we find that the relaxation time is not a proper descriptor for thermal 
conductivity in amorphous solids. In this section, we discover that the increasing in 
anharmonicity raises the thermal conductivity. All these phenomena are counterintuitive 
base on the PGM, which intrigues us to check a related parameter, MFP in amorphous 
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solids. If the MFP is still applicable in amorphous solids, when anharmonicity increases, 
MFPs may increase. If this is the case, we will observe a very different size effect in 
amorphous solids. 
 However based on PGM, the diffusions should not have any size effect. Because 
diffusons are not propagating modes, they should not carry the heat longer than the 
system boundary. On that account, the study on the diffusons’ size effect in amorphous 
materials can be another test of the feasibility of PGM on amorphous solids, hence we 
will discuss it in the next section.  
4.5      Diffusons can exhibit size effects 
Diffusons, as discussed in Chapter 2, are extended modes without a well-defined 
wavevector. Diffusons are the dominant vibrational modes (>90% of the total number of 
modes) in amorphous solids [16,112]. Due to the lack of the definition of the wavevector, 
one cannot rigorously calculate their phonon group velocities. Since the diffusons are not 
propagating, previous researchers claim the diffusons do not travel in the structure 
[40,59]. Based on the PGM, phonon velocity of diffusons approaches zero, hence the 
MFP is close to zero. Allen et al. [18] also argued that “diffusive propagation occurs over 






Figure 4.15 a-Si thin film atomistic structure. 
GKMA can accurately predict the thermal conductivity of non-crystalline 
materials. Hence we can quantify the decrease of the mode thermal conductivity when 
reducing the system dimensions. In order to compute it, we first generate a thin film a-Si 
structure as shown in Fig. 4.15. The a-Si thin film structure consists 5000 atoms, with 
about 5 nm * 5 nm * 14 nm dimensions.  Similar to bulk amorphous silicon, the initial 
amorphous structure comes from WWW random walk algorithm [66]. . The initial 
structures were annealed at 1100K for 10 ns in order to avoid structural meta-stability 
[68]. In order to form the thin film structure, we add 10  A
!
 vacuum (empty space) 
between two ends of the structure along 14nm direction. The vacuum causes the atoms on 
the surface to restructure when relaxed. Then the LD and GKMA are applied on the final 
thin film structure. The time step of the simulation was 0.25 fs and after 500 ps 
equilibration with NVT, the modal heat currents were written every 1 fs for 6 ns at 
equilibrium in the microcanonical ensemble at 300K.  
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Figure 4.16 Phonon relaxation times from bulk a-Si and a-Si thin film at 300K. 
Figure 4.16 shows the relaxation times in the thin film and bulk a-Si at room 
temperature. The blue shaded zone represents the propagon region. Since the propagons 
are propagating modes, they typically can travel longer distance before scattering with 
other phonons, or boundaries. In the thin film case, the propagons hit the boundaries first 
before they scatter with other phonons. Therefore, the phonon relaxation time of modes 
in the propagon region decrease significantly. PGM explains the size effect of the 
propagating modes very well.   
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Figure 4.17 Thermal conductivity 3D correlation map of bulk a-Si thin film (cross-plane 
direction) at 300K. 
Figure 4.17 shows the correlation maps of a-Si thin film from GKMA. The peaks 
represent the mode thermal conductivity contributions from mode-mode correlations. 
Comparing with the bulk Si 3D correlation map in Fig. 3.4 (a), the magnitude of the low 
frequency modes reduce a lot on the diagonal directions that are the autocorrelations. 
However the mid and high frequency modes that are diffusons seem to decease 




Figure 4.18. Thermal conductivity accumulation of bulk a-Si and a-Si thin film (cross-plane 
direction) at 300K. 
In Fig 4.18, we demonstrate that the thermal conductivity accumulation for the in-
plane and cross-plane directions of a-Si thin film and comparing with the bulk a-Si. The 
red curve shows the thermal conductivity accumulation in the in-plane direction of the 
thin film a-Si. The size effect is not as dramatic as in the cross-plane direction. However 
one can still observe the drop of the mode thermal conductivity for propagons and 
diffusons (frequency above 8 THz). In the cross-plane direction, the size effect is more 
significant than the in-plane direction as the blue curve shows in Fig. 4.18. More 
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interestingly, not only the propagons (0~2 THz) thermal conductivity decreases, but also 
the diffusons’ contribution declines substantially comparing with bulk a-Si.  
 
Figure 4.19 Temperature dependent thermal conductivity (in-plane) from GKMA and 
experimental results of a-Si nanowire [119]. 
This is the first numerical evidence that the diffusons have size effect. One cannot 
explain this phenomenon using a PGM based rationale for thermal conductivity, since the 
diffusons are non-propagating modes without a well-defined group velocity hence they 
should not have size-effect or boundary scattering effect. Using GKMA, based on the 
linear response theory, the decline of the mode thermal conductivity owing to the mode 























heat current becomes less correlated to the total heat current of the system. At last, we 
compare the a-Si thin film in-plane thermal conductivity from GKMA (100K and 300K 
result) with the experiments results, as shown in Fig 4.19. The results from GKMA are 
again in very good agreement with the experimental results [119].  
In this section, we demonstrate that both propagons and diffusons show length 
scale dependence. So far, we showed four case studies on amorphous solids. All four 
cases disprove the validity of PGM on disordered materials. And the correlation 
paradigm and GKMA are able to explain all of them. All four case studies are conducted 
on the disordered systems. However, as we discussed in section 3.5, even in an ordered 
single polymer chain, the GK predicted thermal conductivity has significant deviation 
from the PGM. Since PGM used the stosszahlansatz assumption, it becomes improper to 
explain the divergent thermal conductivity. If one assumes that it is still somewhat 
applicable, the only explanation for the anomalous thermal conductivity observed in 
single polymer chains is that certain phonon modes have infinite relaxation times. 
However we find out the relaxation time is finite and no significant difference between 
divergent and convergent cases for the highest thermal conductivity mode. The persistent 
correlations are the cause of the divergence based on previous study [31]. This problem 
again needs a new physics picture to understand. The correlation paradigm or GKMA 
seem to be the best method to explain the divergent thermal conductivity. In the next 
section, we will continue using GKMA study on the single Pth chain and identify the 
cause of the divergence.  
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4.6      Understanding polymer thermal superconductivity through sonification 
In the previous sections, we have shown four cases where the PGM fails to 
describe disordered materials. In the proceeding section, we will demonstrate that even in 
an ordered polymer chain, the thermal conductivity results deviate from the PGM. 
Following the PGM, one can predict the maximum thermal conductivity for a finite 
polymer chain, because the maximum MFP for a phonon in a finite chain is the chain 
length. However in GKMA, the thermal conductivity is calculated by the HFAC, hence 
there is no such limitation. In section 3.5, we demonstrated the divergent thermal 
conductivity in single Pth chains, but based on the PGM, this divergence requires an 
infinite relaxation time.  
To test whether the PGM works for a single polymer chain, we calculate the finite 
chain thermal conductivity using GK and compare with PGM predictions and also verify 
if the divergent mode has infinite relaxation time.  In section 3.5, we have shown that two 
transverse acoustic branches are responsible for the divergence. In the proceeding section, 
we determine which mode on the acoustic branch is responsible for the divergence and 
discover the cause of the divergence. 
We simulated Pth chains without PBC using one unit cell of rigid atoms (i.e., 
atoms with infinite mass) on each end to mimic a finite chain. This was done to prevent 
an individual chain from coiling, which is a potential problem for very long chains. Using 
this modification, phonon propagation is restricted by the chain length. These simulations 
still used EMD but not PBC, a 0.15 fs time step, and were run for 3 ns at equilibrium in 
the microcanonical ensemble with 100 ps of equilibration time. Five independent 
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simulations were run for each chain length for better averaging. Each data point is 
averaged over 15 ensembles to avoid statistical fluctuations. The results of the finite 
chain simulations are shown in Fig. 4.20 and indicate that a large deviation from the trend 
at 90 unit cells (ucs). The GK results are almost always higher than the PGM limit. The 
PGM limit is calculated by the largest group velocity times the mode specific heat and 
chain length for all the acoustic modes. The optical modes were neglected in the 
calculation, because their contribution to the thermal conductivity is negligible, as shown 
in Fig. 3.22. GK results deviate from the PGM, especially for the 90ucs chain, which has 
caused us to question the feasibility of the PGM for single polymer chains.  
 
Figure 4.20 Finite Pth Chain thermal conductivity versus chain length. The dash-dot line 
is a trend line fit to the non-anomalous data. The dash line represents the PGM limit.  
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In the simulations using PBC, we observed divergence for chain lengths at 
multiples of 30 ucs and, interestingly, Fig. 4.20 shows that even without PBC, we 
observe anomalous behavior for chains with multiples of 30 ucs. The short length multi-
30 ucs chains (30 ucs and 60 ucs) do not behave differently, presumably because when 
the system length is too small, the long wavelength phonons are constrained by the 
boundary scattering. However, what is particularly interesting is the difference between 
88 ucs and 90 ucs. The two chain lengths only differ by 1.5 nm, yet the difference in 
thermal conductivity is a factor of four, which is quite anomalous. This result suggests 
that the anomalous behavior arises from specific interactions that occur in chains with a 
very specific length, such as multiples of 30 ucs. From Fig. 4.20, we also observe that the 
thermal conductivity of 90 ucs and 150 ucs are similar in magnitude. It is likely a very 
specific relationship and interplay between the mode energies and momenta that gives 
rise to the anomalous behavior, since slightly shorter or longer chains have modes with 
very similar wavelengths and frequencies, but not chain lengths that are an exact multiple 
of 30 ucs. It is also important to note that the phenomenon can become less pronounced 
for longer chains, whereby the presence of other modes opens up additional channels for 
phonon interaction sequences. This could be the reason the 150 ucs chain in Fig. 4.20, 
has almost the same thermal conductivity as the 90 ucs chain and not a much higher 
value. 
Computing the power spectrum of the HFAC, the dominant frequency shifts 
dramatically between chains with similar lengths and is peaked around 0.1 THz for the 
anomalous 90 ucs chain. This frequency corresponds to atom vibrations close to 0.05 
THz (50 GHz), since  Q  is proportional to the atom velocities and  Q  is squared in the 
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HFAC, such that the mode frequency is half that of the HFAC frequency. Figure 4.21 
shows that the heat current for chains with 90 and 150 vibrating unit cells has a dominant 
frequency at 0.1 THz, while other chains have different peak frequencies. Figure 4.21 (c) 
shows that the modes near 0.05 THz exist in both 88 and 90 ucs chains, yet the frequency 
peaks in Fig. 4.21 correspond to significantly different areas of the spectrum.  
 
Figure 4.21 (a) Power spectrum of the HFAC of different length Pth chains, from the finite chain 
simulations. (b) Phonon dispersion curves for a single Pth chain. (c) Zoomed in close up view of 


























































































modes that exist in the 90 ucs (red circles) and 88 ucs (blue diamonds) modes indicate that the 
modes are very similar in both cases, even though the HFAC power spectra differ significantly. 
Upon examination of the HFAC for the chains with PBC and the chains without 
PBC, approximately 0.8 ns of time delay are needed to reach a thermal conductivity of 
120 W m-1 K-1. This time scale is three orders of magnitude longer than the time 
necessary for modes with frequencies near 0.05 THz to reach the chain ends and scatter. 
This discrepancy is important because it suggests that somehow these modes are able to 
remain correlated even after encountering the chain ends. For comparison, consider the 
maximum thermal conductivity contribution a mode can have as predicted by the 
PGM/BTE. For a mode in a 1D system to transfer energy and contribute to the thermal 
conductivity, it must scatter at the chain ends. The group velocity for the modes near 0.05 
THz is ~ 820 m/s, which suggests that if the high thermal conductivity is due to modes in 
this frequency range, and they remain correlated for 3 ns, they are somehow unperturbed 
by the chain ends since they must encounter the chain ends every 0.0873 ns. Using the 
PGM, the thermal conductivity contribution from a mode is given by
 
κ (k, p) = cvgl , 
where  is classical specific heat,  kB / V , vg is phonon group velocity, and l  is the 
phonon MFP, which at its maximum, is equal to the chain length. Using this model, the 
thermal conductivity of this mode can only be as large as 0.0443 W m-1 K-1, which is in 
stark contrast to our result of ~ 120 W m-1 K-1. 
The finite chain analysis also disproves that divergent thermal conductivity is an 
artifact caused by PBC. The fact that there is correspondence between the chain lengths 
that exhibit the divergence in the PBC cases and the finite chains without PBC that 
exhibited anomalously high thermal conductivity suggests that the divergence is not 
c
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caused by the PBC, even though it can occur using PBC. Using PBC allows the thermal 
conductivity to diverge, but the fact that anomalous behavior is also observed at the same 
chain lengths without PBC indicates that it is not the cause of the divergence. Instead the 
divergence is most likely associated with the specific modal interactions in chains with 
multiples of 30 ucs and not the PBC itself. To understand the phenomenon more deeply 
and find the cause for the divergence, we used the GKMA formalism [16] to study the 
divergent behavior in more detail. 
In examining the divergence in Pth, the first objective was to identify which 
modes are responsible for the divergence by determining which phonon polarization 
contributes most to the thermal conductivity. In the section 3.5, we identified two 
transverse acoustic branches which are most responsible for the divergence. Figure 4.22 
(a) shows that the transverse acoustic modes that correspond to vibrations in the plane of 
the aromatic rings (TA-y) and out of the plane (TA-x) contribute most to the total thermal 
conductivity in 30 unit cell chains. In Fig. 4.22 (b) we show the divergent and convergent 
comparison for these two branches. The results are averaged over 35 ensembles (10 
divergent cases, 25 convergent cases). If the TA-y and TA-x branches diverge then the 
total thermal conductivity diverges and vice versa. 
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Figure 4.22 Thermal conductivity contributions from different polarizations, TA-y branch and 
TA-y1 mode thermal conductivity contributions. (a) Pth thermal conductivity contribution from 
different branches. (b) TA-x, TA-y branch thermal conductivity contributions in convergent and 
divergent cases, averaged over 30 ensembles. (c) TA-y cross-correlations with other branches. (d) 
TA-y thermal conductivity from each mode on the branch. 
Using the GKMA approach, we can also study the correlation between individual 
branches and individual modes. In the following we focused on the TA-y branch since it 
contributes most to the thermal conductivity. Using Eq. 2.43 we examined the TA-y 
branch’s correlation with other branches, and as shown in Fig. 4.22 (c), the 
autocorrelation of the TA-y branch is most important. With the focus on TA-y mode-
mode interactions, we computed the individual mode contributions to the TA-y branch to 
determine which of the modes is most responsible for the divergence. Figure 4.22 (d) 
shows that the lowest frequency mode on the TA-y branch contributes the most and when 
combined with the other 3 lowest frequency modes on the TA-y branch, the three modes 
(out of 30 total modes) comprise almost the entire thermal conductivity for the entire 
branch (Note that this includes the symmetric +k and –k modes, which are identical). The 






































































































































fact that the divergence is associated with the lowest frequency modes seems consistent 
with the ideas of mode coupling theory. However, mode-coupling theory suggests that 
the divergence arises because the long-wavelength modes have very slow energy 
diffusion, – in other words, long (infinite) relaxation times. If one uses the PGM to 
explain the divergent thermal conductivity, the velocity is finite and specific heat is 
constant, hence the infinite relaxation time is also the only possible interpretation.  
To determine if infinite relaxation time is the most suitable explanation for the 
behavior observed in Pth we calculated the relaxation times of these low frequency 
modes using the NMA method [51]. By comparing the relaxation times for converging 
and diverging cases, we can determine if the difference in thermal conductivity can be 
explained by a lack of scattering or a lack of interaction with other modes. The relaxation 
time of the lowest frequency modes on TA-y branch calculated in divergent and 
convergent cases are very close (roughly between 100-300 ps). Fig. 4.23 shows the 
energy autocorrelation functions for a convergent and divergent case. In both cases the 
autocorrelations decay. Similar to the phenomenon observed before, [28] the 
autocorrelations for the divergent cases show a significant resurgence in correlation at 
much later times, but the integration still remains of similar magnitude to the convergent 
cases. From the relaxation time analysis, there is no major difference between converging 
and diverging cases, and in both cases the relaxation times are finite.  For this reason, the 
PGM appears insufficient for describing the divergent behavior in Pth, as the only 
mechanism available in the PGM for attaining infinite thermal conductivity is for a mode 




Figure 4.23 Normalized mode TA-y1 kinetic energy autocorrelation functions in  
Pth convergent and divergent cases. 
From Fig. 4.22 (d) it is clear that over the course of 5 ns, the lowest frequency 
mode on the TA-y branch (labeled TA-y1) contributes 100 W m-1 K-1. It should be noted 
here that both the positive and negative k-vector contributions are shown summed 
together since they are indistinguishable. Such a large contribution from a single mode is 
anomalous, as 100 W m-1 K-1 is higher than most elemental metals, which transport heat 
using many vibrational modes as well as many electrons. However, in Pth, it is 
remarkable that one single mode is able to transfer so much heat. It is important to 
emphasize that the contribution of this mode is linearly increasing during the 5 ns of 




























correlation time computed from Fig 4.22 (d). We have even extended the simulation 
times by an additional 10 ns (20 ns total, yielding a maximum 10 ns long correlation), 
and the divergence simply continues along the same path. What is also interesting is that 
the anomalous conducting mode’s frequency is 0.05 THz. This frequency corresponds to 
the peak in the Fourier transform of Q  for the finite chains with lengths that are exact 
multiples of 30 ucs. For 88 unit cells the peak moves to 0.09 THz, but even on the 88 ucs 
chain there is a mode on the TA-y branch with a frequency very close to 0.05 THz. It is 
an anomalous effect of the anharmonicity that two individual chains with such similar 
lengths (i.e., 88 and 90 ucs) do not exhibit similar modal interactions and thermal 
conductivity, even though the frequencies and wavelengths in each case are very similar. 
In addition to the results shown in Fig 4.22, we have used GKMA to study the correlation 
of the TA-y1 mode with the other modes on the TA-y branch. The analyses and results 
show that there are strong cross-correlations/interactions amongst the lowest three modes 
on the TA-y branch that give rise to the divergence.   
Ultimately we seek to understand the behavior of this special anomalous 
conducting mode (TA-y1) in more detail. The TA-y1 mode correlates strongly with the 
entire TA-y branch as indicated by the <TA-y1·TA-y> autocorrelation shown in Fig. 
4.24. Using GKMA, we calculated mode-mode cross correlations between the TA-y1 
mode and other modes on TA-y branch. By examining the correlation with individual 
modes we found that the correlation is strongest between the 3 lowest frequency modes 
(TA-y1, TA-y2, TA-y3), where TA-y2, TA-y3 are second and third lowest frequency 
modes on the TA-y branch. In Fig. 4.25 it is clear that the TA-y1 autocorrelation and its 
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cross correlation with TA-y2, TA-y3 is very different for the divergent and convergent 
cases. 
 
Figure 4.24 TA-y1 mode thermal conductivity contribution and its correlation with different 
branches. Note: it includes the contribution of its symmetric mode on the same branch. 
 
Figure 4.25 TA-y1 mode thermal conductivity contribution and its correlation with TA-y2 TA-y3 
in a divergent and convergent case. 

































































With the TA-y1 mode now identified and the important interactions with other 
modes now clarified, the last remaining task was to try and develop a better 
understanding of the underlying mechanism for the divergence. Visual inspection of the 
heat current for the TA-y1 modes did not reveal any obvious differences that would 
indicate what aspects of their heat flows remain correlated and give rise to the divergent 
thermal conductivity contributions (see Fig. 4.26 (a)). However, the integration of the 
correlation function clearly indicates that something in the heat currents of these modes is 
similar and/or repetitious. It should be noted that persistent correlation need not manifests 
as a periodic pattern occurring on regular intervals. Instead it can merely be some portion 
of the signal that is recurring, albeit possibly at irregular intervals (i.e., not necessarily 
rhythmically). Either scenario or any intermediate between these extremes can result in a 
divergent integral of the correlation functions. Interestingly, we computed the Fourier 
transform of the total and mode level heat currents for both convergent and divergent 
cases, as shown in Fig. 4.26 (b).  Figure 4.26 (b) shows that there are no major 
differences in the heat current spectra in the very low frequency regions. Since there was 
no obvious difference in the frequency content and no obviously significant features 
obtained from visual inspection, we sonified the mode level heat currents to determine if 
patterns or any discernable differences would emerge via audible inspection.  
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Figure 4.26 (a) TA-y1 mode heat current for 20 nanoseconds in a divergent and 
convergent case. (b) TA-y1 mode heat current power spectra for 20-nanosecond length 
simulation at low frequency (1-7 GHz) in a divergent and convergent case. (c) TA-y1 
mode heat current zoomed in from 400 ps to 2000 ps in a divergent and convergent case. 
(d) Square of mode heat current and the envelop function (black curve) in a divergent 
and convergent case. 
Sonification[120] involves slowing down the THz oscillatory data so that it can be 
studied as an audible sound. The human ear is often much better equipped for identifying 
oscillating patterns than the human eye; thus sonification can be used to identify features 
within the data that would go undetected when presented visually. Direct sonification of 
data has been used in other instances for the same reasons, and in other situations, the 
data is amended or converted to mimic familiar types of sounds, such as a musical 
instrument [121,122]. Here, however, we were interested specifically in preserving the 
original features of the data completely so that the truly distinguishing features between 
the convergent and divergent cases can be identified and would not be artificially 















































































































































augmented. The HFAC integral for these two simulations are shown in Fig. 4.27 for 
reference, which shows that after 5 ns of integration, the convergent case’s mode thermal 
conductivity was 8 W m-1 K-1, and the divergent case’s mode thermal conductivity was 
49 W m-1 K-1 (6 times larger). In audio files [123], the heat current was slowed down by a 
factor of 1010, such that the 20 ns of MD data plays as a 200 sec sound, which enables 
some pattern recognition. For example, if the data were slowed down by a factor of 108, 
the entire MD simulation would play for 2 seconds, which is too short to distinguish any 
features. Slowing the data by a factor of 1010 also causes the low 0.05 THz frequencies of 
the TA-y modes of interest to correspond to 5 Hz, which is below the 20 Hz threshold of 
the human ear. However, because the heat current contains extremely high frequency 
components, due to interactions with the much higher frequency optical modes that sound 
like noise, one can hear each oscillation of the mode as a pulsing sound. In this sense, the 
high frequency noise imparted by the optical modes, which include the motions of the 
hydrogen atoms, is the only thing that can be heard, but its volume (e.g., loudness) is 
modulated by the oscillation of low frequency modes, which are much larger in 
amplitude. Inspection of the audio in audio files [123] immediately identified a feature 
that seemed to be much more prevalent in the divergent case than in the convergent case, 
namely the repeated instances in the divergent case where the signal slowly fades out and 
then fades back in.  
 156 
 
Figure 4.27 TA-y1 mode thermal conductivity contribution in the divergent and 
convergent case. 
The time scale in between such events is on the order of 15 seconds, which in 
the MD simulation corresponds to several hundred picoseconds, close to the mode 
relaxation time. We believe that the fade-in fade-out phenomenon is related to the 
temporal period between phonon interactions. Conceptually, this relation supports the 
hypothesis put forth by Henry and Chen that the divergence cannot be attributed to 
ballistic phonon transport but instead arises from patterned phonon interactions. 
Individual phonons do in fact experience interactions and scatter, causing the relaxation 
time to be finite. However, the scattering experience, possibly due to the sequence of 
energy exchanges, is similar and repeats in a correlated way. In this sense a thermal 
perturbation excites a mode, which then relaxes, but the mode is later re-excited in a way 




























the mimics the initial excitation and a repetitious pattern of the same de-excitation-
excitation cycle persists. It is therefore confirmatory to note that the cycle/correlated 
feature time scale is the same as the relaxation time, which represents the time scale 
between excitation and de-excitation events. 
In the divergent case these fade-in and fade-out events occur approximately at 
the following time marks [15s, 30s, 45s, 58s, 70s]. The difference between the 
convergent and divergent audio is also easier to hear in the combined audio, which 
combines separate files into a single stereo file, whereby the convergent audio file is 
played on the left channel and divergent audio file is played on the right channel. One can 
then hear the periods near [15s, 30s, 45s, 58s, 70s] where the sound fades out on the right 
ear channel, while the left ear channel plays almost continuously. The identification of 
this feature was then inspected audibly for a variety of convergent and divergent cases, 
which qualitatively confirmed that such events happened more often in the divergent 
cases than the convergent cases. 
The purpose of the sonification was to identify a feature that differs between 
convergent and divergent results, which would then guide the analysis further. The 
identification of the fade in and out events then guided their visual identification from a 
plot of the heat current for the TA-y1 mode. By properly rescaling the time axis so that 
regions of 400ps to 2000ps are shown, one can then visually observe the features that 
were more easily identified in the audio files. Figure 4.23 (c) shows a zoomed in portion 
of the data in Fig. 4.23 (a), where one can see the oscillatory envelope on the TA-y1 heat 
current. We then sought out to quantify these large oscillations in the heat current that 
generate such large peaks and valleys. The regions of the heat current where these events 
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occur are similar and repetitious, but occur at irregular intervals. Nonetheless, these 
features are what repeat throughout the trajectory and they give rise to the persistent 
correlation. It is not clear if such events are associated with a single scattering 
event/interaction between modes, as they can also be the result of a series or combination 
of mode-mode interactions that recur. 
To quantify the phenomenon, it was hypothesized that the persistent correlation 
is a result of these repetitious events, which seemed to be greater in both magnitude and 
frequency in divergent cases. To test this hypothesis we examined the time history of the 
TA-y1 heat current for each individual case and numerically calculated a data series that 
represents the envelope of the function. This was accomplished by first squaring the 
mode heat current so that the result is always positive, as shown in Fig. 4.26 (d). The 
envelope of Q2 was then determined by taking the numerical derivative at every point, via 
finite difference, and locating points in the function where the function changed from 
positive to negative slope (a maximum) and negative to positive slope (a minimum). The 
resulting maxima and minima were then placed in bins of 0.0375 ps and averaged 
together, which helped to smear the data set, yielding the overall envelope of the function 
as shown in Fig. 4.26 (d). Once the envelope function was determined, we calculated 
each subsequent maximum and minimum in the envelope 
 
fmax,i ,  fmin,i
 and calculated 
their difference to gauge both the size and frequency (150~190) of the peaks and valleys 
in the envelope,  
 
 






where the subscript i denotes nearest neighboring maxima or minima. Since there are 
many cases in between the extremes of clearly convergent vs. divergent cases as shown 
in Fig. 3.21, we then calculated
 
Fpv  for 20 different independent MD simulations and 
compared the value of 
 
Fpv  to the value of the thermal conductivity at the end of the 10 
ns of correlation time. The result, which is shown in Fig. 4.28 shows that there is a clear 
relationship between 
 
Fpv  and thermal conductivity. The greater the magnitude and 
frequency of the fade-in and fade-out events, the greater the thermal conductivity, which 
confirms the hypothesis that these events are the root cause of the divergence in Pth.  
 
Figure 4.28 Total thermal conductivity vs. sum of the peak height (Fpv) as shown in Eq. 
(4.2).  
 



































With the root cause of divergence identified, we must subsequently examine the 
corresponding physical interpretation of such a phenomenon. First, it is useful to reason 
through the meaning of the mode level heat current based on the correlation paradigm. If 
for example, one had a single polymer chain and ran a MD simulation where only one 
mode is excited, by definition, if one examines all of the mode heat currents, one would 
see that only the excited mode’s heat current is non-zero. This is because the modal 
contribution to the heat flow is proportional to the mode amplitude. Thus, when only one 
mode is excited, one would observe the heat current for the excited mode oscillating at 
the mode frequency. If all of the atomic interactions were harmonic, one would cease to 
observe mode-mode interactions and the mode heat current would simply oscillate at the 
excited mode frequency indefinitely. However, as anharmonicity is included and mode-
mode interactions take place, the frequency content of the excited mode’s heat current 
will change as it interacts with other modes. Most specifically, as the primary excited 
mode couples to other modes, one would expect to see some frequency content associated 
with the interacting modes show up in the primary excited mode’s heat current and vice 
versa – namely the mode interacting with the primary excited mode would also exhibit 
fluctuations with a frequency component associated with the primary excited mode.  
With this framework for interpreting the mode level heat current, it can then be 
understood that the fade-in and fade-out events correspond to the mode being excited and 
subsequently de-exited over the course of several hundred picoseconds, which is close to 
the relaxation time of the mode through a particular sequence of interactions that repeat 
and remain correlated. It is the fact that each of these events occurs in a similar fashion 
each time that enables the correlation to persist and leads to divergent thermal 
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conductivity. In between such periods, there are substantial interactions with lots of other 
modes, as indicated by the wide range of frequency content, which can both be seen 
visually in Fig. 4.26 (c) and heard audibly as noise in audio files. These repetitious events 
are the root cause of the divergence in Pth and they occur to different extents in different 
independent simulations. To our knowledge the analysis herein serves as one of the most 
detailed explanations offered to date for understanding the root cause of anomalous heat 
conduction in polymers.  
In this section, we investigated divergent thermal conductivity (anomalous 
thermal conductivity) in individual Pth chains, using MD simulations, the GKMA 
method and sonification. We found the divergence was not just a numerical anomaly or 
aggregated error and was not caused by the usage of PBC, since an anomalous increase in 
thermal conductivity was observed for a finite chain consisting of the an exact multiple of 
30 ucs (e.g., the exact chain length required to observe anomalous thermal conductivity 
when PBC are applied). We also discovered the divergence arises from the lowest 
frequency modes on the TA-y branch, which clearly exhibits divergent correlations in 
every instance where the total thermal conductivity diverges. Furthermore, the results 
showed that the modes responsible for the divergence do in fact have finite relaxation 
times and do exhibit significant interactions with other modes i.e., they scatter, which it is 
not consistent with a ballistic transport interpretation or the PGM. Lastly, the origin of the 
divergence was determined through sonification of the mode heat current, as the lowest 
frequency mode (50 GHz) exhibited repeated excitation and de-excitation events that 
repeated more strongly and more frequently in divergent cases. These findings offer new 
insight into the root causes and underlying physics at play in polymer chains where 
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anomalous heat conduction occurs. Thus the analysis herein serves as a significant step 



















CONCLUSIONS AND FUTURE DIRECTIONS 
 This dissertation investigates a correlation based method to understand and 
calculate the thermal conductivity from atomistic level simulations. The detailed 
calculations expand our fundamental understanding of the transport processes in non-
crystalline materials and provide guidance for practical materials design to meet different 
needs. The first portion of the thesis focuses on introducing the GKMA formula and its 
results on several materials while the second portion focuses on a few case studies to 
illustrate new physics using GKMA. 
In Chapter 2, we introduce the Green-Kubo mode analysis method formulation 
and implementation. We also briefly describe the other modal analysis methods including 
normal model analysis, first principle BTE method, A-F method. The difference between 
correlation paradigm and PGM paradigm is discussed.  
In Chapter 3, the applications of GKMA on a few materials (including crystalline 
silicon, amorphous silicon, amorphous silica, amorphous carbon and single 
polythiophene chains) are shown. The mode level comparison between GKMA and NMA 
& BTE methods on crystalline silicon manifests the validity of GKMA. Then the 
excellent agreement with experiments on the GKMA results of a few different amorphous 
solids further proves the accuracy and correctness. We claim that the GKMA is so far the 
most accurate atomistic level simulation methods to predict the thermal conductivity of 
amorphous solids.  
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In Chapter 4, we aim to find new insights of the thermal transport properties of 
disordered materials. Meantime we want to test whether the PGM is still applicable on 
the disordered materials. A series of case studies has been done using accurate mode 
level information from GKMA. The first test in on the relaxation time. If PGM is right, 
then the relaxation time is proportional to the mode thermal conductivity. We uncovered 
that the relaxation time become irrelevant for amorphous materials’ mode thermal 
conductivity above room temperature. It becomes the first evidence that PGM fails. 
Following the PGM, locons do not contribute to the thermal conductivity. We 
demonstrated the first numerical evidence that the locons can contribute to the thermal 
conductivity due to anharmonicity. PGM indicates that anharmonicity decreases thermal 
conductivity. And we find the anharmonicity can increase thermal conductivity in 
amorphous materials. PGM predicts the diffusons do not have size effect. However we 
uncover the diffusons can exhibit size effect. At last but not least, we pinpoint one 
individual phonon in single polythiophene chain that makes the total thermal conductivity 
diverging. And find out the relaxation time of the mode is finite, different from PGM 
prediction. The cause of the divergence is the patterned phonon interactions, which is 
identified by GKMA and sonification. In sum, we discovered five independent cases that 
PGM fails. And the GKMA or correlation paradigm are able to explain. All these 
evidences substantiate the accuracy of the correlation paradigm and disprove the 
ubiquitous usage of PGM.  
The future work will go to understanding the thermal properties in amorphous 
polymers. Although polymers have been widely applied in industry [124], there is little 
understanding of its thermal transport properties. The investigation of phonon transport in 
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amorphous materials is still in its infancy, and there are many unresolved problems, some 
examples are listed below. How does propagaon transfer heat in amorphous polymers? 
How do inter-molecule and intra-molecular force influence on the thermal conductivity? 
How does crystallinity affect the polymer thermal transport properties? How does the 
chain alignment affect the thermal conductivity of the amorphous polymers? What is the 
side chain effect on the thermal conductivity of the amorphous polymers? How does the 
hydrogen atom or hydrogen bond affect the diffusons and locons? Therefore, a deep 
understanding of the phonon transport properties of the amorpshous polymers is in great 
need. 
Moreover, we observed size effect on the amorphous solids, however there is no 
existing theory to explain this phenomenon. In the last past decade, there have been lots 
of advance in understanding and quantifying the size effect in crytalline solids based on 
PGM.  However, PGM is not applicable on the amorphous materials, another analytical 
function or theory is needed to quantify the size effect with the combination of the 
GKMA numerical results. Experiments will also be necessary to further understanding  
phonon transport in amorphous materials. The theory and experiments will not only help 
to further understand phonon transport in amorphous solids but also pave the way for 
turning thermal properties in amorphous materials into real-world applications and 
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