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1. Introduction 
Ghosh [2,3 j has introduced avery economic meth- 
od of organizing records in an information retrieval 
system : the records relevant to a query are stored in 
consecutive locations and cne location may be signifi- 
cant for several queries (see also Ghosh [5], Lipski [7] 
and Lipski and Marek [S]). Thus, the record sets cor- 
responding to queries form overlapping segments in
storage. In general, repetitions are necessary, so redun- 
dancy has to be taken into account (see Ghosh [4,5] 
and Lipski and Marek [9]). A problem is to minimize 
this redundancy. 
In more abstract terms the problem is as follows: 
given a family % = {Mr , Mz, . . . . M,} of subsets of a 
finite set X, find an arrangement of all elements of x 
such that (i) each Mi forms a segment and (ii) the total 
number of repetitions is minimal. Such an arrange- 
ment is called an optimal arrangement, Kou [6] has 
shown that this problem (for linear arrangements) i  
NP-complete. 
Ehrich and Lipski [ 1 ] discovered a method for pro- 
ducing linear arrangements which satisfy (i) and (ii). 
They call these arrangements suboptimal. They have 
calculated B, tU), the storage space required, and 
found 
QiRL) = (n/3 + l/9) 2” - (-1)“/9 . 
A component of W is a set of the form 
S;, (b,, bz, . ..p b,) = MF1 n I$* I? _* n Min, where 
br,b 2, . . . . b, E {O, l),MP =X\Mi,M! =Mi,i= 
1, 2, . ..) n. (E.g. the family 31iI = { {1,2,3), {2,3,4}} 
of subsets of X = { 1,2,3,4,5} has four non-empty 
components: S, (0,O) = {S}, S m (0,l) = (4}, 
S, (1,O) = {I) and S.% (1, 1) = {2,3}.) Ehrich and 
Lipski made the assumption that each component of 
the given family 7?2 contains exactly one element) 
with the exception of S,, (O,O, . . . . 0), which is empty. 
This assumption isnot too restrictive if we consider 
the method, e.g. developed by Marek and Pawlak [ JO]: 
the components are stored in different places and 
referred to by a pointer; thus we have 2” pointers 
referred to by the 2” binary n-tuples as keys. The 
problem is to find arrangements of these n-tuplcs 
such that for each position i, i = 1,2? . . . . n, there is a 
segment in which all items have ifh position I ) while 
the segment contains all possible 2”-’ items, each 
exactly once. . 
In Section 2 we give a constructive method for pro- 
ducing a.. optimal inear arrangement with the aid of 
what we have called the ‘linear arrangement structure’.. 
We calculate Q,,, the storage space required, and find 
pn =(n/3 t l/9)2” -(-1)“/9. 
Since Qn = akEL) we have proved at the same time 
that the method of Ehrich and Lipski produces an op- 
timal linear arrangement. 
In Section 3 we give a method for producing an op- 
timal cyclic arrangement. The method is almost he 
same as the method for producing an optimal inear 
arrangement. We calculate Cn, the storage space 
required, and find 
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c, = n2”/3 + (~$5 - l/4) (-1)” + l/4. 
In both sections we make the same assumption as 
Ehrich and Lipski: each component of the given 
family 92 contains exactly one element, with the 
exception of S, (0, 0, . . . . 0), which is empty. 
2. An optimal linew arrangement and the storage 
space required 
2.1. The linear arrangement structure of an optimal 
linear arrangement .I 
Let the number of attributes be n and let 
Mf”’ = ((bl, bz5 . . . . bn)E (0, l-jn: bi = 1). 
Frequently wq write bl bz l ** b,, hstead of I(bl, bz, . . . . 
bn), Clearly I Mf”) I = 2”-‘ . We say that an arrange- 
ment of binary n-tuples has property ll iff each Mf”), 
i = 1,2, .,,, n, appears as some subarrangement of 2”-’ 
consecutive items {e.g. the linear arrangement i  Fig. 1 
has property II). Mp) and M(“) overlap, i + j, iff there 
exists a binary n-tuple that belongs to Fiji) and to 
Mp) (e.g. in Fig. 1 Mi3) and Mi3) overlap, as well as 
MV) and Mp)). Let Oij be the number of binary n- 
tuples that belongs to Mp) and to Mp), i #= j (e.g. in 
the linear arrangement i  Fig. 1, 01* = 2, ‘ols = 0, 
023 = 1). We define Oii = 0, i = 1,2, . . . . n. The linear 
arriwgment structure of a linear arrangement of
binary n-tuples with property II is a family {II, Iz , . . . . 
I,] at intervals on the real ine: Ii R Ij # 0 iff Mf”) 
and Mfn) overlap (in Fig. 1 the linear arrangement 
structure of the linear arrangement is shown). 
Theorem 1. Oij G 2”-*. 
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Fig. 1. A !inear brrangement with property i3 and its linear By Theorems 1,2 and 3 the linear arrangement 
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Fig. 2. A part of the linear arrangement structure. 
Proof. There exist 2”-* binary n-tuples with bi = 1 
and bj = 1 and each binary n-tuple occurs at most 
once in the area of overlap between Mf”) and MJ(“). 
Theorem 2. There exists no binary n-tuple that 
belongs to M, . , @! to Mf”) and to Mp); i # j f k and 
i#k. 
Proof. Suppose there exist w > 0 binary n-tuples that 
belong to Mf”), to M,(“) and to Mp); i #j # k and i # 
k. Then we obtain a part of the linear arrangement 
strl*cture (the order of the intervals i  irrelevant), as 
shown in Fig. 2. . 
Suppose Oij 
2 ‘-* 
= U. By Theorem 1 u < a”-‘. Ou + Ojk : 
t W. Hence Ojk = 2”-l - u t w > 2”-’ - 2”-* t 
w=2”-2 +w>2”-2 . Contradiction with Theorem 1. 
Theorem 3. Mpi, j = 1,2, . . . . n, contains at least 2n-3 
hinary n-tuples that do not belong to MI”), i # j. 
ioof. fry Theorem 2 M@), j = 1,2, . . . . n, can have 
overlap with at most M,“) and Mp), i # j # k and CJ 
i # k. Thus we obtain a part of the linear arrangement 
structure, as shown in Fig. 3. 
There exist 2n-3 binary n-tuples with bi = 0, bj = 1 
and bk = 0, so there are at least 2n-3 binary n-tuples 
that belong only to Mp). 
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Fig. 3. A part of the linear arrangement structure. 
maximal use of overlap is as shown in Fig. 4. 
The order of the intervals is irrelevant. For simplic- 
ity we use the order shown in Fig. 4. We divide the 
linear arrangement structure into 2n - 1 parts, the 
Qwangement ureas, which are numbered as in Fig. 4. 
I1 consists of two arrangement areas: an area where 
11 n 12 =v z ‘arrangement area 1) and an area where 
I, n I2 # 0 (arrangement area 2). Ii, i = 2,3, . . . . n - 1, 
consists of three arrangement areas: an area where 
I i-1 n Iif 9 (arrangement area 2i - 2) an area where 
I i-1 n Ii = $9 and Ii n Ii+, = 9 (arrangement area 
2i - 1) and an area where Ii n Ii+r # Q (arrangement 
area 2i). I, consists of two arrangement areas: an 
area where I,._r f~ I, # $9 (arrangement area 2n - 2) 
and an area where &,_r n I, = 9 (arrangement area 
2n - 1). The arrangement areas in which we can make 
use of overlap are called the overZap areas (the overlap 
areas have even numbers). 
2.2. An optimal linear arrangement 
A 1 -group of a binary n-tuple i:; a d-tuple (b,,, b,,+r ,
. . . . bp+d__r) with: 
(1) if p > 1: b,,__r = 0, 
(2)bi=l,i=p,p+l,..,,p+d-1, 
(3)ifptd-l<n:b,,+d=O. 
d is called the length of the l-group. (E.g. the binary 
11-tuple(l,l,1,0,l,0,1,0,1,1,l)~~asfour l- 
groups, namely two of length 1 and two of length 3,) 
In the same way we define a O-group. (E.g. the 
binary 11-tuple(1, l,l,O, l,O,l,O, l,l, 1)hasthree 
O-groups of length 1.) By kl, ceiling of x, we denote 
the least integer equal to or greater than x. 
Theorem 4. If a binary n-tuple contains m 1 1 -groups 
of lengths di, i = 1,2, . . . . ml, the binary n-tuple occurs 
ZZEi pi/21 t imes in an optimal inear arrangement. 
. 
. 
. 
12 3 4 5 
arrangem?ntareas 
2n-3 2n-2 2n-1 
Fig. 4. The linear arrangement structure of an optimal linear arrangement and the arrangement areas. 
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Roof. The binary n-tuple can be placed in the overlap 
area of lj and Ii+I iff bj = 1 and bj+i = 1. AS a result 
of a 1 -group of length di the binary n-tuple occurs 
[di/21 times in an optimal inear arrangement if we 
t&~? optimal use of the overlap areas. 
(E.g. the Vnary 11 -tuple (1 , 1 , 1 , 0, 1 , 0, 1 ,0, 
1, I, 1) occurs 6 times in an optimal inear arrange- 
ment , namely in the arrangement areas 2,5,9,13,18 
and 21 (instead of the arrangement areas 2 and 5 we 
can alternatively use the arrangement areas 1 and 4, 
instead of the arrangement areas 18 and 2 1 we can 
alternatively use the arrangement areas 17 and 2O).) 
Hy placing each binary n-tuple in the arrangement 
areas in such a way that an optimal use of the overlap 
areas is made, we obtain an optimal inear arrange- 
ment . Due to Theorem 4 we know that each binary n- 
t uple occurs I$! f [di/2] t imes in such an arrangement 
and we shall use this property in the next section to 
calculate the storage space. This method constitutes 
an alternative for the method of Ehrich and Lipski. 
2.3. The storage space required in an optimal linear 
arrangement 
The complement of a binary n-t uple (br , bz , . . . . b,) 
is a binary n-tuple fir,&, . . ..b.,): J;i = 1 - bi. If (bP, 
b pt 1, aa. bp+d_ 1) is a O-group, respectively 1 -group of 
(b,, h. l n-, b,), then (~p,6p+l, . . . . &,+d_,) is a 1 -group, 
respectively O-group of (bl ,x2, . . ..b.). Another repre- 
sentation of a binary n-tuple is the following: replace 
each 1 -group and each O-group in the order of their 
appearance from left to right by their length. Such a 
representation is a composition of the n-tuple (see 
Rio&n 1111). (E.g. the composition of (1, 1, 1, 0, 1, 
OJ,Q, l,l, I)is311ll13.)Thecompositionofa 
binary n-tuple and that of its complement are equal. 
For fixed n there are 2”-’ compositions. A vi&-odd 
composition is a composition ala2 -0. a, with a, is odd. 
A right-even compcsition is a composition a1 a2 .=* a, 
with a, is even. Each term in the ,composition of (br , 
bz , ..,. bn) representssither a 1 -group of (b, , b2, . . . . b,), 
or a 1 group or’ its complement. Each 1 -group of 
(br 9 b, . . . . bn) and of its complement isrepresented 
by a term in their composition. Hence, if al a2 -** a, is 
the composition of (b,, b2, ..,., b,) and of its comple- 
ment. the binary ntuple (bi, b2., .. . . bn) and its com- 
plement ogether occur t = Z;=r [ai/ times in an op- 
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timal linear arrangement (by Theorem 4). We use the 
notation al a2 l a* a, (t, n, linear) to indicate that the 
binary n-tuple and its complement, which have 
al a2 l a* a, I(: composition, together occur t times in an 
optimal inear arrangement. A well-known method for 
generating all compositions for n + 1 if all compositions 
for n are known is the following: replace ach compo- 
sition al a2 l ** a, for n by a 1 a2 l ** a,(a, + 1) and 
ala2 l ** a,1 (e.g. the composition 3111113 for n = 11 
generates the compositions 3111114 and 3 111113 1
forn=12). 
4 right-even composition al a2 l .0 a, (t, n, linear) 
generates two rigth-odd compositions: al a2 *-* 
a,(a, + l)(t + l,n+ l,linear)anda,a2 **-a,1 (t + 1, 
n t 1, linear). 
A right-odd composition al a2 _* a, (t, n, linear) 
generates one right-even composition al a2 l a. a,(a, t 1) 
(t , n + 1, linear) and one right-odd composition 
8182 ***a,1 (t t 1,n + l&rear). 
Let pn be the number of right-odd compositions 
for certain n, then there are p,, right-even composi- 
tions for n + 1, so we obtain the following recurrence 
relation: 
Pn+l = 2n - Pn with initial value p1 = 1 . (0 
Let Q n be the storage space required for certain n, 
then we obtain the following recurrence relation: 
Q n+l =2Qn + Pn+l with initial value Q 1 = 1. 12) 
These are the same recurrence relations Ehrich and 
Lipski [l] found for their method. We find 
pn = 2”/3 - (Al)“/3 
and 
IIn = (n/3 + l/9) 2” - (-1)“/9. 
For a proof we refer to Ehric:t and Lipski [l ]. 
3. An optimal cyclic arrangement and the storage 
space required 
3.1. The cyclic arrangement strtxture of an optimal 
cyclic arrangevvtent 
The cyclic arrangement structure of a cyclic 
arrangement of binary n-tuples with property ll is a 
family {A,, A2, . . . . A,} of arcs on a circle: Ai n Aj # 
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Fig. 5. A cyclic arrangement with property n and its cyclic 
arrangement structure. 
Q iff Mf”)and Mj”) overlap, i f j (in Fig. 5 a cyclic 
arrangement with property ll and its cyclic arrange- 
ment structure are shown). 
By the Theorems 1,2 and 3 the cyclic arrangement 
structure of an optimal cyclic arrangement is as shown 
in Fig. 6. 
Again, the order of the arcs is irrelevant. If n = 1 
there is one arrangement area, if n = 2 there are three 
arrangement areas and if n > 2 there are 2n arrange- 
ment areas. These arrangement areas are numbered as 
in Fig. 6. The overlap areas have even numbers. 
3.2. An optimal cyclic arrangement 
We use the same method as we used in Section 2.2. 
The only difference is that we can make use of over- 
lap between Al and A,. 
Theorem 5. If a binary n-tuple contains m l l-groups 
2x-l-l 2n 1 
3 
. 
. 
. 
/ 7 
Fig. 6. The cyclic arrangement structure 
arrangement and the arrangement areas. 
of an optimal cyclic 
of lengths di, i = 1 , 2, . . . . ml, and m. O-groups, the 
binary n-tuple OCCUIS Zr$ -’ [di/21 t [(d, t d,, j/21 
times in an optimal cyclic arrangement if ml > m. 
and mi f 1 and it occurs XyJ\ [di/21 times in ~JI opti- 
mal cyclic arrangement if ml < m. or if r-n0 = 0. 
Proof. If ml > m. and ml # 1, then bl and b,, 
belong to different l-groups. Betause of the possibil- 
ity of overlap between Al and &4, these I -groups must 
be seen as r?ne ! -group. By Theorem 4 the binary n- 
tuple occurs EF$-’ [di/2] + [(dl + d&2] times in an 
optimal cyclic arrangement. If m. = 0, bl and b, 
belong to the same l-group. In that case the binary n- 
tuple occurs $ [ r f di/2] times in an optimal cyclic 
arrangement. If ml Q m,, bl. and b, do not both 
belong to a 1 -group, so no use can be made of the 
overlap between Al and A,. In that case the birlary 
n-tuple occurs XF: [di/21 times in an optimal cyclic 
arrangement. 
(E.g.thebinary lLtuple(2, 1,1,0,1,0,1,0, 1,l. 9) 
occurs 5 times in an optimal cyclic arrangement, 
namely in the arrangement areas 4,9, 13, 18 and 22 .) 
3.3. The storage space required in arr optimal qdic 
arrangemertt ’ 
If ala2 .*- a, is the composition of (b,, bz, . . . . b”) 
and of its complement, the binary n-:uple (b, , bZ, . . . . 
bn) and its complement ogether occur t = Zi$ hi/21 + 
[(a, + a,)/21 times in an optimal cyclic arrangement 
if r is odd and r # 1 and they together occur t = 
sr ri=l [ai/ times in an optimal cyclic arrangement if r 
IS even Jr if r = 1 (by Theorem 5). We use the nota- 
tion al a; -- a, (t, n, cyclic) to indicate that the binary 
n-tuple and its complement, which have al 32 -*. a, as 
composition, tog&her occur t times in an optimal 
cyclic arrangement, A saving compositior? is a compo- 
. . 
sitnon a, a2 .*- a, : al a2 a-. a, (t - 1, n, cyclic) = 
a132 - a, (t, n, linear). By Theorem 5 al a2 -** a, is a 
saving composition iff r, al and a, are odd and r + 1. 
Let h, be the number of saving compositions for 
certain n and let c, be the storage space required in 
an optimal cyclic arrangement, then WC obtain 11~ dcfi- 
nition 
C” = Q ,I - 11, . (3) 
We use tile safne method c!f generathg conipositi(~ns 
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as we used in Section 2.3 and we show where the 
saving compositions occur. There are six cases: 
case I : aI a2 l s. a, with aI even generates no saving 
csmposit ons; 
me 2: al (t, n, cyclic) with al odd generates the 
saving compa&ion a z 11 -(t + 1 , n + 2, cyclic); 
mse 3: ala2 l *. a, (t, n, cyclic) with r and a, even 
and al odd generates the saving composition al a2 l ** 
(af + I)1 (t + 1, n + 2, cyclic); 
case 4: al a2 l *- a, (t , n, cyclic) with r even and a 1 
and a, odd generates the saving composition al a2 l *a 
(a, + I)1 (t, n + 2, cyclic); 
euse5: ala2 l -- a, (t , n, cyclic) with r and a 1 odd 
and a, even generates the saving composition al a2 a** 
a, 11 (t t 1, n + 2, cyclic); 
case 6: ala2 -=* a, (t, n, cyclic) with r, al and a, 
~541: awl r + 1 generates two saving compositions 
a* a2 l -8 (a, t 2 j (t + 
(t t 2, n + 2, cyclic). 
1, n t 2, cyclic) and al a2 l =* a, 11 
Hence, 
(1) a non-saving composition for certain n with aI 
odd generates one saving composition for n + 2; 
(2) a saving composition for certain n generates 
two saving compositions for n + 2. 
A composition for certain n sometimes generates 
a saving composition for n + 1, but notice that this 
composition can be seen as generated by a composi- 
tion for n - 1. (E.g. in case 3 al a2 9.0 a, (t, n, cyclic) 
generates the saving composition al a2 0-m a,1 (t, n + 1, 
cyclic). This saving composition can be seen as gener- 
atedbyala2 -**(a,--l)(t,n-l,cyclic)ifa,>land 
bw2 0.0 a,_l (t - 1, n - 1, cyclic) if a, = 1.) Thus 
each saving composition for certain n can be seen as 
generated by a composition for n - 2. 
Let q,, be the number of compositions with al odd, 
then 
a rn = Pn = 293 - (-4 jn/3 with initial vahre q1 = 1. 
(4) 
BY the cases 1 to 6 we obtain the following recurrence 
relation: 
hn = h-2 + qn-2 with initial values h 1 = h2 = 0. 
(5) 
Theorem 6. h, = (S/36 - n/6) (-1)” t P/9 - l/4. 
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Proof. We use induction on n. For n = 1, we have 
hl =(5/36-1/6)(-1)+2/9-l/4=0. 
Let the theorem be true fro some n. By (S), we obtain 
h n+r = (5/36 - (n - 1)/6) (-1)““’ t 2”-‘/9 - l/4 
t 2”-l/3 - (-l)“-‘13 
= (S/36 - (n t 1)/6) (-1)“” t 2”+‘/9 - l/4. 
Theorem 7. cn = n2”/3 + (n/6 - l/4) (- l)n t l/4. 
Proof. By (3) Cn = an - hn , i.e. 
Cn = (n/3 + l/9) 2” - (-1)“/9 
- ((S/36 - n/6) (-1)” + 2”/9 - l/4) 
= n2”/3 + (n/6 - l/4) (-1)” + l/4. 
4. Conclusions 
In this paper we have presented a method for pro- 
ducing an optimal inear arrangement and an optimal 
cyclic arrangement. We have calculated the storage 
space required in both cases. The storage space 
required in an optimal inear arrangement turned out 
to be the same as the storage space Ehrich and Lipski 
needed in their arrangement with property II. There- 
fore the linear arrangement with property lI of 
Ehrich and Lipski a:so is optimal. 
Note 
After this paper was finished, I noticed that Luccia 
and Preparata lready had proved that the algorithm 
of Ehrich and Lipski produces an optimal inear 
arrangement (see F. Luccio and F.P. Preparata, Storag 
for consecutive r trieval, Information Processing Lett. 
5 (1976) 68-7 1). The construction of the linear 
arrangement structure of an optimal inear arrange- 
ment corresponds with Property 1 in their paper. The 
method we use to calculate the storage space required 
in an optimal inear arrangement is different from the 
method of Luccio and Preparata. We also use this 
method to calculate the storage space required in an 
optimal cyclic arrangement, which is a new result. 
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