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Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge:
Vektorske vlozˇitve preslikajo posamezne besede v visokodimenzionalen
vektorski prostor, kjer so podobne besede blizu skupaj. Ker se besede iz
razlicˇnih jezikov preslikajo na podoben nacˇin, jih je mogocˇe poravnati v
skupen prostor, kar imenujemo medjezikovne vektorske vlozˇitve. Vektorske
vlozˇitve so osnova za izgradnjo napovednih modelov z globokimi nevron-
skimi mrezˇami, kar je trenutno prevladujocˇ nacˇin za obdelavo naravnega
jezika. Uporabite medjezikovne vektorske vlozˇitve za razsˇiritve ucˇnih mozˇic
pri klasiﬁkaciji sentimenta tvitov. Preizkusite razlicˇne nacˇine medjezikovnih
poravnav in razlicˇne nacˇine kombiniranja ucˇnih mnozˇic. Pristop ovrednotite
na mnozˇici sentimentno oznacˇenih tvitov v vecˇ jezikih.
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Seznam uporabljenih kratic
kratica anglesˇko slovensko
CA classiﬁcation accuracy klasiﬁkacijska tocˇnost
LSTM long short term memory nevronske mrezˇe z dolgim
kratkorocˇnim spominom
BiLSTM bidirectional long short
term memory
dvostranske nevronske mrezˇe
z dolgim kratkorocˇnim spomi-
nom
SVM support vector machine metoda podpornih vektorjev
RNN recurrent neural network rekurencˇna nevronska mrezˇa
MLP multilayer perceptron vecˇplastni perceptron
BPE byte pair encoding kodiranje po parih bajtov

Povzetek
Naslov: Medjezikovna klasiﬁkacija sentimenta tvitov
Avtor: Kristjan Reba
Vektorske vlozˇitve besed so predstavitve besed v obliki vektorjev realnih
sˇtevil. Predstavljajo temelj mnogih aplikacij v procesiranju naravnega jezika
in so potrebne za procesiranje z globokimi nevronskimi mrezˇami. Medjezi-
kovne vlozˇitve besed preslikajo besede iz vecˇ jezikov v isti vektorski prostor,
kjer so istopomenske besede poravnane. Uporabljajo se za prenos naucˇenih
modelov med jeziki in sˇirjenje podatkovne mnozˇice. Za izgradnjo kakovostnih
klasiﬁkacijskih modelov za jezikovne probleme potrebujemo velike mnozˇice
oznacˇenih ucˇnih primerov, ki niso vedno na voljo za vse jezike in vse probleme,
zato si zˇelimo, da bi lahko izkoristili ucˇne mnozˇice iz drugih, podatkovno
bolj bogatih jezikov. V diplomski nalogi zˇelimo za prenos znanja med jeziki
izkoristiti medjezikovne vektorske vlozˇitve. Uporabimo podatkovne mnozˇice
tvitov v 15 razlicˇnih jezikih s pripadajocˇo oceno sentimenta. Klasiﬁkacija sen-
timenta je naloga klasiﬁkacije besedil, katere cilj je razvrstiti besedilo glede
na sentimentno polarnost mnenj, ki jih vsebuje. Nad oznacˇenimi podatkov-
nimi mnozˇicami tvitov v razlicˇnih jezikih testiramo medjezikovne prenose z
modelom BERT in knjizˇnico LASER. Eksperimenti pokazˇejo, da prenos in-
formacij med podatkovnimi mnozˇicami razlicˇnih jezikov tipicˇno ne prinese
izboljˇsav klasiﬁkacijske tocˇnosti.
Kljucˇne besede: sentiment besedil, vektorske vlozˇitve besed, jezikovni mo-
del, medjezikovne vlozˇitve, tviti.

Abstract
Title: Cross-lingual classiﬁcation of tweet sentiment
Author: Kristjan Reba
Word embeddings are representations of words in the form of numeric
vectors. They are the basic representation for many natural language pro-
cessing applications and are required for deep neural network processing.
Cross-lingual word embeddings map words from multiple languages to the
same vector space where similar words are aligned. Cross-lingual embed-
dings are used for machine learning model transfer between languages and
for expansion of data sets. To build good classiﬁcation models for language
problems, we need large sets of labeled learning examples, which are not
always available for all languages and for all problems. We aim to be able
to take advantage of data sets from data-rich languages. In this work, we
use cross-lingual word embeddings to transfer knowledge between languages.
We use data sets of tweets in 15 diﬀerent languages with assigned sentiment
labels. Sentiment analysis task aims to classify the text according to the sen-
timent polarity of the opinions it contains. On labeled data sets of tweets in
diﬀerent languages, we test multilingual information transmissions using the
BERT model and the LASER library. Experiments show that the transfer
of information between data sets of diﬀerent languages does not necessarily
lead to improvements in classiﬁcation accuracy.
Keywords: text sentiment, word embeddings, language model, cross-lingual
embeddings, tweets.

Poglavje 1
Uvod
Vektorske vlozˇitve besed so v zadnjih letih najbolj priljubljen pristop za pred-
stavitev naravnega jezika v strojnem ucˇenju. Uporabljajo se za razlicˇne vrste
aplikacij, kot so avtomatsko prevajanje, povzemanje besedil, odgovarjanje na
vprasˇanja ter mnoge druge. V zadnjem cˇasu so kontekstne vektorske vlozˇitve
besed izboljˇsale kakovost vlozˇitev [16, 20, 14, 12, 4]. Medjezikovne vlozˇitve
besed so dodatno izboljˇsale vlozˇitve predvsem za jezike z manjˇsimi podat-
kovnimi mnozˇicami, saj velikost podatkovne mnozˇice pozitivno vpliva na
kakovost vektorskih vlozˇitev besed in klasiﬁkacijskih modelov [13, 14, 1].
Cilj naloge je ugotoviti, ali lahko na podatkovni mnozˇici tvitov v razlicˇnih
evropskih jezikih medjezikovne vlozˇitve izboljˇsajo klasiﬁkacijsko tocˇnost v
primerjavi z modeli, ki uporabljajo samo en jezik. Preverili smo, ali modeli
pridobijo na klasiﬁkacijski tocˇnosti, cˇe uporabimo sorodne jezike oziroma
jezike iz druge jezikovne skupine. Rezultati naloge bodo pokazali, ali je
mogocˇ prenos znanja v obliki modelov in ucˇnih mnozˇic med jeziki. Zanima
nas, do koliksˇne mere je mogocˇ prenos znanja med sorodnimi jeziki, kot
so slovanski in germanski. Prenos znanja med jeziki bi omogocˇil jezikom z
manjˇsimi podatkovnimi mnozˇicami, da izkoristijo, kar so se napovedni modeli
naucˇili v drugih jezikih.
Diplomska naloga je sestavljena iz sˇestih poglavij. V 2. poglavju po-
damo pregled podrocˇja, kjer predstavimo medjezikovne vektorske vlozˇitve,
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knjizˇnico za gradnjo vektorskih vlozˇitev stavkov LASER, knjizˇnico MUSE
ter model BERT. V 3. poglavju predstavimo podatkovno mnozˇico, na ka-
teri izvedemo ucˇenje modelov in s katero izvedemo eksperimente. V 4. po-
glavju podrobneje deﬁniramo eksperimente, opredelimo metodologijo primer-
janja klasiﬁkacijskih modelov, naredimo evalvacijo klasiﬁkacijskih modelov
ter opiˇsemo ugotovitve eksperimentov. V 5. poglavju naredimo povzetek
ugotovitev in navedemo ideje za nadaljnje delo.
Poglavje 2
Pregled podrocˇja
V tem poglavju predstavimo vektorske vlozˇitve besed ter medjezikovne vek-
torske vlozˇitve besed. Predstavimo napovedne modele, ki smo jih uporabili
za ucˇenje klasiﬁkacije tvitov. Opisani so sledecˇi napovedni modeli: model
BERT, knjizˇnica MUSE in knjizˇnica LASER.
2.1 Vektorske vlozˇitve besed
Vektorske vlozˇitve besed so predstavitve besed v obliki vektorjev realnih
sˇtevil in so temelj mnogih aplikacij v procesiranju naravnega jezika. V nasˇem
primeru jih uporabimo za gradnjo klasiﬁkacijski modelov. Vektorske vlozˇitve
besed lahko pridobimo na vecˇ razlicˇnih nacˇinov.
2.1.1 CBOW in Skip-gram
Najenostavnejˇsi nacˇin predstavitve besed z vektorji je uporaba tako ime-
novanih one hot vektorjev. Tipicˇno se uporabljajo utezˇi tf-idf (term fre-
quency–inverse document frequency) oziroma njihova varianta, ki numericˇno
prikazˇejo pomembnost besed v besedilu, a je taksˇna predstavitev besed dokaj
neucˇinkovita za procesiranje naravnega jezika.
Zato raje uporabljamo pristop CBOW (continuous bag of words), kjer so
vektorji predstavljeni z realnimi sˇtevili [8, 9]. Cilj vektorskih vlozˇitev CBOW
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je ustvariti ucˇinkovito predstavitev besed, kjer se besede s podobnim pome-
nom nahajajo blizˇje v vektorskem prostoru. S CBOW pristopom vektorske
vlozˇitve pridobimo tako, da poskusˇamo iskano besedo napovedati iz sosednjih
besed.
Sorodni pristop pridobivanja vektorskih vlozˇitev besed metodi CBOW
je pristop Skip-gram, kjer napovedujemo sosednje besede glede na besedo,
za katero gradimo vlozˇitev. Pristopa CBOW in Skip-gram se uporabljata
za doseganje dobrih rezultatov na podrocˇju procesiranja naravnega jezika.
[8, 9, 16]
2.2 Medjezikovne vlozˇitve besed
Medjezikovne vlozˇitve besed preslikajo besede iz vecˇ jezikov v isti vektorski
prostor, kjer so istopomenske besede poravnane [16]. To lahko dosezˇemo na
vecˇ nacˇinov. Najpogosteje se uporabljajo pri strojnem prevajanju med jeziki.
Najuspesˇnejˇse metode ucˇenja vektorskih vlozˇitev in medjezikovnih vektorskih
vlozˇitev temeljijo na nenadzorovanem ucˇenju. Taksˇne metode najprej naucˇijo
(pretraining) nevronsko mrezˇo na velikih korpusih neoznacˇenih (unlabeled)
besedil, da napoveduje naslednjo besedo v zaporedju besed, kar imenujemo
jezikovni model, ter kasneje prilagodijo (finetune) modele reprezentacij za
koncˇno nalogo [20, 14, 4, 12].
2.2.1 MUSE
Knjizˇnica MUSE je namenjena gradnji medjezikovnih vektorskih vlozˇitev be-
sed [3, 7]. Temelji na fastText vektorskih vlozˇitvah razlicˇnih jezikov, porav-
nanih v istem vektorskem prostoru [2, 6]. Za iskanje dobrih poravnav vek-
torskih prostorov uporabljajo dva razlicˇna pristopa; prvi uporablja oznacˇeno
besedilo v obliki slovarjev med jeziki, medtem ko drugi uporablja neoznacˇeno
podatkovno mnozˇico.
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2.2.2 LASER
Knjizˇnica LASER (Language-Agnostic SEntence Representations) se upo-
rablja za gradnjo medjezikovnih vektorskih vlozˇitev stavkov [1, 18]. Cilj
knjizˇnice LASER je ustvariti vlozˇitve, ki so neodvisne od jezika in od koncˇne
naloge, za katero se uporabljajo. Vsak stavek je preslikan v 1024-dimenzionalen
vektor realnih sˇtevil. Knjizˇnica uporablja model, ki temelji na BiLSTM ko-
dirniku in BPE (byte pair encoding) besednjaku za vse jezike [5]. Kodira-
nje celotnih stavkov nam omogocˇa, da lahko na vektorskih vlozˇitvah stavkov
uporabimo relativno preproste klasiﬁkacijske modele, kot je MLP (multilayer
perceptron) [15, 17].
2.2.3 BERT
Model BERT (Pre-training of Deep Bidirectional Transformers for Langu-
age Understanding) je trenutno eden od najuspesˇnejˇsih jezikovnih modelov
[4]. Ucˇenje modela BERT poteka nekoliko drugacˇe kot ucˇenje obicˇajnega
klasiﬁkacijskega modela. Model med ucˇenjem napoveduje besedo glede na
kontekst, v katerem se nahaja.
Model BERT je sestavljen iz velikega sˇtevila transformerjev (mehanizem
pozornosti) [19], zaradi katerih je ucˇenje bolj ucˇinkovito. Prednost tega
modela je tudi uposˇtevanje dvosmernega konteksta besed na vseh plasteh
nevronske mrezˇe. Za uporabo modela BERT kot klasiﬁkacijskega modela
lahko uporabimo naucˇeno (pre-trained) med-jezikovno verzijo modela, ki so
jo zagotovili avtorji modela BERT. Vnaprej naucˇeno verzijo modela lahko
prilagodimo (fine-tune) speciﬁcˇni nalogi.
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Poglavje 3
Opis podatkovne mnozˇice
Podatkovna mnozˇica, s katero testiramo prenosljivost informacij med jeziki,
je podrobneje opisana v [10]. Podatkovna mnozˇica vkljucˇuje tvite v 15 jezikih
(albansˇcˇina, anglesˇcˇina, bolgarsˇcˇina, nemsˇcˇina, madzˇarsˇcˇina, poljˇscˇina, por-
tugalˇscˇina, rusˇcˇina, srbsˇcˇina, hrvasˇcˇina, bosansˇcˇina, slovasˇcˇina, slovensˇcˇina,
sˇpansˇcˇina, sˇvedsˇcˇina) ter za vsak tvit pripadajocˇo oceno sentimenta. Sˇtevilo
tvitov za posamezen jezik je navedeno v tabeli 3.1.
Klasiﬁkacija sentimenta je naloga klasiﬁkacije besedil, katere cilj je razvr-
stiti besedilo glede na sentimentalne polarnosti mnenj, ki jih vsebuje [11], na
primer: pozitivno, negativno in nevtralno. Klasiﬁciranje sentimenta se upo-
rablja v veliko razlicˇnih aplikacijah, kot so ocene izdelkov in analiza anket
v marketingu, zdravstvu in mnogih drugih. Oznacˇevanje sentimenta tvitov
je izredno subjektivna in zahtevna naloga, kjer se ocene sentimenta pogosto
razlikujejo med ljudmi, lahko pa se razlikujejo tudi pri eni osebi. Mozeticˇ in
sod. [10] opisujejo medsebojno strinjanje med oznacˇevalci (inter-annotateor
agreement) ter strinjanje enega samega oznacˇevalca (self-agreement). Stri-
njanja med oznacˇevalci so navedena v tabeli 3.2. Izvedejo evalvacijo kla-
siﬁkacijskega modela, ki temelji na SVM (support vector machine). Stri-
njanje med oznacˇevalci je mehka zgornja meja klasiﬁkacijske tocˇnosti, ki jo
lahko dosezˇe klasiﬁkacijski model. Nekateri jeziki vsebujejo relativno majhno
sˇtevilo oznacˇenih tvitov. V cˇlanku [10] so navedeni jeziki (anglesˇcˇina, rusˇcˇina,
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Jezik Negativni Nevtralni Pozitivni Skupaj
bosansˇcˇina 12.868 11.526 13.711 38.105
bolgarsˇcˇina 15.140 31.214 20.815 67.169
hrvasˇcˇina 21.068 19.039 43.894 84.001
anglesˇcˇina 26.674 46.972 29.388 103.034
nemsˇcˇina 20.617 60.061 28.452 109.130
madzˇarsˇcˇina 10.770 22.359 35.376 68.505
poljˇscˇina 67.083 60.486 96.005 223.574
portugalˇscˇina 58.592 53.820 44.981 157.393
rusˇcˇina 34.252 44.044 29.477 107.773
srbsˇcˇina 24.860 30.700 16.161 71.721
slovasˇcˇina 18.716 14.917 36.792 70.425
slovensˇcˇina 38.975 60.679 34.281 133.935
sˇvedsˇcˇina 25.319 17.857 15.371 58.547
Tabela 3.1: Velikost podatkovne mnozˇice tvitov v posameznem jeziku.
slovasˇcˇina), katerih tocˇnost klasiﬁkacijskih modelov je obcˇutno nizˇja od stri-
njanja med oznacˇevalci. To implicira, da bi z vecˇjo podatkovno mnozˇico za
ta jezik lahko zgradili potencialno boljˇsi klasiﬁkacijski model.
Za namene nasˇih eksperimentov smo nad podatkovno mnozˇico izvedli
cˇiˇscˇenje tvitov. Zaradi nizke kakovosti ocen sentimenta smo za nasˇe potrebe
izlocˇili albansˇcˇino in sˇpansˇcˇino, odstranili podvojene tvite, spletne povezave
ter rezervirane besede.
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Samo-strinjanje Medsebojno strinjanje
Jezik Acc F1 Alpha Acc F1 Alpha
bolgarsˇcˇina 0,791 0,774 0,719 ± 0,030 0,510 0,496 0,367 ± 0,043
anglesˇcˇina 0,782 0,787 0,739 ± 0,021 0,675 0,675 0,613 ± 0,014
nemsˇcˇina 0,814 0,731 0,666 ± 0,022 0,497 0,418 0,344 ± 0,026
madzˇarsˇcˇina 0,744 0,765 0,667 ± 0,014 / / /
poljˇscˇina 0,811 0,837 0,757 ± 0,013 0,614 0,666 0,571 ± 0,010
portugalˇscˇina 0,680 0,741 0,609 ± 0,020 / / /
rusˇcˇina 0,795 0,818 0,782 ± 0,009 / / /
srb/hrv/bos 0,764 0,815 0,763 ± 0,008 0,497 0,507 0,329 ± 0,042
slovasˇcˇina 0,762 0,772 0,610 ± 0,015 / / /
slovensˇcˇina 0,708 0,726 0,683 ± 0,011 0,597 0,542 0,485 ± 0,020
sˇvedsˇcˇina 0,740 0,762 0,676 ± 0,017 / / /
Tabela 3.2: Ocene medsebojnega strinjanja oznacˇevalcev in povprecˇne ocene
strinjanja posameznih oznacˇevalcev.
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Poglavje 4
Eksperimenti in rezultati
V tem poglavju deﬁniramo ocene za vrednotenje klasiﬁkacijskih modelov,
opiˇsemo klasiﬁkacijske modele, ki jih uporabljamo, opiˇsemo postavitev eks-
perimentov in predstavimo rezultate eksperimentov.
4.1 Vrednotenje klasifikacijskih modelov
Za evalvacijo klasiﬁkacijskih modelov uporabimo F1 oceno, ki uposˇteva ure-
jenost razredov in klasiﬁkacijsko tocˇnost (classification accuracy) [10].
Ocena F1 se uporablja za statisticˇno analizo binarnih klasiﬁkatorjev, ki
opisujejo testno tocˇnost. Ocena F1 je harmonicˇna sredina natancˇnosti in
priklica. Natancˇnost (precision) je delezˇ pozitivno klasiﬁciranih primerov, ki
so pozitivni, in priklic (recall) je delezˇ pozitivno klasiﬁciranih primerov.
F1 =
2× natancˇnost× priklic
natancˇnost + priklic
Vrednosti F1 ocene se nahajajo na intervalu med 0 in 1, kjer je 1 popolna
tocˇnost klasiﬁkacijskega modela in 0 popolnoma zgresˇena.
Za nasˇe eksperimente razsˇirimo F1 oceno na tri razrede in uporabimo F1
oceno. Formula za F1 oceno:
F1 =
(F1(+) + F1(−))
2
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Oznaka F1(+) predstavlja F1 oceno pozitivnih ocen sentimenta, F1(−) pa
F1 oceno negativnih ocen sentimenta.
Klasiﬁkacijska tocˇnost je deﬁnirana kot delezˇ pravilno klasiﬁciranih pri-
merov. Ocena ne uposˇteva urejenosti razredov.
Acc =
Np
N
Oznaka Np predstavlja sˇtevilo pravilno klasiﬁciranih primerov in N predsta-
vlja sˇtevilo vseh primerov, nad katerimi izvedemo klasiﬁkacijo. Vrednosti
klasiﬁkacijske tocˇnosti se nahajajo na intervalu med 0 in 1, kjer je 1 popolna
tocˇnost klasiﬁkacijskega modela in 0 popolnoma zgresˇena.
4.2 Postavitev eksperimentov
V eksperimentih uporabljamo dva razlicˇna klasiﬁkacijska modela. Upora-
bljamo model BERT z 12 plastmi, naucˇen (pre-trained) na korpusu v 104
jezikih [4]. Model vsebuje 110 milijonov parametrov in locˇi velike in male
cˇrke. Prilagajanje (fine-tunning) modela BERT na ucˇni mnozˇici poteka tako,
da zamrznemo vse parametre razen zadnjega nivoja nevronske mrezˇe. Prila-
gajanje poteka v paketih (batch) po 32 ucˇnih primerov in 3 prehodih (epoch)
cˇez ucˇno mnozˇico.
Poleg modela BERT testiramo medjezikovne vektorske vlozˇitve stavkov
iz knjizˇnice LASER. Za pridobivanje vektorskih vlozˇitev tvitov uporabimo
kodirnik, naucˇen (pre-trained) na 93 razlicˇnih jezikih, ki temelji na BiLSTM
nevronski mrezˇi. Za klasiﬁkacijo 1024-dimenzionalnih vektorskih vlozˇitev tvi-
tov iz ucˇne mnozˇice uporabimo vecˇplastni perceptron (multilayer perceptron,
MLP) z velikostjo skrite plasti 8 in zadnje plasti 3. Na zadnji plasti upo-
rabimo softmax funkcijo za napovedovanje verjetnosti vseh treh razredov.
Uporabljamo aktivacijsko funkcijo ReLu in optimizator Adam. Prilagajanje
(fine-tunning) poteka v paketih (batch) po 32 ucˇnih primerov in 10 prehodih
(epoch) cˇez ucˇno mnozˇico. Pred ucˇenjem klasiﬁkacijskega modela vsak tvit
iz podatkovne mnozˇice precˇistimo, kot je opisano v poglavju 3.
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• Kot prvi eksperiment izvedemo ucˇenje in evalvacijo klasiﬁkacijskega
modela na posameznih jezikih (bosansˇcˇina, bolgarsˇcˇina, hrvasˇcˇina, an-
glesˇcˇina, nemsˇcˇina, madzˇarsˇcˇina, poljˇscˇina, portugalˇscˇina, rusˇcˇina, srbsˇcˇina,
slovasˇcˇina, slovensˇcˇina, sˇvedsˇcˇina). Evalvacijo modela BERT in knjizˇnice
LASER primerjamo z metodo podpornih vektorjev, uporabljeno v [10].
Cilj eksperimenta je postaviti izhodiˇscˇno oceno tocˇnosti klasiﬁkacij-
skega modela LASER+MLP in primerjati razlicˇne klasiﬁkacijske mo-
dele. Za vsak jezik podatkovno mnozˇico tega jezika premesˇamo ter
razdelimo na ucˇno in testno mnozˇico v razmerju 70 proti 30. Na ucˇni
mnozˇici izvedemo ucˇenje klasiﬁkacijskega modela, na testni mnozˇici pa
izracˇunamo klasiﬁkacijsko tocˇnost in F1 oceno klasiﬁkacijskega modela.
Rezultati prvega sklopa eksperimentov so prikazani v tabeli 4.1, kjer
je narejena primerjava klasiﬁkacijske tocˇnosti z modelom iz literature
[10]. Zaradi velike racˇunske zahtevnosti modela BERT izvedemo drugi,
tretji, cˇetrti in peti sklop eksperimentov z modelom LASER+MLP.
• Drugi sklop eksperimentov zajema testiranje prenosa znanja med soro-
dnimi jeziki. Preizkusimo razlicˇne kombinacije slovanskih in german-
skih jezikov.
Testiramo naslednje pare jezikov:
– anglesˇcˇina kot testni jezik in nemsˇcˇina kot ucˇni jezik;
– rusˇcˇina kot testni jezik in poljˇscˇina kot ucˇni jezik;
– slovasˇcˇina kot testni jezik in poljˇscˇina kot ucˇni jezik;
– sˇvedsˇcˇina kot testni jezik in nemsˇcˇina kot ucˇni jezik;
– anglesˇcˇina kot testni jezik in nemsˇcˇina ter sˇvedsˇcˇina kot ucˇna je-
zika;
– rusˇcˇina kot testni jezik in slovensˇcˇina ter srbsˇcˇina kot ucˇna jezika;
– slovasˇcˇina kot testni jezik in slovensˇcˇina ter srbsˇcˇina kot ucˇna je-
zika.
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Za ucˇenje modelov uporabimo celotno podatkovno mnozˇico ucˇnih jezi-
kov. Celotna podatkovna mnozˇica testnega jezika se uporablja za eval-
vacijo klasiﬁkacijskega modela. Rezultate ucˇne mnozˇice primerjamo z
rezultati iz prvega sklopa eksperimentov za vsak jezik posebej. Za te-
stiranje uporabljamo klasiﬁkacijski model LASER+MLP. Zaradi velike
racˇunske zahtevnosti modela BERT izvedemo drugi, tretji, cˇetrti in
peti sklop eksperimentov z modelom LASER+MLP. Rezultati drugega
sklopa eksperimentov so prikazani v tabeli 4.2.
• Tretji sklop eksperimentov testira prenos znanja med nesorodnimi je-
ziki. Za ucˇenje modelov uporabimo celotno podatkovno mnozˇico ucˇnih
jezikov. Celotna podatkovna mnozˇica testnega jezika se uporablja za
evalvacijo klasiﬁkacijskega modela.
Testiramo naslednje pare jezikov:
– anglesˇcˇina kot testni jezik in rusˇcˇina kot ucˇni jezik;
– rusˇcˇina kot testni jezik in anglesˇcˇina kot ucˇni jezik;
– slovasˇcˇina kot testni jezik in anglesˇcˇina kot ucˇni jezik;
– anglesˇcˇina kot testni jezik in poljˇscˇina ter slovensˇcˇina kot ucˇna
jezika;
– rusˇcˇina kot testni jezik in nemsˇcˇina ter sˇvedsˇcˇina kot ucˇna jezika;
– slovasˇcˇina kot testni jezik in anglesˇcˇina ter nemsˇcˇina kot ucˇna
jezika.
Rezultate razsˇiritve ucˇne mnozˇice primerjamo z rezultati iz prvega
sklopa eksperimentov za vsak jezik posebej. Za testiranje uporabljamo
klasiﬁkacijski model LASER+MLP. Rezultati tretjega sklopa eksperi-
mentov so prikazani v tabeli 4.3.
• V cˇetrtem sklopu eksperimentov ucˇni mnozˇici dodamo tudi nekaj ucˇnih
primerov v testnem jeziku.
Testiramo naslednje pare jezikov:
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– slovensˇcˇina kot testni jezik in anglesˇcˇina, hrvasˇcˇina ter slovensˇcˇina
kot ucˇni jeziki;
– slovasˇcˇina kot testni jezik in anglesˇcˇina, hrvasˇcˇina, srbsˇcˇina, madzˇarsˇcˇina
ter slovasˇcˇina kot ucˇni jeziki;
– rusˇcˇina kot testni jezik in anglesˇcˇina, hrvasˇcˇina ter rusˇcˇina kot
ucˇni jeziki;
– anglesˇcˇina kot testni jezik in rusˇcˇina, sˇvedsˇcˇina ter anglesˇcˇina kot
ucˇni jeziki.
Klasiﬁkacijski model za ucˇenje poleg ucˇnih jezikov uporablja tudi 70
% podatkovne mnozˇice testnega jezika. Preostalih 30 % podatkovne
mnozˇice testnega jezika se uporablja za evalvacijo klasiﬁkacijskega mo-
dela. Ucˇno mnozˇico iz vecˇ jezikov pred ucˇenjem modela premesˇamo.
Rezultate ucˇne mnozˇice primerjamo z rezultati iz prvega sklopa eksperi-
mentov za vsak jezik posebej. Za testiranje uporabljamo klasiﬁkacijski
model LASER+MLP. Rezultati so predstavljeni v tabeli 4.4.
• V tabeli 4.5 primerjamo rezultate dveh klasiﬁkacijskih modelov na vseh
podatkovnih mnozˇicah vseh jezikov, ki so nam na voljo. Model A
za ucˇno mnozˇico uporablja le testni jezik, model B za ucˇno mnozˇico
uporablja vse jezike, ki so na voljo, vkljucˇno s 70 % podatkovne mnozˇice
testnega jezika. Preostalih 30 % podatkovne mnozˇice testnega jezika
se uporablja za evalvacijo klasiﬁkacijskega modela. Ucˇno mnozˇico iz
vecˇ jezikov pred ucˇenjem modela premesˇamo. Klasiﬁkacijska modela
A in B uporabljata klasiﬁkacijski model LASER+MLP. Rezultati so
predstavljeni v tabeli 4.5.
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4.3 Rezultati klasifikacije
4.3.1 Prvi sklop eksperimentov
Prvi sklop eksperimentov pokazˇe, da so rezultati z uporabo vektorskih vlozˇitev
iz knjizˇnice LASER boljˇsi kot SVM klasiﬁkacijski model brez vektorskih
vlozˇitev (tabela 4.1). Opazimo, da vecˇjezikovni model BERT v povprecˇju
dosega boljˇse rezultate kot SVM in LASER+MLP. Za bosansˇcˇino, hrvasˇcˇino,
slovasˇcˇino in sˇvedsˇcˇino LASER+MLP dosega boljˇse F1 ocene kot model
BERT. Iz rezultatov prvega sklopa eksperimentov je razvidno, da modeli, ki
uporabljajo vektorske vlozˇitve, dosegajo precej boljˇse klasiﬁkacijske tocˇnosti
v primerjavi z modeli, ki teh vlozˇitev ne uporabljajo. V literaturi [10] je za-
radi podobnosti jezikov narejena evalvacija klasiﬁkacijskega modela SVM na
skupni podatkovni mnozˇici bosansˇcˇine, hrvasˇcˇine ter srbsˇcˇine in ne vsakega
jezika posebej.
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LASER+MLP BERT SVM brez vlozˇitev
Testni jezik F1 Acc F1 Acc F1 Acc
bosansˇcˇina 0,67 0,64 0,65 0,66 / /
bolgarsˇcˇina 0,50 0,59 0,58 0,60 0,520 0,545
hrvasˇcˇina 0,73 0,68 0,64 0,68 / /
anglesˇcˇina 0,62 0,65 0,72 0,71 0,630 0,639
nemsˇcˇina 0,53 0,65 0,66 0,66 0,536 0,610
madzˇarsˇcˇina 0,60 0,67 0,65 0,69 0,641 0,670
poljˇscˇina 0,70 0,66 0,70 0,73 0,677 0,626
portugalˇscˇina 0,52 0,51 0,66 0,67 0,553 0,507
rusˇcˇina 0,70 0,70 0,74 0,75 0,615 0,603
srbsˇcˇina 0,48 0,54 0,56 0,54 / /
slovasˇcˇina 0,72 0,72 0,70 0,75 0,682 0,684
slovensˇcˇina 0,60 0,60 0,66 0,64 0,553 0,538
sˇvedsˇcˇina 0,67 0,65 0,64 0,66 0,657 0,616
Tabela 4.1: Klasiﬁkacijske tocˇnosti modela BERT in LASER+MLP za po-
samezen jezik v primerjavi z modelom SVM, uporabljenim v [10]. Za vsak
jezik uporabimo 70 % podatkovne mnozˇice kot ucˇno mnozˇico, preostalih 30
% pa kot testno mnozˇico.
4.3.2 Drugi sklop eksperimentov
Iz drugega sklopa eksperimentov je razvidno, da uporaba sorodnih jezikov
za ucˇno mnozˇico ne dosega klasiﬁkacijske tocˇnosti uporabe testnega jezika v
ucˇni mnozˇici. Klasiﬁkacijska tocˇnost modela, ki za ucˇno mnozˇico uporablja
sorodne jezike, presega klasiﬁkacijsko tocˇnost modela, ki napoveduje vecˇinski
razred, za katerega predpostavimo klasiﬁkacijsko tocˇnost 0,33. Opazimo, da
za anglesˇki jezik uporaba ucˇne mnozˇice nemsˇkega in sˇvedskega jezika daje
boljˇse tocˇnosti kot uporaba le nemsˇkega jezika.
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Vecˇ jezikov Samo testni jezik
Testni jezik Ucˇni jeziki F1 Acc F1 Acc
anglesˇcˇina nemsˇcˇina 0,55 0,59 0,62 0,65
rusˇcˇina poljˇscˇina 0,64 0,59 0,70 0,70
slovasˇcˇina poljˇscˇina 0,63 0,59 0,72 0,72
sˇvedsˇcˇina nemsˇcˇina 0,58 0,57 0,67 0,65
anglesˇcˇina nemsˇcˇina, sˇvedsˇcˇina 0,58 0,60 0,62 0,65
rusˇcˇina slovensˇcˇina, srbsˇcˇina 0,53 0,55 0,70 0,70
slovasˇcˇina slovensˇcˇina, srbsˇcˇina 0,59 0,52 0,72 0,72
Tabela 4.2: Klasiﬁkacijske tocˇnosti modelov LASER+MLP na sorodnih jezi-
kih, v primerjavi s klasiﬁkacijsko tocˇnostjo, cˇe uporabimo le testni jezik kot
ucˇno mnozˇico.
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4.3.3 Tretji sklop eksperimentov
Iz tretjega sklopa eksperimentov je razvidno, da uporaba nesorodnih jezikov
za ucˇno mnozˇico ne dosega klasiﬁkacijske tocˇnosti uporabe testnega jezika v
ucˇni mnozˇici. Opazimo, da za anglesˇki jezik uporaba ucˇne mnozˇice poljskega
in slovenskega jezika daje boljˇse tocˇnosti kot uporaba le ruskega jezika. Cˇe
uporabimo le anglesˇki jezik za ucˇenje klasiﬁkacijskega modela, opazimo, da
dobimo razlicˇne klasiﬁkacijske tocˇnosti za rusˇcˇino in slovasˇcˇino kot testna
jezika.
Vecˇ jezikov Samo testni jezik
Testni jezik Ucˇni jeziki F1 Acc F1 Acc
anglesˇcˇina rusˇcˇina 0,52 0,56 0,62 0,65
rusˇcˇina anglesˇcˇina 0,57 0,58 0,70 0,70
slovasˇcˇina anglesˇcˇina 0,46 0,44 0,72 0,72
anglesˇcˇina poljˇscˇina, slovensˇcˇina 0,58 0,57 0,62 0,65
rusˇcˇina nemsˇcˇina, sˇvedsˇcˇina 0,61 0,61 0,70 0,70
slovasˇcˇina anglesˇcˇina, nemsˇcˇina 0,50 0,47 0,72 0,72
Tabela 4.3: Klasiﬁkacijske tocˇnosti modelov LASER+MLP na nesorodnih
jezikih v primerjavi s klasiﬁkacijsko tocˇnostjo, cˇe uporabimo le testni jezik
kot ucˇno mnozˇico.
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4.3.4 Cˇetrti sklop eksperimentov
Iz cˇetrtega sklopa eksperimentov je razvidno, da razsˇiritev ucˇne mnozˇice
testnega jezika s sorodnimi in nesorodnimi jeziki daje slabsˇe ocene klasiﬁka-
cijske tocˇnosti, kot cˇe bi uporabili le testni jezik kot ucˇno mnozˇico.
Vecˇ jezikov Samo testni jezik
Testni jezik Ucˇni jeziki F1 Acc F1 Acc
slovensˇcˇina anglesˇcˇina, hrvasˇcˇina,
slovensˇcˇina
0,58 0,53 0,60 0,60
slovasˇcˇina anglesˇcˇina, hrvasˇcˇina,
srbsˇcˇina, madzˇarsˇcˇina,
slovasˇcˇina
0,67 0,65 0,72 0,72
rusˇcˇina anglesˇcˇina, hrvasˇcˇina,
rusˇcˇina
0,67 0,65 0,70 0,70
anglesˇcˇina rusˇcˇina, sˇvedsˇcˇina, an-
glesˇcˇina
0,60 0,61 0,62 0,65
Tabela 4.4: Klasiﬁkacijske tocˇnosti modelov LASER+MLP na razlicˇnih jezi-
kih, vkljucˇno s 70 % testnega jezika v primerjavi s klasiﬁkacijsko tocˇnostjo,
cˇe uporabimo le testni jezik kot ucˇno mnozˇico.
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4.3.5 Peti sklop eksperimentov
Iz petega sklopa eksperimentov je razvidno, da uporaba velike ucˇne mnozˇice
razlicˇnih jezikov, vkljucˇno z 70 % podatkovne mnozˇice testnega jezika, ne
izboljˇsa klasiﬁkacijske tocˇnosti v primerjavi z uporabo le testnega jezika v
ucˇni mnozˇici. Opazimo, da za srbsˇcˇino in bolgarsˇcˇino dobimo z modelom B
oceno F1 nekoliko viˇsjo kot z modelom A, hkrati pa sta klasiﬁkacijski tocˇnosti
nizˇji pri modelu B.
A B
Testni jezik F1 Acc F1 Acc
bosansˇcˇina 0,67 0,64 0,64 0,59
bolgarsˇcˇina 0,50 0,59 0,54 0,56
hrvasˇcˇina 0,73 0,68 0,63 0,57
anglesˇcˇina 0,62 0,65 0,58 0,60
nemsˇcˇina 0,53 0,65 0,52 0,59
madzˇarsˇcˇina 0,60 0,67 0,59 0,61
poljˇscˇina 0,70 0,66 0,67 0,63
portugalˇscˇina 0,52 0,51 0,44 0,39
rusˇcˇina 0,70 0,70 0,66 0,64
srbsˇcˇina 0,48 0,54 0,52 0,49
slovasˇcˇina 0,72 0,72 0,64 0,61
slovensˇcˇina 0,60 0,60 0,54 0,50
sˇvedsˇcˇina 0,67 0,65 0,63 0,59
Tabela 4.5: Primerjava rezultatov dveh klasiﬁkacijskih modelov. Model A za
ucˇno mnozˇico uporablja le testni jezik, model B pa za ucˇno mnozˇico uporablja
vse jezike, ki so na voljo, vkljucˇno s 70 % podatkovne mnozˇice testnega jezika.
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Poglavje 5
Zakljucˇki
Podrocˇje procesiranja naravnega jezika je v zadnjih nekaj letih izredno napre-
dovalo tudi s pomocˇjo kontekstnih in medjezikovnih vektorskih vlozˇitev. V
diplomski nalogi smo preverili mozˇnost prenosa informacij med jezikovnimi
modeli in podatkovnimi mnozˇicami.
Predstavili smo medjezikovne vektorske vlozˇitve in pristope, s katerimi
jih pridobivamo. Opisali smo podatkovno mnozˇico, nad katero izvajamo
eksperimente. Deﬁnirali smo postavitev eksperimentov in vrednotenje kla-
siﬁkacijskih modelov. Primerjali smo vecˇjezikovni model BERT, vecˇplastni
perceptron z vlozˇitvami, pridobljenimi s knjizˇnico LASER in SVM, ki ne
uporablja medjezikovnih vektorskih vlozˇitev. Na podatkovni mnozˇici tvitov
v razlicˇnih jezikih smo s knjizˇnico LASER testirali prenosljivost informacij
med jeziki. Ugotovili smo, da uporaba medjezikovnih vlozˇitev za klasiﬁka-
cijo sentimenta tvitov v veliki meri izboljˇsa klasiﬁkacijo tocˇnost v primerjavi
s standardnimi klasiﬁkacijskimi modeli, uporabljenimi v literaturi [10]. Eks-
perimentalno smo pokazali, da je vecˇjezikovni model BERT precej boljˇsi od
vlozˇitev iz knjizˇnice LASER. Pokazali smo, da klasiﬁkacijski modeli dosegajo
solidne rezultate, cˇetudi ne uporabljamo oznacˇenih tvitov ciljnega jezika v
ucˇni mnozˇici. Iz eksperimentov je razvidno, da kakovost mnozˇice, ki jo upora-
bljamo za razsˇiritev ucˇne mnozˇice, mocˇno vpliva na kakovost klasiﬁkacijskega
modela. Tako se z uporabo velike ucˇne mnozˇice, ki vsebuje tudi tvite v drugih
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jezikih, zmanjˇsa kakovost napovednega modela. Opazimo, da mehka zgor-
nja meja klasiﬁkacijske tocˇnosti, opisane v [10], omejuje, kako dober je lahko
klasiﬁkacijski model.
V nadaljnjem delu bi bilo zanimivo preizkusiti prenos znanja med jezi-
kovnimi modeli na drugih podatkovnih mnozˇicah in kompleksnejˇsih nalogah,
kot je na primer odgovarjanje na vprasˇanja ali povzemanje besedil. Dodatni
eksperimenti bi lahko pokazali, zakaj pride do padca klasiﬁkacijske tocˇnosti,
ko v ucˇno mnozˇico dodajamo druge jezike.
Literatura
[1] Mikel Artetxe and Holger Schwenk. Massively multilingual sentence em-
beddings for zero-shot cross-lingual transfer and beyond. arXiv preprint
arXiv:1812.10464, 2018.
[2] Piotr Bojanowski, Edouard Grave, Armand Joulin, and Tomas Mikolov.
Enriching word vectors with subword information. Transactions of the
Association for Computational Linguistics, 5:135–146, 2017.
[3] Alexis Conneau, Guillaume Lample, Marc’Aurelio Ranzato, Ludovic De-
noyer, and Herve´ Je´gou. Word translation without parallel data. arXiv
preprint arXiv:1710.04087, 2017.
[4] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova.
BERT: Pre-training of deep bidirectional transformers for language un-
derstanding. arXiv preprint arXiv:1810.04805, 2018.
[5] Philip Gage. A new algorithm for data compression. The C Users
Journal, 12(2):23–38, 1994.
[6] Armand Joulin, Edouard Grave, Piotr Bojanowski, and Tomas Mikolov.
Bag of tricks for eﬃcient text classiﬁcation. In Proceedings of the 15th
Conference of the European Chapter of the Association for Computati-
onal Linguistics: Volume 2, Short Papers, pages 427–431. Association
for Computational Linguistics, April 2017.
25
26 Kristjan Reba
[7] Guillaume Lample, Alexis Conneau, Ludovic Denoyer, and Marc’Aurelio
Ranzato. Unsupervised machine translation using monolingual corpora
only. arXiv preprint arXiv:1711.00043, 2017.
[8] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeﬀrey Dean. Eﬃci-
ent estimation of word representations in vector space. arXiv preprint
arXiv:1301.3781, 2013.
[9] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeﬀ
Dean. Distributed representations of words and phrases and their com-
positionality. In Advances in neural information processing systems,
pages 3111–3119, 2013.
[10] Igor Mozeticˇ, Miha Grcˇar, and Jasmina Smailovic´. Multilingual Twitter
sentiment classiﬁcation: The role of human annotators. PloS ONE,
11(5):e0155036, 2016.
[11] Bo Pang, Lillian Lee, and Shivakumar Vaithyanathan. Thumbs up?:
sentiment classiﬁcation using machine learning techniques. In Procee-
dings of the ACL-02 conference on Empirical methods in natural langu-
age processing-Volume 10, pages 79–86. Association for Computational
Linguistics, 2002.
[12] Matthew E Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Chri-
stopher Clark, Kenton Lee, and Luke Zettlemoyer. Deep contextualized
word representations. arXiv preprint arXiv:1802.05365, 2018.
[13] Alec Radford, Karthik Narasimhan, Tim Salimans, and Ilya Sutske-
ver. Improving language understanding by generative pre-training.
Dosegljivo: https: // s3-us-west-2. amazonaws. com/ openai-
assets/ research-covers/ language-unsupervised/ language_
understanding_ paper. pdf , 2018. [Dostopano: 8. 8. 2019].
Diplomska naloga 27
[14] Alec Radford, Jeﬀrey Wu, Rewon Child, David Luan, Dario Amodei,
and Ilya Sutskever. Language models are unsupervised multitask lear-
ners. OpenAI Blog, 1(8), 2019.
[15] Frank Rosenblatt. Principles of neurodynamics. perceptrons and the
theory of brain mechanisms. Technical report, Cornell Aeronautical
Lab Inc Buﬀalo NY, 1961.
[16] Sebastian Ruder, Ivan Vulic´, and Anders Søgaard. A survey of cross-
lingual word embedding models. arXiv preprint arXiv:1706.04902, 2017.
[17] David E Rumelhart, Geoﬀrey E Hinton, and Ronald J Williams. Le-
arning internal representations by error propagation. Technical report,
California Univ San Diego La Jolla Inst for Cognitive Science, 1985.
[18] Holger Schwenk and Matthijs Douze. Learning joint multilingual sen-
tence representations with neural machine translation. In Proceedings
of the 2nd Workshop on Representation Learning for NLP, pages 157–
167, Vancouver, Canada, August 2017. Association for Computational
Linguistics.
[19] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion
Jones, Aidan N Gomez,  Lukasz Kaiser, and Illia Polosukhin. Attention
is all you need. In Advances in Neural Information Processing Systems,
pages 5998–6008, 2017.
[20] Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Carbonell, Ruslan Salak-
hutdinov, and Quoc V Le. Xlnet: Generalized autoregressive pretraining
for language understanding. arXiv preprint arXiv:1906.08237, 2019.
