We estimate a Panel Smooth Transition Regression (PSTR) model in order to assess whether the impact of exchange rate regime (ERR) on credit dynamics is affected by the cyclical component of capital fl ows.
Introduction
Emerging market economies (EMEs) consist in a heterogenous group of countries identified as economies with intermediate per capita GDP ratios and engaged in a catching-up process with advanced economies. These economies have initiated important structural reforms from the late 1980s such as financial account liberalization, fiscal imbalances reduction and desinflation programs in order to gain access to international capital markets. International financial integration of EMEs as well as higher rates of return in these economies have led international banks and investors to look for borrowers and portfolio opportunities in EMEs, especially since the early 1990s (Committee on the Global Financial System, 2009). Moreover, a surprising consequence of globalization has been a decrease in the business cycle correlation between advanced and emerging economies, then fostering diversification strategies from investors. domestic credit growth rate and liability dollarization.
3 As argued by the Committee on the Global Financial System (2009), increased financial integration and strengthening of domestic banking systems in EMEs may have been at the core of a rapid credit growth in these economies during the last few years. Basically, banks can finance domestic credit either through domestic deposits or borrowing in domestic and external markets. The CGFS (2009) shows that banks in EMEs have experienced increasing loan-to-deposit ratios since the early 2000s, which induce a higher reliance on external funding for credit issuance.
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While (excessive) credit growth may induce a deterioration in banks asset quality, at least two consequences may emerge when the latter is mainly financed with foreign liabilities. On the one hand, the rise in loan-to-deposit ratio may decrease balance sheet liquidity and cause more important deterioration when the cycle reverses. On the other hand, banks are most likely to seek for foreign currency lending as foreign capital flows increase.
5 This situation may cause an "indirect currency mismatch" 6 for banks, especially concerning loans to households and small and medium-sized enterprises as argued by the CGFS (2009) 
The conventional framework to analyze this question is the impossible trinity principle.
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Capital inflows in an economy with a floating exchange rate regime ERR (ERR hereafter) would appreciate the currency without any other nominal impact. At the opposite, during large capital inflows periods, non-sterilized interventions on the foreign exchange market may increase the monetary base in economies with more rigid ERR. Moreover, an increase in interest rates may foster larger capital inflows, exerting upward pressures on the exchange rate. Consequently, economies with less flexible exchange rate regimes may be more likely to experience a higher credit expansion in the presence of large capital inflows.
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Concerning the currency composition of domestic credit, two mechanisms may combine, explaining a higher level of foreign currency denominated debt in countries with a credible fixed regime as emphasised by Tirpák and Rosenberg (2008) in the case of the new 3 Thereafter, we will refer to domestic credit growth rate and liability dollarization as credit dynamics. 4 Especially in Emerging Europe defined as Central Europe (the Czech Republic, Hungary and Poland), the Baltic states (Estonia, Latvia and Lithuania), Southeastern Europe (Bulgaria, Croatia, Romania and Turkey) and two CIS states (Russia and Kazakhstan).
5 Therefore, it is not a higher level of foreign liabilities that causes a raise in credit growth, but more capital flows providing easy refinancing conditions for domestic banks. 6 The banks being exposed to currency depreciation through the indirect channel of the lower credit quality of borrowers with currency mismatches. 7 A quite extensive survey on that matter is provided in (1999) . 8 Mendoza and Terrones (2008) , for instance, show that 73.91% of credit booms identified in their dataset occur in countries with fixed and managed exchange rate regimes. But this particular issue has been mainly overlooked by previous studies.
member states of the European Union. On the one hand, domestic borrowers 9 may prefer foreign currency loans not only because (i) nominal international interest rates are lower than domestic interest rates, but also because (ii) when making a decision to borrow, domestic borrowers will often use expected domestic inflation or wage growth to deflate the nominal foreign currency interest rate. On the other hand, external funding by domestic banks in international markets may be easier when the refinancing instrument are denominated in foreign currency. This is particularly true when large capital inflows seeking for higher rates of return are fueling the credit expansion and make foreign currency borrowing easy. Therefore, in a country with a highly credible peg, only a small interest rate differential can induce a shift in credit composition. This may have been the case in Eastern European countries as prospects for European Union access in the early 2000s raised both the growth potential and the credibility of new members.
Our approach is particularly close to the study by Magud et al. (2011) . They show that exchange rate regimes of the EMEs during large inflows episodes may have a significant impact on credit distribution and liability dollarization.
10 They find that more rigid commitments tend to experience a higher level of credit-to-GDP ratio and that its composition tilts to foreign currency denominated debt. They argue that unsterilized foreign exchange intervention used to maintain the peg during -large-inflows episodes may cause an increase in monetary base, and consequently a credit expansion. However, they only focus on periods of large capital inflows. A more comprehensive approach should extend the analysis to outflows episodes and study possibly different impacts of ERR on credit dynamics. This is our aim in the present paper. To the best of our knowledge, most of the literature has overlooked the impact of ERR on domestic credit dynamics. Our paper aims at filling this gap by investigating the impact of ERR on credit dynamics. Our basic assumption is that more rigid ERR should have a procyclical impact on those credit dynamics. Reserves accumulation and higher interest rates may foster credit issuance during large inflows episodes while larger credit restrictions may follow capital outflows. The same applies for liability dollarization. In other words, we aim at documenting a non linear impact of ERR on credit dynamics with respect to capital inflows and outflows. From a methodological viewpoint, we rely on the Panel Smooth Transition Regression (PSTR) model introduced by González et al. (2005) . We consider two different panels including 12 and 22 EMEs, covering the periods 1980-2010 and 1994-2008, respectively. Three findings emerge from our empirical analysis. First, the exchange rate regime does not impact the cycle of capital flows. Therefore, the ERR effect on credit dynamics must work through a transmission channel that goes beyond the credit expansion associated with capital inflows. Second, during large cyclical outflows periods, countries which have adopted more flexible regimes experience a higher credit growth rate (or a lower reduction). During normal periods (net inflows or relatively low outflows), economies with pegged and intermediate exchange rate regimes experience a higher credit growth rate. Third, during large cyclical outflows periods, ERR has no impact on liability dollarization. However, during normal times, economies with pegged and intermediate exchange rate regimes experience a higher level of dollarization.
On the whole, our results suggest that ERR could be used as a macroprudential tool to cope with domestic credit expansions and liability dollarization. A higher level of exchange rate flexibility may help improve financial stability by avoiding procyclical behaviour in those two variables. Given the potential impact of excessive credit expansion and balance-sheet effects on dollarized economies, countries with fixed exchange rates may be more vulnerable to capital flows reversals.
The remainder of our paper is organized as follows. Section 1 presents the data. In Section 2 we display our empirical strategy and econometric framework. In Section 3, our main findings are presented and commented. The final Section concludes.
Data
We use annual data for 4 Asian economies (Indonesia, Malaysia, Philippines and Thailand), 11 emerging European countries (Bulgaria, Croatia, Czech Republic, Estonia, Hungary, Latvia, Poland, Romania, Russia, Slovak Republic and Turkey) and 7 Latin American countries (Argentina, Brazil, Chile, Colombia, Mexico, Peru and Uruguay).
Available data do not cover the same time periods for all countries. Especially, data for Eastern Europe countries do not exist before 1993. We thus build two different panels spanning different periods. Reinhart and Rogoff (2008) .
11 De facto classifications are very useful to draw a distinction between words and deeds. For instance, Reinhart and Rogoff (2004) estimate that during the post Bretton-Wood period, about 53 percent of de jure "managed float" regimes were de facto experiencing a peg or crawling peg. As in Levy-Yeyati and Sturzenegger (2005) , the coarse index uses several indicators to determine the effective ERR practices instead of relying on de jure arrangements declared by countries to the IMF. These indicators are mostly based on the exchange rate volatility as well as international reserves hold by the Central Bank. The lower the exchange rate volatility and the higher the international reserves volatility, the more fixed the exchange rate regime will be considered. Reinhart and Rogoff (2004) also improve Levy-Yeyati and Sturzenegger (2005) methodology by taking into account the existence of nonunified exchange rate markets (multiple exchange rates and parallel markets), which have concerned up to 20 percent of the EMEs during the 1990s. For capital flows, we use capital flows to GDP net of FDI. On the one hand, it is generally assumed that FDI is more stable than portfolio investment, thus substracting FDI from capital flows allows us to focus on a more volatile component of capital flows. On the other hand, it would be of a great interest to use gross capital flows to check for the robustness of our results. But as argued by Ghosh et al. (2014) , large positive gross inflows ("surges") are often associated with large positive gross outflows ("capital flight") so that net flows are low during those periods.
12 Yet net flows, rather than gross flows, are key determinants of most concerning matters for EMEs such as «competitiveness, macroeconomic management, and the economy's aggregate foreign currency exposure». We believe that the same applies for credit dynamics on which we focus in the present paper.
Since we cannot obtain the data for domestic credit labelled in foreign currency, we follow Levy-Yeyati et al. (2010) and use the Foreign Liabilities to Money ratio (FLM) as a proxy for dollarization. According to the literature, countries with a high level of foreign liabilities are expected to be more prone to peg their currency (Eichengreen and Haussman, 1999) .
The variable labeled kaopen is a financial account openness indicator proposed by Chinn and Ito (2008) and is based on the restriction on cross-border financial transactions reported in the IMF's Annual Report on Exchange Arrangements and Exchange Restrictions (AREAER). To control for the crisis effect, we use Laeven and Valencia (2008 systemic banking, currency and sovereign debt crisis database.
We perfom various first and second generation panel unit root tests in order to assess the order of integration of our series, 13 evidencing that our variables are stationary. To investigate whether cyclical capital flows impact the links between ERR and credit dynamics, we first add for each region (Asia, Eastern Europe, and Latin America) and for each year the ratio of non FDI net capital flows to GDP. We thus obtain total regional flows, meaning that capital flows take the same values for each country belonging to the same region. It allows us to take into account the spillover effects that could exist between different countries in the same area. Indeed, (i) these countries are most likely to be trading partners, therefore making possible contagion through the commercial account channel, and (ii) foreign investors may lack country-specific informations and let their investment decisions to be driven by regional developments rather than fundamentals increasing contagion effects.
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We then de-trend these series using a standard Hodrick-Prescott filter. As we use annual data, we follow Ravn and Uhlig (2002) and set the value of the smoothing parameter at 6.25. We finally obtain the cyclical components by substracting the HP-trended value from total capital flows.
16 They correspond to the short run dynamics of the financial account we pay interest to. Indeed, it is of interest to focus on the cyclical component of capital flows instead of raw data because short run dynamics may drive most of the relationships we study. For instance, during a period of sharp decrease of net capital flows, even though they would remain positive, the cyclical component could be negative, suggesting that the region has severe financial account issues and may experience this sharp decrease in the inflows as a net outflow.
Key Features
The first wave occurred in the mid-70s following the oil shocks. Indeed, oil producing countries' surpluses have been channeled into international banks that recycled them toward developing countries as international lending in dollars. As a result, recipient econonomies had to suffer from high indebtedness and currency mismatches that led to the debt crisis of the early 1980s which mostly concerned Latin American countries. The latter was marked by a sharp decrease in "nonportfolio net private flows" in EMEs (Bacchetta and Van Wincoop, 2000) . During the late 1980s and early 1990s, in the aftermath of the resolution of the international debt crisis, portfolio started to flow from advanced to emerging economies. This second wave is in part the consequence of the low international interest rates environment that prevails at this time, and also the result of a diversification strategy adopted by international investors. Indeed, emerging economies present a higher risk degree but also a higher rate of return than developed economies. In addition, rates of return in emerging countries tend to be few connected with those in advanced ones. At the same time, EMEs conducted structural reforms such as openning their financial accounts and liberalizing their domestic financial systems in order to gain access to international capital and finance their development. Since the early 2000s, international capital flows have been subject to an increasing volatility.
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This is particularly true for EMEs where cycles in capital inflows seem to be growing both in pace and intensity. In advanced economies, gross inflows tend to be largely offset by gross outflows (generating smaller variations in net flows). This is not the case for EMEs toward which net capital flows reached unprecedented levels in the pre-crisis period.
18 This bonanza These different waves of capital inflows suggest that emerging countries have experienced periods of large capital inflows which eventually took the form of overshootings, unfortunately associated with crisis periods. Figure 1 reflects changes in international capital flows to emerging countries. More specifically, it depicts total observed capital flows and trends (left panel) and cyclical component (right panel) for our three regions. For Asia, we identify large inflows in the 1980s and the early 1990s (over 20% of GDP), brutally interrupted during the 1997 crisis, and followed by a slow recovery over the 2000s. For Latin America, we observe a sharp decrease in net flows in the early 1980s due to the debt crisis. The bonanza in the 1990s lasts longer than in Asia and continues until 2002 and the Argentina crisis which created a sharp decrease in capital inflows to the whole area. For Europe, capital inflows are near zero before the mid-1990s, then increase rapidly as these countries integrate EU. For the three considered regions, we observe a significant rebound of inflows after the 2007 crisis, whereas Eastern Europe might have suffered from the freezing of the interbank lending market in Europe from 2007 causing a marked decrease in the inflows destinated to this area. During the most recent period, two major determinants seem to have underpinned capital flows toward EMEs. On the one hand, their resilience during the crisis episodes has become more important than in the past. For instance, the Committee on the Global Financial System points out in a 2009 publication that the average growth rate as well as the ratio of saving to GDP and the fiscal balance in EMEs and developing countries were higher during 1993-96 than 2004-07 (two periods of large inflows in these economies). This may help these economies to strenghten themselves in such "good periods" and become more resilient when the cycle reverses. In particular, Kaminsky et al. (2005) underline that capital inflows and fiscal policies in EMEs tend to be procyclical over the period (expansionary policies associated with inflows in good times and contractionary policies associated with outflows in bad times) and thus may worsen the impact of crisis. From this viewpoint, fiscal surpluses recorded in EMEs during the latest inflows period may indicate an improvement in capital flows management and fiscal policies in those countries toward more countercyclical policies. On the other hand, quantitative easing policies in investors countries seem to have influenced capital flows to the EMEs. As a result, they experienced periods of large capital inflows which eventually took the form of overshootings, unfortunately associated with crisis periods. Table . 1 for data sources
Econometric Framework

Capital Flows and the Exchange Rate Regime
Does ERR impact the volume of capital flows? More specifically, the relationship between ERR and credit dynamics 20 may be due to the fact that economies with different degrees of exchange rate flexibility receive different amounts of capital inflows. In order to check this hypothesis, we estimate linear panel regressions for both Panel 1 and Panel 2 using the following specification estimated through OLS:
20 Defined as either the growth rate of private credit issued by banking sector or the FLM index.
Where k_cyclecomp i,t is the cyclical component of capital flows to country i's region at year t. ERR i,t is the de facto exchange rate regime of country i at time t, M i,t is the matrix for macroeconomic and financial control variables such as financial and trade openness, international interest rates, short-term interest rate differentials and GDP growth rate. C i,t denotes the vector for crisis dummies and ε i,t is the error term.
As robustness checks, we (i) include fixed and time effects and (ii) use the Generalized Least Squares (GLS) estimator, accounting for both heteroskedasticity and autocorrelation in the residuals. The model thus becomes:
Where φ f i/t stands for fixed and time effects.
Exchange Rate Regime and Credit Dynamics
We then pay attention to the relation between ERR and credit dynamics in the two panels. Our basic assumption is that this nexus might be different with respect to whether capital flows are pouring in or fleeing a country/region. For instance, if we suppose that more pegged economies are prone to experience a higher degree of dollarization, this relation may be even stronger when capitals outflow these countries. Indeed, a higher risk of devaluation induced by net outflows may deter foreign lenders/investors from local currencies. In other words, the exchange rate arrangement would have a nonlinear impact on the FLM index depending on the cyclical component of capital flows. We propose to check this hypothesis, using a PSTR model. 21 This specification proposed by González, Terasvirta and Dijk (2005) is a model with individual fixed effects where the effect of the exogenous variables on the endogenous variable depends on a logistic transition function, normalized and bounded between 0 and 1. The basic PSTR model can be written as follows:
Where the dependent variable y i,t is a scalar (successively the growth rate of the domestic credit and the FLM index), x i,t is a k-dimensional vector of time-varying exogenous variables, µ i denotes individual fixed effects and u i,t are the errors.
The transition function g(q i,t ; γ, c) is a continous function of the observable transition variable q i,t , taking a logistic form:
Whether the threshold variable is higher or lower than the threshold c determines the value of g(q i,t ; γ, c), γ being the speed of transition between the two extreme regimes. Thus the effect of the exogenous variables on the dependent variable is equal to β 0 + β 1 g(q i,t ; γ, c) and depends on the transition variable, namely, the cyclical component of net capital flows to the region where the i th country belongs. 
Main Findings
We first test whether the ERR impacts the cyclical component of capital flows. We then study the impact of ERR on credit dynamics, discriminating between capital inflows and outflows periods.
ERR does not impact capital flows
As explained in the previous section, our first objective is to determine whether the exchange rate policy impacts the cycle of capital inflows. This is a key question since it may explain later why countries with different exchange rate arrangements experience different credit dynamics. Indeed, if countries with more rigid exchange rate regimes attract more capital inflows, then those inflows could be used to develop credit (for instance through banking intermediation), and credit financed with foreign capital would raise the FLM ratio. Thus, there would be no surprise to observe a higher degree of foreign liabilities to money ratio in countries with pegged currency (especially during "good" periods) if those countries attracted more capital inflows. The first conclusion we get from our OLS estimations reported in Table . 3 is that the exchange rate regime never impacts the cyclical component of capital inflows, regardless
22 Calculated according to the methodology described in Section 2.1.1.
the chosen panel or the estimation routine. 23 Indeed, the estimated models display very small adjusted R-squared values, and the control variables are mostly not statistically significant. Moreover, results are very sensitive to the retained specification so that adding a variable or a lagged variable create a different output in most cases. The same is true for alternative specifications, including time and fixed effects as well as GLS estimations (Table .4) . Moreover, the possible endogeneity between ERR and capital flows is a clear issue. Indeed, large outflows and sudden stop episodes may cause the abandonment of a peg or a crawling peg. In other words, capital flows are most likely to impact the ERR variable.
While other explanatory variables such as capital control measures should also play an important role (Taylor and Sarno, 1997; Ghosh et al., 2014) , our findings suggest that the cyclical component of capital flows seems to be driven for a large part by the output growth, the external debt (especially for Panel 1) and international interest rates. The effect of external debt on capital flows is of particular interest. On the one hand, a high degree of external debt could deter investors from the country for they could question its sustainability.
24 On the other hand, it also captures previous access to capital flows and may be associated with facilitated new foreign investments. These two opposing effects are likely to take different importance across various specifications and may explain the external debt sign sensitivity. Concerning output growth, the sign is always positive as expected. A higher growth prospect is very likely to drag more foreign capital to a particular country. However, the positive sign associated with international interest rate is quite puzzling since we generally observe that capitals tend to flee from EMEs to advanced economies when international interest rates are high. Crisis dummies always have a negative impact on capital flows and are more significant in Panel 2 than in Panel 1.
On the whole, our results evidence that ERR have no impact on capital flows. This result is consistent with Magud et al. (2011) who focalised on large inflows periods for a comparable set of countries. Ghosh et al. (2014) however find that pegged exchange rate countries experience 3 percent of GDP larger capital flows during surge periods than more flexible ones. This result is not conflicting with our own since Ghosh et al. focus on surge periods while we do not. A possible interpretation would be that higher inflows in pegged countries during surges are corrected by higher outflows when the cycle reverses. In this case, the average effect of the exchange rate policy on capital inflows would be close to zero as we find in our estimations. An other possible interpretation is simply that over all factors that influence capital flows, the exchange rate arrangement only plays a marginal role.
23 All results are depicted in Appendix, in Tables .3 and .4 . 24 In general, more indebted countries have a higher default risk.
The Nonlinear Impact of Exchange Rate Regime on Credit Dynamics
To study the effect of the exchange rate regime on credit dynamics and test whether this impact is different depending on the cyclical component of capital flows, we proceed to the estimation of the PSTR model. First, we define the proper specification by testing for linearity against the PSTR alternative. If the null of linearity is not rejected, we estimate a linear panel model assuming that the effect of the exchange rate regime on the dependent variable is constant. If we reject the null hypothesis, we proceed with the PSTR estimation:
Where the dependent variable y i,t is a scalar (successively the growth rate of domestic credit and the FLM index), µ i is the individual fixed effects and u i,t are the errors.
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We report the results of the tests for linearity for both credit expansion and the FLM index in Table 2 . We detect a nonlinear impact of the cyclical component of capital flows on credit dynamics for 3 over 4 estimations 26 , at the 10% significance level. We first consider the growth rate of private domestic credit issued by banking sector as the dependent variable. The estimation results for Panel 1 are reported in Table 3 . The estimated threshold is equal to -30.5%, which corresponds to extreme cyclical outflows (only 2.5% of the observations, mostly Latin American countries during Argentina crisis in 2002). Our empirical strategy appears to be effective in capturing contagion effects since outflows not only concerned Argentina but Brazil, Chile and Uruguay as well. These observations correspond to our first regime associated with g(.)=0. In this 25 Note that the transition function is only associated to the ERR variable and not to the M i,t matrix of control variables neither the C i,t crisis dummies. We therefore assume that those variables have a linear impact on credit dynamics because we want to focus on the (nonlinear) impact of the exchange rate regime on credit dynamics. 26 Note that PSTR estimations for credit expansion in Panel 2 yields inconsistent results regarding the estimated threshold value. We thus only consider results from the linear model.
Credit expansion
state, the effect of the exchange rate regime on credit expansion is significant at the 5% level and equal toβ 0 =0.118, a positive sign implying that more flexible regimes are associated with higher credit growth (or less important reductions). A 1-point increase in the exchange rate classification index (a 17 percent increase) causes a 11.8 percentage points increase from the individual average in the credit expansion (which stands at 1.51% for the whole sample). Our previous results suggest that it is not due to the fact that more flexible regimes would receive more capital flows (or suffer lower outflows) since we find no impact of the exchange rate regime on capital flows. Therefore, the impact of the ERR during such periods must work through a transmission channel that goes beyond the credit expansion associated with capital inflows (which we estimate to be statistically relevant and equal to 0.364). A decrease in international reserves used to defend the peg in fixed ERR is a possible cause to this phenomenon. Indeed, it corresponds to a decrease in the monetary base and may induce a higher credit restriction during crisis episodes. Another possible cause is an increase in the interest rate eventually used during those episodes to make speculation against the domestic currency more costly. Indeed, in the 7 Latin American countries included in Panel 1, the average money market rate raised from 16.98% to 24.09% between 2001 and 2002. This may have affected credit expansion as well as a decrease in the international reserves. We believe that including international reserves may be useful for improving our model, but so far, we found a larger credit restriction in fixed exchange rate regimes during outflows periods.
Our second regime associated with g(.)=1 corresponds to "normal" periods with cyclical flows higher than -30.5%. The effect of ERR gradually increases from that point to reachβ 0 +β 1 = -0.011. During those periods, the sign of the coefficient associated with the ERR reverses and becomes negative. A 1-point decrease in the ERR index increases credit expansion by about 1.19 percentage point: more pegged regimes tend to experience a higher credit expansion. This conclusion is in line with Magud et al. (2011) . A higher credit expansion in economies with a fixed ERR during capital inflows periods can be due to unsterilized accumulation of international reserves. Sterilization can be used to offset the effect of reserves accumulation, namely an increase in the monetary base. However, it can be very costly and therefore it is often partial. Thus, fixed ERR are often associated with expanding monetary base and are more likely to experience higher credit expansion through banking intermediation.
An extensive literature suggests that economies with higher credit growth rates may suffer from larger output collapses when a crisis hits, especially when it is based on foreign borrowing. Berkmen et al. (2012) find a positive linkage between credit rate of growth prior to the 2007 crisis and output loss during the crisis. They argue that the main transmission channel may be a higher level of leverage and short debt indebtness in these countries. Moreover, they find this relation is worsened by exchange rate inflexibility with a higher growth impact in countries with pegged exchange rates. Our results are in line with Berkmen et al. (2012) since we evidence a positive (a negative) impact of ERR on credit growth during normal (large outflows) periods respectively. As they argue, economies with higher credit expansion may suffer from larger credit restriction during crisis. Our results suggest that ERR may play a role in this relation, and this would be consistent with higher output losses in fixed exchange rate economies during crisis episodes. This feature may be determinant for EMEs and therefore should help improving exchange rate policies when taken into account. For instance, it suggests that autorities should be concerned by high credit expansion during inflows periods (especially in pegged economies), knowing that credit is more likely to go through higher restriction when the cycle reverses. This result is consistent with Mendoza and Terrones (2008) who study the case of credit booms in developed economies and EMEs. They define credit booms as periods in which the HP-cycle component of credit per capita exceeds its long-run trend by more than a given "boom" country-specific threshold over the 1975-2005 period. Regarding the EMEs group composed by 28 countries, they find that 50% of credit booms are associated with large capital inflows (the three-year average of capital inflow before the peak of the boom ranks in the top quartile of their corresponding country group). They also show that 73.91% of credit booms occur in countries with fixed and managed exchange rate regimes. Regarding Panel 2, we perform a linear estimation of the following form:
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Where ∆logdom_cred i,t is the expansion rate of domestic credit, CP I_rate i,t−1 is the lagged value of inflation measured by the consumer price index rate of growth, M M _rate i,t is the money market rate, Crisis i,t is a dummy variable for crisis, ε i,t are the errors and Crisis * ERR i,t is the interaction term between ERR and crisis. Therefore, the marginal effect of ERR on capital flows is β + γ Crisis i,t and will let us know if some degree of exchange rate flexibility allows for a different evolution of credit expansion during crisis. As in the previous section, we also run alternative specifications including fixed and time effects as well as GLS estimations. Estimation results are reported in Table 4 .
Results for Panel 2 tend to confirm our previous findings. The exchange rate variable has a negative impact on credit (credit grows faster in economies with a fixed exchange rate). Moreover, as γ is always higher than β (except in the last specification), the relation is reversed during crisis periods which means that more fixed exchange rate countries experience a lower increase (a higher decrease) in domestic credit. Crisis episodes in Panel 2 can be interpreted as large outflows periods (regime 1) in Panel 1. Indeed, during all crisis episodes in Panel 2, the average cyclical flow is equal to -6% of GDP, while it is equal to 5% of GDP during non-crisis periods. Therefore, results for Panel 1 and Panel 2 appear to be consistent.
As explained in Lim et al. (2011), many macroprudential measures aim at containing excessive credit growth as well as foreign currency denominated borrowing during capital inflows episodes. Credit-related measures often include legal caps on a range of variables such as loan-to-value ratio, debt-to-income ratio and foreign currency lending. However, those type of measures may be difficult to implement, and could generate unintended distortions or growth reduction. In this context, our result suggest that ERR may be considered as an additional tool in the box for policy makers. More specifically, during large inflows episodes, more flexible ERR could help prevent adverse effects induced by external funded credit expansion.
To sum up, fixed ERR seems to exacerbate domestic credit cycle in EMEs. During "normal periods", defined by cyclical capital inflows or small outflows, credit rate of growth is higher in economies with a pegged exchange rate or a managed float than in more flexible ones. But during large outflows periods (or crisis episodes), the relation is reversed, and fixed ERR countries experience a lower expansion or a higher credit contraction. Moreover, we find no effect of the ERR on capital flows, and ERR has a statistically significant impact on credit expansion even when controlling for capital flows. Therefore we conclude that the relationship between ERR and credit expansion is working through a transmission channel that goes beyond capital inflows. This should be of a high interest in designing exchange rate policies in the EMEs.
FLM index
We now turn to our second dependent variable in equation (5), the FLM index used as a proxy for dollarization. Accounting for the results presented in Table 2 , we first perform an estimation of the following model for Panel 1:
Where ExtDebt i,t stands for total (public plus private) gross external debt/GDP of Numbers in brackets are standard errors ***,**,* indicate significance at 1, 5, and 10 percent levels, respectively. country i at time t and ε i,t are the errors. Alternative specifications include time and fixed effects as well as GLS estimations. Results are reported in Table 5 and show that, when accounting for fixed effects, ERR have a negative impact on dollarization. The more rigid the exchange rate regime, the higher the level of dollarization. Also, the crisis tends to exacerbate the level of dollarization which is more consistent with previous studies (Tirpák and Rosenberg, 2008; Magud et al., 2011) .
Results for Panel 2, are reported in Table 6 . The estimated threshold is equal to -17.07% which corresponds to relatively high cyclical outflows. Indeed, such episodes represent 15.9% of the observations and they are associated with the first regime, in which g(.) = 0. In this regime, ERR does not have a statistically significant impact on FLM. Controling for the effect of crisis (about 30% of the observations under the first regime were identified as crisis years) may have capted most of the impact of ERR on the FLM index.
The second regime associated with g(.) = 1 is the most common as it contains about 85% of the observations. In this regime, ERR becomes significant and has a negative impact on dollarization. A 1-point increase in the ERR index (a more flexible regime) causes a decrease in the FLM index by -12.72 (a 19% decrease in the average wich stands at 67.2% for the whole sample).
As for control variables, we observe that higher cyclical inflows as well as systemic crises increase the level of dollarization in our sample. A 10% increase in the cyclical component of capital flows increases the FLM index by about 4.44 points, while the occurence of a crisis causes a 21.57 points increase. Numbers in brackets are standard errors ***,**,* indicate significance at 1, 5, and 10 percent levels, respectively. Comparing summary statistics for Panels 1 and 2 provides useful information about the evolution of the variables we pay interest to. 28 Remind that Panel 2 includes more countries, but also covers a shorter period than Panel 1. Our intuition is that focusing on the period 1994-2008 may be determinant since many consequences of the EMEs international financial integration started to become apparent by the early nineties. For instance, the cyclical component of capital flows is twice as volatile in Panel 2 as in Panel 1 (the standard deviation rises from 0.12 to 0.23). We also observe a sharp increase in the trade openness variable between the two panels which is a key feature of international integration of the EMEs. The same applies for the financial account openness indicator which comes from 0.14 in Panel 1 to 0.51 in Panel 2. In other words, considering 1994 instead of 1980 as a starting point may allow us to focus on a much more tensed period and therefore obtain more interesting results. Also, 22 percent of the observations were identified as crisis periods in Panel 1 while this is the case for only 19 percent in Panel 2, but this difference seems to be due to the inclusion of Eastern European countries that have undergone fewer crises. Indeed the mean of the crisis variable for Panel 1 remains the same when calculated over the period 1980-2010. All these features tend to show that the fall in dimension T may play a key role in accounting for the differences between the two panels.
To address this issue, we build a third panel, composed from Panel 1 but spanning the same time period as Panel 2 (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) . We then proceed with the PSTR model estimation procedure. We cannot reject linearity at the 10% level (p-values for the LM test and the F-type test are 0.31 and 0.33 respectively). This result is the same as the one we get from Panel 1. Therefore, the nonlinearity effect we detect in Panel 2 is due to the addition of the Eastern European countries instead of the different time period it covers. Linear specification results are similar to the ones in Panel 1, confirming that the differences observed between Panel 1 and Panel 2 are due to the rise in dimension N rather than the fall in dimension T from one panel to another.
A possible explanation to this result is the heavy reliance of the banking system in Eastern Europe countries on external markets to finance a rapid growing domestic credit. As these countries tend to show lower loan-to-deposit ratios, one could expect a higher sensibility to capital flows when they are included in regression analysis.
Conclusion
This paper investigates the impact of exchange rate regimes (ERR) on credit dynamics in emerging countries. We show that economies with more fixed exchange rates tend to experience a higher credit expansion during normal periods, (ie during net inflows or relatively small outflows episodes). However, during large cyclical capital outflows, this relation reverses, and more pegged regime economies may suffer from higher credit restriction. While we find no significant impact of ERR on liability dollarization during large outflows periods, the level of the latter tends to be higher as the exchange rate flexibility decreases during normal periods. Moreover, we find no impact of the ERR on the cyclical component of capital flows. Therefore, these relations must work through a transmission channel that goes beyond the credit expansion associated with capital inflows.
Our analysis can be extended in several ways. First, we studied two groups of countries, the second one including a few more economies (namely, Eastern European countries) over a shorter time period than the first one. We need a deeper comprehension of the differences we highlighted between these two panels. To this end, the empirical analysis shall be extended to the largest set of countries and the longest time period that will be possible. This may help us accounting for the relative importance of dimensions N and T in our present study. Above all, we need more data on Eastern European countries in order to obtain robust estimations. Second, it may be of a great interest to introduce a distinction in capital flows with respect to their nature. Indeed, foreign direct investment, equity flows and banking intermediation may have different properties (mostly in terms of volatility) and thus may have a different impact on credit dynamics. Third, we should include macroprudential and response policies to the analysis since capital controls as well as changes in international reserves are most likely to play a determinant role in those relations. Numbers in brackets are standard errors ***,**,* indicate significance at 1, 5, and 10 percent levels, respectively. 
