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Abstract
For integrable functions f de2ned on the interval [−; ], we denote the partial sums of the corresponding
Fourier series by Sn(f) (n=0; 1; 2; : : :). In this paper, we deal with the problem of bounding supn‖Sn‖, where
‖ · ‖ denotes an operator norm induced by a weighted L2-norm for functions f on [ − ; ]. For weight
functions w belonging to a class introduced by Helson and Szeg9o (Ann. Mat. Pura Appl. 51 (1960) 107), we
present explicit upper bounds for supn‖Sn‖ in terms of w.
The authors were led to the problem of deriving explicit upper bounds for supn‖Sn‖, by the need for such
bounds in an analysis related to the Kreiss matrix theorem—a famous result in the 2elds of linear algebra and
numerical analysis. Accordingly, the present paper highlights the relevance of bounds on supn‖Sn‖ to these
2elds. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: primary 15A60, 42A05, 42A16; secondary 65L20, 65M12
Keywords: Fourier series; Partial sums; Weighted norm; Helson–Szeg9o condition; Toeplitz matrix; Kreiss matrix
theorem; Resolvent condition
1. Introduction
1.1. Notations and de+nitions
In this paper, we mean by a function on the interval [ − ; ], a function that is complex val-
ued, Lebesgue measurable and de2ned almost everywhere on [− ; ]. When appropriate, functions
which diDer only on a set of measure zero, will be identi2ed in the usual way. With Lp (where
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16p¡∞) we denote the space of functions f such that |f|p is Lebesgue integrable on [− ; ];
and with L∞ we denote the space of functions f on [− ; ] with
‖f‖L∞ = ess sup|f(t)|¡∞:
When f and g are functions on [− ; ] with a product fg∈L1, we write
(f; g) =
1
2
∫ 
−
f Ig:
For k = 0;±1;±2; : : : ; we de2ne ek(t) = eikt . We denote the Fourier coeJcients of f∈L1 by
fˆ(k) = (f; ek), and for n¿ 0 we denote the nth partial sum of the Fourier series of f by
Sn(f) =
n∑
k=−n
fˆ(k) ek :
The class of all f∈Lp, with fˆ(k) = 0 (for k ¡ 0), will be denoted by Hp (for 16p6∞).
Let w be a real, nonnegative function on [− ; ]. We shall use the notation
‖f‖w =
{
1
2
∫ 
−
|f|2w
}1=2
and we denote by L2w the class of all functions f on [ − ; ] with ‖f‖w ¡∞. In case w(t) is
identically equal to 1, we shall sometimes omit the subscript w and simply write ‖f‖. For arbitrary
w, we de2ne H2w =L
2
w ∩H1.
We shall use the convention that a ·∞=∞· a=0 (for a=0) and a ·∞=∞· a=∞ (for a¿ 0).
Further, for complex values z 
=0, we shall denote by Arg z the argument of z with −¡Arg z6 ;
and we put Arg 0 = 0. For real r we de2ne zr = |z|rexp[i rArg z].
1.2. The purpose of the paper
In the literature, conditions on w were given which are necessary and suJcient for the existence
of a constant  such that, uniformly for all f∈L2w, the following holds:
f∈L1 with ‖Sn(f)‖w6 ‖f‖w (for n= 0; 1; 2; : : :): (1.1)
For details about these conditions, we refer to Section 2.1.
Thus far, little attention has apparently been paid in the literature to the problem of deriving
explicit values for . But, in various applications it is essential to know such values (cf. [11] and
Section 4 below). The purpose of the present paper is to deal with the above-mentioned problem
and to relate it to matrix analysis.
With a view to applications beyond the proper 2eld of Fourier theory, the paper addresses (also)
the reader whose speciality lies outside that area. Accordingly, we aim at formulating our main
results in such a way that they are easily accessible to the general reader.
We shall present explicit expressions for , in terms of elementary properties of w. There is no
need to go through the proofs in our paper or to use (nonelementary) concepts like the conjugate
function f˜ or the Hardy space Hp in order to compute and use our bounds on ‖Sn(f)‖w.
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1.3. Outline of the rest of the paper
In Section 2.1, we shall shortly review some famous conditions, from the literature, for the exis-
tence of a  with property (1.1). One of these conditions, due to [4], amounts to requiring that the
weight function w allows of a speci2c representation. In Section 2.2, we shall discuss an alternative
representation of w which can be viewed as a simple variant to the one of Helson and Szeg9o. We
feel that this variant has a somewhat more concrete form and involves a terminology that is more
elementary than the original Helson–Szeg9o condition. Moreover, our variant will turn out to be very
convenient in deriving explicit values for .
In Section 3, we shall establish explicit values for  such that (1.1) holds uniformly for all f∈L2w.
Moreover, with an eye to applications to be made later in Section 4, we shall give (smaller) values
such that (1.1) is valid for f∈H2w only.
In Section 3.1, we shall determine values for , in the comparatively simple situation where the
(alternative) representation discussed in Section 2.2 is available. In various cases of practical interest
however, such a representation is not available a priori (although a constant  may be known to
exist). Therefore, in Section 3.2, we shall give explicit values for  also in some of these less simple
situations. Section 3.3 contains illustrations to the preceding material.
The authors were led to the problem of deriving explicit values for  such that (1.1) holds
(uniformly for f∈H2w) by the need for such values in an analysis related to the Kreiss matrix
theorem—a famous result in the 2elds of linear algebra and numerical analysis. Accordingly, Section
4 deals with applications of the material of Section 3 to these 2elds. In Section 4.1, we shall establish
explicit upper bounds for the spectral norm of certain projection matrices de2ned in terms of Toeplitz
matrices. Finally, in Section 4.2, we shall shortly discuss the relevance of the foregoing material to
the Kreiss matrix theorem.
2. Conditions from the literature and a variant thereof
2.1. Reviewing conditions from the literature
In the following short review, we cannot avoid using the concept of the so-called conjugate
function. On the other hand in Section 3, where we give explicit values for , this concept will no
longer be used.
For given f∈L1, the corresponding conjugate function will be denoted by f˜. It can be de2ned by
f˜(t) = lim
→0+
1
2
∫
¡||6
f(t − )=tan(=2) d:
It is known that f˜(t) assumes a 2nite (complex) value for almost every t ∈ [− ; ] (cf., e.g., [6]).
The following theorem summarizes a number of interesting facts related to the purpose of our
paper. It concerns weight functions w on [− ; ] with the following property.
We have 06w(t)6∞ almost everywhere; and we have not :
w(t) = 0 almost everywhere; or w(t) =∞ almost everywhere: (2.1)
For the proof of the theorem we refer to [5].
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Theorem 2.1. Let w be as in (2.1). Then the following +ve statements are equivalent.
(I) There is a +nite constant , independent of E, such that(
1
|E|
∫
E
w
)(
1
|E|
∫
E
1=w
)
6 ;
whenever E is a subinterval of [ − ; ], or E is equal to the complement (with respect to
[− ; ]) of such a subinterval. Here |E| denotes the length of E.
(II) There are real functions u, v on [− ; ] such that
w(t) = exp[u(t) + v˜(t)] almost everywhere; with
‖u‖L∞¡∞ and ‖v‖L∞¡=2:
(III) There is a +nite constant #, independent of f, such that for every f∈L2w we have
f∈L1 with ‖f˜‖w6 #‖f‖w:
(IV) There is a +nite constant , independent of f, such that for every f∈L2w we have
f∈L1 with ‖Sn(f)‖w6 ‖f‖w (for n= 0; 1; 2; : : :):
(V) For every f∈L2w we have
f∈L1 with lim
k→∞
‖Sk(f)− f‖w = 0:
Condition (I) (as well as a generalization thereof relevant to general weighted Lp-norms) was
used extensively in [5]. Condition (II) was introduced in [4]. In the following, we shall refer to
a function w satisfying (2.1) and any of the (equivalent) conditions (I)–(V) as a Helson–Szeg@o
weight function.
2.2. A useful representation for Helson–Szeg@o weight functions
In the rest of this paper, , #,  and $ will always denote constants that are real, nonnegative and
2nite.
Assume 06 %¡=2 and ¿ 0, #¿ 0, $¿ 0. The following condition (2.2) clearly implies that
condition (II) of Theorem 2.1 is ful2lled.
w = w0 · w1; with 6w0(t)6 # (almost everywhere) and (2.2a)
w1(t) = $ · ev˜(t) (almost everywhere) for some real function v satisfying
‖v‖L∞6 %: (2.2b)
We shall deal with the following variant to condition (2.2):
w = w0 · w1; with 6w0(t)6 # (almost everywhere) and (2.3a)
w1 = |h|; for some h∈H1 with
∣∣∣∣ 12
∫ 
−
h
∣∣∣∣= $
and |Arg h(t)|6 % (almost everywhere): (2.3b)
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The following lemma shows that the two representations for w in (2.2) and (2.3) are equivalent. In
Section 3, representation (2.3) will be used in deriving explicit values for  as in (1.1). Moreover,
representation (2.3) is useful in that it can easily be handled and checked in various interesting
cases. In view of the central importance in the following of (2.3), we shall refer to it as a standard
representation for w.
Lemma 2.2. Let 06 %¡=2 and ¿ 0, #¿ 0, $¿ 0 be given. Then conditions (2.2) and (2.3)
are equivalent to each other.
The following theorem is an obvious consequence of the above lemma.
Theorem 2.3. (i) Let w satisfy (2.1), (2.3) for some constants %, , #, $ with 06 %¡=2 and
¿ 0, #¿ 0, $¿ 0. Then w is a Helson–Szeg@o weight function.
(ii) Let w be a Helson–Szeg@o weight function. Then w satis+es (2.1), (2.3) for some %, , #, $
with 06 %¡=2 and ¿ 0, #¿ 0, $¿ 0.
In the following proof of Lemma 2.2, as well as in the proof of the subsequent Lemma 2.4, we
shall freely use properties of Hardy spaces and of the Poisson integral as presented e.g., in [3,6,9].
We shall use the notation
Pr(t) = (1− r2)(1− 2r cos t + r2)−1 (for 06 r ¡ 1; t ∈R);
and, for v∈L1, we shall denote the corresponding Poisson integral by
V (z) = (Pr ∗ v)(t) = 12
∫ 
−
Pr(t − )v() d (for z = reit ; 06 r ¡ 1): (2.4)
Our subsequent proof of Lemma 2.2 involves arguments and concepts used earlier by Helson and
Szeg9o.
Proof of Lemma 2.2. (1) Assume (2.2). We shall prove (2.3).
De2ne V by (2.4), and denote by V˜ the harmonic conjugate to V with V˜ (0) = 0. We put
H (z) = $ exp[V˜ (z)− iV (z)] = $ exp[− i{V (z) + iV˜ (z)}] (for |z|¡ 1);
so that we can de2ne the function h by
h(t) = lim
r→1H (re
it) = $ exp[v˜(t)− i v(t)] = w1(t)e−iv(t)
for almost all t ∈ [− ; ]. It remains to be shown that h∈H1, with |(2)−1 ∫ − h|= $.
Using the above de2nition of H as well as (2.4) and ‖v‖L∞6 %, we see that
H is holomorphic with |ArgH (z)|6 %¡=2 (for |z|¡ 1): (2.5a)
Therefore, |H (0)|¿Re[H (0)]=1=2 ∫ − Re[H (reit)] dt¿ cos %=2 ∫ − |H (reit)| dt and consequently
1
2
∫ 
−
|H (reit)| dt6 |H (0)|=cos %¡∞ (for 06 r ¡ 1): (2.5b)
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It follows that H belongs to the Hardy space H1. This implies that h∈H1 and that H is the Poisson
integral of h (cf. [6, p. 88]). The proof of (2.3) is completed by noting that
1
2
∫ 
−
h= lim
r→1
1
2
∫ 
−
H (reit) dt = H (0) = $ exp[− iV (0)]:
(2) Assume (2.3). We shall prove that w1 = |h| satis2es (2.2b).
De2ne
H (z) = (Pr ∗ h)(t) (for z = reit ; 06 r ¡ 1) (2.6a)
so that H belongs to the Hardy space H1 (cf. [6, p. 88]). If H (z) ≡ 0, then h = 0 and $ = 0,
so that (2.2b) is trivially ful2lled. Therefore, we assume in the following H (z) 
≡ 0. Since H is
holomorphic, it thus follows from (2.6a), (2.3b) that
H (z) 
=0; |ArgH (z)|6 % (for |z|¡ 1): (2.6b)
De2ning U = log|H | and V =−ArgH , we see that
logH (z) = U (z)− iV (z) is holomorphic for |z|¡ 1: (2.6c)
Since V is harmonic, with sup|z|¡1|V (z)|6 %, there exists a real function v∈L∞ such that
V (z) = (Pr ∗ v)(t) (for z = reit ; 06 r ¡ 1) and ‖v‖L∞6 % (2.6d)
(cf. [6, p. 63]). De2ning u(t)=log|h(t)|, we obtain from (2.6a), (2.6c), (2.6d), by considering z=reit
with r → 1,
h(t) = eu(t)−iv(t) almost everywhere: (2.6e)
Denote by V˜ the harmonic conjugate to V , with V˜ (0)=0. Since V +iU is holomorphic, we have
U (z) = V˜ (z) + U (0), and therefore
u(t) = v˜(t) + U (0) almost everywhere:
In view of (2.6e),
h(t) =
∣∣∣∣ 12
∫ 
−
h
∣∣∣∣ ev˜(t)−iv(t) almost everywhere:
It follows that the function w1 = |h| satis2es (2.2b).
We conclude this subsection by proving the following Lemma 2.4. This lemma states that the
following property (2.7a), which occurs in the above condition (2.3b), is equivalent to any of the
properties (2.7b)–(2.7d). The lemma will be used in Sections 3 and 4. The proof of the lemma will
rely on part of the arguments already used above in proving Lemma 2.2.
Lemma 2.4. Let h be a function on [− ; ] such that w= |h| satis+es (2.1). Let 16p¡∞ and
06 %¡=2. Then the following four statements are equivalent to each other:
h∈H1; with |Arg h(t)|6 % almost everywhere; (2.7a)
h1=p ∈Hp; with |Arg[h(t)1=p]|6 %=p almost everywhere; (2.7b)
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h−1=p ∈Hp; with |Arg[h(t)−1=p]|6 %=p almost everywhere; (2.7c)
h(t) = lim
r↑1
H (reit) (almost everywhere) for some holomorphic
function H satisfying: H (z) 
=0 and |ArgH (z)|6 % (for |z|¡ 1): (2.7d)
Proof. (1) We shall 2rst prove that (2.7b) and (2.7d) are equivalent.
Assume (2.7b). Put g = h1=p and G(z) = (Pr ∗ g) (t) (for z = reit , 06 r ¡ 1), so that G belongs
to the Hardy space Hp. Since
G(z) 
=0; |ArgG(z)|6 %=p (for |z|¡ 1);
the function H (z) =G(z)p is holomorphic and H (z) 
=0, |ArgH (z)|6 % (for |z|¡ 1). Clearly H is
as required in (2.7d).
Conversely, assume (2.7d). Since (2.5a) implies (2.5b), the function H belongs to the Hardy
space H1. Consequently the function G, de2ned by G(z) = H (z)1=p, belongs to Hp. It follows that
g, de2ned by g(t)= limr↑1G(reit), belongs to Hp with |Arg g(t)|6 %=p (almost everywhere). Since
g= h1=p, we have proved (2.7b).
(2) Since (2.7b) and (2.7d) are equivalent, the proof of the lemma will be complete if we can
show that (2.7d) implies the following property of the function 1=h:
1=h(t) = lim
r↑1
K(reit) (almost everywhere) for some holomorphic
function K satisfying : K(z) 
=0 and |ArgK(z)|6 % (for |z|¡ 1):
Clearly, this property follows from (2.7d) with K(z) = 1=H (z).
3. Explicit bounds for partial sums of Fourier series
3.1. Explicit bounds when a standard representation (2.3) is given
We start by deriving a lemma which is applicable when a constant %∈ [0; =2) is known such that
w = |h|; for some h∈H1 with |Arg h(t)|6 % almost everywhere: (3.1)
The subsequent lemma provides us with a value 0 such that
f∈L1 with ‖Sn(f)‖w6 0 ‖f‖w (whenever f∈H2w and n¿ 0): (3.2)
Lemma 3.1. Let 06 %¡=2; and assume (2.1); (3.1). Then (3.2) holds with
0 = 1=cos %:
Proof. (1) First; let p be a trigonometric polynomial belonging to H1. We shall prove that
‖Sn(p)‖w6 0‖p‖w:
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We put s= Sn(p). Since (hei ; ej) = (h; ej−i) = hˆ(j − i) = 0 (for i¿ j), there follows
(hs; s) = (hp; s):
De2ning - =Arg(h) we have, in view of (3.1),
|(hs; s)|¿Re(|h|ei -s; s)¿ (cos %) · (‖s‖w)2;
and, on the other hand,
|(hs; s)|6 1
2
∫ 
−
|p| · |s| · w6 ‖p‖w · ‖s‖w:
Consequently, cos % · (‖s‖w)26 ‖p‖w · ‖s‖w, so that ‖Sn(p)‖w = ‖s‖w6 0 ‖p‖w.
(2) Next, let f be an arbitrary function in H2w. Put pk = Sk(f) and k = ‖pk −f‖w. Using what
was proved above in Part 1, we obtain
‖Sn(f)‖w6 ‖Sn(pk)‖w + ‖Sn(pk − f)‖w6 0‖pk‖w + ‖Sn(pk − f)‖w:
In view of Theorem 2.3 (Part (i)), w is a Helson–Szeg9o weight function. Therefore, statements
(IV) and (V) of Theorem 2.1 are valid. It follows that
lim
k→∞
k = 0; and ‖Sn(pk − f)‖w6  · k
for some  which does not depend on n or k. Consequently,
‖Sn(f)‖w6 0‖f‖w + (0 + )k :
The proof is completed by letting k →∞.
The next lemma is useful in obtaining a value  such that
f∈L1 with ‖Sn(f)‖w6 ‖f‖w (whenever f∈L2w and n¿ 0): (3.3)
Lemma 3.2. Let w be any Helson–Szeg@o weight function. Then property (3.2) implies (3.3) with
= 20.
Proof. Let f∈L2w and n¿ 0 be given.
For k ¿n, we consider the trigonometric polynomial p=pk =Sk(f). Since Sn(p)= [Sn+k(ek p)−
Sk−n−1(ek p)]e−k , we obtain from (3.2) (with f replaced by ekp)
‖Sn(pk)‖w6 20‖pk‖w:
This inequality leads to the desired result, by a similar argument as in the above proof of Lemma
3.1, using again that ‖pk − f‖w → 0 (for k →∞).
Combining the above two lemmas and Theorem 2.3 (Part(i)), we easily obtain the following
theorem, which is relevant to general weight functions w for which a standard representation (2.3)
is available.
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Theorem 3.3. Let 06 %¡=2 and ¿ 0; #¿ 0; $¿ 0 be given. Assume w satis+es (2.1); (2.3).
Then
f∈L1 with ‖Sn(f)‖w6
√
#=
cos %
‖f‖w (whenever f∈H2w and n¿ 0); (3.4a)
f∈L1 with ‖Sn(f)‖w6 2
√
#=
cos %
‖f‖w (whenever f∈L2w and n¿ 0): (3.4b)
For illustrations to the above theorem, we refer to Section 3.3.
Remark 3.4. Variants are possible to the derivations as given above. Below we brieQy indicate two
sorts of such variants.
(1) Under the assumptions of Theorem 3.3, explicit values for  such that (3.3) holds could, in
principle, be obtained indirectly by making use of arguments to be found in the literature. Using
ideas given, e.g., in [4, pp. 125–130] or [5, pp. 235–236] one could obtain an expression for #
such that statement (III) (of Theorem 2.1) is true. Next, using arguments given, e.g., in [5, pp. 245,
246] one could obtain an expression for  in terms of #. But, our above direct derivation, without
the intermediate stage of property (III), yields values for  (given in Theorem 3.3) that are smaller
than those obtainable by using the arguments from the literature just mentioned.
(2) Alternative (direct) derivations are possible which would still lead to the same values  as
given by Theorem 3.3. For instance, Lemma 3.2 could be sharpened by relaxing the assumption in
the lemma regarding w. But, we have purposely framed the proof of Theorem 3.3 as above, because
we feel in this way it is transparent and short. Moreover, any by-products of alternative proofs are
not needed in the following and lie in fact outside the scope of the present paper.
3.2. Explicit bounds in some cases where a standard representation is not given a priori
We shall give three theorems and a corollary which are useful in obtaining explicit values for
, when w is not given in form (2.3). Two of these theorems will be given in Section 3.2.1; the
remaining theorem and the corollary in Section 3.2.2.
3.2.1. Weight functions w composed of given Helson–Szeg@o weight functions
Our 2rst theorem applies to weight functions w which are composed of functions v1; v2; : : : ; vm and
w1; w2; : : : ; wm each of which satis2es (2.1). We assume that 16p6∞, and thatw(t) = {[v1(t)w1(t)]
p + [v2(t)w2(t)]p + · · ·+ [vm(t)wm(t)]p}1=p (if 16p¡∞);
w(t) = max
16j6m
|vj(t)wj(t)| (if p=∞): (3.5a)
Further, we assume that positive j, #j exist such that
j6 vj(t)6 #j almost everywhere: (3.5b)
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We shall deal with the situation where (explicit) values j are known such that, uniformly for all
f∈H2wj , the following holds:
f∈L1 with ‖Sn(f)‖wj6 j‖f‖wj (for n= 0; 1; 2; : : :): (3.5c)
(Such j may be known, e.g., from Theorem 3.3.) In this situation, the following simple Theorem
3.5 provides us with an explicit value  such that (1.1) holds, uniformly for all f∈H2w. Moreover,
the theorem covers the analogous situation where H2wj and H
2
w are replaced by L
2
wj and L
2
w,
respectively.
Theorem 3.5. Let 16p6∞; and let j; #j; j denote positive constants. De+ne q by 1=q+1=p=1;
and put
= [(1
√
#1=1)2q + · · ·+ (m
√
#m=m)2q]1=2q (if 1¡p6∞);
= max
16j6m
j
√
#j=j (if p= 1):
Let vj; wj satisfy (2.1); and assume (3.5a); (3.5b). Then the following holds:
(i) If w1; : : : ; wm are Helson–Szeg@o weight functions; then w is also such a weight function.
(ii) Suppose (3.5c) holds for all f∈H2wj (for 16 j6m). Then (1.1) is valid for all f∈H2w.
(iii) Suppose (3.5c) holds for all f∈L2wj (for 16 j6m). Then (1.1) is valid for all f∈L2w.
We note that, when m=1, the propositions (i)–(iii) in the above theorem reduce to rather obvious
statements. In fact, (ii) and (iii) with m=1 were already implicitly used above in proving Theorem
3.3. For an application of the theorem, with m¿ 1, we refer to Section 3.3.2 .
Proof of Theorem 3.5. In view of Theorem 2.1 and our de2nition of a Helson–Szeg9o weight function;
proposition (i) is an easy consequence of (iii). Below we shall prove proposition (iii); the proof of
(ii) will be omitted since it is analogous to our proof of (iii).
Suppose, for 16 j6m, statement (3.5c) is valid for all f∈L2wj . Let f∈L2w. Since |f(t)|2wj(t)
6 −1j |f(t)|2w(t), we have f∈L2wj .
For p= 1, it follows that the partial sum sn = Sn(f) satis2es
(‖sn‖w)2 = 12
∫ 
−
|sn|2(v1w1 + · · ·+ vmwm)6 12
∫ 
−
|f|2(#121w1 + · · ·+ #m2mwm):
From this, we see that (iii) holds.
For 1¡p6∞, we have
(‖sn‖w)26 12
∫ 
−
|sn|2(v1w1 + · · ·+ vmwm)6 12
∫ 
−
|f|2v;
where
v(t) =
#1
1
21v1(t)w1(t) + · · ·+
#m
m
2mvm(t)wm(t):
Applying H9older’s inequality, we obtain v(t)6 2w(t). Hence ‖sn‖w6 ‖f‖w.
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Our second theorem deals with the situation where a value $ is known such that, uniformly for
all f∈L21=w,
f∈L1 with ‖Sn(f)‖1=w6 $‖f‖1=w (for n= 0; 1; 2; : : :): (3.6)
Theorem 3.6. Let w satisfy (2.1) and let $ be a given value such that (3.6) holds (uniformly for
all f∈L21=w). Then (1.1) holds (uniformly for all f∈L2w); with = $.
Proof. We 2rst note that w must satisfy property (I) of Theorem 2.1; so that w∈L1 and 1=w∈L1. It
follows thatL2w ⊂L1; because for any f∈L2w we have (1=2)
∫ 
− |f|6 ‖f‖w · (1=2)(
∫ 
− 1=w)
1=2.
Next consider any f∈L1, and put g= w Snf. We have
‖Snf‖w ‖g‖1=w = (Snf; w Snf) = (f; Sng) =
(√
wf;
1√
w
Sng
)
6 ‖f‖w · ‖Sng‖1=w:
Hence,
‖Snf‖w=‖f‖w6 ‖Sng‖1=w=‖g‖1=w (whenever f∈L1 and g= w Snf 
=0): (3.7)
This proves the theorem.
We note that the above proof of Theorem 3.6 via property (3.7) hangs on the obvious fact that,
for f∈L2w, the function g= w Snf belongs to L21=w. On the other hand, for f∈H2w, the function
g = w Snf does not in general belong to H21=w. Due to this circumstance, one cannot use (3.7)
similarly as above to prove a variant of Theorem 3.6 in which L21=w and L
2
w are simply replaced
by H21=w and H
2
w, respectively. In fact, the authors do not know whether such a variant is actually
valid.
The above theorem will be applied in Sections 3.2.2 and 3.3.2.
3.2.2. Weight functions w speci+ed by special functions h0 and h1
The following theorem gives an explicit value  such that (1.1) holds, uniformly for all f∈H2w;
further, it gives an explicit value $ such that (3.6) holds, uniformly for all f∈H21=w. Moreover,
the theorem gives values  and $ such that (1.1) and (3.6) are valid uniformly for all f∈L2w and
f∈L21=w, respectively.
In the theorem we shall deal with an assumption regarding w of the following form:
w = |h|; for some h∈H1 with |h(t)|¿  (almost everywhere); (3.8a)
h= h0 + h1; with |h0(t)|6 # and |Arg h1(t)|6 % (almost everywhere): (3.8b)
Theorem 3.7. Let ; #; % be given constants; with ¿ 0; #¿ 0; 06 %¡=2. De+ne
c = cos %; d=min{c;
√
3=2}; 0 = 12c [1 +
√
1 + 4c(1 + c)#=]; $0 =
1
d
√
1 + 2#=;
and assume w satis+es (3.8).
Then (1.1) is valid, for all f∈H2w with  = min{0; $0}; and (3.6) is valid, for all f∈H21=w
with $= $0. Moreover, (1.1) holds, for all f∈L2w, with = 2min{0; $0}; and (3.6) holds, for all
f∈L21=w, with $= 2min{0; $0}.
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Proof. (1) De2ne g1(t)=2#+h(t) and %1=max{%; =6}. It can easily be seen (by simple geometrical
considerations in the complex plane) that |Arg g1(t)|6 %1. Since g1 ∈H1; we can apply Lemma 2.4
so as to conclude that also
1=g1 ∈H1; with |Arg (1=g1(t))|6 %1:
Further;
h= g0 · g1; with 1=g0(t) = 1 + 2#=h(t):
It can be seen (by using again geometrical arguments) that 16 |1=g0(t)|6 1+2#=. Hence; in view
of Theorem 2.3; w and 1=w are Helson–Szeg9o weight functions; and by virtue of Theorem 3.3; we
conclude that (1.1) (for f∈H2w) and (3.6) (for f∈H21=w) are valid with = $= $0.
(2) In order to prove that (1.1) (for f∈H2w) also holds with  = 0, we 2rst consider the case
where f equals a trigonometric polynomial p∈H1. We de2ne w0 = |h0| and w1 = |h1|, so that
s= Sn(p) satis2es
‖s‖2w6 ‖s‖2w0 + ‖s‖2w1 :
Since cos(%) · ‖s‖2w16 |(h1s; s)|6 |(hs; s)|+ |(h0s; s)|6 |(hs; s)|+ ‖s‖2w0 , there follows
‖s‖2w6 (1 + 1=cos %)‖s‖2w0 + |(hs; s)|=cos %:
The 2rst term on the right-hand member of this inequality can be bounded by using that
‖s‖2w06 (#=)‖p‖2w:
The second term can be bounded by using, similarly as in Part 1 of the proof of Lemma 3.1, that
|(hs; s)|6 ‖p‖w · ‖s‖w:
It follows that x = ‖s‖w satis2es x26Bx + C, with
B= ‖p‖w=c; C = (1 + 1=c)(#=) ‖p‖2w:
From this inequality we easily obtain
‖s‖w6 12c [1 +
√
1 + 4c(1 + c)#=] · ‖p‖w; (3.9)
so that the inequality in (1.1), with = 0, is valid for f = p.
(3) It can be proved that (1.1) with = 0 is valid for all f∈H2w, by applying (3.9) and using
arguments similar to those in Part 2 of the proof of Lemma 3.1.
Finally, the estimates of the theorem for f∈L2w and for f∈L21=w follow from the estimates
proved above (for f∈H2w) by applying Lemma 3.2 and Theorem 3.6.
Remark 3.8. The value $0 in Theorem 3.7 is obtained by de2ning; in the above proof; g1(t)=3+h(t)
with 3 = 2#. This shift of h(t) over a distance 2# is optimal in that any choice 3 
=2# would not
lead to a smaller value for $0. We further note that there exist parameter values ; #; % for which
$0¡0; but also values ; #; % for which $0¿0.
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The subsequent easy corollary to Theorem 3.7 deals with weight functions w satisfying an
assumption of the following form (3.10). For an application of the corollary we refer to
Section 3.3.1.
w = |g|p; for some g∈Hp with |g(t)|¿ 1=p (almost everywhere); (3.10a)
there are measurable sets S and T; with S ∪ T = [− ; ]; such that
|Arg g(t)|6 %=p (almost everywhere on S)
and |g(t)|6 #1=p (almost everywhere on T ): (3.10b)
Corollary 3.9. Let , #, % be given constants with ¿ 0, #¿ 0, 06 %¡=2, and let p be a
positive integer. De+ne c, d, 0, $0 as in Theorem 3.7.
Then all conclusions regarding (1.1) and (3.6), as stated in Theorem 3.7, are verbatim valid for
any weight function w satisfying (3.10).
Proof. For w satisfying (3.10), we de2ne h= gp and
h0(t) = 0; h1(t) = h(t) (for t ∈ S);
h0(t) = h(t); h1(t) = 0 (for t ∈ [− ; ] \ S):
Using standard properties of Hardy spaces (see, e.g., [6, pp. 87,88]) one sees that w satis2es (3.8),
so that Theorem 3.7 can be applied.
3.3. Examples
3.3.1. The weight function w(t) = |log(1− eit)|2
Our 2rst example concerns the weight function
w(t) = |log(1− eit)|2; (3.11)
which behaves like (log|t|)2 (for t → 0). Our following discussion of (3.11) serves as an illustration
to Theorem 3.3 and Corollary 3.9; moreover, it serves as a preparation to Section 4.1.3.
We note that, for the function h(t)= (log(1− eit))2, the range of Arg(h(t)) equals (−; 0)∪ (0; ]
(when t runs through the interval [− ; ]). Consequently, Theorem 3.3 cannot be applied to (3.11)
with the de2nition w = w1 = |h| where h(t) = (log(1− eit))2.
On the other hand, one easily sees that (3.11) satis2es (3.10a), with p = 2, g(t) = log(1 −
eit) and  = (log(2))2. (For this g, it can be proved that gˆ(k) = 0 (k6 0), e.g., by using the
formula gˆ(k) = (2i)−1
∮
|z|=1 log(1 − z) z−k−1 dz in combination with Cauchy’s integral theorem.)
Moreover, for suJciently small ¿ 0, one sees that (3.10b) is ful2lled with S = [ − ; ], T =
[− ; ] \ S, %= % ¡=2 and #= # ¡∞. Consequently, Corollary 3.9 is applicable so as to yield
a value =  for which (1.1) holds. By numerical calculations in MATLAB (using the “optimum”
choice  = 0:0762930) we found in this way that (1.1) holds, uniformly for all f∈H2w, with
= 8:72926.
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Still another approach is possible to (3.11) yielding a smaller value for . The following derivation
of this value is more straightforward than the above; but, it hangs on the choice of a suitable function
h with |h|= w. In fact, we shall choose h(t) = (g(t))2, where
g(t) =−e−it log(1− eit): (3.12a)
By easy and straightforward calculations (partially performed in MATLAB) we found that
g∈H2 with |Arg g(t)|6 %=2¡=4 (for 0¡ |t|6 ); (3.12b)
where %= 1:16268. Since (2.3) holds with w0(t) = 1, w1(t) = |g(t)2|, we can apply Theorem 3.3 so
as to conclude that (1.1) holds with
= 2:51965 (3.13)
for all f∈H2w, and with twice this value for all f∈L2w. We shall come back to (3.12), (3.13) in
Section 4.1.3.
3.3.2. Some weight functions w(t) ∼ |t − tj|cj (for t → tj)
We shall deal with weight functions of the from
w(t) = ’(eit); (3.14a)
where ’ is 2nite, positive and continuous on the unit circle |z|=1 with the exception of a 2nite set
of points z1; z2; : : : ; zm. Suppose c1; c2; : : : ; cm are (real) exponents such that, at all points zj,
’(z) = O(|z − zj|cj); and ’(z)−1 = O(|z − zj|−cj) (for z → zj): (3.14b)
It follows from material in [4, Section 7], that a function w of the above type is a Helson–Szeg9o
weight function (in the sense of Section 2.1) if and only if, for all j,
− 1¡cj ¡ 1: (3.14c)
The arguments given in [4] pertinent to (3.14c) are not 2t to derive simple explicit expressions for
 as in (1.1). On the other hand, using the above Theorems 3.3, 3.5 and 3.6, such expressions can
easily be obtained for some interesting weight functions of type (3.14). The derivation below of these
expressions will serve both as an illustration to the theorems just mentioned and as a preparation to
Section 4.2.2.
First, suppose −6 t06 , −1¡a¡ 1, −1¡b¡ 1 and
w(t) = |eit − eit0 |a |eit + eit0 |b: (3.15a)
The function h(t)=(1−ei(t−t0))a(1+ei(t−t0))b can be seen to satisfy |Arg h(t)|6 % (almost everywhere)
with %=(=2)max{|a|; |b|}. Further, it can be seen easily that h∈H1 (e.g., by using Cauchy’s integral
theorem in combination with the formula hˆ(k) = (2i)−1
∮
|z|=1(1− ze−it0)a(1 + ze−it0)b z−k−1 dz (for
k6− 1)). In view of Theorem 3.3, we thus conclude that (1.1) holds here with the value
=
1
cos %
where %=

2
max{|a|; |b|} (3.15b)
for all f∈H2w, and with twice this value for all f∈L2w. We shall come back to (3.15) in Section
4.2.2.
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Next, suppose −6 tj6 , −1¡cj ¡ 0 (for 16 j6m), and consider the weight function
w(t) =
m∑
j=1
|eit − eitj |cj : (3.16a)
Clearly, w(t) tends to in2nity at the rate |t− tj|cj (for t → tj). Applying (3.15b) (with b=0, a= cj)
in combination with Theorem 3.5, we conclude that (1.1) holds here with
=
1
cos %
where %=−
2
min{c1; : : : ; cm} (3.16b)
for all f∈H2w, and with twice this value for all f∈L2w.
Finally, we suppose values tj, cj to be given, with −6 tj6 , 0¡cj ¡ 1 (for 16 j6m); we
aim at obtaining a value  corresponding to a weight w(t) which, for 16 j6m, tends to zero at
the rate |t − tj|cj (for t → tj). Clearly, when m¿ 1 the choice (3.16a) would not be suitable.
We can obtain a suitable , e.g., by applying our Theorem 3.3 to the weight function
w(t) =
∣∣∣∣∣∣
m∑
j=1
(1− ei(t−tj))−cj
∣∣∣∣∣∣
−1
: (3.17a)
Clearly, the right-hand member in (3.17a) goes to zero in proportion to |t − tj|cj (for t → tj). It is
easily veri2ed that the function h(t)=
∑m
j=1(1−ei(t−tj))−cj belongs to H1 and satis2es |Arg h(t)|6 %
(almost everywhere) with %= (=2)max{c1; : : : ; cm}. In view of Lemma 2.4, we see that 1=h∈H1,
with |Arg(1=h)(t)|6 %. Since w de2ned by (3.17a) satis2es w= |1=h|, we conclude that (1.1) holds
here with
=
1
cos %
where %=

2
max{c1; : : : ; cm} (3.17b)
for all f∈H2w, and with twice this value for all f∈L2w.
Alternatively, for 0¡cj ¡ 1 one can apply Theorem 3.6 to the weight w(t) = {
∑m
j=1 |eit −
eitj |−cj}−1. Using what we found above for the case where all cj are negative, we conclude that
(1.1) holds for all f∈L2w with  equal to twice the value speci2ed by (3.17b).
4. Relevance to matrix analysis
4.1. Applications involving lower triangular Toeplitz matrices
4.1.1. The problem of bounding certain projection matrices
In the following, we use the notation |x|=(|30|2+|31|2+· · ·+|3N |2)1=2 for column vectors x∈CN+1
with components 30; 31; : : : ; 3N . Further we de2ne, for square matrices A of order N + 1, the matrix
norm
‖A‖=max{|Ax|: x∈CN+1 with |x|= 1}:
For 06 n6N we denote by EN;n the diagonal matrix of order N + 1, with
EN;n = diag(0; 1; : : : ; N ); where k = 1 (k6 n); k = 0 (k ¿n): (4.1a)
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For given invertible matrices UN of order N + 1, we consider the projection matrices
PN;n = UN EN;n (UN )−1: (4.1b)
We shall deal with the problem of deriving explicit values , independent of N and n, such that
‖PN;n‖6  (for N¿ 0 and 06 n6N ); (4.2)
or, equivalently, such that
|UN EN;n x|6  |UN x| (for N¿ 0; 06 n6N; x∈CN+1): (4.3)
This problem arises in connection with the Kreiss matrix theorem, see Section 4.2 below.
In the following, we shall focus on the situation where UN is a lower triangular Toeplitz matrix,
i.e. UN has a structure as displayed in (4.4).
UN =

0
1
. . .
...
. . . . . .
N · · · 1 0
 : (4.4)
4.1.2. Relating property (4.2) to partial sums of Fourier series
We use again the notations of Section 1.1; for functions f on [− ; ] we write
‖f‖=
{
1
2
∫ 
−
|f|2
}
:
It is well known (see, e.g., [14]) that
‖SN (f)‖=
{
N∑
−N
|fˆ(k)|2
}1=2
6
{ ∞∑
−∞
|fˆ(k)|2
}1=2
= ‖f‖ (whenever f∈L2); (4.5a)
fg∈L1 with f̂g(k) =
∞∑
j=−∞
fˆ(k − j) gˆ(j) (whenever f; g∈L2): (4.5b)
Suppose g is a function on [− ; ], and k are complex values such that
g∈H2; 1=g∈H2; k = gˆ(k) (for k = 0; 1; 2; : : :): (4.6)
Applying (4.5b) (with f replaced by 1=g), we see that 1 = 1̂=g(0) · gˆ(0). Therefore (4.6) implies
0 
=0, so that the matrix UN speci2ed by (4.4) is invertible.
Below we assume (4.4), (4.6), and we shall relate the corresponding property (4.2) to partial
sums of Fourier series.
Let x∈CN+1 with components 30; 31; : : : ; 3N , and put f(t)=
∑N
0 3k e
ikt . Using (4.1a), (4.4), (4.6),
one easily sees that
|UNx|= ‖SN (gf)‖ and |UN EN;nx|= ‖SN (g Sn(f))‖ (for 06 n6N ):
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Since (4.2) and (4.3) are equivalent, it follows that  satis2es (4.2) if and only if
‖SN (g Sn(f))‖6 ‖SN (gf)‖
(
whenever f(t) =
N∑
0
3k eikt and 06 n6N
)
: (4.7)
In the following, we shall use the weight function
w = |g|2 (4.8a)
and we shall relate (4.2) to the following variant of condition (4.7):
f∈L1 with ‖Sn(f)‖w6 ‖f‖w (whenever f∈H2w and n¿ 0): (4.8b)
Lemma 4.1. Assume (4.1); (4.4); (4.6). Then the matrices UN are invertible (for N¿ 0) and; for
any given constant ; properties (4.2) and (4.8) are equivalent to each other.
Proof. In view of the above; we only have to show that (4.7) and (4.8) are equivalent.
(1) Assume (4.8), and let 06 n6N , f(t) =
∑N
0 3k e
ikt . We de2ne ’= SN (gf)=g, which implies
that ’∈H2w with ’ˆ(k) = fˆ(k) (for k6N ). Hence,
‖SN (g Sn(f))‖6 ‖g Sn(f)‖= ‖g Sn(’)‖= ‖Sn(’)‖w6 ‖’‖w =  ‖SN (gf)‖
which proves (4.7).
(2) Conversely, assume (4.7) and let w = |g|2, f∈H2w, n¿ 0. We choose any N with N¿ n,
and consider ’= SN (f). We have
‖SN (g Sn(f))‖= ‖SN (g Sn(’))‖6 ‖SN (g’)‖:
Below we shall prove
f̂g(k) = 0 (k ¡ 0); f̂g(k) =
k∑
j=0
fˆ(k − j) gˆ(j) (k¿ 0) (4.9)
which implies that SN (g’)=SN (gf). Consequently, ‖SN (gSn(f))‖6 ‖SN (gf)‖6 ‖f‖w. By letting
N →∞, there follows ‖gSn(f)‖6 ‖f‖w, which proves (4.8).
(3) It remains to prove (4.9) (which does not follow directly from (4.5b) because we cannot use
that f∈L2 in the situation at hand).
We de2ne holomorphic functions F(z) and G(z) (for |z|¡ 1) by the Poisson integral of f and
g, respectively (cf. (2.4)). The function H = FG belongs to the Hardy space H1=2—because an
application of the Schwartz inequality yields
1
2
∫ 
−
|H (reit)|1=2 dt6 [‖f‖L1‖g‖L2 ]1=2¡∞ (for 0¡r¡ 1):
Since the limit function h(t) = limr↑1H (reit) equals f(t)g(t), which belongs to L2, it follows that
actually H ∈H2 (see, e.g., [6, p. 87]).
The function hr(t) =H (reit) thus converges in the L2–norm to f(t)g(t) (for r → 1). Using that
H (z) =
∑∞
0 ckz
k with ck =
∑∞
j=0 fˆ(k − j)gˆ(j), we arrive at (4.9).
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4.1.3. A simple illustration
We de2ne k = 1=(k + 1), so that the matrices (4.4) have the following simple form:
UN =

1
1=2
. . .
...
. . . . . .
1=(N + 1) · · · 1=2 1
 (for N = 0; 1; 2; : : :): (4.10)
We shall determine a constant  such that (4.2) holds.
In order to apply Lemma 4.1, we de2ne g by (3.12a). It is easily veri2ed (e.g., using (3.12b) and
Lemma 2.4) that condition (4.6) is ful2lled in the situation at hand. By Lemma 4.1, property (4.8)
thus implies (4.2).
From Section 3.3.1 it follows that (4.8) is valid here with  as speci2ed in (3.13). In conclusion,
we see that, with this explicit value for , the matrices PN;n de2ned by (4.1), (4.10) satisfy (4.2).
4.2. Applications in connection with the Kreiss matrix theorem
4.2.1. Upper bounds on powers of matrices
We shall relate the above to the famous Kreiss matrix theorem, which has been one of the
fundamental results for analysing stability in the numerical solution of diDerential equations (e.g.,
the review papers [1,2,8,12]). We shall deal with arbitrary square matrices B of order N + 1, and
we shall denote the corresponding spectral radius by
r(B) = max{|:|: : is an eigenvalue of B}:
The Theorem of Kreiss gives several (equivalent) conditions under which ‖Bn‖ is of moderate
size. One of these conditions is as follows
r(B)6 1
and
‖(;I − B)−1‖6K=(|;| − 1) (for |;|¿ 1): (4.11a)
Here I denotes the (N + 1)× (N + 1) identity matrix, and K is a real constant. One often refers to
(4.11a) as the Kreiss resolvent condition.
The current form of the Kreiss theorem implies that the upper bound
‖Bn‖6 eK · (N + 1) (for n¿ 0; N¿ 0) (4.11b)
is valid, whenever B is a matrix of order N +1 satisfying (4.11a). This upper bound can be derived
from (4.11a) by using the integral representation Bn = 1=(2i)
∫
= ;
n(;I − B)−1 d; (where = is the
positively oriented circle |;| = 1 + 1=n) and by estimating the norm of the integral with care (see,
[10,13]).
However, for K=1, condition (4.11a) is known to imply the much stronger upper bound ‖Bn‖6 2
(for n¿ 0, N¿ 0)—see, e.g., [2]. It is a long-standing question in how far, also for 2xed K ¿ 1,
inequality (4.11b) can be sharpened, say to
‖Bn‖6F(N; K) (for n¿ 0; N¿ 0);
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where F(N; K) grows (much) slower than linearly with N . In view of this question, the derivation
of lower bounds for F(N; K) has been an important issue.
4.2.2. Relating the Kreiss resolvent condition to conditions (4.2) and (4.8)
In [7,2,11], (new) lower bounds for F(N; K) are proved by constructing special (N +1)× (N +1)
matrices B=BN satisfying (4.11a) with constant K independent of N =0; 1; 2; : : : : All of the various
matrices B, used in the above papers, can be written in the general form
B= UN diag(eit0 ; eit1 ; : : : ; eitN ) (UN )−1 with tj = j=N; (4.12)
where UN are judiciously chosen invertible matrices of order N + 1. The proof of (4.11a) for these
matrices B relies on the following key lemma.
Lemma 4.2 (McCarthy and Schwartz [7]). Let UN be an arbitrary invertible matrix of order N+1;
and let PN;n be de+ned by (4.1). Suppose condition (4.2) is ful+lled. Then the matrix B de+ned by
(4.12) satis+es (4.11a) with K = 1 + .
In [11] new lower bounds for F(N; K) are presented which grow “almost” linearly with N (in
contrast to all earlier lower bounds, which grow not faster than
√
logN=log(logN )). In the derivation
of these new bounds, use is made of matrices B speci2ed by (4.12), (4.4) and (4.6), with
g(t) =
(
1 + eit
1− eit
)c
and 0¡c¡
1
2
: (4.13)
By using the material presented in Section 3.3.2 in connection to (3.15) (with t0 = 0, a = −2c,
b = 2c) and using Lemma 2.4, we see that, for (4.13), indeed g∈H2, 1=g∈H2 and that (4.8) is
ful2lled here, with  = 1=cos(c). In view of Lemmas 4.1 and 4.2, we conclude that the matrices
B under consideration satisfy the Kreiss resolvent condition with K = 1 + =cos(c). This fact is
crucial in the derivation of the new bounds in [11]; for details we refer to that paper.
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