Abstract-We study the capacity region of the parallel Gaussian bidirectional relay channel with L independent subchannels and propose efficient coding schemes for approaching the capacity limit within a constant gap. A two-step approach is considered. First, the corresponding finite field linear deterministic model is studied, for which linear network coding across sub-channels is shown to achieve the capacity region of the channel. Next, based on the insight obtained, a lattice-based compute-and-forward scheme together with simple linear network coding across sub-channels is proposed and is shown to achieve the capacity region of the Gaussian model to within L bits per user regardless of the channel parameters. Even though coding across different sub-channels is necessary for approaching the capacity region, it is shown that this can be realized through a simple linear network coding scheme (across different sub-channels) at the relay.
I. INTRODUCTION

I
N THIS paper, we study the parallel Gaussian bidirectional relay network with half-duplex transceivers as shown in Fig. 1 and we consider the case when global channel state information is assumed to be available at the transmitters (CSIT). The transmission protocol that we consider is a two-phase protocol which consists of a multiple-access (MAC) phase followed by a broadcast (BC) phase, where each phase occupies a half of the channel uses. Many communication channels can be transformed into parallel Gaussian channels and, therefore, the parallel setting considered here represents a canonical model to study such communication scenarios. For example, inter-symbol interference (ISI) channels and multiple-input multiple-output (MIMO) channels can be converted into parallel Gaussian channels via multi-carrier systems such as orthogonal frequency division multiplexing and via matrix decompositions, respectively. The problem of communication over a single bidirectional relay channel has been studied by several researchers recently. Classical information forwarding strategies proposed for unidirectional relay channels such as amplify-and-forward [1] and decode-and-forward [1] , [2] have been extended to the bidirectional relay problem, c.f. [3] , [4] . However, the amplifyand-forward strategy that directly forwards the received signals without cleaning up noise suffers from noise amplification. The decode-and-forward strategy first decodes the individual messages sent in the MAC phase and then broadcasts a function of these messages back to the end nodes in the BC phase. This strategy suffers from a loss of multiplexing gain and can be very suboptimal in the high signal-to-noise ratio (SNR) regime.
Recently, it was shown that a coding scheme based on nested lattice codes at both nodes and compute-and-forward 1 at the relay can substantially outperform classical forwarding strategies for bidirectional relaying [5] , [6] , [8] . The main idea comes from the observation that the relay does not need to decode the individual messages; instead, in compute-andforward the relay is only interested in decoding a function of messages such that both end nodes can recover the other's message from this function together with their own messages as side information. The authors of [5] and [8] considered symmetric channel gains and adopted an identical nested lattice code at both nodes so that the lattice alignment is 1 Here, we use the term "compute-and-forward" to denote a general strategy where the relay nodes compute functions of messages instead of decoding individual messages. Throughout the paper, we particularly focus on the schemes in [5] and [6] . These should not be confused with the more general compute-and-forward scheme of Nazer and Gastpar [7] .
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automatic at the relay. The relay then exploits the group property of lattices and directly decodes the received signal to the modulo-sum of lattice points. When channel is asymmetric, in [6] , Nam et al. proposed a scheme which adopts lattice partition chains in the MAC phase and directly decodes the received signal to a version of modulo-sum at the relay. Both these two schemes are purely structured and turn out to be able to approach the corresponding capacity region to within one bit per complex dimension. More recently, in [9] , Lim et al. proposed a layer noisy network coding scheme and showed that this purely unstructured code can also approach the capacity region to within one bit. In contrast to its single sub-channel counterpart, the design of coding schemes for the parallel Gaussian bidirectional relay channel has been considered only in a few prior works. Motivated by the success of nested lattice codes and computeand-forward, in [10] , the authors proposed a pre-filtering scheme for the bidirectional relay channel with ISI (an instance of the parallel setting) and provided an example showing that the parallel Gaussian bidirectional relay channel is inseparable, i.e., to achieve its capacity region, joint processing across subchannels is required in general. The MIMO bidirectional relay channel (another instance of the parallel setting) has been studied in [11] - [15] . Some of these schemes also achieve the capacity region to within constant gaps. However, they mainly focus on how to create parallel channels from the MIMO problem and then directly apply the coding scheme in [6] in the MAC phase and joint coding across sub-channels in the BC phase. It is thus unclear what the main ingredients are in a capacity-approaching scheme for the parallel setting.
In this paper, we focus on designing coding schemes when the parallel bidirectional relay channel has been created and aim to better understand capacity-approaching schemes. Unlike [10] - [15] , in this paper, we consider a two-step approach where we first approximate the channel model by a linear deterministic model [16] which allows us to first ignore the background noise and then focus on the interaction between signals from different nodes. We then use the insight obtained from the solution of the linear deterministic model to guide the design of coding schemes for the original model. This approach has been phenomenally successful in approximating channel capacity for many networks including the single bidirectional relay channel [17] where routing is shown to be optimal for the deterministic model and a nearly optimal scheme is devised for the Gaussian channel. However, before this work, the issue of how parallel sub-channels should interact with each other and whether routing is still optimal in the presence of parallel channels has not been resolved. In fact, we will show in this paper that routing is in general suboptimal and linear network coding is required for the parallel setting.
Our result for the linear deterministic model shows that, in order to achieve the capacity region, no joint processing across sub-channels is required except for linear network coding performed at the relay. According to this insight, we propose a novel coding scheme that is less complex than those used in prior work. The proposed scheme performs encoding along each sub-channel separately in the MAC phase, compute-andforward [5] and linear network coding across sub-channels at the relay, and then again broadcasting along each sub-channels separately in the BC phase. We then show that together with a rate/power allocation strategy guided by the linear deterministic model, the proposed scheme is able to achieve the capacity region to within L bits per user (1 bit/sub-channel per user.) This reveals that for the parallel Gaussian bidirectional relay channels, no joint processing across sub-channels is required except for linear network coding performed at the relay in order to approach the capacity region to within a constant gap.
The organization of this paper is as follows. We introduce the channel model and the proposed scheme for the parallel deterministic model in Section II. The channel model for the parallel Gaussian model is given in Section III where a coding scheme is proposed based on the insight obtained from the coding scheme for the linear deterministic model. Section IV concludes the paper. The proofs of the main results are deferred until Appendices. Note that although the proposed schemes heavily rely on lattices and lattice codes, we omit the detail of those techniques for brevity. The reader is referred to [5] , [6] , [18] , and [19] for details.
II. PARALLEL DETERMINISTIC BIDIRECTIONAL RELAY CHANNELS
In this section, in order to obtain insights into the original Gaussian problem, we study the parallel deterministic bidirectional relay channel which will be formally defined in the sequel. After some toy examples illustrating important ingredients of the proposed scheme, we describe the proposed scheme which employs linear network coding across subchannels at the relay. This simple scheme is then shown to achieve the capacity region.
A. Channel Model
Here, we formally define the parallel deterministic bidirectional relay channel and then provide the main results of this section. This model is obtained by approximating channel gains to powers of 2, writing the signal model by its binary (or p-ary) expansion, and truncating signals below noise level. This eliminates randomness from noise and allows one to approximate a more complicated Gaussian model to a binary (or p-ary) deterministic model. The interested reader is referred to [16] .
In this model, two nodes A and B wish to exchange information through a relay node R between them. The channels between nodes can be described as a collection of L parallel deterministic bidirectional relay channels where at the l th subchannel, there are n l links connected from A l to R l and m l links from B l to R l during the MAC phase. Also, in the BC phase, the number of links from R l to A l is denoted as r l and that from R l to B l is denoted as k l . Further, joint processing across sub-channels is permitted. Each node is assumed to have the global channel knowledge, i.e., global CSIT is assumed. One example of a parallel deterministic bidirectional relay channel with two sub-channels can be found in Fig. 2 .
In the MAC phase, at the l th sub-channel, A l and B l map the messages w A ∈ {1, 2, . . . , M A } and w B ∈ {1, 2, . . . , M B } to q × N codeword matrices
2 ) N , respectively, independent of each other and of all other sub-channels' messages. 2 Here
where ⊕ is the XOR operation and
t be the collection of received signals at the relay. Note that similar to [16] , this model is obtained by approximating channel gains to 2 n l , 2 m l , 2 r l , 2 k l , ignoring carry-overs when performing operations in binary representation, and truncating signals below the noise level.
The relay first maps the received signal Y R to the transmitted signal in the BC phase at the R l as
where E N Rl (·) represents an information forwarding strategy (function) for generating transmitted signals at R l . Note that since we allow joint processing across sub-channels, X Rl depends on the entire Y R instead of just Y Rl .
In the BC phase, at the l th sub-channel, R l broadcasts X Rl to both nodes and the received signals are given by 
, respectively, and then try to decode the other's message from the collected signals together with its own message as side information.
The error probability for such a code is
and
The capacity region C d of the parallel deterministic bidirectional relay channel is then defined as the closure of the convex hull of the set of all achievable rate pairs.
The main result of this section, stated below, completely characterizes the capacity region of the parallel deterministic bidirectional relay channel.
Theorem 3: The capacity region of the parallel deterministic bidirectional relay channel is given by
r l }, (8) per two channel uses (one for each phase.) Moreover, it can be achieved by linear network coding across sub-channels.
We are also interested in studying the reciprocal case where uplink and downlink channels are identical. i.e., n l = r l and m l = k l for l ∈ {1, . . . , L}. This assumption typically holds in time division duplex (TDD) systems. Under this assumption, the achievable rate region and the capacity region are fully characterized by the exchange rate and the exchange capacity, respectively, defined as follows.
The exchange capacity C ex is then defined as the supremum of all achievable exchange rates.
The main result for the reciprocal case is stated in the following theorem.
Theorem 5 (Reciprocal Case): For reciprocal channels, the exchange capacity of the parallel deterministic bidirectional relay channel is given by
per two channel uses (one for each phase.) Moreover, the exchange capacity can be achieved by a simple routing scheme. 
B. Toy Examples
Before discussing the coding scheme, we provide two illuminating toy examples with L = 2 that capture the essence of the proposed coding scheme. Example 6 emphasizes that unlike the single sub-channel counterpart [17] , routing is in general suboptimal and network coding is required for the parallel deterministic bidirectional relay channel. Example 7 shows that in order to achieve the capacity region, sometimes one may want to treat XOR functions as private message and send them twice, one for each direction. We also provide an example of the proposed scheme for the reciprocal case to show that a simple routing scheme suffices to achieve the exchange capacity.
Example 6: Consider the example in Fig. 2 . The capacity
bits. It can be seen that for this example, blindly applying the routing scheme in [17] is not able to achieve the capacity region. We now provide a network coding scheme that can do so. As shown in the part (a) of Fig. 2 , in the MAC phase, A l and B l send n l and m l data streams, respectively. Each sub-channel first shifts bits belonging to the aligned part to the top. After this, the relay still wants to broadcast B 11 , B 12 , B 13 to the node A and A 21 , A 22 , A 23 to the node B. Moreover, the relay still has 2 bidirectional links, 1 unidirectional link to the node A, and 1 unidirectional link to the node B. Since this is the case, the relay shifts B 13 to the unidirectional link to the node A and also A 23 to that to the node B. Further, the relay performs linear network coding and send A 21 ⊕ B 11 and A 22 ⊕ B 12 through two bidirectional links, respectively. This coding and forwarding scheme is illustrated in Fig. 2-(b) where one can verify that indeed we can achieve 5 bits for each user.
Example 7: Consider the example in Fig. 3 . The capacity region is again (C In the MAC phase, each node uses all the links to transmit signals to the relay. This results in 3 bits of XOR functions and 4 bits of private message (2 bits for each node). In this example, one can see that there are only 2 bits of two-way traffic. But, as shown in Fig. 3 , we can still achieve the cut-set bound by duplicating one of the XOR functions and sending it through two exclusive links, one for each direction.
Example 8: Consider the example in Fig. 4 where 1, 2, 3 ) and the exchange capacity is 5 bits. In the MAC phase, uncoded bits are sent through the available bit pipes. As shown in Fig. 4 , the relay will receive 3 bits of XOR functions and 4 bits of private messages (2 bits for each node). Now since channel reciprocity is assumed, the relay is guaranteed to route the XOR functions bidirectionally within its own sub-channel. The relay then reorders those remaining bits across sub-channels. Upon receiving, each node then cancels out their own messages for the XOR functions and recover 5 bits from the other node.
C. Proposed Scheme
Here, we outline the proposed coding scheme that achieves the capacity region given in Theorem 3.
Step 1: At l th sub-channel, in the MAC phase, A l and B l send data streams to R l through some of its n l and m l most significant bit (MSB), respectively.
Step 2: The relay collects all the received signals from all the sub-channels and then performs linear network coding across sub-channels if necessary. The relay then assigns the bits to sub-channels and then each sub-channel separately broadcasts the bits assigned to it.
Step 3: Upon receiving, each end node recovers the other's message from the received signal and its own message as sideinformation.
In Appendix A, we show that there exists a rate allocation strategy for the proposed scheme that can achieve the capacity region and hence completes the proof of Theorem 3. In Appendix B, we show that for the reciprocal case, the step 2 can be replaced by routing across sub-channels and there exists a simple routing strategy for the proposed scheme that can achieve the exchange capacity. This completes the proof of Theorem 5.
Remark 9: After collecting all the received signals and functions at the step 2, the problem in the BC phase can be regarded as a special broadcast channel where we have one common message and two private messages, one for each direction and is known by the other. This special broadcast channel has been studied and is usually referred to as bidirectional broadcast channel (BBC) with common message. A capacity-achieving scheme for this problem has been proposed in [20] which performs joint coding across sub-channels. Replacing steps 2 and 3 by the scheme in [20] also achieves the capacity region of the parallel deterministic bidirectional relay channel. However, the proposed scheme is less complex because it requires only simple linear network coding across sub-channels followed by separate broadcasting. In addition, as will be shown in the next section, the proposed scheme provides insights into how to build nearly optimal scheme for the Gaussian model and guides rate/power allocation for that scheme. For the reciprocal case, the proposed routing strategy is even simpler and will suggest a simple coding scheme for the Gaussian model.
III. PARALLEL GAUSSIAN BIDIRECTIONAL RELAY CHANNELS
In this section, we study the parallel Gaussian bidirectional relay channel based on the insight learned from the corresponding linear deterministic model. The scheme in Section II-C suggests independently encoding along each sub-channel in the MAC phase and jointly encoding across sub-channels in the BC phase. According to this insight, a coding scheme is proposed which heavily relies on the compute-and-forward scheme in [5] . In this scheme, all the operations except for a simple linear network coding across sub-channels can be done separately along each sub-channel. A rate/power allocation guided by the linear deterministic model is then proposed which allows the proposed scheme to achieve the capacity region to within L bits per user.
A. Channel Model
The parallel Gaussian bidirectional relay channel shown in Fig. 1 consists of three nodes A, B , and R where A and B wish to exchange information through a relay node R between them via a set of L parallel bidirectional relay channels. The channel coefficients are assumed to be fixed in each sub-channel but may vary from one sub-channel to another. As shown in Fig. 1 , in the parallel Gaussian bidirectional relay channel, each sub-channel l ∈ {1, 2, . . . , L} can be modeled as a bidirectional relay channel with sub-nodes A l , B l , and R l . In addition, since we wish to model the ISI and the MIMO channels, joint processing (such as joint coding) across subchannels is permitted. During the l th sub-channel, the channel gains from nodes A l and B l to R l are denoted as h Al ∈ C and h Bl ∈ C, respectively, and that from R l to the nodes are denoted as g Al ∈ C and g Bl ∈ C, respectively. Each node is assumed to have global CSIT.
During the l th sub-channel, nodes A and B map the messages w A ∈ {1, 2, . . . , M A } and w B ∈ {1, 2, . . . , M B }, independent of each other and of all other sub-channels' messages, to length-N codewords x Al = E N Al (w A ) and x Bl = E N Bl (w B ), respectively. Each sub-node is subject to an individual power constraint P. The transmission protocol we consider is a two phase protocol consisting of a MAC phase followed by a BC phase. Each phase occupies a half of channel uses and is assumed to be orthogonal to each other.
In the MAC phase, both nodes transmit their signals to the relay simultaneously and the relay keeps silent. The received signal at R l is given by
z Rl ∼ CN (0, I) be i.i.d. Gaussian noise. The relay first collects all y Rl for l ∈ {1, 2, . . . , L} and each R l generates the transmitted signal x Rl = E N Rl (y R ). In the BC phase, each R l broadcasts x Rl back to A l and B l and both nodes keep silent. The received signal at end nodes are given by
respectively, where again z Al , z Bl ∼ CN (0, I). The two nodes collect its received signals to form y A and y B , respectively, and then form the estimatesŵ
, respectively. Here, the codes, the achievable rate region, and the capacity region can be defined in a similar way as those in Section II-A. The main result in this section is stated in the following theorem which approximately characterizes the capacity region of the parallel Gaussian bidirectional relay channel.
Theorem 10: The capacity region of the parallel Gaussian bidirectional relay channel satisfies C − L ⊆ C ⊆ C, where C is from the cut-set argument [21] and is given by
Moreover, no joint processing across sub-channels except for a simple linear network coding at the relay is required in order to achieve the lower bound. We are also interested in the reciprocal case where h Al = g Al and h Bl = g Bl for l ∈ {1, . . . , L}. The exchange rate and the exchange capacity can be defined accordingly. The main result for the reciprocal case is stated in the following theorem.
Theorem 11: For reciprocal channels, the exchange capacity of the parallel Gaussian bidirectional relay channel is approximately characterized as C ex − L ≤ C ex ≤ C ex , where
is a direct consequence of C. Moreover, a simple bit reallocation strategy 3 across sub-channels together with separate coding along each sub-channel suffices to achieve the lower bound.
B. Proposed Scheme
The capacity-achieving scheme for the linear deterministic model in Section II-C suggests separate coding along each sub-channel in the MAC phase, linear network coding across sub-channels at the relay, and again separate broadcast coding along each sub-channel in the BC phase. Based on these insights, we propose a coding scheme for the Gaussian model.
In general, in the MAC phase, the transmitted signals of the proposed scheme at the l th sub-channel from nodes A and B are respectively given by
(1)
where
Al and x (1) Bl are codewords chosen from an identical nested lattice code with codebook size 2
Al and x (2) Bl are codewords chosen from random codes with codebook sizes 2 n R (2) Al and 2 n R (2) Bl , respectively. At the relay, for each sub-channel, we always decode the codeword from the random code first, subtract the decoded codeword, and then compute the lattice function. Note that the order of decoding at the relay matters. It is because that the lattice functions contain information for both directions; thus, we would like to decode it last.
The relay then implements a simple linear network coding scheme across sub-channels and separate BBC coding along each sub-channel. In Appendix C, we show that with a rate/power allocation strategy guided by the linear deterministic model, the proposed coding scheme achieves the capacity region to within L bits per user. This completes the proof of Theorem 10. Moreover, for the reciprocal case, one can again follow the deterministic model and replace linear network coding by a bit reallocation scheme. One can then show that this scheme approximately achieves the exchange capacity. We omit this proof for brevity.
Remark 12: An alternative translation of the scheme in Section II-C into the Gaussian model is to separately implement the lattice partition chain scheme in [6] for each subchannel in the MAC phase and then perform joint broadcast coding across sub-channels in the BC phase. This has been adopted in [12] - [15] and independently in the conference version of this paper [22] as well. One can show that such scheme can provide the same capacity approximation (L bits per user). However, for this scheme, joint broadcast coding across sub-channels may be required. This is because each 3 Note that the bit reallocation scheme here is different from the codeword reallocation scheme in the conference version of this paper [22] . The scheme in [22] reorders an entire codeword corresponding to a private message to another sub-channel and use the Hungarian method for solving the corresponding weighted bipartite matching problem. One can show that such scheme can be arbitrarily bad and hence fails to approximate the exchange capacity.
sub-channel only sends one codeword from a lattice code whose second moment corresponds to its channel gain. This codeword will then participate in function computation at the relay. So it is unclear how to separate a function into private and common parts for separate broadcasting. As a consequence, designs employing such a scheme in the MAC phase typically implements joint broadcast coding across subchannels in the BC phase. On the other hand, the proposed scheme allows sub-channels having stronger channel gains to implement a random code on top of a lattice code whose second moment is carefully chosen to be aligned with the weaker user. This allows us to easily move bits around and hence permits separate broadcasting. Therefore, the proposed scheme may enjoy a less complexity and benefit further from the channel reciprocity as we have shown above. 4 : In [11] , a joint matrix decomposition is proposed and is used to convert the MIMO bidirectional relay channel into a parallel bidirectional relay channel with equal channel gains at each sub-channel. Thus, one can directly carry out the nested lattice coding scheme in [5] for compute-and-forward at each sub-channel. It is shown that such strategy is asymptotically optimal under the full-rank and equal-determinant constraints (see [11] for details about those constraints.) Here, if we regard the parallel setting as an L × L MIMO one by setting
Remark 13 (Comparison to the State-of-the-Art for MIMO Bidirectional Relaying)
, we can also show that the proposed scheme is asymptotically optimal under the same constraints. More importantly, the joint matrix decomposition scheme cannot handle the channels which are not full rank. However, the proposed scheme is able to work under non-full rank channel matrices.
In [12] , a generalized singular value decomposition is used to create parallel channels and the lattice partition chain scheme [6] is adopted to asymptotically achieve the capacity region. However, no constant gap result is provided. In [14] , an eigen-direction alignment precoding scheme is proposed and it is shown that together with the scheme in [6] , this scheme can have an improved achievable rate in the low and medium SNR regimes. After the submission of this paper, we (informed by a reviewer) became aware of a novel approach by Yuan et al. [15] which has the best constant gap result so far and can handle rank-deficient MIMO two-way relay channels as well. Their strategy is to decompose the received signal space into two subspaces. In one subspace, the spatial streams of the two users are nearly orthogonal and decode-andforward strategy can be efficient. In the other one, the spatial streams of the two users are nearly parallel and the scheme in [6] is employed. They then show that in the high SNR regime, their scheme achieves the asymptotic sum-capacity to within 0.161 bits per user-antenna per real dimension (equal to 0.322L bits per user per complex dimension). The coding schemes in [12] - [15] use the scheme in [6] and hence, 4 Note that it is not entirely fair to compare the schemes discussed in this remark to the proposed one as we consider that the parallel channels have been created while they start from the MIMO channel. The purpose of this remark is merely to place the proposed scheme in context and to show that the proposed scheme may have some benefits in complexity over others. during the broadcast phase, they employ joint broadcast coding, which is more complex than the proposed scheme.
C. Numerical Results
We have shown that the proposed scheme approximately achieves the capacity region of the parallel Gaussian bidirectional relay channel to within L bits per user. However, this is merely the worst case and in many cases the actual gap may be substantially smaller, particularly in the high SNR regime. In Fig. 5 , we provide numerical results to corroborate this. In this figure, we set L = 100 and each channel coefficient is drawn from the circular-symmetric Gaussian distribution CN (0, 1), i.e., its norm has a Rayleigh distribution. We compute the gap to sum capacity per user normalized by L. Such computation is performed 1000 times and the average is plotted.
From this figure, one observes that although the analysis performed in Section III only guarantees to achieve the capacity region to within L bits per user, the actual gap can be much smaller. When channel SNR is small, the largest gap indicated in Fig. 5 is roughly 0.38 bit/sub-channel per user. On the other end of the curve, the actual gap becomes roughly 0.19 bit/sub-channel per user when SNR is large. 5 This is due to the fact that using nested lattice codes with lattice decoding for compute-and-forward is quite inefficient in the low SNR regime but is excellent in the high SNR regime [5] , [6] . Another interesting observation here is that around 0dB, increasing SNR actually increases the gap. This can be explained by that in the very low SNR regime, a reasonable amount of power will be allocated to transmit private messages via random coding (decode-and-forward), which outperforms lattice strategy in the low SNR regime.
IV. CONCLUSIONS
In this paper, we have studied the achievable rate region and efficient coding schemes for the parallel Gaussian bidirectional 5 Again, it is not entirely fair to compare this gap to the one presented in [15] as they start by the MIMO setting and thereby may suffer from additional loss from the process of creating parallel channels. The purpose of this gap analysis is merely to argue that the actual gap may be much smaller than L bits per user. relay channel. We first looked into the corresponding linear deterministic model and proposed a coding scheme that can achieve the capacity region for this deterministic model. Based on the insight obtained from the deterministic model, we have proposed a coding scheme for the Gaussian model and have shown that the proposed scheme can approach the capacity region to within L bits per user. Moreover, in the proposed scheme, all the operations except for a simple linear network coding across sub-channels can be done separately along each sub-channel. We have also considered the reciprocal case and showed that the coding scheme can be further simplified. Specifically, we have shown that a very simple routing scheme across sub-channels is in fact optimal for the deterministic model. This idea has then been leveraged to design a simpler and more structured coding scheme for the Gaussian model with channel reciprocity assumption.
APPENDIX A PROOF OF THE ACHIEVABILITY OF THEOREM 3
In this appendix, we propose a rate allocation strategy for the proposed scheme and show that it can achieve the capacity region. We start by denoting R as the maximum possible rates for the message sent through aligned (common) bit pipes, the message sent through the exclusive bit pipes connecting A and R, and those sent through the exclusive bit pipes connecting B and R, respectively, in the MAC phase without any coding. It is easy to see that
where (x) + = max{0, x}. Also, in the BC phase, assuming separate broadcasting along each sub-channel, one has the rate constraints in the BC phase as
In what follows, we separately discuss two different cases that enumerate all the possibilities.
BC,C , the BC phase is able to support the transmission of a common message at a rate in (17) . Thus, in the MAC phase, the two nodes send bits over all the aligned bit pipes, i.e., min(n l , m l ) bits in the sub-channel l. This accounts for
bits of common message (XOR of two messages over F q 2 ) at the relay. The relay then uses part of the two-way traffic to broadcast this common message. After this, there are still
bits of two-way traffic left. Each node then sends signals over some of its exclusive bit pipes to the relay of a rate
For these signals, the relay performs linear network coding to form new functions of a rate R
d(2) C
and uses the remaining two-way traffic to broadcast these functions. Now, in the MAC phase, nodes A and
unused exclusive bit pipes connecting with R, respectively.
If
C , there is no two-way traffic left in the BC phase. Together with the rate constraints in the BC phase, one can see that each node can still send signals to the relay through the remaining exclusive bit pipes of rates
An illustration of the proposed rate allocation strategy for this case is given in Fig. 6 . The achievable rate from the node A to B and that from the node B to A are given by and
respectively. As illustrated in two-way traffic bit pipes available in the BC phase. We will use them for sending private messages coming from node A. For this case, node A can still send signals over the remaining exclusive bit pipes of rates
C ) , (29) while node B has run out of links connecting to the relay and hence we set R d B = 0. Therefore, the achievable rate from the node A to B and that from the node B to A are given by
respectively.
In the MAC phase, each node uses the same R d C positions of the aligned bit pipes with 
, respectively, bit pipes available. They then send signals over the remaining bit pipes of rates
Note that here, although there are R d M AC,C links belonging to the aligned part (i.e., XOR functions), we treat them as private message and send them twice, one for each direction through one-way traffic. This is simply because all the two-way traffic has been used up. An illustration of the proposed rate allocation strategy for this case is given by Fig. 8 .
The achievable rate from the node A to B and that from the node B to A are given by
APPENDIX B PROOF OF THEOREM 5
In this appendix, we propose a routing strategy for the proposed scheme and show that such a simple strategy can achieve the exchange capacity. Without loss of generality, (17), (18) , and (19) , respectively. In the MAC phase, both nodes use all the bit pipes belonging to the aligned part to transmit signals. Therefore, the relays will receive a common message of R d M AC,C bits. In addition to this, some of the bit pipes belonging to the non-aligned part are also used. At the relay, this will result in a private message sent from node A of In the BC phase, the relay first re-routes the bits in R d
A and R d B to other sub-channels that can support the transmission of the private messages to the intended destination. After that, each sub-channel independently broadcasts the bits assigned to it and its own XOR functions. Since the uplink channel and the downlink channel are reciprocal, those functions are guaranteed to be reliably transmitted within their own sub-channel. So we have
After some straightforward algebra, one can show that
shows that there always exists a routing strategy that can achieve the capacity region.
APPENDIX C PROOF OF THE ACHIEVABILITY OF THEOREM 10
In this appendix, we consider the parallel Gaussian bidirectional relay channel. Guided by the rate allocation strategy for the linear deterministic model, we propose a rate/power allocation strategy for the proposed scheme and show that the proposed scheme can achieve the capacity region to within L bits per user. We start by defining
where log + (x) = max{0, log(x)}, and the rate constraints in the BC phase as
Notice that these rate constraints in the BC phase can be achieved by performing optimal BBC coding [20] separately coding along each sub-channel.
We now define the power allocation strategy used in the MAC phase as follows. For the sub-channels having a equal gain, i.e., |h Al | 2 = |h Bl | 2 , we set α Al = 1, α Bl = 1, R (2) Al = 0, and R (2) Bl = 0. The relay directly decodes the received signal to the modulo-sum of two lattice codewords. This results in [5] 
For the sub-channels with |h Al | 2 > |h Bl | 2 , node A can have one extra codeword in the MAC phase. We therefore set α Bl = 1 and R (2) Bl = 0 and choose the power allocation at node A such that the two lattices are perfectly aligned at the relay as
The relay first decodes the extra codeword x (2) Al by treating the lattice part as noise. This results in
It then subtracts the decoded codeword and decodes the lattice function. This results in
Notice that one can bound the sum rates at the each subchannel as
Similarly, for the sub-channels with |h Al | 2 < |h Bl | 2 , we switch the roles of nodes A and B and hence have α Al = 1, R (2) Al = 0, and
For this case, the relay again first decodes the extra codeword x (2) Bl by treating the lattice part as noise and then subtracts it out and decode the lattice function. Thus, one has
Again, notice that one can bound the sum rates as 
After this, the relay performs linear network coding across sub-channels for assigning the decoded bits to sub-channels. Each sub-channel then performs separate coding for broadcasting these bits to the nodes. In what follows, we separately discuss two different cases that enumerate all the possibilities and show that for each case, there exists a power allocation strategy together with a linear network coding that can achieve the capacity region to within L bits. It is worth noting that since the proposed scheme is motivated by and closely follows the scheme proposed for the parallel deterministic bidirectional relay channel, the reasonings in Fig. 6-Fig. 8 can be applied to here.
Case 1 (R M AC,C ≤ R BC,C ):
In this case, since R M AC,C ≤ R BC,C , the BC phase is able to support the transmission of a common message of a rate in (38). Thus, we set
After this, the BC phase can still support R BC,C − R M AC,C bits of common message. The relay then performs linear network coding to form a common message of a rate equal to
Bl .
If R
C , there is no two-way traffic left. From the rate constraints in the BC phase, nodes A and B can still send messages of rates
respectively. Therefore, the achievable rate from A to B and that from the node B to A are given by
and R B A = R
respectively. If R
(the other case can be derived similarly), there are still R BC,C − R
C bits left for the common message. We will use them for sending private messages coming from node A as all the bits coming from node B have been arranged for broadcasting. Specifically, node A can use the remaining power to send a signal with a rate
and R B = 0. Therefore, the achievable rate from A to B and that from B to A are given by
Case 2 (R M AC,C > R BC,C ):
In this case, we set
i.e., the relay uses all its two-way traffic to broadcast decoded functions. After this, there are still R M AC,C − R BC,C bits of functions waiting for broadcasting. Also, the relay can still send signals of rates R BC,B and R BC,A to nodes B and A, respectively. Hence, we set 
Note that here we treat the remaining R M AC,C − R BC,C bits of function as a private message. Therefore, similar to the previous case, one can show that
and similarly,
