Abstract. Network data appears in very diverse applications, like from biological, social, or sensor networks. Clustering of network nodes into categories or community has thus become a very common task in machine learning and data mining. Network data comes with some information about the network edges. In some cases, this network information can even be given with multiple views or multiple layers, each one representing a different type of relationship between the network nodes. Increasingly often, network nodes also carry a signal or feature vector. We propose in this paper to extend the node clustering problem, that commonly considers only the network information, to a problem where both the network information and the node features are considered together for the node embedding. Specifically, we design a generic two-step algorithm for multilayer graph data clustering. The first step aggregates the different layers of network information into a graph representation that is the geometric mean of the layer-wise network Laplacian matrices. The second step uses a neural net to learn a non-linear embedding of the network nodes that is consistent with the structure given by the network representation. We propose a novel algorithm for efficiently training the neural net via stochastic gradient descent, where the pairwise distances between the outputs are minimized on the net, while keeping such outputs orthogonal. We demonstrate with an extensive set of experiments on synthetic and real datasets that our method leads to a significant improvement w.r.t. state-of-the-art multilayer graph clustering algorithms, as it judiciously combines nodes features and network information in the node embedding algorithms.
can be mathematically described by graphs whose vertices and edges correspond to the network nodes and links respectively. 3 Even in applications where the network information is not explicit, graphs can be used to model the pairwise relationships between data points. With the increasing richness of datasets, applications even rely often on multiple sources of information to characterize the relationships between data points. This leads to multi-layer network representations, where nodes are shared across network layers, each of which describing a different type of relationships between network nodes. In addition, it is often possible to associate signals with the network nodes, which might represent different forms of measurements or feature vectors in general. For example, a public transport system can be represented by a multilayer graph, where the nodes are transportation hubs, each layer corresponds to a different mean of transportation (a bus line, a metro line, etc.), and the signal is the number of travelers at each hub. This obviously leads to very rich datasets, and it becomes important to devise machine learning that are able to consider altogether the information of both the multilayer network and the node features.
Multilayer networks are considered in many machine learning and data mining tasks, including inference of mixture models, multi-view learning and processing, clustering and community detection. We focus here on the multilayer network data clustering problem, where the goal is to assign each network node (shared by different network layers) to a cluster by taking into account both the signals or feature vectors on the nodes and the connectivity patterns in each layer. Multilayer network data clustering differs from common classes of clustering methods in two main aspects: (i) the information about cluster membership must be estimated from multiple network layers, while classical network clustering only considers a single layer; (ii) the clusters are formed by considering nodes features and network information, while graph clustering algorithms usually only rely on network information.
In this paper, we propose a two-step algorithm for multilayer network data clustering problem, which exploits both the Riemannian geometry of the symmetric positive definite (SPD) manifold and the power of neural nets to learn a proper node embedding. More specifically, we first compute the geometric mean of Laplacian matrices associated to each layer of the network. Aggregating the multilayer network into a graph representation with the form of a SPD matrix permits to properly take into account the topology that is shared across layers. Then, we use the aggregated SPD matrix and the node features to perform a sort of spectral clustering. Differently from the standard approach based on eigendecomposition of the network Laplacian, we reformulate spectral clustering as a trace optimization problem subject to an orthogonality constraint, and we devise a new algorithm to solve it. The peculiarity of our approach is that the orthogonality constraint is enforced implicitly, leading to a differentiable cost function that can be optimized via stochastic gradient descent. This allows us to use a neural net for computing the node embeddings, which is trained without supervision. Similarly to spectral clustering, the goal is to find a nonlinear mapping of the nodes that penalizes the pairwise interactions provided by the aggregated SPD matrix, while enforcing the orthogonality constraint in the low-dimensional space to avoid trivial solutions. Experimental results on diverse datasets show that the proposed approach has a better clustering performance compared to baseline multilayer network data clustering approaches, due to the effective combination of network and node features information. We expect that our algorithm can provide a new generic solution for the effective processing of rich network datasets with combinations of different forms of information.
The remaining of this paper is organized as follows. Section 2 reviews related work on multilayer graph clustering. Section 3 describes the problem formulation for multilayer network data clustering and the optimization algorithm. We detail the aggregation approach in Section 4 and the non-linear embedding of the network nodes in Section 5. Section 6 provides an experimental validation on synthetic and real multilayer graphs. Finally, Section 7 concludes this paper.
Related work
A wide panel of approaches were proposed to combine the information from multilayer networks, and an intense research effort was dedicated to clustering methods. In this section, we review the literature on multilayer graph aggregation and network node embedding.
The most straightforward way to combine multilayer data is to form a linear combination of the information from the individual graphs [1, 33] . However, averaging or computing linear combinations can be efficient in some cases, but may not be able to capture the specificities in the individual layers. Instead of using a linear combination, the authors in [35] have considered the eigenspaces of the graph Laplacian of the individual graph layers as points on a Grassmann manifold, and have studied the distances between them. In [7] , the authors have proposed to find the pair of the closest commuting operators to a given pair of graph Laplacian matrices, which constitute a commuting matrix pair, and thus have the same eigenbases. In [16] , the Laplacian matrices from different layers are merged via the matrix power mean operation.
Another strategy is to integrate the information from individual graphs directly into the optimization problem underlying the learning process. Examples include the co-EM clustering algorithm [3] , and the clustering approach proposed in [13] based on co-training [4] and co-regularization [32] . These methods can be useful when a unified representation for the multiple views is not easy to find in the data. Hence, in [9] , the authors have modeled each graph layer as a subspace on a Grassman manifold. Then, they have proposed to combine multiple graph layers by merging different subspaces on a Grassmann manifold. Recently, the authors in [8] have proposed a multilayer clustering algorithm for layer aggregation. A convex multilayer aggregation is a performed with the advantage of automated selection of the number of clusters. Specifically, the multilayer graphs is merged using an weighted average of the adjacency matrices of the layers. Closer to this paper, the work in [9] relies on subspace analysis of Grassmann manifold. However, the latter lacks of a meaningful summarization of information contained in individual graphs, and neglects any signal that may be assigned to a graph. The main novelty of the proposed approach w.r.t. [9] lies in the introduction of a new numerical algorithm to combine the characteristics of the graph layers in SPD manifold, as well as the design of a new approach that takes into account a signal carrying relevant information about the nodes.
Spectral clustering can be linked to dimensionality reduction, which aims at representing graphs and/or high-dimensional data into low-dimensional spaces (also called embedding), while preserving both the graph topological structure and the node content information. Graph-based clustering techniques [28, 14, 10] can be broadly categorized into hierarchical approaches, graph cuts, spectral analysis, and Markov-chain based methods. In this paper, we are mainly interested in clustering based on spectral analysis. In this regard, one of the most popular techniques is to embed the graph nodes into a subspace spanned by the eigenvectors of the graph Laplacian matrix corresponding to the K smallest eigenvalues [31, 20] . So doing, one can detect clusters in a low-dimensional space via K-means algorithm [15] . A different approach consists of introducing a suitable constraint into the spectral embedding formulation, with the aim of conveying some prior knowledge on the cluster analysis [37, 36] . Alternatively, one can use the first K eigenvectors of the graph Laplacian as embedding matrix, and use it in a modularity maximization problem [18, 19] . Another approach is the interpretation of Principal Component Analysis (PCA) on graphs [27] , which again links the graph structure to a subspace spanned by the top eigenvectors of the graph Laplacian. Numerous methods have been proposed in the literature for embedding learning such as multidimentional scaling (MDS) [12] , Laplacian eigenmap [2] , IsoMap [34] , LLE [25] , matrix factorization [38, 30] , random walks [23] , and deep learning approaches [29, 5] .
The work in [29] proposes to learn a nonlinear map (called SpectralNet) that embeds data points into the eigenspace of their associated graph Laplacian matrix, and subsequently clusters them. Differently from [29] , we use a multilayer graph signal, and we propose a new algorithm for learning the nonlinear map via a neural net. In this respect, the originality of our approach lies in the reformulation of the optimization problem, in which we replace the orthogonality constraint with a differentiable operation injected directly into the cost function. In this regard, the main advantage of our approach is to avoid the complexity of alternating between a projection step and a gradient step like in [29] , as the alternating approach may slow down the training of the nonlinear map.
Multilayer Network Data Clustering

Preliminaries
In this paper, we aim at clustering the nodes of a multilayer network or graph 
Moreover, we consider additional attributes modeled as signals or features on the multilayer graph vertexes. Assuming that each node of the graph s associated with M -dimensional features, the network data takes the following form:
The features can correspond to different forms of information about the graph nodes, or to vector valued signal observations at each node. Classical ways to compute an embedding for effective graph clustering may take different forms depending on the problem settings. First, if we consider only the network information, we can refer to spectral clustering methods, where spectral embedding is used as a standard approach for effective graph clustering [31, 20, 14] . The idea is to embed the graph vertexes in a low-dimensional space, where the projected points can be trivially clustered. For a single-layer graph G s , a K-way clustering can be performed on the matrix formed by the eigenvectors associated to the K smallest eigenvalues of the Laplacian matrix. Specifically, this is a semi-orthogonal matrix U = [u 1 | . . . | u N ] whose rows u n ∈ R K minimize the pairwise distances on the graph edges, namely
Each row of the matrix U is a point of R K representing a graph vertex. One can apply K-means on these points, so that K clusters are formed by grouping together the vertexes that are the most strongly connected by the graph.
Then, if we consider only the feature vectors, we could learn a node embedding that would result in effective clustering. It can take the form of a nonlinear mapping f θ : R M → R K parameterized by θ ∈ R B , with
The problem consists then of learning a mapping that projects the data points of R M onto a low-dimensional space R K where they can be easily clustered [26] . Differently than the above families of methods, we propose below to study the clustering problem where the network data X and the graph information G are considered together to compute the node embedding.
Problem formulation
We consider now a generic problem formulation for multilayer network data clustering, which considers that signals or features describe each node of the network, and that the network representation is given by several layers (or views), which are possibly complementary. In particular, we propose a clustering problem that estimates a nonlinear embedding of the nodes by exploiting a structure that is representative of the network information, in order to obtain a node representation that can be trivially clustered in a low-dimensional space. In general, this problem can written as follows
where R B is the parameter space for the non-linear embedding of the network nodes, and Λ is the search space of a network representation that is computed based on the network layer information. In particular, Λ can represent a convex set with linear combinations of the Laplacian matrices of all network layers, or a simple mean of these matrices. In the particular case where no network information is available a priori, the network information can also simply correspond to the Laplacian matrix that is computed based on pairwise distances between node features. In this very particular case, the problem formulation becomes similar to the one proposed in SpectralNet [29] .
We propose to simplify the above joint optimization problem and to solve it in two consecutive steps. First, we optimize the network representation by computing the SPD matrix L ∈ P(N ) equal to the geometric mean of the layerwise Laplacian matrices L s . This can be defined as
Then we compute the node representation that is optimized with respect to this network information. Specifically, we aim at finding the parameters θ such that the transformed data points Y θ are orthonormal, and their distance on the graph represented by the SPD matrix L is minimized. It yields
Clustering Algorithm
We propose to solve the node clustering problem of the previous section by sequentially performing the following operations:
1. Layer aggregation. Compute the geometric mean of the multilayer network by solving Problem (7). In practice, one iteration of Riemannian gradient descent is enough to obtain a good approximation of the solution. 
Algorithm 1 Multilayer network data clustering.
Require:
Graph signals
Require: β > 0
Step-size Require:
Step 1. Aggregation
Step 2a. Training
4:
Randomly select the index pairs St ⊂ I
5:
Set Bt as the unique indexes in St
Step 2b. Embedding 11: labels = kmeans Y Clustering
Layer Aggregation
SPD matrices arise in many physical and mathematical contexts [22] , due to the numerous properties of the SPD manifold. In our work, we exploit the differential geometric structure of the SPD manifold to aggregate the Laplacian matrices of the multilayer graph into a single SPD matrix. As Laplacian matrices are positive semi-definite, in the following we add to them a small diagonal shift, which ensures positive definiteness. That is, we implicitly assume that L s =L s + I throughout the paper, where is a small positive constant.
We start by introducing the necessary notation in SPD manifolds [17, 22] . Let M(N ) denote the space of N × N real matrices. On M(N ) we have the Frobenius inner product A, B F = Tr(A B) and the associated norm A F = Tr(A A). The vector space of symmetric matrices in M(N ) is denoted by S(N ). The subset of S(N ) consisting of all SPD matrices is a convex cone whose interior consists of all positive-definite matrices and is denoted by P(N ). The set P(N ) is a manifold, whose tangent space at any point P ∈ P(N ) is the space {P } × S(N ). Moreover, the exponential of a symmetric matrix and the principal logarithm of a SPD matrix are denoted as
Log :
The notions of arithmetic and geometric mean, typically used to average positive numbers, generalize naturally to a finite set of SPD matrices. This generalization is based on the fact that the mean operation has a variational characterization. Indeed, the arithmetic mean minimizes the sum of the squared Euclidean distances to given positive numbers, whereas the geometric mean minimizes the sum of the squared hyperbolic distances to the given positive numbers. Consequently, the mean relative to a sum of distances d(·, ·) computed over a finite set of SPD matrices L 1 , . . . , L S can be minimized with respect to a SPD matrix L, leading to the following optimization problem
When the dissimilarity between SPD matrices is computed via the Euclidean distance, the solution to Problem (11) is the arithmetic mean of L 1 , . . . , L S . The latter is however suboptimal to merge information from different layers, and a better alternative for clustering tasks is given by the power mean [16] . In this context, a special case of particular interest is the geometric mean of L 1 , . . . , L S , which arises as the solution of Problem (11) when the dissimilarity is computed via the Riemann distance
The geometric mean can be computed numerically by different methods. In this paper, we propose to find the geometric mean through the Fréchet-Karcher gradient flow [11] , whose iterations are defined as follows
where β > 0 is the step size (or learning rate). The convergence rate of the Riemannian gradient descent method [39] attains O(1/k) for the geodesically convex problem considered here.
Non-linear Node Embedding
One of the main difficulties in solving Problem (8) arises from the orthogonality constraint, since it is enforced on the neural network output, rather than the variable to be optimized as in standard constrained optimization. Although this problem was already tackled in [29] , here we propose an alternative algorithm with an implicit constraint reformulation. The idea is that the semi-orthogonality constraint can be enforced implicitly by using the upper triangular matrix R θ ∈ R K×K of the QR decomposition of
When the term Y θ is positive definite, the QR decomposition is unique, and R θ is equal to the upper triangular factor of the Cholesky decomposition Y θ Y θ = R θ R θ . Therefore, the orthogonalization of Y θ is equivalent to imposing the factor R θ equal to √ N I K×K . These considerations allow us to rewrite our problem as
where λ ≥ 0 is a non-negative constant, and
θ is a semi-orthogonal matrix of R N ×K , and thus the trace optimization is equivalent to Problem (8) . Note that the orthogonality constraint is enforced implicitly via the multiplication by R −1 θ . This makes is possible to steer the mapping f θ away from trivial solutions. Meanwhile, the quadratic penalty pushes R θ toward the identity matrix, so that the term Yθ computed from the solutionθ approximates a semi-orthogonal matrix.
All operations involved in Problem (15) are differentiable. Therefore, a solution can be found using gradient descent, yielding the following iterations:
where γ > 0. The main advantage in directly solving Problem (15) is to avoid the complexity of alternating between a projection step and a gradient step [6, 29] , as the alternating approach may slow down the convergence to the optimal solution.
OrthoNet
The nonlinear mapping f θ can be represented by an arbitrary neural network. The only requirement is that the network ends with a dense layer composed of K units and no activation. Figure 1 summarizes the proposed approach, which we will refer to as OrthoNet. Figure 2 shows illustrative examples of clustering performed with OrthoNet, where we used a fully-connected network with five layers having 250-120-60-30-K units and ReLU activations. 4 Interestingly, we Layer 1
Loss function
Adjust θ (b) OrthoNet training. observed that the value of λ is not critical, and λ = 0 is a valid choice. This is due to the orthogonalization matrix R −1 θ in the cost function, which steers the network away from trivial solutions during training.
Mini-batch gradient descent
The main advantage in solving Problem (15) is that we can modify the update in Eq. (16) by replacing the gradient with a stochastic approximation. To do so, we denote by I the set of indexes associated to the nonzero elements in the upper triangular part of the SPD matrix L = [w ij ], namely
so as to decompose the SPD matrix as where 1 i,j denotes the N × N matrix with 1 in position i, j and 0 elsewhere.
Then, the cost function in Eq. (15) reads
At every iteration t ∈ N, we can build a stochastic approximation of the above criterion by computing the sum over a random subset of indexes S t ⊂ I. As the terms L i,j contain many rows/columns filled with zeros, this approximated function actually boils down to
where R θ is computed by only using the mappings Y t of the current mini-batch of size N t . The advantage of this approach is that only a fraction of samples and weights is needed to compute the gradient at each iteration, resulting in an efficient algorithm that can be implemented with automatic differentiation tools [21] . Note that the size of mini-batches is a critical parameter, as they should be big enough to capture the structure of the Laplacian matrix. For this reason, it is also highly important that mini-batches are sampled at random from the entire dataset at each step, and not be fixed across iterations.
Experimental results
In our experiments, we consider several synthetic and real datasets, all having a multilayer graph representation of data. An overview is given in the following.
Datasets
The synthetic dataset consists of a multilayer graph with four layers (S = 4) and a four-dimensional signal (M = 4). Each data point is generated from a fivecomponent (K = 5) Gaussian mixture model with different values for the mean and variance of the normal distributions. We build 5-nearest-neighbor (k-NN) graphs on the data points. The goal is to recover the five vertex clusters.
IMDB database allows access to the movie's actors, directors, writers and production company, the movie's awards (wins and nominations), its box office, as well as the directors/actors/writers box office. The goal is to cluster the movies into K = 5 budget ranges: low cost (below 0.1 USD millions), low-medium cost (below 10 USD millions), medium cost (below 40 USD millions), medium-high cost (below 100 USD millions), high cost (above 100 USD millions). To build a multilayer graph on IMDB data, we connect the movies sharing one or more actors, directors, or writers, leading to S = 3 graph layers. Moreover, each movie is associated to M = 3 attributes: box office, awards, and director box office.
Yelp is a popular website for reviewing and rating local businesses. In our experiments, we only extract star ratings, text reviews, and review evaluations (users can mark reviews as "cool", "useful", and "funny"), ignoring the other information in the dataset. The goal is to cluster the businesses into K = 3 rating levels: low (1 or 2 stars), medium (3 stars), high (4 or 5 stars). To build a multilayer graph on Yelp data, we proceed as follows. The text reviews are preprocessed using sentiment analysis. This yields a polarity score within the range [−1, 1] on which we build a 5-nearest neighbor (NN) graph. We also build a 5-NN graph on the review evaluations, leading to S = 2 graph layers. Moreover, each business is associated to M = 2 attributes: the sentiment analysis score, and the review evaluation score.
Comparison details
We compare our approach with four clustering algorithms. The methods SC-ML [9] , MIMOSA [8] , and PLM [16] work in two steps: they aggregate the Laplacian matrices of the multilayer graph, and then perform the spectral clustering of the resulting (single-layer) graph. The difference lies in the aggregation step, which is performed in Grassman manifold, via a convex combination, or using the power Laplacian mean, respectively. The fourth method is SpectralNet [29] , which builds a graph from the signal (data points), estimates a nonlinear mapping by solving Problem (8) , and then embeds the signal in a low-dimensional space, where they are clustered with K-means.
To better analyze the two-step approach in Algorithm 1, we also present the performance of the "step 1 alone". The latter, referred to as SPD, aggregates the Laplacian matrices of the multilayer graph via the geometric mean, and then performs the spectral clustering of the resulting SPD matrix. Algorithm 1 is instead referred to as SPD+OrthoNet. Moreover, we use three criteria to measure the clustering performance: Purity, Normalized Mutual Information (NMI), and Rand Index (RI). All the experiments are conducted in Python/Numpy/PyTorch on a 40-core Intel Xeon CPU at 2.5 GHz with 128GB of RAM. 
Result analysis
We start our analysis with a comparison of three possible ways for aggregating the Laplacian matrices of graph layers. These are the arithmetic mean (average), the aggregation in Grassman manifold (SC-ML), and the geometric mean in SPD manifold (proposed). Spectral clustering or OrthoNet clustering can be used after each aggregation step, leading to the six methods reported in Table 1 , which compares the clustering performance obtained on a synthetic dataset.
Among the results obtained with spectral clustering (left side of the table) and OrthoNet clustering (right side of the table), the proposed aggregation (SPD) achieves the best performance. This confirms that the geometric mean in SPD manifold is more effective for layer aggregation, and that the presence of signals or features on graph nodes can further improve the clustering performance. Table 2 reports a broader comparison with the state-of-the-art methods mentioned in the previous subsection. For the synthetic datasets, SPD+OrthoNet and SpectralNet are the best performers, whereas the aggregation-based techniques are practically equivalent. This may be related to the fact that signals are more relevant for this kind of data, than the graphs alone (which are built from the signals). For YELP dataset, SPD+OrthoNet and SpectralNet are again the best performers, but SPD is now much better than the other aggregation techniques. For IMDB dataset, SPD+OrthoNet is definitely the best performer, followed by SPD and PLM, whereas SpectralNet comes after. This result is probably due to the richer information carried by graph layers, which cannot be translated into signals. As SpectralNet builds a similarity distance on the signals (using either nearest neighbors or Siamese network), it cannot relies on the benefit brought by the multilayer graph. Conversely, the proposed approach can take advantage of the information carried by both the multilayer graph and the signals, leading to a better clustering performance. Such improvement is however achieved with an increase of the execution time, due to the high computational cost for computing the geometric mean of SPD matrices. This is the main reason why our approach does not currently scale well to high-dimensional multilayer graphs (N > 10 000). 
Conclusion
In this paper, we proposed a framework for multilayer graph signal clustering based on a two-step approach. We compute the geometric mean of Laplacian matrices in the Riemann manifold of SPD matrices. We then use the resulting graph to train a neural net on the network data in a unsupervised manner using a formulation similar to spectral clustering. The latter step is tackled with a new optimization algorithm that deals with the orthogonality constraint of the neural network outputs in an implicit way. The experimental results show better clustering performance of this approach on diverse datasets compared to state-of-the-art multilayer network clustering. Interesting perspectives for future work include a better modeling of network node features, possibly through a general optimization algorithm to simultaneously aggregate the multilayer network information along with the network data.
