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Abstract 
Given three sites in the plane, a Voronoi vertex is a point that is equidistant from each. In this paper, we 
consider the problem of computing Voronoi vertices for three disjoint planar sites of fixed but possibly unknown 
shape; we only require the ability to query the closest point on an object from a given point. Each site is 
assumed to be either convex or a finite union of convex sets. Our technique is simple and iterative in nature: 
beginning from some initial seed point, it computes a sequence of points based on intermediate closest-point 
queries. This technique is observed to either converge to a Voronoi vertex or oscillate with some finite period. 
We study geometric onditions on shape/placement of the objects and choice of the initial point that guarantee 
convergence or oscillation. We show that our technique is probabilistically complete: selecting seed points at 
random will guarantee convergence to a finite Voronoi vertex, if one exists. 
Our motivation for seeking Voronoi vertices comes from robot motion planning: Voronoi vertices are nat- 
ural havens for mobile robots avoiding obstacles. We conclude by briefly describing the implementation of a 
retraction-like path planner for a planar robot based on our iterative strategy for seeking Voronoi vertices. 
1. Introduction 
A familiar notion in computational geometry is that of the Voronoi diagram [2,15], which can 
informally be defined as follows. Given a set of sites (that is, connected pairwise disjoint sets), the 
Voronoi region of a site is the set of points closer (under the Euclidean metric) to that site than to any 
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other. The Voronoi diagram is the network formed by the boundaries of the individual Voronoi regions. 
In the plane, this network is one-dimensional and is made up of Voronoi edges and Voronoi vertices; 
Voronoi vertices are points equidistant from three nearest sites while Voronoi edges are subsets of the 
locus of points equidistant from two sites. If the space is bounded, the Voronoi diagram is connected 
and preserves the connectivity of the space [23]. 
The problem of computing the Voronoi diagram for a given set of sites is a familiar one in the 
field of computational geometry and has been extensively studied for polygonal and simple curved 
sites [3,14,15,29]. However, not much is known in regard to arbitrarily curved objects. One exception 
is the paper by McAllister et al. [20], which describes a compact (linear-size) piecewise-linear repre- 
sentation of the Voronoi diagram of a set of k planar disjoint convex sets. If these sets are polygons 
with a total of n vertices, the diagram can be computed in optimal O(k log n) time. The primitive 
operations required are computation of nearest point on a set, finding a line tangent o a set, and 
computing the Voronoi vertex of three convex sets--a problem that is tackled by Kirkpatrick and 
Snoeyink [14]. Their method follows the traditional computational geometry approach and--although 
it should not be too difficult to implement i --is mainly interesting from a theoretical point of view. 
Instead we propose a new technique, a novelty of which is that the (possibly complex) shapes of the 
objects are not required exactly; we only need the ability to be able to answer queries of the form: 
"What is the nearest point from point p on site S?" 
Our approach is based on the following idea. Let three disjoint sites S1, $2, $3 be given in the 
plane, and choose a (seed) point p. Determine three points 8i E S~ which achieve minimum distance 
from p. Next, compute the point q equidistant from the three points 81, 82, 83 (in other words, q is 
the Voronoi vertex for the three point objects 80. Now reiterate beginning from q. Clearly, if p was 
(accidently) chosen as the Voronoi vertex to begin with, q = p and any further iterations remain at the 
vertex; the Voronoi vertex is a "stable point" under this iterative scheme. This directly follows from 
the definition of the Voronoi vertex. 
However, what does not follow directly from the definition of a Voronoi vertex, and what we will 
prove in this paper, is that the Voronoi vertex is not merely a stable point under the iterative procedure 
but is also a stable attractor, that is, every Voronoi vertex is associated with a region of convergence 
such that a seed point taken from anywhere inside this region converges to the vertex under the 
iterative scheme. 
Contrary to optimistic expectations, however, the region of convergence does not always include the 
entire plane. For seed points taken from outside the region of convergence, the sequence of points can 
cycle between some finite set of points, none of which is a Voronoi vertex (see Fig. 1 for an example). 
Also, when three objects do not define a Voronoi vertex (when one object "hides" the second from 
the third), the sequence of points obtained from any seed point oscillates with finite period. 
Dynamical Systems and Chaos Theory have studied such problems, which involve mappings 
from l~ a --4 I~ a [4,25]. The simplest outcomes of such mappings are the two that we observed 
above: convergence and cycles of finite period--the technical terms for these phenomena are orbits. 
Convergence to a point is referred as an orbit of period one while oscillations are orbits of (finite) 
period of at least two. More complicated outcomes uch as infinite period oscillations and chaos are 
possible and are in fact quite the norm in complex systems in nature. In this paper however we will 
use the intuitive terms of convergence and oscillations, instead of orbits of particular period. 
After describing notation and formally defining the problem and the iteration sequence in Section 1.1, 
we study the behavior of this sequence in Section 2 with the goal of obtaining eometric conditions on 
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Fig. 1. Three line segments, shown thick, with their Voronoi vertex marked and a subset of its region of convergence shown 
lightly shaded. The heavily shaded regions, which are the (closed) intersection fhalf spaces bounded by perpendiculars to 
the line segments, may be termed "regions of oscillation": the reader may verify that any seed point from them immediately 
locks into oscillations of period three. Other egions appear difficult o classify as converging oroscillating. 
the placement of the objects and the choice of the seed point under which convergence (or oscillation) 
occurs. Much of our analysis is simplified assuming convex sites but extends to the case of nonconvex 
sites that are a union of a finite number of convex sets (such as polygons). We do not yet have conditions 
that are both necessary and sufficient for convergence; regions of convergence appear difficult to 
compute in general. However, in Section 3 we show that the region of convergence for a finite 
Voronoi vertex defined by convex sites is of nonzero (two dimensional) measure. Thus, a repeatedly 
chosen random seed point (from a bounded space including the Voronoi vertex) will eventually hit the 
region of convergence with high probability. This proves probabilistic ompleteness of our algorithm: 
the probability that we have not detected the Voronoi vertex tends exponentially to zero with the 
number of random seed point selections. 
In tracking down Voronoi vertices from randomly chosen seed points, we also build an approximation 
to the Voronoi edges connecting up Voronoi vertices to maintain the topology of the Voronoi diagram. 
This is motivated by applications in robot motion planning: the basic problem is to determine a 
collision-free motion from a start configuration to a goal configuration for a robot moving amidst but 
avoiding a set of obstacles. A well-known, natural, and intuitively appealing approach is to try and 
plan a motion that keeps the robot as far away from the obstacles as possible; this approach is often 
referred to as retraction motion planning [5,6,18,22,26]--we r fer to Latombe [17] for an overview 
of other existing approaches. The Voronoi diagram is central to the idea of retraction motion planning. 
Given the Voronoi diagram in the planar configuration space of a robot, retraction motion planning 
works by retracting the start and goal configurations onto the diagram and then connecting them via 
edges and vertices of the diagram [1,13,21]. Whenever there exists a path, this approach is guaranteed 
to find one that maximizes the clearance of the robot. 
In Section 4, we discuss the implementation of a planar robot path planner based on this iterative 
idea for computing Voronoi vertices. Since we only require answers to nearest point queries and do not 
assume an exact shape description for the obstacles, the method seems better suited for real robotics 
applications than traditional Voronoi-based approaches. This approach is similar to the sensor-based 
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planning in the robotics literature [9,11,19]; the environment is partially or fully unknown and the 
robot incrementally earns it by using its sensor. 
Choset and Burdick have recently investigated a related approach [8] in a method for tracing the 
Voronoi diagram along with an account of the analytical properties of the Euclidean distance function 
between a point and a convex set. They show that the distance function is nonsmooth, but describe 
how a generalized gradient can be defined. Based on this, they propose a method of tracing the Voronoi 
diagram by following bisectors, keeping track of the distance to the currently nearest obstacles, and 
proceeding recursively when a Voronoi vertex is encountered. Our incremental construction of the 
diagram is somewhat similar, although there are some substantial differences. First, the size of the 
steps that the robot takes while following bisectors is adaptive in our method and not fixed to some 
small positive number. Secondly, we try to infer the topology of the diagram, and to delay collision 
detection (edge evaluation) up to the path-search phase. By tracing the entire diagram in small steps 
as Choset and Burdick do, a large number of distance measurements are required to construct parts of 
the diagram which may not be eventually needed for finding a path. 
1.1. Preliminaries 
Let E 2 denote the two-dimensional Euclidean space. For a circle or circular disk (that is, a circle 
together with its interior) C, let rad(C) denote its radius and center(C) its center. Sites are bounded 
and connected pairwise disjoint sets and denoted by a possibly subscripted capital S; they may be 
assumed convex unless otherwise mentioned. The boundary of a site S is denoted as 0S, its interior 
as int(S), and its convex hull as CH(S) (formal definitions can be found in the book by Kuratowski 
and Mostowski [16]). Unless otherwise specified, we work in E 2 and therefore a point refers to an 
element of E 2. The Euclidean distance between two points p and q is denoted as d(p, q). We extend 
this notation to include distances between points and sets: the distance between point p and the set S 
is defined as d(p, S) = inf{d(p, s) I s E S}. If p ~ S, then d(p, S) is achieved at a point s E 0S. 
For a site Si, the Voronoi region Vor(Si) of Si is the set of points {p [ Vj: d(p, Si) <<, d(p, Sj)}. 
For a pair of sites Si, Sj, their bisector bis(Si, Sj) is the locus of points equidistant from both. Now 
let three sites S1, $2, $3 be given in the plane. A Voronoi vertex for S1, $2, $3 is a point p such 
that the three distances d(p, Si) are all equal. In such a case the distance d(p, Si) may be termed the 
Voronoi distance. The circle centered at a Voronoi vertex and with radius equal to the Voronoi distance 
is called a Voronoi circle. If a Voronoi vertex exists for three convex sites, the Voronoi circle intersects 
each site at exactly one point at which it is tangent. 
While Voronoi regions and bisectors always exist and are uniquely defined, the set of Voronoi 
vertices for three given sites could be empty. On the other hand, more than one such vertex could 
exist for three sites (see Fig. 2). However, three convex sets can define at most two Voronoi vertices. 
Lemma 1.1. Three pairwise disjoint convex planar sites define at most two Voronoi vertices. 
Proof. Fig. 2 shows that three such sites can possibly define zero, one or two Voronoi vertices. We 
will show that the existence of two such vertices implies that no third Voronoi circle can exist. 
Let three pairwise disjoint convex planar sites $1, $2, $3 be given, and suppose that they define 
two Voronoi vertices. By definition, there exist two Voronoi circles Ci for / E { 1,2} that touch each 
site Sj in exactly one point pij and do not contain part of any of the sites in their interior (see Fig. 3). 
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Fig. 2. Three disjoint convex sets can define no Voronoi vertex (left), one vertex v (middle), or two vertices vl and v2 (right). 
bi8($1,$3) 
4 • • 
b-  b ° b + 
Fig. 3. Illustration to the proof of Lemma 1.1, which establishes that three pairwise disjoint convex planar sites define at 
most wo Voronoi vertices. 
Let l be the topmost line touching both Voronoi circles, and assume without loss of generality that 
the clockwise order in which the sites touch C1 (starting from l) is S1,82, $3. Because the sites are 
disjoint and convex, the corresponding counterclockwise order in which the sites touch C2 is identical. 
Thus, $2 is bounded by Sl, S3, Cl and C2. 
The bisector bis(S1,S3) of S1 and $3 is a one-dimensional simple curve [23]; the centers of 
C1 and C2 partition this curve into three (open) segments b-, b ° and b +. Now imagine a point p 
traversing biS(Sl, $3), and let D(p) denote the unique disk centered at p and touching both S1 and 
$3. If p E b-, D(p) neither touches nor intersects $2 because rad(D(p)) > tad(C1) and C] is empty. 
The same holds for p E b +. For p = center(C]), D(p) = C1 and therefore D(p) touches $2; if p 
moves towards center(C2), D(p) starts intersecting $2 and will continue to do so until p = center(C2) 
because $2 is connected and D(p) sweeps the entire area between S1, $3, C1 and C2. Since every 
Voronoi vertex must be located on bis(S1, $3), it follows that there exist no such vertices other than 
C1 or C2. [] 
Whenever our attention is focused on a single Voronoi vertex for three sites, we refer to it as 
Vor(S1,S2, S3). If the closest points on the sites are collinear, a Voronoi vertex can be a point at 
infinity (see Fig. 8); otherwise we call it a finite Voronoi vertex. 
We define two functions ~b and 7, and their composition p as follows. The function 
q~:E 2 --+ S1 )< $2 x 83 
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maps a point p E E 2 to the respective closest points in the three sets from p, that is, ¢(p) = (sl, s2, s3), 
where d(p, 8i) is achieved at si E OSi. The function 
7:81 × 82 × S3-+E z 
maps a triplet of points taken from the three sites to a point equidistant from the triplet. In other words, 
")'(81,82,83) ~- q such that d(q, s l )  = d(q, a2) ~- d(q, s3). (1) 
Notice that 7 is just Vor restricted to point objects. Further, when sl, s2, s3 are collinear, 7(sl, s2, s3) 
can be taken as one of the two points at infinity in a direction perpendicular to the line through the si. 
Our first goal in this paper is to study the behavior of the composition of 7 with ¢, which we denote 
by p : E 2 --+ E 2. 
P = 7 o ¢. (2) 
Specifically, we wish to investigate the relationship between Vor(S1,S2, S3) and Pi = pi(po) for 
sufficiently large i while varying the initial point Po over E 2. In the next section we study geometric 
conditions for convergence of sequence {Pi} to Vor(Sl, 82, 83). (Even when a Voronoi vertex exists 
at infinity, we will speak of "convergence" to the point at infinity.) 
2. Convergence of a single trial 
In this section we study conditions for the convergence or the oscillation for the sequence {Pi}. We 
begin with a sufficient condition under which the sequence converges to a Voronoi vertex. Then we 
introduce the concept of oscillations in the sequence with some examples in Section 2.2. Conditions 
linking interobject visibility with oscillations are presented in Section 2.3; a special case is treated in 
Appendix A and an explicit proof of convergence is given. 
2.1. A sufficient condition for convergence 
Lemma 2.1. Let convex sites S1, 82, 83 and a seed point Po be given, and define Pi = Pi(Po). If 
limi--+oopi exists, then it is a Voronoi vertex for S1, 82, 83. 
Proof. The limit could be finite or infinite. If the limit is finite, let it be point p*. Then for any given 
e, there exists an N such that for all i > N, d(pi,p*) < e. This and site convexity imply that there 
exists a constant c (independent of e, N) such that the maximum distance between corresponding 
elements of the point sets ¢(p*) and ¢(pi) is at most ce. Since Pi+l is simply the Voronoi vertex for 
the three points (treated as point sites) in ¢(Pi), P* is equidistant from the closest points on the three 
sites. Thus it is equidistant to all three sites and is a Voronoi vertex for the three sites. 
The proof in the infinite case is similar but there are differences. One difference is that Voronoi 
vertices at infinity can exist in pairs at 4-00; see Fig. 8 (right). Convergence to such Voronoi vertices can 
happen in the same sequence: an alternate subsequence formed from odd elements {P2i+1} converges 
to one point at infinity, say v+~, while the even elements converge to the diametrically opposite point 
v-oo. Also, while d(p2i+l,p*) < e is no longer true, q~(P2i+l) still tends to ¢(v+~) and the reasoning 
in the previous paragraph olds henceforth. The case for ¢(P2i) and ¢(v-oo) is identical, t~ 
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If the limit does not exist, the sequence can oscillate with some finite period or can exhibit chaotic 
behavior. Altough the latter phenomenon was not observed in our computer experiments, we do not 
rule out this possibility. We proceed to present conditions under which convergence or oscillations are 
guaranteed. 
Lemma 2.2. Given a circular disc D C E 2 and three noncollinear points p, q, r E D, let C be the 
unique circle through p, q, r. I f  center(C) E CH(p, q, r) then rad(C) ~< rad(D). Equality implies that 
C coincides with OD. 
Proof. Points p, q and r partition C into three arcs. Because p, q and r are in disk D and two 
circles (C and ~D) either coincide or intersect in at most two points, at least two of the arcs of C are 
contained in D. The sector defined by these arcs has angle at least 7r since center(C) E CH(p, q, r). 
Therefore, a diagonal of C is contained in D. [] 
Using this lemma, we next derive bounds on the distance that the centers of C and D can be apart 
(dependent on their respective radii), and the radius of C in terms of that of D. Together these two 
results serve to show that, under the given assumptions, the sequence {Pi} converges to a Voronoi 
vertex of S1, $2, $3- 
Coro l la ry  2.3. Let C and D be as in Lemma 2.2, then 
Icenter(C) - center(D)l ~< v/rad(D) 2 - rad(C) 2. 
Proof. The proof of Lemma 2.2 shows that a diagonal of C is contained in D; simple geometry 
suffices to prove the claimed upper bound. [] 
In the following corollary we give a lower bound on the ratio rad(C)/rad(D). Refer to Lemma 2.2, 
and let ep, eq, er denote the distances of p, q, r, respectively, from the circumference of D (that is, 
p is at distance r - ep from center(D) and likewise for q, r), and let e = max(ep, eq, er). Note that 
e = 0 if and only if p, q, r lie on the circumference of D. 
Corollary 2.4. Let C, D, p, q and r be as in Lemma 2.2 with center(C) E CH(p, q, r), and let e be 
defined as above. Then 
rad(C) ( e ) 2  
ra-ad(D) ~< 1-  2rad(D) 
Proof. Let Re,  RD denote the radii of C and D, respectively, and without loss of generality, let 
ep = e (see Fig. 4); p is e away from the topmost point of D. Let us select q, r such that 
1. q, r E D (let T refer to Apqr, and C the circumcircle of T), 
2. T is non-obtuse (this is equivalent to the condition that the center(C) E CH(p, q, r)), and 
3. rad(C) is maximized. 
The first claim is that q, r" have to be on OD. To see this, let pqr form a non-obtuse triangle and 
assume that q is not on OD (see the left part of Fig. 4). Let c denote the center of C shown in dotted 
lines. Push q outwardly from c onto OD, and let the new point be q'. If Apq'r  is obtuse, then begin 
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Fig. 4. Illustration to the proof of Corollary 2.4 to Lemma 2.2. The corollary gives an upper bound on the radius of circle C 
in terms of that of disc D; C is defined by three points p, q and r E D that include C's center in their convex hull. 
again with q' ---- q. Push outwardly until the non-obtuseness i  destroyed. From that moment onwards, 
push in the critical direction to maintain on-obtuseness of the triangle (which will be right-angled at 
p in this case). The circumcircle of/Xpq'r with center cj has larger adius than does T (this essentially 
relies on the fact that one vertex of the triangle is pushed "away" from at least one of the other two 
which are held fixed; the radius of the circumcircle therefore has to compensate for the pushed vertex 
by growing larger). Similarly, r can be pushed back to a point r' along 0D. 
The next claim is that given q (on 0D), the r such that rad(C) is maximized is a point (also 
on OD) such that T is right-angled at p. See the middle part of Fig. 4. This follows from the following 
argument. Consider the perpendicular bisector l of pq. Since T is right-angled at p, I intersects qr 
(the hypotenuse) at its midpoint c, the center of the circumcircle of T. Let, if possible, there exist an 
non-obtuse triangle pqr I with center of circumcircle c' with larger adius of circumcircle. Then, d has 
to be more distant from pq than is c implying rd  < rc. Thus, to make c'r' = c'q = dr, r' has to be 
away from r as shown. This implies that Apqr' is obtuse. Therefore, the problem reduces to fitting 
a triangle right-angled at p with largest hypotenuse (the radius of the circumcircle of a right-triangle 
is half the length of the hypotenuse) with the two other vertices being on the circumference of D. It 
should come as no surprise (and this can be verified by elementary calculus) that this extremal right- 
triangle is isosceles. See the right part of Fig. 4. It can be shown that the radius r of the circumcircle 
of this triangle satisfies 
R~ (rid c) E 2
+ - v/R5 + 2Ro - R5-  2 2 2" 
ThUS, 
R----D 2 RDD ~<1-- ~ . [] 
The following theorem gives a sufficient condition for convergence, based on the two corollaries. 
Theorem 2.5. I f  in every iteration, the new point Pi+l lies in the convex hull of  the three closest 
points from pi (that is, every triple of closest points defines a non-obtuse triangle), then the sequence 
{Pi) converges to a Voronoi vertex of Sl ,  $2, 83. 
Proof. Let the disk circumscribing the elements of ¢(pi) be denoted by Di and let it have radius/~. 
The center of Di is Pi+l. The hypothesis along with Lemma 2.2 imply that /~ is a non-increasing 
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sequence, that is, R/+l ~< R./, and if R./+I = R/, then Di = Di+l. (Corollary 2.4 gives an upper bound 
on R4+I/R./in terms of R/.) In addition Corollary 2.3 shows that, as the radius R/decreases, o does 
the distance between two consecutive points Pi and Pi+I. This means that the sequence of centers {Pi} 
converges to a point p*; Lemma 2.1 implies that p* = Vor(S1, $2,5'3). (Strictly speaking Corollary 2.3 
is not sufficient to guarantee convergence of the centers; for that, the distances between centers hould 
form a Cauchy sequence. However, because the objects--and thus the space from which the elements 
of qb(Pi) can be chosen--are bounded, divergence is impossible in our case.) [] 
The above proof is quite general; it only relies on the definition of a Euclidean distance metric and is 
extendible to sites in higher dimensions. 
2.2. Examples of oscillations in {Pi } 
We now give an example of a sequence {pi} that oscillates although the objects define a Voronoi 
vertex. Consider three sets $1, $2, $3 as depicted in Fig. 5, and let U denote the region shown. For 
any Po E U, the set ¢(Po) of closest points on objects is the same. Therefore Pl = ('Y o ¢)(Po) is 
also the same for any Po E U. Now, P2 = (7 o ¢ ) (P l )  is back in U and therefore the sequence {Pi} 
will oscillate between the positions of pl, P2 for any seed point from U. The three objects, however, 
do define a Voronoi vertex V (indicated in the figure). The region of convergence of V therefore 
definitely does not include U. 
A more complicated example of an oscillation with period three is shown in Fig. 6. Consider the 
segments A, B, C, and any point P0 E U. Points pl, pa, p3 and p4 follow as shown and thereafter 
P2,. . .  ,P4 repeat. The difference between this example and the previous one---other than the fact that 
they are of different periodicity--is that the initial closest points on objects are "visible" from each 
other in this example but in the last figure, object $2 hides the initial closest points on St and 53. This 
rules out any prediction of convergence/oscillation in terms of visibility between the initial closest 
. . - ° . °  
U opl oV 
Fig. 5. A case of three objects and seed points leading to oscillations in the sequence {pi}. The S~ are the objects and U 
is the shaded region bounded by segments perpendicular to the edges of the objects. For any initial point 19o E U, pl is as 
shown. It can be verified that P2i =/92 and p2/+l = pl. The three objects define one Voronoi vertex V; the relevant arc from 
the corresponding Voronoi circle is indicated. 
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Fig. 6. A more complicated xample inwhich oscillation occurs• A, B, C are the three line-segment objects. For any 19o E U, 
pl,... ,P4 result and thereafter p2,... ,p4 repeat. The circumcircle ofwhich pi is the center is denoted as C~; that is, the 
closest points on the objects from p~-1 lie on C~. 
points alone. However, there are connections between visibility and convergence; we explore some in 
Section 2.3. This example also indicates that periods of oscillation need not be bounded• By varying 
the lengths of the segments, any finite periodicity can be obtained• 
2.3. Visibility and convergence 
In this section we present some results relating the concept of visibility between objects to the 
question of convergence or oscillation of the sequence {Pi}. This is motivated by the oscillation 
examples hown previously• 
An object St is said to (completely) hide ~-~2 from $3 (or ~3 from ~2) if the set CH(~q2 U $3) \ int(Sl ) 
is disconnected• On the other extreme, in a scene consisting of objects (S1, $2, $3), objects $2, $3 are 
said to be (completely) visible from each other if CH(S2 U $3) fq S1 = 0. Three objects are completely 
visible from each other if they are pairwise completely visible. 
Theorem 2.6. The following three statements are equivalent: 
(C1) S1, ~2, $3 have no Voronoivertex. 
(C2) One of St, B2, $3 hides the second from the third. 
(C3) The iterative procedure from any seed point on objects St, B2, $3 produces a sequence {Pi} 
that does not converge. 
Proof. We first show the equivalence of (C1) and (C2) and then that of (C1) and (C3). To see that 
(C2) ~ (C1), consider the left of Fig. 7: ,-ql, $2, $3 are three objects such that $2 hides S1 from $3. 
To prove that no Voronoi vertex can exist, we show that any point equidistant from $1, $3 will be 
strictly nearer to $2. First a simple claim: in an isosceles triangle, the apex is strictly closer to any 
interior point than to any of the two vertices of the base (this is true because the circle centered at 
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Fig. 7. Illustrations tothe proof of Theorem 2.6. On the left, 82 (completely) hides St from $3. Then any point (for example, 
point b shown) equidistant from 81, $3 will be closer to 82. Therefore no Voronoi vertices can exist for the three objects. 
On the right, no object completely hides the second from the third. 
the apex and with radius one of the nonbase dges includes all interior points of the triangle in its 
interior)• Consider a point b equidistant from S1, $3. Let a, c be the points on S1, $3 closest o b. 
Therefore Aabc is isosceles with apex b. From the hypothesis that $2 hides a from $3, we get that 
the edge ac intersects the interior of $2. This implies (from the claim made above) that there exists a 
point p E OS2 such that d(b,p) < d(b,a) = d(c,a). 
Now we prove ~(C2) ~ ~(C1). Notice that ~(C2) readily implies (and is implied by) the existence 
of a triangle abc with a E St, b E B2, c E $3 such that each edge with end-vertices on two objects 
does not intersect the third• See the right of Fig. 7. Consider the three bisectors bis(S~, $2), bis(S2, $3) 
and bis(S3, $1) between the three objects. Suppose there still exists no Voronoi vertex, then no two 
of these bisectors intersect and so one of the bisectors lies entirely in the Voronoi region of the 
third. Without loss of generality, let bis(S3, S1) lie in Vor(S2). Since the bisector between two objects 
always intersects any line segment between the two objects, let bis(S3, S1) intersect ac at b I. Now 
since ab N $2 = 0, it follows that U fq $2 = 0. Therefore there are well-defined irections from b ~ 
along bis(S3, S1) which may be labelled "towards $2" and "away from $2". Take the latter direction 
and travel on it. At some sufficiently distant point p on this bisector, because the line though ac 
separates $2 from p, a or c become nearer than point b and in fact nearer to p than the entire object 
$2. This contradicts the statement that bis(S3, S1) lies entirely in Vor(S2). 
To see that (C1) ~ (C3), observe that convergence to a finite point is impossible because of lack 
of any Voronoi vertex (Lemma 2.1) and so is divergence to infinity because that would imply there be 
three collinear points on the three objects nearest o a point at infinity (which is not possible because 
these three points would have to be on their respective boundaries• This in turn is ruled out because 
one object completely hides the other two from each other). 
Finally, (C3) ~ (C1) because Voronoi vertices are the only stable points for the iterative 
scheme• 
If convergence and oscillations are the only outcomes possible, then the previous theorem gives a 
geometric riterion to conclude oscillations from any seed point. The reader might expect hat there 
exists a dual geometric riterion which guarantees convergence, that is, if three objects are completely 
visible, then the sequence converges to a Voronoi vertex (which exists due to the equivalence of 
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(C1) and (C2) in Theorem 2.6). However, the example in Fig. 1 counters this claim. Nevertheless, we 
can show that, if 6'1, $2, $3 are completely visible from each other, oscillations of period two are 
impossible. Given that the Si are convex and completely visible from each other, and assuming that 
oscillations of period two have set in, it is straightforward to show the existence of a line intersecting 
all three objects, contradicting the premise of complete visibility. There appears to be no direct link 
between complete visibility and oscillations of period > 2. (Note that the example in Fig. 1 has 
oscillations of period three from points outside the region of convergence.) 
3. Probabilistic completeness: multiple trials 
In Section 2, we studied some convergence properties of the iterative scheme on a single trial. 
We noticed that there is a region of convergence for every Voronoi vertex; a seed point taken from 
within this region converges to the vertex. The region of convergence, however, may not include the 
entire plane; seed points taken from outside this region can lead to oscillations after some iterations. 
Therefore, there is a need for multiple trials of the iterative scheme in case the seed point initially 
misses the region of convergence• Will a sufficiently large number of trials guarantee a "hit" with high 
probability? 
In this section we answer the question in the affirmative in Theorem 3.3 for finite Voronoi vertices. 
We show that regions of convergence for finite Voronoi vertices are of nonzero measure• The number 
of trials required to attain a hit a Voronoi vertex with some fixed probability (less than one) depends 
on the actual measure of the region of convergence of that vertex, a quantity that is in turn determined 
by the geometry of the situation; we do not, therefore, give any a priori bounds. We note in Fig. 8 that 
Voronoi vertices at infinity may have a region of convergence of zero measure and thus there is no 
guarantee of hitting the region of convergence with any number of trials• The case on the left is three 
circles with one common external tangent resulting in a Voronoi vertex vo~ at infinity in the direction 
of the arrow: the Voronoi circle degenerates to the dotted line shown. The other Voronoi vertex v is 
finite with its Voronoi circle shown dashed. Convergence to v~ never occurs because xcept for the 
seed point P0, all other elements of the sequence {Pi} remain below the dotted line and thus away 
from voo. However, Voronoi vertices at infinity can have regions of convergence of nonzero measure• 
The case on the right shows one such example of three equal circles arranged in tandem. Both Voronoi 
vertices are at infinity and any seed point results in a sequence that converges to both (odd elements 
of the sequence converge to one and even elements to the other). 
Voo 
; v 
- . . . . . . - •  
®i 
Fig. 8. Voronoi vertices at infinity. The case on the left shows a Voronoi vertex at infinity that has a region of convergence 
of zero measure, whereas both Voronoi vertices on the right have regions of convergence of nonzero measure. 
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We begin with two simple lemmas which lead to Theorem 3.3. 
Lemma 3.1. Consider a circle defined by three distinct points on its boundary. There exists a suffi- 
ciently small E such that if one of the three points moves by e tangentially, then the center of the circle 
shifts by at most el6. 
Proof. See Fig. 9. Without loss of generality consider the unit circle centered at the origin. Rotate 
the coordinate axes such that the fixed points t and u have polar angles 0 and 7r - 0, respectively: the 
y-axis is made coincident with the perpendicular bisector of the two fixed points• Let p be the third 
point with polar angle ¢. Ensure sin ¢ > sin 0 by rotating both axes 180 degrees, if necessary (since 
the points are all distinct, sin ¢ ~ sin 0). 
Let p~ be the point obtained by moving p by a distance ~ along direction z. Simple geometry shows 
that the center of the circle defined by u, t, p~ has coordinates: 
( e2+2ec°s (¢ -z )  ) 
0, 2(sin ¢ - sin 0 + e sin z) " 
If pt is moved tangentially, then z = ¢ 4- zr/2. In such a case, cos(¢ - z) = 0 and the V-coordinate of 
the new circle center becomes 
E 2 
Y= 
2(sin ¢ - sin 0 4- e cos ¢) " 
It now suffices to show that IYI < for sufficiently small e. Note that LYI = Y if (s ine - sin0 4- 
e cos ¢) > 0 which is true for (remember sin ¢ > sin 0) 
sin ¢ - sin 0 
e < (3) I cos¢l 
Assuming that e satisfies (3), the further condition we are looking for can be obtained by simplifying 
Y < e/6 which gives 
sin ¢ - sin 0 
e< 3+lcos¢ l  (4) 
Since any e that satisfies (4) also satisfies (3), the required choice of e can be made from (4)• 
( p" 
• ". {S~, ' ,  v 
Fig. 9. Proving a bound on how much the center c of a circle defined by three points u, t, p can move when one of the 
points p moves by a distance . The center of the circle defined by u, t, pt is c'. 
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Remark .  If the initial circle is not a unit circle but has radius r > 0, then the right hand side of (4) 
should be multiplied by a factor of 1/r.  [] 
Next we prove that if we are sufficiently close (given by an e-ball, for e as determined in the 
previous lemma) to the Voronoi vertex, we converge to it. 
Lemma 3.2. Let v be a finite Voronoi vertex for three disjoint convex sites S1, $2, $3, and consider 
a seed point Po at distance e from v. Then, for sufficiently small e, the next point Pl = P(Po) in the 
iterative scheme, is at distance at most e l2 away from v. 
Proof. Recall that near(S,p) denotes the closest point on site S from point p. Since the Si are convex 
and P0 is e away from v, for each i si = near(S/, v) is at distance at most e from near(S~,po). Further, 
since the Voronoi circle of v is tangent o Si (by definition of a Voronoi circle), for each i near(Si,po) 
can be approximated (for e sufficiently small) by the projection of near(Si,p0) on the tangent line 
common to Si are the Voronoi circle. This projected point s~ is at a distance of at most e from si. 
(See Fig. 10; v is the Voronoi vertex and P0 is a seed point within distance e from it.) The distance 
between near(Si, P0) and its projection s~ on the tangent is O(e2). Therefore, for sufficiently small e, 
s~ is a good approximation for near(Si,po). This enables us to use Lemma 3.1 to prove the desired 
convergence: the center of the circumcircle of the points {sl, s2, s~) is at most e /6  away from v for 
sufficiently small positive e. Repeating the argument, we get that the center of the circumcircle of 
' s~) is at most 3e/6 = e/2  away from v as required. [] 
From the above lemma it follows that the region of convergence for a finite Voronoi vertex is of 
nonzero measure: it includes a ball of radius e > 0. This fact leads to probabilistic ompleteness of 
our iterative technique, as shown by the following theorem. 
Theorem 3.3. Let v be a finite Voronoi vertex for three disjoint convex sites. The probability that n 
seed points, chosen independently and uniformly at random from a (compact, regular, connected) set 
including v in its interior and of finite measure A, all fail to converge to v tends to zero exponentially 
in n. 
Proof. From Lemma 3.2, it follows that there is an e-ball region of convergence around v. Let the 
measure of this neighborhood be ix, for some o~ > 0. Since e is sufficiently small, we may consider 
tangent o St at st 
true near(Si,po) ~2~--- s~ = approx near(Si,po) 
Fig. 10. Proximity to the Voronoi vertex ensures convergence. 
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this e-ball to lie fully inside the set of measure A. (Otherwise, we reduce e so that this is true. This is 
possible without shrinking e to zero because the set of measure A strictly includes v.) The probability of 
hitting the region of convergence with a random seed point, assuming uniform distribution, is/> a/A .  
Thus the probability that n independent trials all fail to converge is ~< (1 - (tx/A)) n. [] 
Extension to nonconvex sites. As stated, the theorem above holds for convex objects. However, notice 
that for the proof to go through, we only needed "local convexity" around the si, the closest points 
on Si from the Voronoi vertex v. That is, if for each i, the intersection of Si with a sufficiently small 
ball centered at si is a convex set, the proof above will hold and probabilistic ompleteness is assured; 
the convexity or nonconvexity of the rest of each site Si is immaterial. Let us call such an Si which 
is convex around the si as a locally convex site. An important fact now follows: any nonconvex site 
that is the finite union of convex sets is locally convex. (A site that is locally nonconvex cannot be 
the union of a finite number of convex sites.) Therefore multiple trials of the iterative scheme on 
disjoint nonconvex sites, each of which is a finite union of convex sites, is probabilistically complete. 
In particular, this implies that our method is probabilistically complete for polygonal sites. 
4. Path planning and experiments 
In previous sections we considered the problem of determining a Voronoi vertex for three planar 
obstacles via a sequence of closest-point queries on the three obstacles. 4 In this section we apply this 
vertex-finding technique to planning a path for a planar robot with two degrees of freedom that avoids 
a set of n static planar obstacles in its workspace. We have currently assumed polygonal obstacles for 
the implementation because of the lack of software for handling curved obstacles (all we would need 
is an oracle that returns the closest point on an obstacle from a given point). Nonconvex polygons are 
decomposed into convex pieces. Our method is based only on nearest point computations performed in 
the workspace; replacing configuration space operations by equivalent ones in workspace to improve 
efficiency has also been considered by others [24,27,28]. 
Going from three obstacles to a scene with several obstacles raises the following key issue: not every 
triple of obstacles defines a vertex in the Voronoi diagram of all obstacles. For example, for convex 
obstacles in the plane there exists only a linear number of Voronoi vertices for the cubic number of 
triples [23]. Therefore, we first need to devise a selection strategy that can efficiently suggest candidate 
Voronoi triples. 
Applying techniques from previous sections, we compute the Voronoi vertices for these triples of 
obstacles. Notice that this could lead to oscillation for a given triple of obstacles even if they define 
a vertex (see Section 2.2); we have to decide how to detect and deal with this case. Next, to perform 
path planning, we build up a connectivity structure (graph) G around the Voronoi vertices determined. 
This graph does not represent the exact opology of the Voronoi diagram, but for this application it is a 
sufficient approximation thereof. Finally, one may search for a path in ~ between given configurations 
using familiar methods. Given start and goal configurations, G is incrementally built up until there is 
a path from start to goal. Additional Voronoi triples are sought as and when necessary. When ~ is 
4 We use the term "obstacle" for "site" in this section since this is standard motion planning terminology. 
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completely determined (no new Voronoi triples are detected) but no path exists in G, we report failure. 
We elaborate in Section 4.2. 
4.1. Determining Voronoi triples 
As indicated in the previous ection, we desire a strategy that can suggest candidate Voronoi triples 
in a computationally efficient manner and yet with a high "hit ratio". A candidate triple can then be 
subjected to the iterative procedure described in previous sections. 
The first step is the selection of a point p in configuration space according to some criterion. Bor- 
rowing from Overmars and Svestka [24], we noticed that simply choosing p uniformly at random over 
the configuration space (not necessarily in free space) is a viable initial choice. Next, the nearest three 
obstacles to p are determined by closest-point queries. These are denoted as triple(p) and considered 
a candidate Voronoi triple. This strategy provides a triple 7- of obstacles and a point p such that 
triple(p) = 7-. The results of the previous section are applied here, and the sequence ('7 o ¢)i(pi) , 
i = 0, 1, .... relative to 7- and with P0 = P is used to compute a Voronoi vertex for the given three 
obstacles. Notice that while constructing the terms p/ of the sequence, it is possible that for some 
pj, triple(pj) ¢ 7-. To avoid the repeated computation of the three nearest obstacles to pi (which is an 
expensive operation) we initially disregard this possibility and assume that triple(pi) = 7-. Only when 
a Voronoi vertex v for triple 7- is achieved, the triple 7-~ of three nearest obstacles is recomputed for 
v. If 7-~ = 7-, then v is a Voronoi vertex for the entire scene. Therefore, we add v to the set of Voronoi 
vertices discovered and continue with another andom seed point. On the other hand, if 7-t ¢ 7-, then 
v is not a Voronoi vertex for the entire scene (although it is one for the triple 7-) and we begin with 
the triple-seed pair (7-~,v) in place of (7-,p). However, this could lead to triple-seed cycles: (7-~,v) 
could lead back to (7-, p) eventually. If cycles are detected, a random p is chosen again. 
All computations involved in determining a Voronoi vertex for a given candidate triple, except for 
the occasional computation of nearest riples (twice for a random p, once otherwise), are performed 
with local information only (independent of n), making the technique fficient. The only geometric 
computations required throughout are nearest point queries (function ¢) and the computation of the 
Voronoi vertex of three points (function "7). 
The approximation of the Voronoi vertex for triple 7- and with seed P0 = P as Pi = ('7 o ¢)i(p0), 
i = 0, 1, .... can be terminated when Pi and Pi+l are "sufficiently close", that is, are at most some 
chosen parameter e apart. It has been observed in practice that when convergence occurs, it is fast: 
distances d(pi,pi+l) start decreasing after a couple of iterations (five at most) and after ten to fifteen 
iterations, d(pi,pi+l) is less than e = 10 -6. This observation can be used to detect oscillations of 
the sequence (p/); if it does not converge for a relatively large number of iterations (50 in our 
implementation--this is "playing it safe" since convergence is typically achieved in at most twenty 
iterations) we assume that oscillations have set in. Even if we falsely conclude oscillations (in case of 
extremely slow convergence), the completeness of our method (Theorem 3.3) is not affected. 
4.2. Incremental construction of the diagram 
In this section we show how to incrementally infer the topology of the Voronoi diagram of the 
obstacles. 
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To perform path planning, we build up a connectivity structure (graph) G around the Voronoi vertices. 
The graph is computed by incremental construction: for every Voronoi vertex v found for a triple T, 
the portion of the Voronoi diagram local to v and T is computed as follows. Consider the portion of 
the Voronoi diagram given by VA,B = bis(A, B) O V. A via point defined by the obstacle pair A, B is 
a point p E VA,B such that Vq E )2A,B: d(p, A) <, d(q, A). We can uniquely associate three via points 
to every Voronoi vertex as follows. Suppose that v is defined by the obstacle triple 7" = {A, B, C}; 
notice that v is an endpoint of );A,B by definition. Now follow )2A, B while walking away from v until 
a via point is encountered. This uniquely associates a via point to VA,B. Analogously we can associate 
via points to )2A,C and VB,C (see Fig. 11). To determine the via points associated to a given Voronoi 
vertex v, we perform an iterative technique similar to that for Voronoi vertices. The difference is that 
we are now dealing with two obstacles instead of three. Suppose we are at the Voronoi vertex v for 
obstacles A, B, C. To get to the via point of obstacles A, B, we begin the iteration with q0 = v. 
When at qi, we obtain the points on A, B closest o qi, and set qi+l to their midpoint. We can show 
that this sequence converges to a via point of A, B if both A and B are convex. Via points help to 
precisely delimit the portion of the Voronoi diagram which is influenced by a given vertex, and this 
makes it possible to incrementally assemble the complete diagram by appropriately joining suitable 
subdiagrams. 
Definition 4.1. Let the Voronoi vertex v be given, and p], P2, P3 denote the associated via points. 
The portion of the Voronoi diagram 1,' relative to v, denoted as ),'v, is defined as 
Vv= U v-~i, 
i=1,2,3 
where v'-~i denotes the portion of the Voronoi diagram between points v, wi that lie on the Voronoi 
diagram, and wi = Pi if no other Voronoi vertex v ~ lies on v"~i, otherwise wi = v r. 
Consider now the two Voronoi vertices v and v' which are adjacent in 12, and let ~1 ___ bis(A, B) n 12 
be the Voronoi edge connecting them. Furthermore, consider the set S of all via points which belong 
to 5"~ I. Assuming that S is not empty, let p and pt be the via points associated to v and v t, respectively, 
and lying on ~.  Now only two cases are possible, namely either S is a singleton and therefore p = pt, 
or S contains an infinite number of elements, the points of the line segment ~--~/C ff~l. The two cases 
bis(A, C)OV 
÷T 
I 
I 
/ '  bis(B, C)NV 
oP 
/ 
bis(A,B)nV 
Fig. 11. A Voronoi vertex and the three associated via points. 
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Fig. 12. Connecting Voronoi vertices through their via points. 
are depicted in Fig. 12, left and right, respectively. In both cases the two via points can be joined by 
a simple path. 
The complete diagram can thus be incrementally obtained by appropriately joining the sub-diagrams 
corresponding to the portions relative to different vertices. If part of the Voronoi diagram V has been 
computed, and the portion Vv relative to a new vertex v must be added, it is then sufficient o keep 
track of the via points found so far and of their defining obstacle pairs to correctly join T~v to );. 
Notice that--although depicted as such--the connections between Voronoi vertices and via points do 
not consist of straight line segments ince these could intersect an obstacle. In the diagrams hown 
here, a line segment connecting a Voronoi vertex with a via point should be interpreted as the (possible) 
existence of a path connecting the two. When following such a connection with a robot we trace the 
portion of the Voronoi diagram between the vertex and the via point as described in the preceding 
paragraph. 
As described in the previous ection, we pick the initial seed points at random from the configuration 
space. While this may seem a reasonable choice, we observed in experiments that this is rather 
inefficient. Many (typically about 95 percent) of the trials starting from these points either do not 
converge or lead to Voronoi vertices that have already been discovered in earlier trials; only five 
percent of the trials add to the existing knowledge of the environment. A simple heuristic that we 
developed to help overcome this problem is the following. Suppose we have found a Voronoi vertex v 
and its three associated via points pi; now choose v + 2(pi - v) as new seed points. In other words, 
we take the vector from v to the Pi and scale it with a factor two. Since via points are usually located 
near the boundary of the Voronoi region of the corresponding vertex, these new points are likely to be 
located in an adjacent Voronoi region and thus might converge to a new Voronoi vertex. We observed 
a significant increase in the number of successful trials. With this heuristic, about 25 to 45 percent 
of the trials are successful, compared to approximately five percent without this heuristic. It is our 
feeling that another better strategy could dramatically increase the performance of our algorithm. 
Thus our implementation builds a graph ~ which captures the connectivity of the Voronoi diagram, 
but for computational efficiency differs from ); in some regards. Nodes in G (vertices or via points) 
correspond to points of T~, but edges in ~ do not always represent edges in V: the presence of an 
edge in ~ only indicates a possible motion for the robot between its end nodes. This deviation from 
edges in ); is motivated by the attempt to minimize the number of edges which must be checked for 
collision although they might not appear in the path which is returned as result of the computation. 
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Only when the source and goal configuration lie in the same connected component of G the candidate 
path is checked for collisions with the obstacles. It is desirable to be able to infer the presence of 
as many edges as possible, delaying the check for the safety of the corresponding path segments 
("edge evaluation") as long as possible. The latter can be performed by having the robot trace the 
corresponding portion of the Voronoi diagram and check whether it collides with any of the obstacles 
in doing so. This implies that collision detection must be performed only for those "unknown" edges 
that actually participate in a candidate path. Inferring the presence of an edge while deferring its 
evaluation is convenient, as the latter requires the computation of the via point. The impact on the 
global performance is relevant. 
4.3. Experimental results 
A motion planner for planar robots based on the method described in the previous ections has been 
implemented in C++ on a Silicon Graphics Indigo 2 workstation, which is based on an R4400 pro- 
cessor clocked at 150 MHz and rated with 24 MFLOPS/93 SPECfp92/85 SPECint92. The program 
implements the computation of Voronoi vertices, the incremental construction of the graph ~, and the 
search for a collision-free path on the diagram. The source code consists of approximately 2000 lines 
(excluding libraries), 25 percent of which implement our algorithm; the rest is devoted to managing 
the graphical interface and handling user interaction. 
Testing has been based on a set of several representative scenes, each of which have their own 
peculiarities. We now present experimental results for two of the test scenes. The first scene consists 
of a number of parallel rectangles with little room for the robot to move between them. The scene, 
together with our network representation f (part of) the Voronoi diagram and a path for the robot, is 
shown in Fig. 13(a). Notice that not the entire Voronoi diagram is constructed, but only a portion that 
is sufficient o construct a path between the given placements of the robot. Table 1 shows the running 
time (averaged over 500 runs) for this test scene, together with the size of the network (separate for 
vertices and via points) and the number of successful trials, that is, trials leading to a Voronoi vertex 
Fig. 13. (a) There are a number of possible paths from the top left to the bottom right, of which our algorithm finds a 
relatively short one. (b) This scene is relatively difficult for Voronoi-based approaches due to the large number of obstacles. 
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Table 1 
Experimental results for the two test scenes, taken over 500 runs 
of the algorithm 
Fig. 13(a) min max a 
Running time 0.31 sec 0.18 0.59 0.072 
Successful trials 42.40% 26.71% 60.53% 6.00 
Vertices 38 30 45 3.64 
Via points 66 57 69 2.83 
Fig. 13(b) min max ~r 
Running time 1.09 sec 0.50 3.24 0.40 
Successful trials 28.06% 7.25% 62.50% 10.67 
Vertices 97 76 112 7.69 
Via points 162 114 172 7.39 
not previously discovered. Together with each quantity we also give the minimum and maximum 
values that occurred uring these test runs, and the standard eviation ~r. 
In a second test scene (Fig. 13(b)), a triangular robot moves from the bottom left to the top right 
amidst a large number of small obstacles. This scene is relatively difficult for Voronoi-based approaches 
because of the complexity of the Voronoi diagram. The running time of our algorithm reflects this 
complexity, by taking 1.09 seconds on average; also the number of successful trials is less than before. 
Note that some of the edges cross over obstacles; this is correct since it can only occur where the 
robot cannot pass between the obstacles (recall that an edge only indicates that there poss ib ly  exists a 
motion for the robot). 
In both test scenes (as well as in others not shown here), the experiments show that our way of 
picking initial seed points (even with the heuristic described in Section 4.1) is rather inefficient. It is 
our feeling that another better strategy could dramatically increase the performance of our algorithm. 
Unfortunately, determining such a strategy seems to be rather difficult. Limiting the choice of initial 
seed points, for example by choosing them on the site boundaries (or even on the vertices, in the case 
of polygonal sites) is not a good alternative--it can be shown that some Voronoi vertices might never 
be found this way. Also this heuristic did not improve our experimental findings. The same applies to 
a number of other strategies we tried, such as picking more seed points in regions where few Voronoi 
vertices have been discovered. We consider such a strategy to be an interesting open problem. 
5. Discussion and future work 
In this paper we presented a simple iterative technique to seek Voronoi vertices of a set of planar 
sites while being restricted to performing only nearest point queries on the sites. Starting at a random 
seed point, we query for the three nearest points on different obstacles and jump to the center of 
their circumcircle and repeat. This process usually converges towards the desired Voronoi vertex 
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within a few iterations. The spirit of this type of solution--make a random initial guess, perform 
some computation which gives a refined guess, and reiterate--will be familiar to puzzle solvers; a 
well-known puzzle is the following. We are given a self-referential sentence of the form 
"In this sentence, the number of  occurrences of  'a' is _, o f  'b' is . . . . .  , o f  'z' is _ . "  
and the desired solution is a 26-tuple of positive integers that makes the sentence true. A simple, 
intuitive and robust method to solve these genre of puzzles (which works for most sentences in any 
language) is to simply guess a 26-tuple at random, say twenty-six ones, and plug it in to get the (false) 
sentence: "In this sentence, the number of  occurrences of  'a' is one, o f  'b' is one . . . .  , o f  'z' is one". 
Now count the number of a's, b's, and so on in this false sentence; this becomes the refined 26-tuple. 
Repeat his for a few iterations, and more often than not, this process will arrive at a stable solution 
(there may be several): a self-documenting sentence. Hofstadter calls this process Robinsonizing after 
the logician Raphael Robinson [12]. The underlying space of 26-tuples being discrete, the exact solution 
is achieved in the case of the puzzle. This is sometimes true in our Voronoi vertex-finding technique 
as well; for instance, when the Voronoi vertex is defined by points on convex sites where the tangent 
is undefined (like vertices of polygons) we achieve the Voronoi vertex exactly. In other cases, when 
the Voronoi vertex is defined by smooth object boundaries, we achieve convergence: we get closer and 
closer to the Voronoi vertex without actually reaching it. For example, the Voronoi vertex in Fig. 5 
is achieved exactly from a suitable seed point in its vicinity; however, for that in Fig. 1, we achieve 
only convergence (the Voronoi vertex is defined by interiors of the line segments). An open problem 
in this context is to study rates of convergence. 
We do not always achieve convergence to a Voronoi vertex from any seed point. We defined the 
region of convergence of a Voronoi vertex to be the set of seed points that lead to convergence to 
that vertex. When the initial random guess is outside the region of convergence, our technique was 
observed to lead to oscillations with some finite period. We presented some geometric onditions when 
each of convergence/oscillation occurs. We do not yet have simultaneously necessary and sufficient 
conditions for convergence. In other words, we have not yet been able to precisely characterize r gions 
of convergence which we believe to be another interesting open problem. 
In case the initial seed point misses the region of convergence (in other words, if the sequence 
oscillates), adifferent seed point is required for convergence. We showed that the region of convergence 
is of nonzero measure proving the probabilistic ompleteness of our technique: the probability of 
missing the region of convergence in n random tries decreases exponentially with n, if a finite Voronoi 
vertex exists. We proved this by showing that the region of convergence included an e-ball around the 
Voronoi vertex, for some sufficiently small e. However, in the implementation, we observed that the 
region of convergence is much larger than this conservative e-neighborhood and in a relatively few 
number of trials (between one and four), one always secured a hit. 
The second part of our work dealt with implementing our ideas into an efficient motion planner 
for a planar robot with two degrees of freedom. We introduced suitable strategies to pick up triples 
of obstacles in a complex scene that are likely to define a Voronoi vertex, and discussed how to 
capture the connectivity of the diagram and use it for path planning and navigation purposes. We 
have assumed that the obstacles are modeled as polygonal objects for the implementations. This is 
only because we do not yet have routines that return closest points on curved objects--a problem 
that we hope to overcome in the future. Finally, we believe our implementation can be efficiently 
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parallelized. Rather than sequentially running a fixed number of iterations from a single seed point, 
we can pick a sufficiently large (depending on the required probability of success) number of seed 
points and execute iterations on them in parallel. This also has an advantage that we do not have 
to detect oscillations necessarily. If no convergence is achieved from a seed point, we simply ignore 
it. The Linda computational framework [7] seems to be the natural test bed to implement a parallel 
version of our technique in which the search for vertices is executed by a number of processes in 
parallel. 
We plan to extend these ideas to configuration spaces in higher dimensions. In doing this, we expect 
other complications and interesting problems. In all our experiments with planar sites, we experienced 
only the cases of convergence to a point (possibly at infinity) or oscillation of some finite period, 
that is, well behaved and predictable behavior of the sequence {Pi}. Chaotic behavior or curves with 
fractal dimension and strange attractors uch as the attractor of Hdnon 5 were never observed. A 
general proof that chaos is impossible for our scheme in the planar case would be difficult; the map 
Pi ~-~ pi+l appears quite complicated except for the simplest of cases. We analyze a special case in 
Appendix A. 
Apart from the obvious reasons (curiosity, extension, the application to robotics) for studying the 
behavior of our mapping in higher dimensions, there is another one: it might be easier to find an 
example of chaotic behavior in higher dimensions. In d dimensions a Voronoi vertex is defined by 
d + 1 sites; the new point will be the center of the circurnhypersphere of the d + 1 points on the 
sites nearest to the current point. Chaotic behavior and strange attractors are more the rule than the 
exception in anything but the simplest of systems and it would be interesting to detect he presence 
or prove the absence of chaos in our system. 
Acknowledgements 
We thank Mark de Berg, Howie Choset, A.J. Ganesh, Ken Goldberg, Rachel Kuske, Govindan Ra- 
jeev, Otfried Schwarzkopf, Petr Svestka, Ferdinand Verhulst, Mahendra Verma and Chantal Wentink 
for interesting and rewarding discussions. Thanks are due to Otfried for creating the drawing editor 
Ipe with which the pictures in this document were drawn, and to Geert-Jan Giezeman for his Pla- 
Geo library [10], a set of geometric and graphic routines that greatly eased our implementations and 
led to the efficient imings. 
Finally, we thank the anonymous referees for their comments, which improved the quality of this 
paper considerably. In particular we are indebted to the constructive criticisms of one referee who also 
suggested improved proofs for Lemma 2.2 and Theorem A. 1. 
Appendix A. Case of two points and one arbitrary convex site 
In this section we consider the case in which two of the sites are points and give an direct algebraic 
proof of convergence. Although this is a simple deviation from the trivial case of three point sites (in 
SChaotic behavior may be observed by considering iterations in the one-dimensional map Xn+l = ax,~(1 -x~) ,  for 
a E (3.6,4), xo = 1/25. The attractor of H~non can be given by (xn+l,yn+l)  = (Yn - ax~ - l,bx,~), a = 7/5, b = 
3/10, x0 = y0 = 0. A gentle introduction is given by Hofstadter [12]. For more than that, we refer to Peitgen et al. [25]. 
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which convergence to the unique Voronoi vertex is achieved in one step), the proof of convergence 
is not straightforward. The elegant proof of the following theorem is due to one of the referees; we 
present it in lieu of  our previous lengthier proof. 
Theorem A.1. For the case of  two point sites and one convex site, all disjoint and such that the two 
point sites are visible from each other, the iterative scheme always converges to a Voronoi vertex from 
any seed point in the plane. 
Proof.  The condition on visibility between the point sites ensures that a Voronoi vertex exists (see 
Theorem 2.6). To see that the iterative scheme converges to it, consider the following argument. By 
applying an affine transformation, we can let the Voronoi circle C be the unit circle centered at the 
origin, which will be the Voronoi vertex under consideration. Let the convex site S be tangent o C 
at s = (ss, Sy) with Sy > 0. The two point sites a = (as, au), b = (bs, by) are on C. Without loss 
of generality, let them be reflections of each other about the x-axis. Thus, ax = bz and ay = -by.  
Further, without loss of generality, let as < 0. See Fig. 14. For any seed point Po in the plane, the 
first iteration gives a point Pl = (xl,  0) on the x-axis. (Of course, Xl can be at infinity; however, the 
rest of the proof still holds if P2 is a finite point. If it is not, the Voronoi vertex really does exist at 
infinity, as in the case of three colinear point objects.) Let q = (qs, qy) be the closest point on S from 
Pl and let Cl be the circle through q, a, b with center P2 = (x2,0). We can solve for x2 in terms of q 
by noting that a, q are both on CI. Therefore, 
la - P212 = Iq - P212 
" ' ' - . .  ° 
m3,xx  1 
Fig. 14. Analyzing Case 1: qz > sx > ax of the proof of Theorem A.1. 5' is a convex site while a,b are two point sites 
that are reflections of each other in the x-axis. C is the Voronoi circle with O being the Voronoi vertex. Any point in the 
range [minxl,maxxl] picks q at the closest point on 5". Cl is the circle through q, a, b with center x2. We prove that 
x2 < i minxb showing convergence to O. 
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and 
q .q -1  
x2 - 2 (qx  - " 
In general, the choice for pt--given that q is its closest point on S- - is  some interval [rain xt, maxxl] 
on the x-axis given by intersection of normals immediately to q's left and right with the x-axis; see 
Fig. 14. (If q is a smooth point on S, min xt = max xt.) To prove convergence to the origin, it is 
sufficient o show that x2 always has the same sign as points in the interval [rain xl, max xt] and has 
a magnitude fractionally less, for some fixed fraction. To do this, first observe that if q~ > s~ then 
minx > 0 and if q~ < sz then max x < 0. This follows from the convexity of S. 
Now there are several cases to consider. 
1. qz > sz > ax; 
2. qz < sx < az; 
3. sz > qz > az; 
4. sx < qz < az; 
5. qz > az > sz; 
6. qz < az < sz. 
The first case is considered in detail below. The second case's analysis is similar to the first except 
convergence to O is from the left. The third and fourth cases reduce to the first two after an additional 
iteration. The fifth and sixth cases do not occur in convergence towards O; convergence is to another 
vertex in these cases. 
Case 1. q~ > sz > az (see Fig. 14). Draw a tangent from q to C and move s, if necessary, to the 
point of tangency. It is possible that sz > az no longer holds, but if that happens, we are in Case 5 
and convergence to O is impossible. Therefore, assume that qz > sz > az still holds after this shift 
/ j /  ~" "~" ~ ,~ % 
Sv "". \ \  
\ \  " ' - . . ,  " ' - . .  
/~ t I "'~ ""-- 
I ~ ~ O I v ""-.  minx1  
\ / 
/ 
%% / J  
" "C  
\ 
I 
t 
I 
! 
I 
! 
/ 
Fig. 15. Case 5: qx > ax > sx of the proof of Theorem A.1. S here is a line segment site and a, q and C are as before. 
However, in this case, if q is the closest point picked, and qx > ax > s~, then the sequence converges to another Voronoi 
vertex v with Voronoi circle Cv; sv is the point of tangency between S and C,,. Notice that the z-coordinate of s,~ is between 
that of a and q; thus in considering convergence to v, Case 1 or 2 would occur. 
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of s. Consider the two fight triangles: the first with hypotenuse ~-g and sides parallel to the axes, and 
the second with vertices O, q - s, min Xl. These are similar triangles. Therefore, 
minxl [q -  sl2 q" q -  1 q- q -  1 . . . .  > - - > 0 .  
qx - sz  qx - sz  qx - ax 
This implies that x2 > 0 has a magnitude at most half of that of xl and so convergence to O is 
assured. 
Case 2. q~ < s~ < ax.  The analysis is similar to Case 1 except convergence to O is from the left. By 
constructing a similar figure and analyzing similar fight triangles, we get that 
q.q -1  q .q -1  
maxx l - - - -  < <0.  
qz - sx qz - az  
Also, x2 < 0 and the magnitude of x2 is at most half of that of maxxl. 
Cases  3, 4. These reduce to Cases 1, 2 after an additional iteration. 
Cases  5, 6. These cannot occur in convergence to O. See Fig. 15 for an example of Case 5. [] 
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