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Abstract
With the emergence of the spintronics paradigm, there is a compelling reason to find
novel methods to manipulate and measure magnetic spin in condensed matter systems
at nanometre length scales. In metal-oxide materials, the combination of magnetic superexchange, strongly correlated electrons and low symmetry crystalline environments gives rise
to a plethora of useful phenomena: antiferromagnetism, ferroelectricity, semiconducting behaviour and magneto-electric coupling. The break in translational symmetry at an interface
further modifies the intrinsic properties of such magnets in nanometre-thick films. This
thesis focuses on the study of the magnetic structure of cubic and perovskite metal-oxide
magnets, particularly when these are incorporated into metal/metal-oxide thin film systems.
The goal is to investigate the varied effects that an interface exerts on neighbouring magnetic layers to understand the delicate role of nano-architecture and microstructure on the
overall magnetic properties. Although three thin film systems are discussed – Ni80 Fe20 /αFe2 O3 , BiMn0.5 Fe0.5 O3 and Ni80 Fe20 /CoO/Co – these are united through the importance of
interfacial effects. A major part of the work was the deployment of advanced experimental
techniques such as polarised neutron reflectometry and high-angle neutron diffraction to
reveal atomic-scale magnetic information buried at interfaces below the surface of the thin
film. A versatile classical spin model was developed using a computer simulation of 2D/3D
spin-lattices obeying a modified Heisenberg equation to model the experimental findings.

A pronounced exchange bias effect was found experimentally for an antiferromagnetic
hematite α-Fe2 O3 / ferromagnetic permalloy Ni80 Fe20 bilayer film below the blocking temperature of 40 K. Polarised neutron reflectometry was used to characterise the asymmetric
reversal behaviour in the exchange biased state. Using complementary techniques, a detailed
vii
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fitting and error analysis was performed of the polarised neutron reflectometry data to place
an upper limit on the concentration and length scale of a layer of uncompensated moments
at the antiferromagnetic interface in the saturated state. The data is consistent with an
induced magnetic region at the antiferromagnetic interface of 0.5 - 1.0 µB per Fe within
a depth of 1 - 2 nanometres. By extending contemporary models of exchange bias to the
nanocrystalline case, the Monte Carlo computer simulation provides a qualitative explanation for the mechanisms of formation of uncompensated magnetic spins at the interface, the
magnetic reversal behaviour and the consequence of variable antiferromagnetic anisotropy.

For BiMn0.5 Fe0.5 O3 epitaxial thin films, a temperature-dependent experiment was performed to investigate the antiferromagnetic order. High-angle neutron diffraction was used
to directly reveal the atomic-scale magnetic structure of the single-crystalline thin film deposited on a SrTiO3 (001) substrate. A transition to long-range G-type antiferromagnetism
was observed below 120 K with a ( 21 12 21 ) propagation vector. A weak ferromagnetic component was observed using SQUID magnetometry. The thin film has a reduced critical
temperature compared to the related bulk material La0.2 Bi0.8 Fe0.5 Mn0.5 O3 attributed to the
strained growth of the film on the substrate interface. There is no indication of the spin
cycloid, known for BiFeO3 , in the BiMn0.5 Fe0.5 O3 thin film. Monte Carlo simulations were
used to elucidate the types of local and global perturbation of the molecular fields required
to generate or destroy an incommensurate spin structure and lead to a weak ferromagnetism.

For the Ni80 Fe20 /CoO/Co section, a series of ferromagnet/antiferromagnet/ferromagnet
trilayer thin films were fabricated by ion-beam assisted deposition with varying CoO spacer
thickness. A microstructural study was performed using electron microscopy, X-ray reflectometry and polarised neutron reflectometry to determine the relationship between the film
morphology and the magnetic properties. At 200 K, after field-cooling, both perpendicular
and longitudinal magnetic exchange bias was present in a double-shifted hysteresis loop.
Based on layer-resolved polarised neutron reflectometry, it is shown that ion-beam modification during the deposition led to an oxygen-rich CoO/Co nanocomposite interface region.
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Chapter 1
Introduction
1.1

Background

1.1.1

Magnetism in the metal-oxides: The past and the future

... Thales says that a lodestone has a soul because it causes movement to iron.
Aristotle, 350 BC, De Anima (1)
Magnetism in the transition metal-oxides fascinated humankind even in the time of
the Ancient Greeks and Chinese, who recorded that lodestone (magnetite Fe3 O4 ) could
attract an object at a distance (1; 2). The existence of ferromagnetism (FM) in these
natural materials has been known for thousands of years and the development of modern
civilization is inseparable from its applications: compasses, electromagnets, generators and
modern computers. Thankfully, in the 20th century, the theories of electromagnetism and
quantum mechanics began to provide a more satisfying explanation for magnetic properties
than Thales’ notion of a “soul”, and, in particular, the understanding of ferromagnetic
behaviour from the atomic to the macroscale has been highly developed.
By comparison, the phenomenon of antiferromagnetism (AFM) is a reasonably new
discovery, first detected by Néel only 60 years ago (3; 4), and many aspects of these
types of materials remain mysterious and controversial. Néel postulated that, unlike in
ferromagnets, in antiferromagnets, the interactions between neighbouring atomic spins were
1

1.1 Background
negative such that spins tended to align antiparallel forming two sub-lattices, as illustrated
in Figure 1.1. While the Ancient Greeks would have been exposed to be many natural
antiferromagnetic materials in their daily lives (for example α-Fe2 O3 ), they would have
been unaware of their true properties since on a macroscopic scale they exhibit no remnant
magnetic behaviour. In fact, it took the pioneering work of C.G. Schull to verify the existence
of antiferromagnetic materials and refine the theories of Néel, by directly measuring the
Bragg reflections corresponding to the two sub-lattices using neutron diffraction, which was
a new technique of the time. For this, and other discoveries, both Néel and C.G Schull were
subsequently awarded Nobel Prizes in 1970 and 1994 respectively (5; 6).
Today it is widely hoped that such antiferromagnetic materials will play an equal role
to ferromagnetic materials to empower a new generation of applications. Atomic-scale
microscopy has allowed direct visualisation of these types of magnets (7), and working in
synergy, advanced mathematical and large-scale computational techniques have allowed for
the simulation and prediction of condensed matter properties (8; 9; 10).
However, even as the understanding of the bulk magnetic properties has improved, a
growing frontier has emerged regarding the behaviour of these magnetic materials down at
nanometre scales, near the presence of interfaces or when an antiferromagnet is in close
proximity to a neighbouring ferromagnet material. In such systems the normally infinite
crystal lattice is terminated, and this break in symmetry, along with finite size effects,
introduce a rich set of emergent phenomena. Such artificial magnetic nanostructures are
an area of rapidly evolving interest because they exhibit distinctive magnetic properties not
found in bulk materials, and this prospect offers a range of enticing real-world applications
in magnetic recording, quantum computing and biomedical treatment (11; 12; 13).
New experimental tools, and theoretical approaches are required to measure, test, understand and refine the behaviour of antiferromagnetic materials under these conditions. This
thesis is devoted to the study of antiferromagnetic metal-oxide thin film materials, including hybrid metal-metal oxide multilayers, with a particular focus on unveiling the magnetic
spin behaviour near an interface by using advanced experimental techniques in synergy with
atomistic computer simulations to elucidate the role of such systems in future spintronics
applications.
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Figure 1.1: Simplified representation of the various types of magnetic order illustrated on a
square lattice. The arrows depict the net magnet moment per atomic site, with the spincomponent direction represented by the arrow direction, and the magnitude represented by
the size of arrow.

1.1.2

Spintronics: From ferromagnetic metals to antiferromagnetic
oxides

The study of spin-dependent transport phenomena in metallic Fe/Cr thin film systems led
to the discovery of giant magneto-resistance (14; 15) for which Fert and Grünberg were
awarded the Nobel Prize in 2007. This advancement set in motion a chain of innovations
(16; 17) which directly led to the success of modern hard disk read-heads and radically
increased the amount of digital data storage available to ordinary people. This has had
an irreversible effect on our society: a 1 terabyte hard-drive is now routinely available.
Moreover, these technological advancements led to the widespread realization that electric
current and magnetic spin can be used in synergy to empower a new generation of electronics.
This concept has been termed spintronics (11).
The field of spintronics aims to exploit the magnetic spin of an electron to overcome
fundamental limitations in conventional electronics. The 20th century was dominated by
circuitry which manipulated electric charge. However, it is widely accepted that we are approaching the fundamental limits of traditional semiconducting technology, and are already
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lagging behind the expectations of Moore’s law (11). Recent developments have demonstrated ways to utilize the additional degree of freedom offered by the electron’s magnetic
spin, and overcome the hurdles facing conventional semiconducting technology. This hints
at a new generation of devices for the coming century (12; 11; 18; 19; 20).
Artificial nanostructures such as thin films and patterned media are at the forefront
of this research. Although metals have been the main component of current spintronics
technology (11), there are numerous advantages to be found by incorporating oxide elements
since these have distinctive properties not found in the metals (localized antiferromagnetism,
colossal magnetoresistance, exchange-bias, insulating tunnel barriers, ferroelectricity, dilute
magnetic semiconducting behaviour and high temperature superconductivity)(21; 22; 19;
23). In particular, hybrid thin films containing a combination of a ferromagnetic metal
and a metal-oxide are attractive, because they offer a way to combine the high magnetic
saturation of the metal with the multifunctional properties offered by the metal-oxide (18;
20). Recently a great deal of research has focused on the properties of magnetic oxides, or
hybrid metal/metal-oxide thin films.

1.1.3

Advances in thin film oxide deposition

Numerous powerful deposition methods have been developed to allow the fabrication of thin
films of oxide material with almost atomic-scale perfection. These include radio frequency
(RF) magnetron sputtering, atomic-layer-deposition (ALD), pulsed-laser deposition (PLD),
ion-assisted deposition and molecular beam epitaxy (MBE) (22; 24).
Such films can be fabricated from an atomic monolayer (< 1 nm) to more a than micrometre (> 1000 nm). Generally films of a few monolayers are termed ‘ultra-thin films’,
whereas the term ‘thin film’ refers to the 2-500 nm thickness regime. Thin films exhibit new
physical properties since the ratio of the surface/interface atoms is very high compared to
the non-surface atoms, and the aspect-ratio of the overall structure is almost 2D and planar.
Finite size effects can mean that the magnetic properties of the thin film depend closely on
the thickness of the film (22). Additionally, using a single crystalline substrate, new strained
phases of materials can be stabilized that are unstable in free, bulk form, i.e., not in thermodynamic equilibrium. Finally, the controlled growth of thin films allows layering of multiple
4
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different types of materials on top of one another to form super-lattices, heterostructures
and multilayers. This delicate interplay of the thin film layers adds an additional degree of
freedom since magnetic interface or long-range Ruderman-Kittel-Kasuya-Yoshida (RKKY)
interlayer coupling may occur.
A review of these topics is given in Chapter 2.

1.1.4

Improved neutron techniques for measuring thin films

The travelling neutron particle has a high degree of penetration into solid matter, and
possesses a magnetic moment. Unlike light, or unpolarised X-rays, this allows neutron
scattering techniques to ‘see’ below the surface of a magnetic material in order to determine
buried structure.
Three significant advances have occurred since the time of C.G. Schull, who performed
the first experiments on bulk antiferromagnetic materials. Firstly, the intensity of neutron
sources has improved owing to more powerful and efficient research reactors (25) and spallation neutron sources. Secondly, the quality of neutron instrumentation has improved resulting in a higher signal-to-noise-ratio and more efficient detection. Thirdly, new techniques
have arisen that are specifically designed to study thin film materials. Most significantly,
in the 1980s, Felcher developed the reflectometry technique using polarised neutrons to
unveil the magnetic depth profile of a thin film down to sub-nm resolution (26). Also, in
addition to reflectometry, it is now possible to deploy classical neutron diffraction to resolve
weak Bragg peaks from thin films by using a modern triple-axis spectrometer with a low
background and energy selectivity. Such faint reflections would have been buried in the
background if C.G. Schull had attempted this. A more detailed discussion is given in the
experimental sections.
Despite these advancements, experimental information of this type on magnetic thin
systems remains rare, since neutron sources with high quality instrumentation are not numerous. In 2006, the new OPAL research nuclear reactor was established in Lucas Heights,
Australia, and now provides access to high quality neutron instrumentation (25). The work
in this thesis represents some of the first magnetic thin film experiments performed on the
PLATYPUS (27; 28) and TAIPAN (29) instruments at the reactor.
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1.2

Statement of research

1.2.1

Research questions

This thesis presents experimental and computational results on three different metal-oxide
based thin film systems: Ni80 Fe20 /α-Fe2 O3 , BiMn0.5 Fe0.5 O3 and Co/CoO/Ni80 Fe20 . Collectively the work addresses the same re-occurring questions:
• how does the magnetic structure of an oxide change in nanometre-thick films or near
an interface?
• what are the driving forces behind, and effects of unusual spin structure that lead to
properties that deviate from the related bulk materials?
• how can neutron scattering be used to experimentally measure thin film chemical and
magnetic spin structures?
• how can this be related to technologically useful phenomena in thin films such as
magneto-resistance, exchange bias and multiferroicity?

1.2.2

Outline of the thesis

Chapter 2 provides a literature review highlighting topical contemporary questions in the
field of magnetic thin film oxides. Chapter 3 introduces the experimental techniques used
throughout this thesis in order to study the structural and magnetic properties of the thin
films. Chapter 4 provides the mathematical frame-work used to construct a computer
model to explain the experimental results in this work. Chapter 5 describes the experimental investigation of the magnetic structure of a nanocrystalline Ni20 Fe80 /Fe2 O3 bilayer
using magnetometry, electron microscopy and polarised neutron reflectometry. Chapter 6
describes the theoretical model used to understand the exchange bias in nanocrystalline
bilayers. Chapter 7 presents an experimental neutron diffraction study of the chemical and
magnetic structure of BiMn0.5 Fe0.5 O3 . Chapter 8 uses the mathematical spin Hamiltonian to
understand the driving forces for cycloid formation and weak ferromagnetism in orthoferrites
such as BiFeO3 and BiMn0.5 Fe0.5 O3 . Chapter 9 presents an experimental magnetometry,
6
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X-ray diffraction and neutron reflectometry study of the unusual exchange-bias effects in a
three-layered Ni80 Fe20 /CoO/Co thin film. In Chapter 10, a summary is given of the main
insights, highlights and future directions gained from this thesis work.

7

Chapter 2
Literature review
2.1

Overview

This chapter will provide a brief review of the magnetic properties of the transition metaloxides, with a focus on the underlying physical phenomena rather than specific material
systems. Section 2.2 discusses the intrinsic bulk properties of the metal-oxides which motivates the interest in this class of materials for spintronics. Section 2.3 discusses the
new physical effects that occur when a metal-oxide is grown in thin film form. Section
2.4 defines and introduces the magnetic exchange bias phenomenon that occurs in hybrid
metal/metal-oxide thin films.
A specific literature review for each of the material systems studied in this thesis can be
found in the later chapters.

2.2

Intrinsic properties of metal-oxides for spintronics

Transition metal oxides such as Fe2 O3 , Fe3 O4 , CoO, Co3 O4 and NiO represent a wide class
of materials that occur plentifully in nature. Indeed, many metals such as Fe, Co and Ni will
oxidize under atmospheric conditions to form these materials, explaining their abundance
in natural ore deposits (30). In addition to the natural oxides, there is a diverse family of
synthetic inorganic metal-oxide materials with a rich set of possible crystal structures: perovskites, spinels pyrochlores and hexagonal ferrites (23). Chemically, the metal-oxide family
8
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Insulating oxides
Electrically polarizable
Magnetically
polarizable
Ferromagnetic
Ferroelectric

Multiferroic

Figure 2.1: Magnetic, ferroelectric and magnetoelectric properties of known metal-oxides
adapted from Ref. (21).
has bonds that range widely from nearly ionic to metallic, and this offers a truly staggering
range of physical properties: from insulating to conducting, from antiferromagnetic (31) to
ferromagnetic (32). Mechanically, metal-oxide materials tend to be classed as ceramics (23)
which are brittle, hard and able to withstand chemical erosion and high temperatures that
may destroy other materials. Together these properties imply that oxides have real prospective uses in nanostructures such as spin-valves (33; 34; 35), where such properties are very
desirable and quite rare in metals (36). From a magnetic perspective, as the distance between cations in the oxides is large, direct exchange due to metal-orbital overlap is unusual,
and the magnetic exchange mechanism responsible for long-range magnetic order is a form
of indirect magnetic exchange spanning reasonably long interatomic distances (37; 31; 23).
Specifically, superexchange via a metal-oxygen-metal bond is predominant in the majority
of insulating or semi-insulating metal-oxides, and the strength of this magnetic coupling is
empirically well-understood using the Goodenough-Kanamori rules (38; 39). These rules
state that for 180 degree bonds over partly occupied d orbitals, the exchange mechanism
is antiferromagnetic in nature which explains the plentiful examples of antiferromagnetic
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materials in the rock-salt oxides (CoO, NiO, FeO). The spin-spin coupling via the superexchange mechanism can be surprisingly strong resulting in relatively high magnetic phase
transition temperatures (CoO: 293 K (40), NiO: 523 K, FeO: 198 K (23), α-Fe2 O3 : 925
K (31)). Figure 2.2 introduces some of the possible magnetic structure known for cubic
and pseudo-cubic perovskites. Nevertheless, it is only quite recently that researchers have
seriously began to consider the prospect of using metal-oxides for applications in spintronics
(21; 24; 41; 42; 35; 43). In addition to the properties already mentioned, there are some
further features in the oxides which make them particularly attractive:
• strongly correlated electronic states allowing for other desirable phenomena such as
ferroelectricity (37), magnetoelectric coupling (21), high temperature superconductivity (23), colossal magnetoresistance (44) and charge-ordering (45).
• strong magnetocrystalline anisotropy due to partially unquenched orbital magnetic
moments and spin-orbit coupling (46).
• intrinsic semiconducting behaviour, and dilute magnetic behaviour for doped nonmagnetic oxides (TiO2 and ZnO) (47).
In addition to the intrinsic properties of bulk metal-oxides (23), there are some distinctive
finite-size and interfacial phenomena associated with thin and ultra-thin metal-oxide films
(24), as summarised in the following section.

2.3

Emergent properties of metal-oxides in thin film
form

2.3.1

Finite-size effects: Suppressed Curie and Néel temperatures

In many ferromagnetic and antiferromagnetic nanosystems, the magnetic ordering temperature is reduced by the lowered dimensionality. In addition to a lowered Curie/ Néel point,
separating the paramagnetic from the ferromagnet/antiferromagnetic state, it is often found
that critical temperatures for spin-reorientation transitions, such as the Morin transition in
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Figure 2.2: The types of magnetic order possible on a simple cubic lattice, and their theoretical surface spin structures, labelled in the conventional way according to nomenclature
introduced in Ref. (48).
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α-Fe2 O3 are also suppressed by finite size (49; 50; 51). Within the framework of the simple
Heisenberg model (52), the energy of interaction of the spin lattice is given by:
H = −J

X

S~i • S~j

(2.1)

ij

where S~i is the atomic spin per site (see 4.3) and J is the magnetic exchange integral
(see 4.5.1). The summation is usually performed over nearest-neighbours. For metaloxide materials the source of J is superexchange, and the nearest-neighbour approximation
is far better than in the metals where RKKY-type interactions can cause longer distance
interactions (24). Using this framework, for a bulk system with infinite translation symmetry,
one can define an effective mean exchange field with magnitude HE =< n > JS 2 where
< n > is the number of nearest neighbours (< n >= 6 for a simple cubic lattice) (53).
To a first approximation, ignoring fluctuations and entropy, the critical temperature below
which magnetic order freezes is given by the condition that kB T < HE . Near an interface
or surface, the number of nearest neighbours (n0 ) is obviously lowered so that (n0 < n),
and the mean exchange field HE0 is reduced as a consequence of the reduced co-ordination
number of interfacial atoms, lowering the critical temperature. This simple theory predicts
the effect to be most pronounced in systems with high surface/bulk ratio (i.e. thin films
and nanoparticles) which is qualitatively the case, but it is not quantitatively consistent
with experimental results (24). A more recent, comprehensive theory extends the mean-field
treatment to consider the case for systems with different dimensionality (dots, particles, wires
and thin films), and uses a similar criteria to the melting of nanostructure with thickness
D, to predict the magnetic ordering temperature Torder : (54; 24)
1−α
− D/D
−1

Torder (D) = Torder (∞)e

0

(2.2)

where D0 = 2(3 − d)h depends on the dimensionality of the nanostructure (d), and the coordination number of atoms in bulk h; α is a material property, which for systems with free
surfaces depends on the well-known entropy of vibration Svib , and R is the nanostructure
thickness , such that α = 1 + 2(Svib /3R). As exemplified in Figure 2.3, the agreement
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Figure 2.3: Comparison of experimental data for magnetic ordering temperature Tc for
metal-oxides with predictions of equation 2.2 taken from Ref. (54). The points are the
experimental data. The solid line are the theoretical predictions according to the model.
between experimental data and the predictions of this model is very convincing for a wide
range of metal-oxide systems, even though the model has no free parameters. In general, one
can see an almost universal rule: the values of α and D are such that after a few nanometres
(> 10 nm) the bulk critical temperature are re-established in almost all systems. This means
that, for sufficiently thick films, one can expect the ordering temperature close to the bulk
value. For example, Co/CoO has a bulk Neel temperature of 293 K and for 20 nm thin
films, a similar transition was found at 290 K (55) ; BiFeO3 has a bulk ordering temperature
of 643 K (56) and for 200 nm-thick films Torder ≈ 650 K (57). As a final point, one should
also note that occasionally for thin films, the critical magnetic temperatures can actually
appear to be enhanced compared with bulk (50; 58). This is attributed to the additional
effects of film-strain, or altered electronic states at some interfaces, which modify the crystal
structure or the magnetic exchange integral to the degree that the simple finite size model
no longer applies. These effects are discussed in the next section.

2.3.2

Substrate/film interface effects

The choice of substrate can have important consequences for the magnetic properties of
the resulting thin film for two reasons. Firstly, the crystal structure and lattice spacing
of the substrate can determine the strain, preferred orientation, and crystal phase of the
resulting film if epitaxial growth occurs (59; 56). This can include stabilizing phases that
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are usually only possible under high-pressure, or are meta-stable at room temperature (32).
A natural consequence in such cases is that the magnetic exchange no longer resembles
the bulk phase. A second effect of the substrate which sometimes needs to be considered,
particularly for ultra-thin films, is that even non-magnetic substrates can affect the magnetic
properties due to interface-localized electronic effects (24). For example, NiO grown on Ag
has a different ordering temperature from NiO grown on an MgO substrate (24). This has
been understood to occur due to the electronic interaction between the orbitals and atoms
of the film and substrate. A recent theory suggests that the magnetic exchange constant, J,
is subject to charge fluctuation near such an interface as described by the Hubbard Energy
U and cation-anion charge transfer energy ∆ in the expression (24):
J=

2t2C
(1/UC + 1/∆)
∆2

(2.3)

Charge screening from a substrate with high dielectric polarisation is believed to modulate
the Hubbard energy UC , charge transfer tC and charge transfer energy ∆ resulting in a
different magnetic exchange integral in the interface region (24).

2.3.3

Altered surface magnetic moment

A broad range of experimental and theoretical studies have suggested that spins near a
vacuum interface in a thin film or nanoparticle behave remarkably differently from the bulk
spins (53; 60; 61; 62; 63). Most strikingly, an anomalous enhancement of the magnetic
moment has been reported for surface spins in α-Fe2 O3 (63) and TiO2 (64) nanoparticles.
This manifests in a larger-than-bulk average magnetic moment for systems with high surface/volume ratio (64). Nevertheless, the occurrence of such surface moments is somewhat
controversial because there are many cases where no enhancement was detected in thin film
or nanoparticle form (60). It is likely that the nature of interface termination (whether polar,
or non-polar), whether it is stoichiometric, along with surface modifications such as surfactants, impurities and roughness determine the valence state of surface spins, and therefore
the resulting magnetic moment. Even in cases when the bulk moment is preserved, a more
universal finding seems to be that properties such as the magnetic anisotropy and spin-flop
14
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a)

b)

c)

Figure 2.4: a) Spin structure of a spherical nanoparticle of linear size N = 15 from Ref.
(66) showing that the atoms in the plane z = 0 experience surface-modified anisotropy due
to pseudo-dipolar contribution b) Calculated dependence of interface anisotropy on volume
of small particles or thickness of thin films from Ref. (66) c) Thickness dependence of
perpendicular anisotropy in Co thin film from Ref. (67).
transition are altered (60; 62). This has a clear physical origin that was first proposed by
Néel (65) as described in the next section.

2.3.4

Interface modified magnetic anisotropy

Néel was the first to propose that, due to the lower co-ordination number of atoms near
an interface, a large magnetic anisotropy can result (65). For this reason, it often found
that the spins on a spherical nanoparticle have a radial component (66). For a wide range
of thin films, it is usually found that the perpendicular anisotropy increases inversely with
thickness (59). There are thought to be two distinct origins of anisotropy enhancement at
the interface (59): pseudo-dipolar anisotropy and spin-orbit anisotropy. The pseudo-dipolar
contribution (HM D ) was first considered by Néel. It can be described by a pair-wise function
analogous to the dipolar interaction, where the energy per spin is (68):

HM D = L

X S~i • S~j
|rij |3

−

3(S~i • r~ij )(S~j • r~ij )
5|rij |5

(2.4)

The parameter L describes the strength of the anisotropy. If only the conventional dipoledipole interaction is considered then L = Ld =

(nµB )2
2

where nµB is the total magnetic

moment on each equivalent site (69). While it appears that many experimental results can
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be explained by using a purely dipolar anisotropy of this form, in certain material systems,
first-principle calculations have shown that the effective interaction strength is larger than
the naked dipole-dipole interaction (ie. L >> Ld ) (66; 67; 70). For the simple case of
collinear relationship of antiferromagnetic spins with three fold rotational symmetry, as in
the corundum/orthoferrite R3 oxides, one can write the pseudo-dipolar term as an effective
uniaxial/easy plane anisotropy so that the energy per dipole making an angle θ with the
c-axis is HP D = sin2 θκM D where:
κM D = L

X

Pi

(3cos2 θi − 1)
Ri3

(2.5)

Pi specifies the orientation of the spin on site i (restricted to +1, or -1 in this expression),
Ri is the distance between the spin and the reference site, and θi is the angle between the
spin direction and the displacement vector to the reference site (69; 67). It can be seen
that the expression arises directly from the dipolar-interaction, which is invariant for cubic
antiferromagnets. In general within high symmetry bulk magnets, this form of anisotropy
vanishes, although in corundum-type orthoferrite antiferromagnets, such as α-Fe2 O3 , the
dipolar anisotropy is believed to make a significant contribution to the basal plane anisotropy
and explains the origin of the spin-reorientation at the Morin transition (69). Additionally,
near an interface, due to the lowered symmetry and co-ordination, this type of anisotropy
cannot vanish even for cubic magnets, and may explain the unusual experimental spin
structures found even in antiferromagnetic materials (68; 53; 71; 70). A second possible
effect, distinct from the pseudo-dipolar mechanism, is that near a break in symmetry, the
crystal fields from the Coulombic interactions of the atoms will be greatly changed from
those in the bulk form. This could severely distort or alter the behaviour of the d electrons
in the orbitals. In general, in a crystalline transition-metal solid, the orbital moment is
quenched, so that the total moment is reduced from the predictions of Hund’s rules (52),
but near an interface this could be modified. If the spin moment of the d electrons is also
coupled by spin-orbit coupling, this effect can also lead to an enhanced interface anisotropy
(59).
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2.3.5

Domains in antiferromagnetic thin films

Figure 2.5: Two possible types of antiferromagnetic domains - illustration taken from Ref.
(7). In the phase domain (p-DW), the phase of the antiferromagnetic order shifts by one
lattice unit between each domain, but the spin directions are unaltered within each domain.
In the orientational domain wall (o-Dw), the orientation of the spin-lattices in each domain
is along a different crystalline direction (7).
The formation of magnetic domains in bulk and thin film ferromagnets is well known, and
have been understood in terms of the competition between the local exchange, anisotropy
(easy-axis) and long-range dipolar fields (magneto-statics) (52). In recent years there have
been exciting advances in controlling domain-wall motion using stimuli such as spin polarised
current (11). However, for antiferromagnets, the theoretical and experimental understanding
of domains is less straightforward, particularly in the case of multi-granular systems (36).
As with ferromagnets, one can envision at least two types of domain-classes and their
corresponding domain walls as illustrated in Fig 2.5. However, since antiferromagnets have
nearly zero net moment due to the competing sub-lattices, the long-range dipolar fields are
relatively unimportant in governing the energetics of domain formation. It is untrue to say
that that antiferromagnets do not couple to the applied field - there is ample evidence that
they do couple: metamagnetism (46); thermoremnant magnetism from uncompensated
spins/ defects (30); spin-flop coupling (60); spin canting / weak-ferromagnetism (73)).
Nevertheless from the diverse range of phenomena it can be seen that the coupling of the
antiferromagnetic domain to an applied field is a complicated process with results that are
often nearly undetectable at the macroscale. This is because the negative exchange forces
17
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Figure 2.6: X-ray linear dichroism contrast of orientational domains in LaFeO3 (72).

Figure 2.7: Atomic structure of antiferromagnetic phase-domain wall measured with scanning tunnelling microscopy in Ref. (7).
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that divide the antiferromagnet into two or more opposing spin-lattices are very strong, and it
is impossible for both sub-lattices to couple easily to the Zeeman field without a large degree
of magnetic frustration (8). This means, with regards to domain formation, the Zeeman
coupling is a non-linear and complicated effect. Nevertheless the crystalline anisotropy
remains strong, and in zero field, if the anisotropy is multi-axial, this will naturally lead to
the formation of orientational domains which are degenerate with respect to one another.
This type of orientational domain in antiferromagnets has long been known and has been
detected using neutron diffraction by orientating the crystal along different axes (74). More
controversial is the formation of the second type of domains: phase domain walls. These
involve a higher degree of exchange-frustration, and the resulting domain structure may not
be degenerate in a field since this type of domain wall can carry a small net magnetic moment
(8; 7). There are strong theoretical reasons to expect the formation of phase domains: the
influence of entropy at finite temperature and the presence of disorder creating pinning sites
(7). Nevertheless, the length-scale of these domains is not clear (72). While domains in

Figure 2.8: Formation of antiferromagnetic domain due to defects in an Ising model in
accordance with the Imry-Ma argument (8). The application of an applied field breaks the
degeneracy of the domain and encourages a small net moment associated with the domain.
bulk antiferromagnets can be very large (1 mm), dramatically reduced nanometre domain
sizes are typical in thin films as shown in Figure 2.6 (72). Theoretical models for this type of
domain formation include the random-field Ising model and the dilute Ising antiferromagnet
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(8; 75) showing that disorder in the form of roughness or imperfections encourages domain
formation on nanometre length-scales, and a multi-phase-domain state can be the lowest
energy configuration in an applied field according to the Imry-Ma argument as illustrated in
Figure 2.8. Importantly, it is widely believed that the formation of short-range and frustrated
antiferromagnetic order within such a domain state can lead to the formation of a small net
magnetic moment, which conceivably plays an important role in the coupling of a nearby
ferromagnet in exchange-bias systems (8; 7).

2.4

Magnetic coupling in hybrid metal/metal-oxide thin
films

2.4.1

Definition of magnetic exchange bias

Figure 2.9: Magnetic exchange bias refers to the horizontal field-shift of the magnetic
hysteresis. The field-shift is usually accompanied by a broadening in width termed coercivity
enhancement.
Exchange bias refers to the field-shift of a magnetic hysteresis. This effect was first discovered by Meiklejohn and Bean in 1957 in Co/CoO nanoparticles (76; 77). The magnitude
of the exchange bias field is usually expressed via the formula
HEB =

Hc1 + Hc2
2

(2.6)

where Hc1 and Hc2 are the coercive fields (78; 36). Figure 2.9 illustrates these quanti20
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Figure 2.10: The original data from the discovery of exchange bias showing shifted-hysteresis
in Co/CoO nanoparticles. (76; 77)
ties, and compares magnetic hysteresis loops with and without bias. Generally the loop-shift
is considered the main indicator of exchange bias, but this is also accompanied by many
secondary effects such as coercivity enhancement (79; 78), an altered magnetic reversal
mechanism (80; 81; 82; 83; 84), modified ferromagnetic domain formation (40) and induced interface magnetism (85; 86; 87; 88; 89; 90; 91). The exchange bias effect is best
known when an antiferromagnet is in contact with a nanoscale ferromagnet, although it also
occurs for other material combinations including ferromagnet/spin glass (92) and ferromagnet/ferrimagnet (93). Exchange bias is sometimes termed ‘a unidirectional anisotropy’ and
is found in a variety of magnetic classes including localized and itinerant magnets incorporating metals, metal-fluorides and metal-oxides (78; 36).

2.4.2

Discovery of exchange bias in metal/metal oxide nanostructures

As many ferromagnetic metals (Co, Fe, Ni) tend to oxidize to form antiferromagnetic oxides
(CoO, FeO etc), natural hybrid metal/metal-oxide thin films and nanostructures are good
candidate materials for forming exchange bias systems. When Meiklejohn and Bean first
discovered the exchange bias effect while studying Co fine particles, they concluded that an
oxide shell had formed around the cobalt core (76; 77). They encountered an asymmetric
loop-shift as illustrated in Figure 2.10. Bean was able to produce a model which remains
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Figure 2.11: Rigid antiferromagnet model for exchange bias coupling in a FM/AFM bilayer
leading to a shifted hysterisis loop. 1) Above the ordering temperature, antiferromagnetic
spins are randomly orientated and the ferromagnetic hysteresis loop will be perfectly symmetrical 2) If the system is cooled, antiferromagnetic ordering will set in, and interfacial
coupling between the ferromagnet and antiferromagnet can occur. 3-5) During a hysteresis
loop, the AFM spin configuration causes an additional anisotropy barrier for ferromagnetic
reversal leading to exchange bias and a shifted hysteresis loop. Illustration from Ref. (95).
the prototypical model of exchange bias and which is introduced in Section 2.4.3. Despite
the fact that exchange bias was discovered as early as 1957 (76; 77), a holistic theoretical
understanding of the effect has proved elusive (94; 79): the order of magnitude of Bean’s
model prediction is not in line with experimental observations, and it cannot describe all of
the associated phenomena (36). Despite remaining a classic mystery of solid state physics,
exchange bias has assumed a pivotal role in the functionality of modern hard-drive recording
(36) as discussed in Section 2.4.4.
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2.4.3

The prototypical model of exchange bias: the Bean Model

To develop the simplest model of exchange bias, Bean assumed that ferromagnetic spins
were coupled to antiferromagnetic oxide spins, and at a planar interface, only one sub-lattice
of the antiferromagnet was coupled to ferromagnet. This situation is schematically shown in
Figure 2.11. In this model, the system is field-cooled from above the critical temperature of
the antiferromagnet, and this defines the initial direction of the interfacial antiferromagnet
spins. During subsequent magnetic reversal, the antiferromagnetic oxide spins remain frozen
and immobile. This provides for a high and low energy state for the ferromagnetic spins,
giving a unidirectional anisotropy controlled by the choice of the initial field cooling direction
(76; 77). Bean assumed a rigid antiferromagnet interface spin structure with a Heisenberglike exchange interaction, Jint , between the ferromagnetic and antiferromagnetic spins across
the interface, giving the energy as function of ferromagnet magnetization angle θ as (79):
E = −HM tF M cos(θ) − Jint cos(θ) + kf sin2 θ

(2.7)

where Jint is the coupling constant between FM and AFM spins, M is the magnetization of
the ferromagnet, tF M is the thickness of the ferromagnetic layer and kf is the anisotropy of
the ferromagnet. It is important to note that the continuum picture described in the equation
above can be easily mapped to an atomistic picture given by the Heisenberg model with the
Hamiltonian (79; 8) discussed in Chapter 4. In the framework for this model, the magnitude
of exchange bias can be calculated by minimizing Equation 2.7 and considering the two
solutions for the coercive field at θ=0/θ = π to give exchange bias as (95):
HEB =

−Jint
M tF M

(2.8)

While the basic ingredients of the above model are almost universally accepted, it seldom, if
ever produces quantitative agreement with experiments (36; 79; 8; 96). This simplistic model
generally predicts values of the exchange bias field which are two orders of magnitude higher
than experimental values (96; 79; 8). Moreover, this model does not capture the cluster of
related experimental features such as magnetic training, asymmetric reversal mechanisms
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and temperature dependence that often occur in exchange bias systems (8). Finally only
perfectly uncompensated antiferromagnetic surfaces are implicitly considered in the model,
and it cannot explain the occurrence of exchange bias at compensated interfaces (97; 8)
where the difference between the two types of interfaces depends on the crystal termination
of the antiferromagnet as illustrated in Figure 2.12. Nevertheless certain features of Bean’s
model have remained timeless, and are still considered to be the prerequisites for exchange
bias (79):
1. the ferromagnetic spins must be coupled to a second material with a harder magnetic
character,
2. the coupling can be localized to a single interface,
3. field-cooling defines the initial spin state of the harder-material or antiferromagnet,
defining the direction of loop shift,
4. the initial surface spin state of the harder material is preserved during rotation even
while the ferromagnet is reversed.
As Bean was well-aware himself, there are several conceptual problems with the simplified
model that make it difficult to produce quantitative predictions:
1. it does not quantitatively account for magnitude of loop-shift (96; 79; 8),
2. it does not satisfactorily describe the origin of coercivity enhancement or rotatable
anisotropy (8; 79),
3. it does not explain the dependence of exchange bias on temperature and field cooling
conditions, and other magnetic memory effects (98; 36; 8),
4. it does not explain the dependence of exchange bias on antiferromagnet grain size or
thickness (36),
5. it cannot explain the origin of exchange bias at compensated and disordered interfaces
such as spin-glasses (97; 99),
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Figure 2.12: a) Schematic of uncompensated antiferromagnetic interface. Dotted square
indicates interface monolayer. b) Compensated interface. c) Uncompensated (111) interface
in spin structure of CoO d) Compensated (100) interface of CoO.
6. it does not provide a satisfactory explanation of magnetic training or asymmetric
reversal (8; 36; 98).
Numerous successive models arose to improve the original description, and to give better
quantitative agreement with experiment (96; 8; 97; 98; 100; 101; 36; 102; 103). While the
models differ, their project is loosely the same: to modify the assumptions made in the prototypical Bean model to give better agreement with experimental facts and to understand the
atomic-scale origin of exchange bias to enable new applications. The models are varied, and
consider how properties such as interface roughness (97), site disorder (8), antiferromagnetic
grain size (96; 36), domain formation (8) and anisotropy axes (101; 98) affect exchange.
Phenomenologically the models share a common idea that the spins in the antiferromagnet
may have locally different characters, and form different subsystems. Most importantly,
based on numerous experiments, it is now commonly accepted that a major distinction exists between rotatable and frozen antiferromagnetic spins (90; 91; 88; 104). Simple models
based on the Stoner-Wohlfarth model for coherent rotation have been very successful at explaining many of characteristics of exchange bias systems (79; 103; 105; 106; 102), although
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they do not attempt to explain the origin of the phenomenological exchange field parameter,
which must be due to an irreversible spin component in the antiferromagnet, along with
unequal coupling of the ferromagnet to the two antiferromagnet sub-lattices or uncompensated antiferromagnetic spins (79; 105). A recent model which elegantly summarises these
broad concepts considers the energy of the ferromagnet magnetization at angle θ in the
form (102):
E = −HM tF M cos(θ) + kf sin2 θ +

X


ai Jint cos(θi − θ) + vi ki sin2 (θi − θi0 )

(2.9)

i

where tF M is the thickness of the ferromagnet, kf is the anisotropy of the ferromagnet (uniaxial), Jint is the exchange constant for coupling ferromagnetic spins and antiferromagnetic
spins. The summation accounts for the different possible sub-systems in the antiferromagnet, which may be frozen, partly frozen or completely unstable at an angle of θi to the
antiferromagnetic easy axis direction θi0 which has a unique anisotropy of magnitude ki .
The relative fractions of the various antiferromagnetic subsystems are weighted by a volume
P
P
factor vi and surface area factor ai such that i vi = 1 and i ai = 1. For the simplest
case, when one just considers two sub-systems of frozen (described by af , vf , kf ) and rotatable antiferromagnetic spins (described by ar , vrot , krot ), with a single anisotropy direction,
the equation reduces to:

E = −HM tF M cos(θ) + kf sin2 θ + af Jint cos(θi − θf ) + vf kf sin2 (θf )
+ arot Jint cos(θ − θrot ) + vrot krot sin2 (θrot )



In that case, the relationship between the fraction of frozen and rotatable antiferromagnetic
spins on the resulting ferromagnetic magnetic hysteresis loop is shown in Figure 2.13. The
frozen spins result in loop-shift whereas the rotatable spins result in coercivity enhancement.
At a single temperature, it is possible that both frozen and rotatable spins coexist, however
for a sizable loop-shift, sufficient antiferromagnetic anisotropy and irreversible spins are required (36; 107). For polycrystalline samples, it is widely believed that the origin and ratio
of rotatable and pinned antiferromagnetic spins depends on the grain size distribution and
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Figure 2.13: Relationship between frozen and rotatable AFM spins on exchange bias at
constant temperature within the framework of the model presented in Ref (102).
corresponding anisotropy since smaller grains behave more like unstable, rotatable superparamagnetic spins (96; 36). While the equations above were initially proposed for the case
of polycrystalline thin films (102), they are flexible enough to encompass a wider variety
of systems where a distinction between frozen and rotatable antiferromagnetic spins exists
(90; 91; 88; 104). This is on the proviso that the atomic scale origin of the parameters in
Equation 2.9 are not unique, and must vary from system to system. For example, in singlecrystal antiferromagnets, the formation of phase-domains from minor defects naturally also
divides the antiferromagnet into spins that are frozen and rotatable (8) as discussed in Section 2.3.5. While very successful at fitting exchange bias data, the model described above
in Equation 2.9 does not provide any means to calculate the number of antiferromagnet
sub-systems or the ratio of frozen and unfrozen spins, and implicitly treats these as a fitting
parameter at a certain temperature (102). Therefore, while elegant, it is not predictive
nor based on first-principles. The ultimate challenge is to predict the magnitude, origin,
time-dependency and temperature dependency of the various parameters used in Equation
2.9. Chapter 6 describes a computer model directed towards this goal in nanocrystalline
antiferromagnets.
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2.4.4

Technological applications of exchange bias

Figure adapted from A. Schuhl et al.
Physique 6 , 945 (2005) and
www.seagate.com

Figure 2.14: The role of the thin film spin-valve structure in the modern hard-drive readhead.
Fert and Grünberg received the Noble Prize in 2007 for their discovery that the resistance through a magnetic trilayer device depended on the relative orientation of the two
magnetic layers (108). In many senses, the giant magnetoresistance device (GMR) is the
prototype for all spintronic devices, and it led to the genesis of the spintronics paradigm (12).
The modern computer hard-disk sensor relies on GMR, and tunnelling magnetic resistance
(TMR), to read data, however the exchange bias effect also plays a crucial role in the sensor
(36). The magnetic multilayer thin film structure used for GMR/TMR incorporates an antiferromagnetic layer, in order to keep one of the ferromagnetic layers ’pinned’ as illustrated
in Figure 2.14 to separate the high and low resistivity states. Currently, exchange bias is of
great industrial importance to the magnetic recording industry (36). Looking to the future,
it appears that oxide ferroelectric and multiferroic memories will make an indelible mark on
the nature of data-storage and spintronics devices (109). In this capacity, it is reasonable
to expect that exchange bias will also play an important role because it provides a mechanism to couple the ferroelectric and magnetic order of an oxide to the magnetic moment of
a ferromagnetic metal. Numerous studies have shown that, by switching the ferroelectric
order in the oxide with an electric field, the coupled magnetic layer can also be partially, or
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completely switched due to the interfacial coupling of exchange bias (110; 20; 43). This
provides a route to combining the high magnetic moment of the metal with the multifunctional properties offered by the oxide, and suggests new ways to write data using electric
fields, whilst retaining the non-volatile nature of magnetic storage (110; 20; 43).
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Chapter 3
Experimental techniques
This chapter is intended to give a very brief discussion of the experimental techniques and
apparatus used in this thesis, with a focus on their application to magnetic thin films and
magnetic oxides. Section 3.1 describes high-angle Bragg diffraction using X-rays or neutrons for atomistic structure determination. Section 3.2 introduces the low-angle scattering
technique of reflectometry for the study of nanometre-scale magnetic and chemical depth
profiles in a thin film. Volume-averaged magnetometry with the superconducting quantum
interference device (SQUID) and vibrating sample magnetometer (VSM) techniques are described in Section 3.3. The final Section 3.4 gives a brief overview of the scanning electron
microscopy (SEM) and transmission electron microscopy (TEM) techniques deployed in this
thesis.

3.1
3.1.1

X-ray and neutron diffraction
Bragg’s law and the structure factor

The optical laws for reflection and refraction of light waves lead to a predictable outgoing
direction for rays striking a macroscopic object. However, in the early decades of the 20th
century, it was discovered that energetic radioactive rays could interact with solid crystals
to form unusual outgoing patterns, signified by transmitted and reflected beams at specific
angles that can be very different from the incident direction, and differ between various
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q = kf - ki
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Figure 3.1: Diffraction measurements in the ω/2θ variant of Bragg-Brentano geometry .
The arrows refer to the travelling direction of the neutron/X-ray waves.
crystalline substances (52; 111). This phenomenon is known as diffraction. The direction
and intensity of the diffracted beams depends in non-trivial ways on the atomic-scale crystal
structure and scattering power of atoms within that structure. This has made the study
of diffraction patterns an important technique for characterizing materials and crystals. In
1912, W.L. Bragg, an Australian scientist, presented a simple mathematical explanation
describing the angles for the diffracted beams from a crystal (111), where strong beam
intensity can be found at angles obeying the relationship:
2dhkl sinθ = nλ

(3.1)

where dhkl is the distance in real space between consecutive atomic planes in a specific Miller
crystal direction notated [hkl], 2θ is the angle between the incoming and outgoing beam,
n is the harmonic of the reflection, and λ is the wavelength of the radiation (52). Some
formulae relating dhkl to the lattice constants for different crystal symmetries are given in
Figure 3.2 (52).
While immensely useful in accounting for the angles where coherent diffraction occurs,
the Bragg formula does not account for the relative intensity of the scattered beam at
each Bragg angle. This distinction is crucial because, in many crystals, certain Bragg peak
intensities may be much stronger than others due to the differences in scattering powers or
scattering phase of individual atoms at different positions within the unit cell. To account
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for intensity, it is useful to extend the mathematical treatment to include the concept of the
scattering amplitude and atomic form factor (52), which is best done working in reciprocal
space, where the scattering vector is defined as ~q and depends on the vector difference
between the incoming wavevector k~i and outgoing wavevector k~o of the radiation:
~q = k~f − k~i
and ~q thus has a magnitude related to Bragg’s angle θ : q =

(3.2)
4πsinθ
,
λ

as illustrated in Figure

3.1. All allowed positions within the translational symmetry of the crystal are described by
~ i expressed in the basis of reciprocal vectors bˆ1 ,bˆ2 ,bˆ3 for
a set of reciprocal lattice points G
the respective crystal system: (52):
~ i = hi bˆ1 + ki bˆ2 + li bˆ3
G

(3.3)

The real-space position of the jth atom with respect to lattice points are written in terms
of the real-space lattice vectors aˆ1 ,aˆ2 ,aˆ3 :
r~j = xj aˆ1 + yj aˆ2 + zj aˆ3

(3.4)

Although X-rays and neutrons interact with a crystal in many ways (elastically, inelastically, coherently and incoherently), strong Bragg diffraction only occurs for coherent, elastic
scattering (112). In that case, the scattered beam from each atom can be treated as a
elastically scattered spherical wave and the intensity of a Bragg reflection is proportional to
the scattering amplitude F , which is the volume integral of all atomic positions composed
of reciprocal lattice vectors (52):
F =

XZ

h
i
~ i − ~q) • ~r dV
dV nG exp i(G

(3.5)

i

It can be shown that the amplitude vanishes unless (52),
~i
~q = G
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which is a more general way of stating Bragg’s law, but also expresses the fact that the
crystal lattice must be correctly orientated to a specific crystal direction for a specific family
of Bragg reflections to be observed. In the event that the diffraction condition is met, the
scattering amplitude can be simplified to a structure factor SG , defined as the summation
over the atoms in a single unit cell each labelled j (52):
F ∝ SG =

X

~ i • r~j )
fj exp(−iG

(3.7)

j

Then the peak-integrated intensity for a given reflection for a plane labelled [hkl] is proportional to |SG |2 , and the structure factor can be written as:
SG (h, k, l) =

X

fj exp [−2πi(hxj + kyj + lzj )]

(3.8)

j

where fj is the atomic form factor which is an important property of each individual atom
in the unit cell describing its scattering power, which may be either positive or negative
depending on phase. This expression explains why in practice certain Bragg reflections are
particularly strong, while others can be very weak or even forbidden. In this way, the intensity
of the measured Bragg peak is a signature of both the fundamental crystal structure, and
the scattering power of the elements occupying positions within the unit cell.
.

3.1.2

X-ray and neutron atomic form factors

X-rays, like all electromagnetic waves, interact primarily with electric fields and charge, and
hence the atomic form factor that describes coherent X-ray scattering is related to the
~ i (52):
electron density at r~i around an atom at a reciprocal lattice position G
Z
fj (r) = 4π

~ i • (~r − r~i ))
dV n(~r)exp(−iG

(3.9)

In the special case of longer X-ray wavelengths, this can be approximated by a point-like,
spherical potential in which case fj = Z (52), so that an atom’s scattering power is directly
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Nuffield, 1966).

Figure 3.2: Formulae for calculating dhkl in different crystal symmetries from Reference
(52).
related to the number of electrons via the atomic number (Z). The latter linear dependence
of the elemental scattering power is approximately correct for 1.54 Å wavelength X-rays as
shown in Figure 3.3. However, unlike X-rays, neutrons primarily interact with the nucleus,
and hence fj is just the volume integral of a three dimensional Dirac delta function, always
taking a constant value that is usually given in terms of the neutron scattering length bj
where fj = 2πbj . As this interaction is driven by the nuclear force, it shows a non-linear
dependence on the elemental atomic number, which can be clearly seen in Figure 3.3.
From the figure it is obvious that the differences in elemental form factors for neighbouring
elements on the periodic table, for example Fe and Mn, are insignificant for X-rays. This
implies that the structure factor and observed intensity related by SG may not be sensitive to
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Atomic form factors of neutrons versus X-rays
by element
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Figure 3.3: A comparison of the coherent scattering form factor for X-rays and neutrons
for each element (113).
the differences in positioning of these elements within a unit cell. In many such cases it can
be seen that neutrons provide significant scattering and elemental contrast to allow for clear
observable intensity shifts in the diffraction pattern. The final advantage of neutrons is that
there is a magnetic contribution to the form factor related to the ~q-dependent scattering of
a neutron from the magnetization density (112):
fj (~q) ∝ gS(< j0 > +

gL
< j2 >)
g

where the terms are related to the spin and orbital moment of the atom, gL =

J(J+1)+L(L+1)−S(S+1)
J(J+1)

and j n is a spherical Bessel function of order n (112). Thus, in the case where atoms are
magnetized in the crystal structure, new Bragg reflections and alterations in intensity can
occur in a neutron diffraction pattern (52) as the structure factor has an additional magnetic
contribution related to the magnetic moment on each atom (112).
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Figure 3.4: a) Schematic of the triple-axis TAIPAN diffractometer b) Photo of TAIPAN.

3.1.3

Experiment and fitting

In this work, X-ray and neutron diffraction were conducted in standard Bragg-Brentano geometry with the setup and angles labeled schematically in Figure 3.1 . A X’Pert Panalytical
Pro laboratory X-ray source, operating at a wavelength of 1.54 Å was used for X-ray diffraction (XRD) at the Australian Nuclear Science and Technology Organisation (ANSTO). The
triple-axis spectrometer, TAIPAN at the 20 MW nuclear research reactor OPAL, ANSTO
was used for high angle neutron diffraction (NRD) of epitaxial thin films. Figure 3.4 shows a
top-down schematic of TAIPAN. The TAIPAN instrument allows for variable incident energy
and final energy with a secondary spectrometer and a single detector (29). The incident
energy range is from 5-100 meV. In all the work presented, the instrument was operated in
elastic mode at a wavelength of 2.35 Å with a double focusing monochromater. A pyrolytic
graphite (PG) graphite filter was placed before and after the sample to reduce the contribution of higher order neutron wavelengths. The advantage of a triple-axis spectrometer
over other diffractometers for thin film studies is its low background and the ability to analyse outgoing energy which provides an improved signal-noise ratio. The FullProf software
was used to calculate d-spacing and structure factors (114). In addition to calculating the
correct chemical and magnetic structure factors for the neutron or X-ray pattern, the use
of modern software such as FullProf allows for consideration of Debye-Waller factors from
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thermal disorder in the lattice, and for variable degrees of texture and microstrain in the
sample (114).

3.2

X-ray and neutron reflectometry
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Figure 3.5: Schematic of the geometry in a typical specular polarised neutron reflectometry
experiment for four possible combinations of incoming/outgoing beam (R++ , R+− , R−+ ,
R−− ), where the first subscript refers to the incoming beam-spin state, and the second to
outgoing with the two possible neutron spin states notated as + or -.
Reflectometry is a small angle scattering method where low-energy X-rays or neutrons
are elastically reflected off a smooth planar material. When Röntgen discovered X-rays
in 1895, he mistakenly observed ”... that no noticeable regular reflection of X-rays takes
place from any of the substances examined” (115). The previous section showed that the
laws of normal optical reflection and refraction do not appy at high angles of incidence for
X-rays or neutrons, and instead irregular patterns can be formed called diffraction patterns.
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This is certainly the case, except for grazing incident rays, which is why Röntgen’s statement remained completely unchallenged until 1922 when Compton pointed out that, if the
refractive index for X-rays is less than unity, it should be possible to obtain a reflection
from a smooth surface (115). Prins and Kiessig investigated this prediction, and showed
that reflection could indeed be achieved for smooth surfaces, albeit at much lower angles
than conventional light or the angles used in Bragg diffraction (115). Importantly, for thin
films Kiessig observed interference patterns from the rays reflected from different interfaces,
causing fringes with periodicity that is sensitive to nanometre thick deviations (115). While
Bragg diffraction provides atomic-scale information about the average structure of a crystalline material, it cannot resolve local deviations from the average structure in real-space
on the nanometre scale, and so it does not, for example, allow one to measure the thickness
of a thin film. This unique capability of grazing incidence measurements has meant that
X-ray reflectometry has been used extensively over the past 50 years as a chemical and
morphological probe of surface coatings and thin film layers. The pioneering experiments
of E. Fermi showed that, like X-rays, low energy neutrons could also be reflected from flat
surfaces (116; 117). In the 1980s, Felcher developed a reflectometer using neutron radiation specifically to study magnetic thin films (26). The advantage to this technique is that
the reflection pattern is dependent on the magnetic moment in a thin film layer, since the
neutron itself possesses a magnetic moment with an operator:
µ
~ = γn µN σ̂

(3.10)

proportional to the 2x2 matrix Pauli spin operators σ̂ which interacts with a magnetic
material. This technique is termed polarised neutron reflectometry (PNR), and is now
available at a wide variety of neutron sources to determine the chemical and magnetic
profile of a nanoscale thin film material (118). Figure 3.6 exemplifies a typical PNR pattern
and explains the qualitative origin of the various features.
To quantitatively fit a PNR pattern, one needs to model the neutron’s interaction with
~ as well as the nuclear structure of the thin film system (118). At
the magnetic induction B
the interface between vacuum and a magnetic medium, the neutron experiences a potential
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Figure 3.6: An example of a calculated reflectivity pattern from a 30nm ErN thin film
capped with a 20 nm thick yttrium stabilised zirconia film with a qualitative guide to the
observed features.
step described by an effective potential:
Vef f = Vn ± Vm =

2π~2
~
N bj ± µ
~ •B
mN

(3.11)

where bj is the average neutron scattering length of the material, N is the number density
~ is the magnetic induction field
of scattering atoms, mN is the mass of the neutron and B
(118). The first term describes the nuclear (chemical) composition of the thin film layer,
and the second describes the magnetic field and magnetization within the material. It
worth stating that in unpolarised neutron studies, the average neutron moment h~µi is zero
if individual moments are isentropically distributed, negating the second term. Polarised
reflectometry, as discussed further in the next section, uses modern polarisation apparatus
to select only one spin state, and define a strict quantization for the neutron beam. The
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incoming particles are treated as traveling plane waves:

|ϕi = 

ϕ+ (x)
ϕ− (x)


(3.12)



In accordance with Figure 3.6, the co-ordinates are chosen so that the polarised waves travel
in the x̂ direction (16):
ϕ± (x) ∝ e−k± x

(3.13)

It is typical to express the scattering potential Vef f in the form of a 2 x 2 matrix :



V++ V+−
V−+ V−−

where ρn =

2π~2
N bj
mN











ρ
0
Bz
Bx − iBy
 = 2π~  n
 ± µn 

m
0 ρn
Bz + iBy
Bz
2

(3.14)

~ are position dependent
and µn = γn µN . It is understood that ρN and B

within the sample, and usually these are expressed in a 1D depth profile in a planar thin film.
In simple cases, the potential can be inserted into Schrödinger’s equation, and the scattering
problem can be solved exactly, such as in the examples discussed in Reference (119). In
general, however, a numerical procedure following the Parratt formalism is adopted (119)
by solving a matrix equation recursively for n interfaces:
0
Y
j=n−1


M̂j 

1 + r±
iko (1 − r± )





=

t±
ik±n t±



0
Y



eikn δj

(3.15)

j=n−1

where δj is the thickness of the jth layer (118). The primary quantity of interest is always the
total reflectance at the vacuum, R=|r0∗± r0± | as this is a measurable quantity. For specular
reflection where the angle of incident equals the angle of reflection, the intensity of the
reflected beam is usually measured as a function of qz - the momentum transfer vector
perpendicular to the thin film surface:
qz =

4πsinθ
λ
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3.2.1

Experiment and fitting
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10. Fe/Si supermirror analyser + RF Spin flipper 11. z-Translatioan stage 12. Area Detector

Figure 3.7: Platypus: The time-of-flight polarised and unpolarised neutron reflectometer at
ANSTO, OPAL.
In this work, X-ray reflectometry was conducted on a Panalytical X’pert Pro using CuKα radiation with a wavelength of λ = 1.54 Å at ANSTO. The D3 reflectometer at the
Canadian Institute for Neutron Scattering (CINS), Chalk River and the Platypus neutron
reflectometer were used for polarised neutron reflectometry. D3 operates at a wavelength
of 0.237 nm using a PG monochromator along with a PG filter to reduce the higher order
contributions of the monochromator. High field neutron reflectometry was performed at
D3 using the asymmetric magnetic configuration to preserve the neutron polarisation (120).
PLATYPUS is a time-of-flight reflectometer based at the OPAL Research Reactor, ANSTO
(28). It has been designed to allow for the characterization of solid thin films, solid-liquid
interfaces and free-liquid surfaces (27). The general outline of the PLATYPUS instrument
is illustrated in Figure 3.7. The spectrum originating from the cold-source in the reactor has
a wavelength range of 1Å < λ <21 Å. Boron-coated rotating disc choppers with a typical
frequency of 20 Hz are used to chop the continuous beam into discrete travelling pulses.
As the neutrons with different wavelengths have different velocities, the time of arrival at
the detector provides a method to retroactively determine the wavelength of the respective
neutron. By altering the chopping spin rate, the wavelength resolution can be varied in the
1-11% range (27). In polarised mode, a Fe/Si supermirror is placed in the collimation tank,
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which preferentially reflects/transmits only one spin state of the incoming neutrons. On
PLATYPUS, only the transmitted beam from the polariser is used. The polariser mirror is
efficient in the wavelength range of 2.5 Å < λ < 12 Å, necessitating that the remainder
of the spectrum be disregarded in a polarisation experiment (28). A radio-frequency spin
flipper is placed post-polariser mirror, and is able to flip the polarised beam to the opposite
spin state, if desired, by initiating a neutron spin precession through the application of a
time-varying longitudinal field (198 kHz) superimposed on a static transverse field. A postsample spin-flipper and analyser super-mirror allow for selection and analysis of the spin
state of the outgoing beam. A package of 4 motor-controlled slits before and after the
sample allows for definition of the beam-size and angular divergence. A 1T electromagnet
and 5 - 300 K closed cycled cryostat can be mounted at the sample position. The SLIM code
developed by Andrew Nelson and Thomas Saerbeck was used to reduce the raw reflected
intensities, perform polarisation correction and convert to a reflectivity pattern (28). X-ray
and neutron reflectometry patterns were fitted by using the Motofit (121) and SimulRefl
(122) software packages to provide a precise determination of the chemical and magnetic
profiles of the thin films studied.

3.3

SQUID and VSM magnetometry

Whereas the neutron techniques described in the previous sections provide microscopic information about the local or atomic-scale magnetism in a thin film, traditional magnetometry
techniques measure the magnetization average over the entire film and substrate volume
simultaneously. A modern magnetometer consists of a cryogenic sample environment with
a variable field superconducting magnet and a magnetic sensor for detecting the magnetic
moment. Two popular types of sensors are the vibrating sample magnetometer and the
SQUID magnetometer. These techniques have the advantages of being extremely sensitive
and reasonably quick, but they have no element-specificity or depth dependence, meaning
that it can often be unclear which materials are providing the distinctive signals. In this
thesis, a 14 T Quantum Design Physical Properties Measurement System (PPMS) equipped
with a variable temperature vibrating sample magnetometer option was used at the Institute

42

3.4 Electron microscopy

a)

b)

Figure 3.8: a) 5 T SQUID MPMS magnetometer and b) 14 T PPMS with VSM option.
for Superconducting and Electronic Materials. In addition to this, a 5T Magnetic Properties Measurement System (MPMS) Quantum Design SQUID magnetometer was used for
complementary measurements.

3.4
3.4.1

Electron microscopy
SEM

The scanning electron microscope (SEM) is based on raster-scanning an incident electron
beam across the surface of the sample, and monitoring the electrons re-emitted with the
detectors placed in a ‘reflection-type’ geometry. Obtaining a low magnification (< 1000 x)
image of a rough 3D object is remarkably easy with a SEM (123) and this makes these tools
the work-horse of microscale and nanoscale studies. An SEM measurement detects both
reflected (back-scattered) electrons, as well as secondary electrons that are emitted due to
interactions of the primary electron beam in the sample. The main components of an SEM
are illustrated schematically in Figure 3.9. The effective electron probe size depends on the
interaction volume of the scattered electrons. For the study of thin oxide films, the SEM
has numerous drawbacks. Firstly, the best resolution achievable is typically 5 nm which is
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Figure 3.9: Basic components of a scanning electron microscope. The electron gun provides
electrons accelerated to 0.1-30 keV and the beam is focussed to a spot size ≈ 10 nm. A
set of electromagnetic coils form the deflection system by steering electrons on the two
image-axes. The magnification is achieved by controlling the length of the rasterscan (123).
larger than the lattice spacing, and even the film thickness, of many magnetic thin film
systems. This means that it does not provide crystallographic information down to atomicscales in the same way as TEM or X-ray or neutron diffraction. Secondly, most oxides
are insulators, and the build of trapped charge can interfere with subsequent measurements.
This second problem can largely be mitigated through the use of a low-vacuum SEM. Thirdly,
the technique is primarily surface sensitive at low accelerating voltage, and even at the
maximum of 30 keV, the electron penetration is limited to a few tens of nanometres, making
it difficult to study features ’buried’ beneath the surface. Finally, although in some cases the
SEM is sensitive to magnetic moments (123), most oxides are either weakly ferromagnetic
or antiferromagnetic, in which cases the electron-magnetic contrast mechanisms available
for a SEM are not useful due to the low net magnetization. In this the thesis, a JEOL
LV-FEM SEM was primarily used as a rough probe of surface morphology, film thickness for
thick films, and qualitative chemical analysis provided by energy-dispersive spectroscopy.

3.4.2

Energy-dispersive spectroscopy (EDS)

A useful secondary function of a modern electron microscope is the ability to capture the Xray fluorescence signals that arise from the interaction of the electron beam with the sample.
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Inelastic scattering of the incident electron beam leads to emission of X-ray photons with
energies specific to the elements in the specimen (123). Two processes lead to the X-ray
emission. The first is the Coulombic field of the specimen atoms, which deaccelerates the
beam electrons causing Bremsstrahlung X-ray emission leading to a continuous source of Xray radiation, since the electrons can lose any amount of energy up to the original maximum
energy. Distinct from this continuous radiation, there is also characteristic X-ray production
which occurs when a high energy electron interacts with a tightly bound inner shell electron
of the specimen, ejecting that electron in the process. The incident electron loses Ek - the
binding energy of an electron in the k shell. The inner shell electron is ejected, causing
the atom electronic configuration to relax, whereby electrons from the outer shell drop to
the inner shell through a set of allowed transitions. As the outer shell electrons drop in
energy level, they can either release energy in the form of Auger electrons or X-ray photons.
The X-ray spectrum that is generated provides a unique signature of the atomic elements
present. Mosley’s law is the basis for analysis of the emitted spectrum and allows one to
predict the characteristic energies for emitted X-rays from an element (123):
Ei = A(Z − C)2
where Ei is the energy of the peak emission, Z is the atomic number, A is the atomic
mass and C is a dimensionless unit (C = 1.13 for K series and 7 for L series)). To a first
approximation, the relative concentration ρi of the various elements is given by
ρi =

Ii
I(i)

where Ii is the intensity of the respective peaks at energies corresponding to that element,
and I(i) is the intensity of that same peak in a standard with known concentration. While
approximately correct, detailed studies have shown that differences in electron backscatter,
density, X-ray cross section and absorption between sample and standard can cause large
errors and need to be considered, requiring different forms of correction such as the ZAF
method (123). Using a flat-polished sample, it is possible to analyse chemical compositions
with an accuracy approaching 1 %. In this work the EDS spectrometer on the JEOL LV45
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http://apocketmerlin.tumblr.com/post/14864414040/
analysis-of-cell-components-magnification

Figure 3.10: Main components of a transmission electron microscope (124).
FEM SEM was primarily used as qualitative check on the relative stoichiometry near the
surface of thin film samples.

3.4.3

TEM

All of the transmission electron microscope (TEM) results presented in this thesis were
prepared with the kind assistance of the group at the National Chung Hsing University in
Taiwan using a JEOL JEM-2010 TEM operating at 200 kV. A TEM uses higher electron
energies (40-400 keV) than the SEM, and passes an electron beam in transmission mode
through the sample from the electron gun to the detector. This requires the use of much
thinner samples, typically ≈ 100 nm thick. The higher energies used by the TEM result in
a lower electron wavelength, since by de Broglie’s relation:
λ=

~
h
=q
p
2m0 E(1 +

(3.17)
E
)
2mo c2

where p is the momentum of the electron, m0 is its rest mass and E is its energy. This
results in a superior resolution, since by analogy with optical microscopes the minimum
distance that can be resolved is:
d=

λ0.61
nsinβ
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where n is the refractive index of the material for wavelength λ, and β is the semi-angle
of collection of the lens (124). In principle, the theoretical resolution limit for a 100 keV
electron is 0.004 nm, which unfortunately is not yet achievable with current electron lenses
(124). Nevertheless, the study of structures at 0.1 - 1 nm resolution is quite routine in a
TEM. At these scales, it is possible in certain cases to observe individual columns of atoms.
This capability makes the TEM a powerful tool to image layer thickness and composition
for thin film sample cross-sections. It is important to note than in a TEM, due to the depth
of field of the technique, the entire sample is in focus simultaneously, and the observed
image/pattern is the average throughout the entire thickness of the sample. This means
that TEM studies should be complemented by depth sensitive, or surface sensitive probes.
A second important point is that, due to the wavelength of the electrons involved, it is
possible that diffraction of electron waves occurs in an analogous fashion to that described
in Section 3.1 for X-rays and neutrons. Therefore, the observed image in a TEM is actually
the super-position of many diffraction patterns from different regions of the sample, and this
means that care needs to be taken in interpreting the image. In general, the appearance of
an atom-like spot on a TEM image, or the appearance of lattice planes, should not be taken
as a true representation of the real-space image, and computer simulations and fitting are
required (124). Nevertheless, by operating in dark-field mode, it is possible to controllably
collect a diffraction pattern from a selected section of the sample in a technique known as
selected area electron diffraction (SAED).

3.4.4

Selected-area electron diffraction

Thompson and Reid first showed that electrons could be diffracted when passing through
thin films of nickel, therefore validating the quantum concept of the electron as a wave
(124). Not long after, it was realized that this could be usefully incorporated into electron
microscopes via the use of a selective aperture that blocked sections of the beam. The
ability to determine crystalline orientations down to nanometre levels gives the TEM an
advantage over the SEM and bulk probes when it comes to the study of nanocrystalline and
mixed-phase systems. The conditions for diffraction of an electron within the crystal lattice
are identical to the basic description given for neutrons and X-rays in Section 3.1. One
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important consideration is that the electron beam only interacts very locally with a smaller
volume of atomic planes. This makes it possible to collect diffraction patterns from specific
regions. Secondly, the atomic form factors describing the scattering power of electrons
from atoms are different from those of photons and neutrons, resulting in a different set of
elemental contrast. However, in general the analysis of the intensity of diffracted beams from
a TEM is not as straightforward, because the beam which is diffracted experiences secondary
scattering events necessitating the use of a dynamic diffraction theory. This introduces a
characteristic depth called the extinction distance which needs to be considered in addition
to the structure factor for evaluating the amplitude of diffracted beams. For electrons, this
parameter is on the order of nanometres and depends on the atomic number and density of
the material to provide imaging contrast (124).
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Chapter 4
Theory and computer modelling
techniques
4.1

Overview

To facilitate the understanding and modelling of the experimental results in the later sections
of this thesis, it is helpful to briefly review the mathematical framework for the atomistic
theory of magnetism and to introduce techniques whereby an extended version of the Heisenberg equation can be used to model nanoscale magnets. Section 4.2 gives an overview of
the energy interactions in the extended Heisenberg model. The subsequent sections expand
on the meaning of each term in detail: the spin variable (4.3); the Zeeman coupling term
(4.4); the exchange coupling term (4.5) and the magnetic anisotropy term (4.6) . A brief
description is given of the quantum mechanical origin of these terms. Section 4.8 describes
the computational approach used in this thesis for modelling a nanomagnetic thin film within
the classical spin approximation, using a Monte Carlo implementation of the mathematical
framework.
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4.2

Master equation: Energy interactions in a bulk and
nanoscale magnets

On a microscopic scale within a magnet, there are a variety of competing interactions
between the individual magnetic moments, the crystal lattice and the applied external field.
It is the compromise between these various energy-forcings that determines the magnetic
structure and macroscale magnetic properties. The Hamiltonian (which is identical to the
internal energy H = U at rest) for a system of atomic magnetic moments can be separated
into three main sections:
HM = HZeeman + Hexchange + Hanisotropy

(4.1)

The first term refers to the Zeeman coupling which acts to align an atomic moment to the
externally applied magnetic field:
HZeeman = gµb

X

B~ext • S~i

(4.2)

expressed in terms of the external field (B~ext ), the total magnetic moment (gµB ), and the
spin vector describing the direction of the moment on each site (S~i ), as discussed further
in Section 4.3. The Zeeman term is dominant in paramagnets. The second term expresses
the effect of an array of neighbouring atomic moments, each coupled to each other by a
Heisenberg exchange:
Hexchange = −J

X

S~i • S~j

(4.3)

where J is the exchange coupling with the origin discussed in Section 4.5. The exchange
term is responsible for permanent magnetism (52). The third term is the anisotropy of
the magnet which serves to break the rotational symmetry of the energy equation, and
expresses the fact that, in a real crystal or sample, spins will prefer to lie along specific
directions dependent on shape and structure:
Hanisotropy = −
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X

2
κSiz

(4.4)

4.3 The spin variable Si
where κ is the first order anisotropy and Siz is the ẑ component of the spin vector at site i
in the atomic lattice. The equation above (4.4) is for the case of uniaxial anisotropy along
the z-axis, however depending on the symmetry of the crystal and the orbitals involved, the
anisotropy can take on a variety of different forms as discussed in Section 4.6. The anisotropy
determines many aspects of magnetic hysteresis and angular dependence. Within the semiempirical approach outlined in the equations above, the values of |S~i |, κ, J and g are called
the molecular field parameters, and their relative contributions describe a wide gamut of
magnetic phenomena. Near a surface or interface, many of the molecular field parameters
will vary because translational symmetry is broken, and the co-ordination and electronic
environment are different. This consideration is crucial in the field of nanomagnetism,
owing to the comparatively high surface to volume ratio of thin films and nanoparticles,
and the complex morphology as discussed in Section 4.7. Therefore it can be necessary
to further divide the spin Hamiltonian into sub-systems, each containing the basic three
ingredients described above in the master Equation 4.1 but possessing different molecular
field parameters:
interf ace
total
bulk
HM
= HM
+ HM
+ ....

(4.5)

At low temperature, it is the spin arrangement with the lowest internal energy (H = U )
that occurs. Therefore, the ground state of a spin system at 0 K can often be obtained
by a minimization of the internal energy using standard calculus to find the angles and
directions of the spin where U is lowest (53). However, at finite temperature entropy (SΩ )
plays an important role and the spin arrangement and behaviour is influenced by the desire
to reduce free energy (F = U − T dSΩ ) (125). This is the origin of disorder-order phase
transitions (125) and spin-reorientation transitions (68) in many systems. Entropy depends
on the degrees of freedom available to the system, which is difficult to analyse for large spin
systems, requiring stochastic techniques as discussed in Section 4.8.

4.3

The spin variable Si

In 1826, Ampere realized that the flow of electric charge causes a magnetic field, mathematically expressed by Ampere’s equation or, equivalently, the Biot-Savart law (126):
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Z ~
cdl × ~r
µ0
~
B=
(4.7)
~ = µ0 A
~
∇×B
(4.6)
4π
r3
~ is the magnetic induction (total magnetic field), A
~ is the current density and c
where B
is the current flowing through an volume of length dl at position ~r. Therefore, when considering the kinetic motion of an electron orbiting around an atom, it is no surprise that a
magnetic moment arises (127):
µl = g

qe
l
2m0

(4.8)

where l is the angular momentum, m0 is the electron mass and g is a dimensionless factor
called the g-factor describing the gyromagnetic ratio. This source of magnetic moment is
anticipated by classical physics, and is directly related to the speed with which the charged
particle orbits the nucleus, and so is termed the orbital moment. However, a truly staggering
discovery of quantum mechanics was the existence of a magnetic moment for an electron at
perfect rest (ie., without the flow of current on any detectable lengthscale) (52; 125; 127).
This source of magnetic moment is known as spin, with a magnitude notated as Si for
the ith particle. It appears that even a stationary electron possesses an angular momentum
(’spin’) which is a fundamental, intrinsic property of the particle itself, like charge, regardless
of external motion.
While, there are other fundamental particles which possess spin or charge (the neutron,
the proton and the muon to name a few), it is the electron which is the ubiquitous source of
magnetism in condensed matter systems because, unlike the neutron and proton, a sizable
magnetic exchange interaction exists between electrons (52), as discussed in Section 4.5 .
An individual electron has S = 1/2 in units of the reduced Planck’s constant ~ (125), but
in a real atom, there are many bound electrons which are coupled so that their collective
’spin’ can be larger (S > 1/2). Moreover, bound electrons are also in motion around the
atom, and as such, the total magnetic moment originates from both the extrinsic source of
angular moment (orbital moment L) and the intrinsic source (spin moment S). Therefore
the total angular moment (ĵ) of an electron in a state ψ is described by the respective
orbital and spin moment operators L̂ and Ŝ:
p

p
p
ĵ |ψi = (L̂ + Ŝ) |ψi = (j)(j + 1) |ψi =
(l)(l + 1) + (s)(s + 1) |ψi

52

(4.9)

4.3 The spin variable Si
(52) where the hatted letters are quantum operators, and the lower case letters are their
respective eigenvalues. The total magnetic moment of an atom in Bohr magnetons is:
µi = gµB

p
(j)(j + 1)

(4.10)

(52). For most 3d transition metals and metal-oxides, the orbital angular magnetic moment
is almost completely quenched so that L̂ |ψi ≈ 0 (52). This is because in 3d materials
the spin-orbit interactions are small, and thus the electric potential (crystal field) for a
transition metal in an octahedral, orthorhombic or cubic environment is a real polynomial
symmetric in the space group of the crystal. However the angular momentum operator L̂
is an imaginary eigenfunction, but it is Hermitian and has real eigenvalues. Given a nonD
E
degenerate ground state 0, it must be the case that 0|L̂|0 is imaginary, which is impossible
if both the eigenvalues and wave functions are purely real, except for the trivial solution
D
E
that 0|L̂|0 = 0, in which case angular momentum is quenched (125). A semiclassical
interpretation of this phenomenon is that the orbital moments precess in the crystal field,
having a constant magnitude but non-constant direction, which gives a zero contribution
when averaged over time (125; 52). In the case of zero angular momentum, the total
moment is given by the spin moment ĵ ≈ Ŝ. For this reason, the term spin is often used
synonymously with ‘total atomic magnetic moment’ - a convention I will follow from this
point forward. While Equation 4.10 determines the total magnetic moment, it should also be
noted that the three angular momentum operators in quantum mechanics do not commute:
h

i
Sˆy , Sˆx = −i~Sˆz

(4.11)

(126) so an uncertainty principal applies, which prevents simultaneous knowledge of all three
components. Only one component can be measured perfectly, usually termed Sz , and the
p
magnitude of the known component is smaller than the total Sˆz |ψi = Sz |ψi < Ŝ 2 |ψi.
The ratio between the maximum Sz (the perfectly measurable component) and the maximum S (the total value) is √

s
(s(s+1)

which converges to one in the limit of large s. This

implies that for a ‘semi-classical’ system with high S (or ĵ), the uncertainty principal becomes progressively less important in terms of reducing the effective magnetic moment, and
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this is reflected in the convergence of quantum mechanical and classical vector mathematical
solutions for magnetic properties such as critical temperature (128).

4.4

Zeeman coupling: Alignment of spins to an external
field

In the event that Si for an atom does not equal zero, one expects the spin moment to
couple to an externally applied magnetic field, just as a classical dipole does (52), and this
accounts for the Zeeman term (127):
HZeeman = −µ~i • B~ext

(4.12)

This coupling is the driving force for the ability of an external field to polarise spins and to
magnetize and demagnetize permanent magnets. By definition, the magnetization (M ) in
a certain direction (α = x, y, z) reflects the average magnetic component of all spins in the
system along that direction:
hMα i = gµB

i≤N
X
Si,α
i

N

(4.13)

where N is the total number of spins. Mathematically the relationship between M and B
is often expressed in terms of susceptibility χ:
µ0 M = χBext

4.5

(4.14)

Magnetic exchange J: Alignment of spins to each
other

Why do certain materials remain in a permanently magnetized state? Could it be that, in
addition to coupling to an external magnetic field, neighbouring spins on the atomic lattice
may couple to one another and provide internal fields? This line of reasoning led Weiss
to propose a field capable of achieving this (52) by postulating that, for a ferromagnet,
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the magnetic moment on each atom is coupled to its neighbours, resulting in an effective
internal field proportional to the average magnetic moment:
Bint = λM

(4.15)

This internal field supplements the external field and needs to be considered in the susceptibility (52):
µ0 M = χ(Bint + Bext )

(4.16)

Thus, even if the externally applied field is zero, such a system can exhibit a non-zero
moment. The susceptibility at temperatures above the singularity is given by the CurieWeis law (125):
χ=

Cw
T − Tc

(4.17)

where Cw is the Curie-Weiss constant. Below the critical temperature a spontaneous magnetization exists even in the absence of applied field. At high temperatures one expects a
linear reciprocal susceptibility.

4.5.1

Quantum mechanical origin of the Weiss field: Heisenberg
exchange

While Weiss’s theory worked phenomenologically to explain many aspects of ferromagnetism,
it lacked a sufficient explanation for the origin of internal fields of sufficient magnitude to
stabilize magnetism against thermal fluctuations (125). For example, considering just the
dipolar-dipolar interaction, ordering temperatures of ≈ 0.1 mK would be expected (125).
It took until the advent of quantum mechanics to provide a clear explanation for the origin
and magnitude of the Weiss field. Heisenberg proved that purely Coulombic interaction
combined with the quantum principles of symmetry for a fermion could result in a strong
coupling known as magnetic exchange, effectively producing a strong Weiss field Bint . To
provide a simple estimate and explanation for magnetic exchange, one can consider the
simple case of two electrons with positions denoted r~1 and r~2 (125). Each of the electrons
is bound to an individual nucleus found positioned at R~1 and R~2 respectively, providing a
55

4.5 Magnetic exchange J: Alignment of spins to each other
potential of V1 (~
r1 ) and V2 (~
r2 ). The basis for the orbital parts of the two-electron wave
function ψ± is the linear combination of the one electron orbital states labelled ψi :
ψ+ (~
r1 , r~2 ) = ψj (~
r1 )ψi (~
r2 ) + ψj (~
r2 )ψi (~
r1 )

(4.18)

ψ− (~
r1 , r~2 ) = ψj (~
r1 )ψi (~
r2 ) − ψj (~
r2 )ψi (~
r1 )

(4.19)

In the same fashion, one can label the two possible spin states of the wave function as:
S1 = S(1, ↑)S(2, ↑) + S(1, ↓)S(2, ↓)
S0 = S(1, ↑)S(2, ↑) − S(1, ↓)S(2, ↓)
S1 states have spin 1 since the spins are parallel, whereas S0 has spin 0. The crucial point
is that the total wave function combining the spin and orbital parts must be antisymmetric
under particle exchange (permutation by operator P̂ ) for the fermion system in accordance
with the Pauli exclusion principle. This limits the possible combinations of the spin and
orbital wave functions. To test the symmetry of the wavefunctions one can interchange
(r2 ↔ r1 ), and find the resulting function:
P̂ ψ+ (~
r2 , r~1 ) ↔ ψj (~
r1 )ψi (~
r2 ) + ψj (~
r2 )ψi (~
r1 ) = ψ+ (r1 , r2 )
whereas
P̂ ψ+ (~
r2 , r~1 ) ↔ ψj (~
r2 )ψi (~
r1 ) + ψj (~
r1 )ψi (~
r2 ) = −ψ+ (r1 , r2 )
That is, ψ+ is symmetric under particle interchange, whereas ψ− is antisymmetric,
and, by the same procedure, S1 is symmetric and S0 is antisymmetric. Since the overall
wavefunction is the product of these terms, and must be antisymmetric for a fermion, the
overall wavefunction can only exist in two possible combinations:
ψA (~
r1 , r~2 ) = ψ− S1
ψB (~
r1 , r~2 ) = ψ+ S0
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Having limited the possible wavefunctions to the types above, one needs to next find the
energy solutions of the two-electron system by solving the Schrödinger equation:
Ĥ |ψi = (T̂ + Û ) |ψi = E |ψi

(4.20)

considering both the interaction with each nucleus (V1 and V2 ) and the Coulombic interaction between electrons

e2
:
|r~1 −r~2 |



e2
−~2
2
2
r1 ) + V2 (~
r2 ) +
(∇1 + ∇2 ) + (V1 (~
ψA/B (~
r1 , r~2 )) = EψA/B (~
r1 , r~2 ) (4.21)
2m
|~
r1 − r~2 |
To find an approximate solution, it is simpler to use perturbation theory, by breaking the
potentials in the Hamiltonian into the nuclear potentials and treating the Coulomb potential
as the perturbing term (127). Then
0
H = Hnuclear + Hcoulomb

(4.22)

E = Enuclear + Ecoulomb
In this way, the eigenvalues for the energy can be separated for each atom, and as such the
total energy is just the sum of the one-electron energy for the states well-known from the
analytical solution of the hydrogen atom, labelled as Ei and Ej :
Hnuclear ψr~1 ,r~2 = (Ei + Ej )ψr~1 ,r~2

(4.23)

On the other hand from first order perturbation, using the allowed wavefunctions, the first
order approximation for the energy of each state is:
A
Ecoulomb
= hψA |Hcoulomb |ψA i

B
Ecoulomb
= hψB |Hcoulomb |ψB i

Expanding the inner product for the non-vanishing components using Equations 4.18 and
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4.19:
A
Ecoulomb
= hψj (~
r1 )ψi (~
r2 )|Hcoulomb |ψj (~
r1 )ψi (~
r2 )i + hψj (~
r2 )ψi (~
r1 )|Hcoulomb |ψj (~
r1 )ψi (~
r2 )i+

hψj (~
r1 )ψi (~
r2 )|Hcoulomb |ψj (~
r2 )ψi (~
r1 )i + hψj (~
r1 )ψi (~
r2 )|Hcoulomb |ψj (~
r2 )ψi (~
r1 )i
Equating the terms that have identical integrals:
A
Ecoulomb
= 2Cjk + 2Jjk

where
Z Z

ψj (~
r1 )∗ ψk∗ (~
r2 )(e2 /(|~
r1 − r~2 |)ψj (~
r1 )ψk (~
r2 )d3 r1 d3 r2

Z Z

ψj (~
r1 )∗ ψk∗ (~
r2 )(e2 /(|~
r1 − r~2 |)ψk (~
r1 )ψj (~
r2 )d3 r1 d3 r2

Cjk =
Jjk =

Likewise, by similar reasoning (except with the second terms reversed in sign):
B
Ecoulomb
= 2Cjk − 2Jjk

Then, according to the total energy equation for the two states, the energy state of state
A or state B is:
EA = Ej + Ek + 2Cjk + 2Jjk
EB = Ej + Ek + 2Cjk − 2Jjk
One can see that, in addition to the standard electron binding energy, there are two additional
terms. Cjk is just the pure Coulomb energy of interaction and has the same sign for both
spin states. The term Jjk is opposite in sign for the states with antiparallel spin (A) and
parallel spin (B). Thus, there is an energy that is completely Coulombic in origin, which
appears to lower energy when spins are aligned in specific directions with respect to each
other. Later Dirac showed that an equivalent result could be reached by adding a new term
to an effective Hamiltonian which depended on the distance between the two atoms:
~1 − R
~ 2 |)(1/2 + 2S
~1 · S
~2 )
Hex = −2J(|R
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which is usually simplified to what is now termed the standard ‘Heisenberg’ exchange:
Hex = −2

X

~j − R
~ i )S~j · S~k
J(R

(4.25)

In the case of a uniform magnetic arrangement of S and constant distances (for example in
~j − R
~ i ) = J exchange), it is simple to relate the parameters
a cubic lattice, resulting in J(R
from Heisenberg’s model to the internal field proposed by Weiss (52):
Bint = hwi JS 2

(4.26)

where < w > is the number of nearest-neighbour spins. The first remarkable aspect of this
magnetic exchange integral J is its magnitude which is comparable to the Coulombic interactions and therefore sufficient in energy to stabilize room temperature magnetism (125).
A second important point of Heisenberg’s model is that it suggests that the magnitude of
the exchange integral J could vary from point to point in the atomic lattice depending on
interatomic separation, leading to non-uniform Weiss’ fields. Thirdly, it is conceivable that
the exchange integral could be of either sign, later leading Néel to theorize that negative
values of J would lead to antiferromagnetic order (5).

4.5.2

Indirect exchange: Superexchange

According to Equation 4.25, the magnitude of the exchange interaction depends inversely on
the distance between the atoms because the Heisenberg-theory considers the direct overlap
of electron orbitals (127; 125). However, in many crystal systems, the magnetic ions are
too far apart to allow for the direct overlap of orbitals. These include certain metal alloys
and metal-oxides, which are nonetheless known to be magnetic. Therefore, in addition to
the direct exchange described in the previous section there must be similar mechanisms
for magnetic exchange that operate over longer distances. Figure 4.1 illustrates the main
exchange mechanisms present in metals and metal-oxide systems. Specifically, many metaloxides are known to be ferromagnetic or antiferromagnetic, despite longer distances between
the atomic spins. This was made clear in 1949, when Shull carried out some of the first
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Figure 4.1: Schematic of different types of magnetic exchange interaction. Figure by D. L
Cortie.
neutron diffraction studies demonstrating that MnO is an antiferromagnet (129). The term
‘superexchange’ was used to describe this long-range interaction. While the Mn2+ ions do
not have orbitals that overlap, the nearest-neighbour Mn2+ ions are connected through an
intervening O2− anion (130). Anderson showed that the electron transfer through the intervening O2− ion provides an indirect mechanism for the exchange interaction. He proposed
two successive theories of the superexchange interaction which considered molecular orbitals
formed by the admixture of the localized 3d orbitals and p orbitals of the intervening negative ion (131; 132). From this bonding, two orbitals are obtained: the bonding orbital and
the antibonding orbital. The wavefunction of localized d spins may extend over the neighbouring negative ion (125). Moreover, there is a probability that an electron will transfer
from one 3d orbital of the magnetic ion to the neighbouring 3d orbitals, and a kinetic energy
advantage is gained from aligning spins on each of the 3d orbitals (125). In this framework,
the first-order of the perturbation is the usual ferromagnetic exchange interaction, while the
second-order of the perturbation is an antiferromagnetic exchange interaction. The repulsive Coulomb interaction (UC ) tends to compete with this charge transfer effect (tC ). The
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energy between the spin directions is given as (130; 24):
H=

4t2C ~ ~
Si • Sj
UC

(4.27)

Note that it can be expressed in identical form to the Heisenberg’s model if one relates
Jij =

4.6

4t2C
.
UC

Magnetic anisotropy: Alignment of spins to crystal
directions

According the energy interactions discussed in previous sections, the Heisenberg exchange
and Zeeman parts of the Hamiltonian are completely rotationally symmetric. That is because
in each case the dot product only depends on the relative orientation of spins, but does
not depend on their absolute directions. In reality, spins in a condensed matter system are
bound to a crystal lattice or nanosystem which has a certain symmetry that is not completely
spherical. Since spins interact over long ranges through dipolar forces, and within the lattice
by crystal fields and spin-orbit coupling, it is natural to expect that the crystal structure
and nanoarchitecture influence the preferred directions for spins to point. This effect is
termed the magnetic anisotropy. Two important sources of anisotropy are the spin-orbit
coupling and medium-long range dipolar interactions. A simplified picture of how each of
these interactions can lead to anisotropy is given in Ref. (125). The magnitude of this
anisotropy in terms of energy is actually very small compared to the exchange coupling J,
but nevertheless serves a crucial role in determining the actual spin structure of the system,
along with hysteresis and angular dependent phenomena. Mathematically, the form of the
anisotropy must depend on the direction of the spin with respect to special directions, and
can be expressed either as some function of the angle between crystal axes, or equivalently,
as some function of the spin-variables.
Hanisotropy = f (θ, φ) = f (Sx , Sy , Sz )
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Figure 4.2: Relative energy landscape for a spin experiencing different types of anisotropy .
Figure by D. L Cortie visualised using Blender3D.
The simplest type of anisotropy is uniaxial, having only one important direction:
uniaxial
Hanisotropy
= −κSz2 ...

(4.29)

Depending on the crystal structure or shape of the system, there may be multiple low energy
configurations or a single easy axis. For instance, a common type of anisotropy in cubic
magnets points along a cubic direction with three easy axes:
cubic
Hanisotropy
= κ(Sx4 + Sy4 + Sz4 )...

(4.30)

Figure 4.2 illustrates the angular dependence of the relative energy for different types of
anisotropy.

4.6.1

Non-Heisenberg exchange: Dzyaloshinskii-Moriya interaction

The treatment of magnetic exchange via the use of a spherically symmetric dot-product in
the Heisenberg model in Section 4.5 is a very good approximation for many systems, but
is certainly an oversimplification for the case of the orthoferrites which are low symmetry
structures, for example α-Fe2 O3 and BiFeO3 . In particular, for superexchange bonds in
a metal-oxide there may be some directionality in the bonding process, brought about by
the lack of inversion symmetry across the bond. For the metal-oxides with rhombohedral
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Figure 4.3: Diagram of the parameters influencing antisymmetric Dzyloshinskii-Moriya exchange in metal-oxide systems (37).
structure, an important interaction is the Dzyaloshinskii-Moriya interaction, whereby spins
are coupled by a cross-product:
HDM = D~ij • (S~i × S~j )

(4.31)

This interaction was first proposed phenomenologically by Dzyalonshinskii on the basis of
symmetry as a way to explain the weak-ferromagnetism in α-Fe2 O3 (133). Later Moriya
derived its form from quantum mechanics (73). It is clearly most important to systems
with non-collinear spin structure, because in the case of perfectly parallel or antiparallel
spins the cross product vanishes (S~i × S~j = 0). Depending on the arrangements of the
Dij vectors in the atomic crystal structure, the interaction can drive coherent spin canting
(weak ferromagnetism) or incommensurate structures. For the metal-oxides, the coupling
constant D~ij ∝ (~x × ~rij ) depends on the vector rAB
~ connecting the site i to the site j,
and on the displacement ~x of the ligand ion from the AB line as illustrated in Figure 4.3.
In this framework, the Dzyaloshinskii-Moriya interaction is non-zero only when the ligand
atom does not belong to the AB line, so it tends to be forbidden in the cubic oxides such
as CoO and NiO, but maximized in the rhombohedral and perovskite oxides.

4.7

The effect of interfaces and surfaces

The previous sections have discussed the intrinsic parameters, which over the past decades
have provided a useful way to understand bulk magnets. For nanomagnets, however, there
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is a prevalence of interfacial regions, surfaces and microstructural imperfections that necessitate additional considerations. Even in the case where the atoms near an interface roughly
retain their electronic state (i.e., spin moment, orbital arrangement), which is not guaranteed, they will still experience radically different exchange forces and Weiss fields simply
due to the presence of geometric boundaries. Near a vacuum boundary, one would expect
a lower number of neighbours such that hwi is reduced. In proximity to a shared interface
with a different material, one may expect a different exchange interaction involving spins
of the two different materials, with an exchange integral unique to the interaction of those
two species:
AB ~ A
~B
Hint = −Jint
Si • S
j

(4.32)

In addition to deviation of the local Weiss field, the breakdown of symmetry at an interface
must also affect the anisotropy of the spins in each material as described in Section 2.3.4.
Finally, the presence of disorder in nanomagnets can greatly alter the nature of the local
Weiss field, and introduce new interfaces as described in the following section.

4.7.1

Microstructure: Interfacial roughness, dilution and grains

At nanometre scales, imperfections in the microstructure of a magnet have important consequences since they tend to modulate the properties on the same lengthscale. Three
important effects are interfacial roughness, dilution and grain boundaries in thin films. Each
of these effects refers to the localized disorder within a nanomagnet, but the position and
nature of that disorder differs, as schematically shown in Figure 4.4.
Interfacial roughness refers to the intermixing of two materials at a mutually shared
interface or surface, which is usually the result of interdiffusion or partial monolayer formation
during the growth process. Importantly, the mixture of the two materials leads to a semirandom number of neighbours of each type from point to point along the boundary as
illustrated in Figure 4.4. Via Equation 4.32, this means that the number of neighbours
experiencing the interfacial exchange Jint can vary from point-to-point along the interface,
resulting in an effective random-field (97; 134).
Dilution refers to the inclusion of atoms of a different type as point defects throughout
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Figure 4.4: Schematic of the microstructural effects of interfacial roughness, dilution
and grain boundaries represented on a square lattice. Green and red atoms represents two
different materials or elements. In the top diagram these have a shared interface, illustrating
a degree of intermixing/roughness. In the second diagram, a small percentage of the green
element is incorporated as point defects into the larger matrix, illustrating dilution. In the
third diagram, a region of different crystalline orientations is apparent at the grain boundary,
manifesting as a different anisotropy axis.
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the material (not just at the interface) (8; 135). The foreign atom may be non-magnetic, or
in a different magnetic state possessing a different exchange coupling to the majority spins
in the remaining material. As in the case of interfacial roughness, the randomness in the
neighbourhood of the dilution leads to an effective random Weiss field. It is a remarkable
fact that even dilution with non-magnetic ions with Si = 0 and Jij = 0 can have a notable
effect, because these ions still can be seen as introducing a subtractive random Weiss field
(136).
Possibly the most prevalent source of disorder in granular thin films is the presence
of crystalline defects such as grain boundaries and dislocations. These mark a boundary
between two crystallites of different orientation or crystalline phase, and include twin boundaries (124). The most well-known effect of the grain boundary is that the anisotropy in each
crystallite is different due to the altered crystalline orientation. However, it is important
to note that, from high resolution TEM and computer simulations, the grain boundary is
never infinitely sharp, but is usually surrounded by regions at the edge of bordering grains
that have relaxed from the normal crystal structure due to the breakdown of symmetry
(124). This presence of this ‘intergrain’ phase along the localized structure of the grain
boundary must bring with it a variation in the inter-pair distance of magnetic ions, as well
as the angles of cation-anion-cation bonds in metal-oxides. It is well known in certain cases
that an amorphous phase appears in the intergranular region, whereas in other cases, the
intergranular phase remains crystalline but has a distorted unit cell (124). From Equation
4.25, it is clear the deviations in the inter-atom separation within the grain boundary, and
bonding angles will affect the magnitude of the magnetic exchange integral. Therefore,
in addition to marking a boundary between different anisotropy axes, the grain boundaries
regions themselves mark regions where the local exchange may be randomized, modulated,
weakened or disrupted.
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4.8

Computer modelling of a nanomagnet

By collecting the terms discussed in the previous sections, one can write the full Hamiltonian
governing a spin in a specific material or spin-subsystem as:
k
HM
= gµb

X
i

B~ext • S~i − J

X

~i • S
~j +
S

X

2
κSiz
+

ij

X

~ ij · (S
~i × S
~j )
D

(4.33)

ij

For a nanomagnet it is important to note that there will a finite number of spins, so that
there are many missing neighbours in the exchange network. Moreover, for composite hybrid
nanomagnetic systems consisting of two or more materials, or spin sub-systems, one needs
to remember that the total energy is the summation of those systems, so, one should write
k
:
the sum of the systems, where each system is labelled as HM

tot
HM
=

X

k
HM

(4.34)

k

taking care to include as necessary the additional magnetic coupling between the systems.
For example, Heisenberg interfacial coupling usually occurs for two systems in close proximity:
AB
AB
Hint
= −Jint

X

~iA • S
~jB
S

(4.35)

where SiB is a spin in one material (A), SjB is a spin in a different material (B), and
both spins are exchange-coupled across the shared interface by an exchange bond JAB
int .
Obviously the degree of coupling depends on the nature of the interfaces and shape of
the system. To correctly model the behaviour, one wants to solve the set of simultaneous
equations governed by 4.34 and 4.33 to find the direction of every spin vector for a given
set of molecular field parameters and exchange network, as a function of applied field and
temperature, for an arbitrary magnetic and thermal history. This is particularly challenging
if non-uniform shape or entropy (SΩ ) need to be considered in addition to the internal
energy (U), because these parameter are not explicitly presented in the equation. Analytical
solutions at finite temperature for bulk magnets with simplified Hamiltonians exist in some
cases. For example, for the case that the magnet is two dimensional and κz >> 0, the
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Ising model solution of Onsager applies which shows that atomic spins with 2D Isingbehaviour can undergo a disorder-order phase transition into a stable ferromagnetic state
(137). Discounting entropy, another approach is to expand the bulk Hamiltonian into a
number of sub-lattices, and solve at 0 K by minimizing only the internal energy (53), or
by extension, using a mean-field approach to estimate transition temperatures (52). While
elegant, such approaches contain specific approximations that mean they are not generally
applicable to a wider range of systems.

4.8.1

The role of classical spin simulations: Micromagnetism and
Monte Carlo

For the reasons described in the previous section, a more general numerical approach is
advantageous to model the rich diversity of phenomena in nanomagnetism within a broad
framework. Computer modelling has proved to be a vital instrument for resolving many
questions in this field, however, numerous challenges still exist on this frontier. While full
quantum mechanical solutions are available for a small number of spins, so far, these methods
cannot be scaled to include 102 -106 spins which is the region of interest for nanomagnetism.
For larger systems, a popular continuum approximation is micromagnetism which solves
the Landau-Lifshitz-Gilbert (LLG) equation to drive spin precession and move the spins
into a configuration that is stable in the field (10). While this approach works very well
for ferromagnets where one can use the continuum approximation to divide the simulation
volume into ≈ 5 nm x 5 nm macrospins, it suffers when scaled to the atomic resolution
required to accurately simulate antiferromagnets and other complex magnetic structures,
making it very time consuming from a computational perspective (10). For this reason, there
remains a fissure between discrete atomistic and continuous micromagnetic modelling which
hinders our understanding of magnetic phenomena operating between these lengthscales.
The diverse range of time scales (picoseconds to years) and spatial scales (Å to µm) (138)
means that one approach is multiscale modelling which relies on a ladder of techniques (9).
To increase the number of spins that can be simulated in a reasonable time frame, a series
of computational approaches have been explored including custom-built computers (139),
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supercomputers (140), graphical-processing units(GPU) (141; 142) and field-programmablegate-array (FPGA) approaches (143). Despite the rapid advances, the main drawback with
the conventional micromagnetism approach is that it is more computationally expensive
to simulate lengthy time frames, and, it does not usually consider finite temperature as a
parameter and therefore neglects entropy-driven processes (68). Alternatives to quantum
and continuum approximations, are classical spin models which bridge the gap between a full
electronic description of a magnetic material and conventional micromagnetism. A popular
technique to implement a classical spin model is the ensemble Monte Carlo technique, which
treats spins as classical vectors, and uses a set of trial steps to minimize the free energy
F = U − T dSΩ , so that it also considers the effect of finite temperature and entropy
(10). This technique uses the principle of detailed balance to ensure that the stable or
metastable solution found is rigorous in the sense of statistical mechanics, and a resting
state is usually found quite efficiently. However, the price is that the dynamics of the spins
do not strictly correspond to the precession one normally expects on brief time scales, but
rather corresponds to sudden jumps to a statistically probable energy position. In general,
this means that the equilibrium arrangement of spins is quite believable but the transient
dynamics do not necessarily correspond to reality, although it has been shown that in the
event of highly damped spins the LLG and Monte Carlo dynamics are identical (10). A
Monte Carlo model takes into account magnetic configurations on an atomic level but can
be scaled to larger system sizes than contemporary micromagnetic simulations, making it
possible to investigate ferromagnets as well as antiferromagnets or even heterostructures
composed of both of them.

4.8.2

Monte Carlo algorithm used in this thesis

During this thesis work, custom C++ code was developed to implement a flexible classical
spin Monte Carlo model with the energy terms described in the Hamiltonian in Section 4.8,
and with an adjustable set of nanoarchitectures, molecular field parameters and anisotropy
forms. This capability allows for the modelling of complex bulk magnets, thin film heterostructures, nanoparticles and nanowires, and is best suited to the study of localized
magnets such as the metal-oxides. In the Monte Carlo spin lattice simulation, spins are
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represented as classical vectors arranged on a finite 3D lattice. The simulated lattice, along
with the bonding between atoms on that lattice, is taken to approximate the experimental
crystal lattice and can be adjusted on a layer-by-layer basis to model thin film heterostructures. Either periodic boundary conditions or a vacuum boundary condition can be applied
at the edges of the lattice. For a thin film, the boundary conditions are periodic in-plane but
a vacuum boundary is imposed in the other direction. Exchange bonds are formed between
neighbouring spins and the strength of the exchange bond Jij , as well as the other molecular
field parameters are given as input parameters, which can be estimated from experimental
measurements, DFT calculations, or treated as fitting parameters. During the simulation,
at each ‘time step’, a spin is selected using a random number to select a point in the lattice.
The energy of the system with the spin in its current configuration is calculated by using
the Hamiltonian considering only nearest and next-nearest neighbours to be relevant in the
sum. To simulate the possibility of motion ending in a new state, the spin direction is then
rotated by a small trial step around a 3D sphere with radius R. The new energy is calculated
after the movement using the energy equation in the Hamiltonian, following an identical
procedure to the initial calculation. The move is accepted with a probability that depends
on the difference in energy between the old and new configurations, and on the temperature.
While a range of different probability equations are equally valid to calculate the probability
that a spin vector will rotate to the new state (for instance the Metropolis), in this work a
heat-bath algorithm was used:
Pf lip =

1
1 + exp( kEB∆T )

(4.36)

where E∆ = E” - E, ie. the energy difference between the rotated (final) and unrotated
(initial) spin calculated from Equation 4.33. If the move is rejected, the spin returns to its
original position. This is repeated thousands of times for all of the spins in the lattice. Typically the simulation is run for sufficient time to allow for a stable or metastable equilibrium
state to arise. The metric for the time step is given in Monte Carlo steps (MCs) where a
single MC step is defined as the total number of individual trial rotations divided by the
total number of spins. After sufficient MCs are taken, it is then possible to visualize the
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spin-lattice as function of applied field, or to extract ensemble averages to determine the
volume magnetization or magnetization per layer. The process described above is illustrated
schematically in Figure 4.5. The solution found by the Monte Carlo procedure is identical to
that calculated from the partition function in classical statistical mechanics for a canonical
ensemble, although exact analytic solutions are only possible in very simple cases. Hence, as
this algorithm uses the Boltzman distribution to statistically populate states of various and
degenerate energies correctly, it accurately models entropy. This approach allows for better
modelling of aspects such as phase transitions, spin-reorientation, magnetic hysteresis and
thermal magnetic history. Moreover, while in terms of the transient dynamics, the Monte
Carlo approach is inferior to LLG solutions, Monte Carlo simulations are able to accurately
find the stable and metastable states of larger systems and, therefore, access larger time
spans than contemporary micromagnetic simulations (10).
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Figure 4.5: Flow chart illustrating the algorithm of classical spin Monte Carlo simulation
developed and deployed in this thesis.

Chapter 5
Magnetic exchange bias in
nanocrystalline Ni80Fe20/α-Fe2O3
bilayer films
5.1

Introduction

Hematite, α-Fe2 O3 , is a naturally abundant oxide on Earth and Mars and has been one of
the most studied antiferromagnets (144; 31; 30; 145). A thorough understanding of bulk
hematite’s exotic magnetic properties such as anisotropic superexchange (133; 73), low
anisotropy (69) and unusual spin structure (146) was already achieved by the mid 1960’s
(31). More recently, there has been renewed interest in hematite systems with nanometre
dimensions for applications in biomedical nanoparticles (147; 148), spin-valves (33; 34; 149)
and chemical sensors (61). Based on the work of Dzyaloshinskii (133) and Moriya (73), the
magnetic structure of hematite can be explained as being due to anisotropic superexchange
of the Dzyaloshinskii-Moriya (DM) form (133; 73), together with nearly zero net-uniaxial
anisotropy due to the cancellation of the first-order single ion and dipolar anisotropies (69).
Together these properties enable spin canting and make hematite the prototypical weakferromagnet, more properly called a canted antiferromagnet (31). The low temperature
reversal in the sign of the uniaxial anisotropy (68), along with the DM interaction, explains
the magnetic phase diagram of hematite which contains an extra transition between two an73
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tiferromagnetic states via temperature-driven spin-flop at the Morin transition (146; 63). In
addition to a typical spin-flop transition, where the moments reorientate from perpendicular
to parallel to the c-axis (146), this point also corresponds to the vanishing of the canted
weak-ferromagnetic behaviour which only appears in the high temperature regime(63). Recent experimental work has shown that the magnetic properties of nanostructured hematite
can deviate dramatically from the bulk case including: a suppressed Morin temperature (TM )
depending on grain size, geometry and strain (63; 49; 150; 51); a field-driven spin-flop that
depends on particle volume and geometry (60; 63); a quantized spin wave dispersion (62);
and an altered spin structure leading to exchange bias in natural ores (151). In particular, the wide range of temperatures where exchange bias occurs for ferromagnetic/hematite
bilayer thin films (50; 55; 152; 34) lacks a convincing explanation. The diversity in blocking temperatures for chemically identical bilayers implies that the exchange bias relies on
a complex interplay of the finite-size effects described above. Work on similar oxide multilayers has also sometimes reported anomalous magnetic moments in the antiferromagnet
layers (153) or double-step hysteresis loops (154). This elicits a second possibility that
uncompensated spins or foreign phases embedded within the antiferromagnet, such as Fe
(153) or Fe3 O4 clusters (155), may also play a part in the observed exchange bias. To
better understand the mechanism behind exchange bias, we investigated a nanocrystalline
permalloy/hematite bilayer using a depth-sensitive magnetic neutron scattering technique.
Polarised neutron reflectometry provided the means to determine the magnetic depth profile
and reversal mechanism in the thin film system to clarify the magnetic contributions of the
oxide layer, permalloy and interface separately. This chapter is based closely on the paper
published in Reference (144), but also includes some additional and unpublished data.

5.2

Sample preparation

The samples were prepared in Professor Lin’s group, at the National Chung Hsing University, Taiwan. A dual ion-beam sputtering deposition technique (55) was used to prepare
the Ni80 Fe20 (t1 nm)/ α-Fe2 O3 (t2 nm) bilayer on a Si substrate that had previously been
annealed to give a SiO2 surface-layer. A Kaufman ion source (800 V, 7.5 mA) was used
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to focus an argon-ion-beam onto a commercial Fe or Ni80 Fe20 target surface. An End-Hall
source (VEH = 100 V, 500 mA) was used to in-situ bombard the growing film during αFe2 O3 layer deposition in an atmosphere with a oxygen/(argon+oxygen) ratio of 42% which
was found to produce hematite rather than wurtzite (55). The deposition was done at room
temperature, below the Néel temperature of the α-Fe2 O3 , with no additional external applied
magnetic field.

5.3

Film structure and morphology

Figure 5.1: Cross-sectional TEM image of the Ni80 Fe20 /α-Fe2 O3 film showing a uniform
film with low interface roughness, prepared with the kind assistance of Professor Lin’s group
at the National Chung Hsing University.
Figure 5.1 is a cross-sectional TEM image of the thin film prepared by Professor Lin’s
group at the National Chung Hsing University of Taiwan. It shows a clear bilayer structure
with flat interfaces, low interfacial roughness (< 2 nm) and layer thickness of approximately
14 nm and 15 nm for the permalloy and hematite, respectively. The contrast variation
within the TEM section of the permalloy layer indicates a degree of varying strain in the
film and different crystallite orientations. Figure 5.2 shows the X-ray reflectometry (XRR)
pattern collected by the author at the Bragg Institute using the Panalytical Pro instrument
with Cu-Kα X-rays (λ = 0.154 nm). The best-fit using a structural model based on the
TEM profile is depicted in the inset. The thicknesses for the Ni80 Fe20 (t1 )/ α-Fe2 O3 (t2 )
bilayer are found from the XRR to be t1 = 13.16 nm and t2 = 14.56 nm. These global
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Figure 5.2: X-ray reflectometry of the Ni80 Fe20 /α-Fe2 O3 using Cu-Kα (0.154 nm) X-ray
radiation. Black points are experimental data. Dotted line is the best-fit to the data. The
shaded area encompasses a series of fits to the data using different interfacial roughness for
the buried hematite interface in the range of 0.3 - 0.6 nm. The inset shows the scattering
length density model used to fit the data.
values agree adequately with the local thicknesses found from the TEM cross section. The
chemical composition and number density of Fe, O and Ni ions in the X-ray model are in
agreement with the values for bulk hematite and permalloy. The interfacial roughness can be
quantified from the XRR fits as 0.4 ± 0.2 nm. Figures 5.3 a) and b) are the bright field and
dark field TEM images, respectively, taken ex-situ for the hematite surface, showing a highly
nanocrystalline material with small grain dimensions ranging between 2 and 16 nm. The
scarcity of bright spots in the dark field image indicates that relatively few of the hematite
grains simultaneously meet the diffraction condition suggesting an untextured arrangement
of hematite grain orientations. Figure 5.4 shows a histogram of the grain size distribution in
the hematite layer prepared by the author by performing a particle analysis of the dark-field
TEM using the ImageJ software suite (156). The mean grain area is found to be 13 nm.
Ex-situ atomic force microscopy (AFM) of the top α-Fe2 O3 interface was conducted at the
National University of Chung Hsing by depositing a trial α-Fe2 O3 layer, without depositing
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‘
Figure 5.3: a) Bright field (left) and b) dark-field TEM (right) micrographs taken of the
hematite surface without permalloy deposition showing a highly nanocrystalline hematite
material with grain sizes in the 2-16 nm range, prepared with the kind assistance of Professor
Lin’s group at the National Chung Hsing University.
the subsequent Ni80 Fe20 layer, with the results shown in Figure 5.5. A RMS roughness of
0.2 nm was found across a 1 µm region of the sample, which is in agreement with the value
for the buried interface derived from the XRR fit. Figure 5.6 presents the electron and X-ray
diffraction pattern for the thin film. The electron diffraction pattern gives lattice constants
of a = 5.02 Å and c =13.93 Å which are slightly altered relative to the bulk hematite values
of a = 5.04 Å and c = 13.77 Å. The weak peaks in the X-ray diffraction in Bragg-Brentano
geometry in Figure 5.6 are due to the small thickness of the film combined with the lack of
a strong crystalline texture, suggesting that both layers are predominantly nanocrystalline,
although the permalloy has a weak (111) columnar texture (55). The XRD result is similar
to those found for other films studied elsewhere that were produced using similar deposition
techniques (157). Although there is a sharp Bragg peak in the vicinity of the α-Fe2 O3 (104)
reflection, this is attributed to secondary scattering leading to a virtual Si(200) peak (158).
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Figure 5.4: Grain-size distribution of the Ni80 Fe20 /α-Fe2 O3 film derived from 1000 nm2
square area dark-field TEM image using threshold particle analysis. Inset shows analysed
particles.

Figure 5.5: Atomic force microscope image of a typical α-Fe2 O3 underlayer before Ni80 Fe20
deposition. The original data was collected by Professor Lin’s group at National University
of Chung Hsing and the Figure was prepared by D.L. Cortie using Blender3D. The RMSroughness value is 0.2 nm before permalloy deposition.
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Figure 5.6: X-ray diffraction pattern of the Ni80 Fe20 /α-Fe2 O3 film in Bragg-Brentano
geometry using Cu-Kα 0.154 nm radiation. The inset shows the electron diffraction pattern.
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Figure 5.7: Room temperature magnetometry of the Ni80 Fe20 /α-Fe2 O3 film. Inset shows
an enlargement of the low field region.
Figure 5.7 presents the magnetic hysteresis of the sample measured at 300 K. At room
temperature, the bilayer system shows a low coercive field which is typical for a single
permalloy film in the unbiased state. Previous groups have reported a significant exchange
bias field, and four-fold anisotropy at 300 K for epitaxial Ni80 Fe20 /α-Fe2 O3 films (50).
These features are not seen for our small, randomly orientated granular system. Whereas
the previous group reported exchange bias of up to 40 Oe for their system, the maximum
loop-shift for our as-prepared sample is +5.0 Oe, which is smaller than the zero-point error
in our PPMS system (10 Oe), and therefore must be considered to lie within experimental
uncertainty. Magnetic field annealing (MFA) by heating the sample to 360 K, and applying
a 20 kOe field for 60 minutes, did not appreciably alter the loop-shift upon cooling to 300
K, although the coercivity was decreased.

5.5

Magnetic depth profile

Figure 5.8 contains the polarised neutron reflectometry pattern for the bilayer at 5 kOe and
300 K. Good fits to the data can be generated using the parameters listed in Table 5.1 and
Table 5.2, and the differences between the two models are discussed in detail later. In the
80

5.5 Magnetic depth profile

0

10

Nuclear
Spin up
Spin down
Py

r

Fe2O3

8

(10

-1

10

4

SiO2

-6

-2

Å )

12

0

R

-2

0

10

10

20

30

Depth (nm)

-3

10

-4

10

R++ data
R-- data
R++ Model 2 Fit
R-- Model 2 Fit
R++ Model1
R-- Model1

0.02

0.04

0.06

0.08

-1

Q /Å

Figure 5.8: Room temperature polarised neutron reflectometry pattern with fits with
according to Model 1 and Model 2 with parameter x=1.0 nm, M = 0.75 µB , as discussed
in the text. Error bars lie within the symbols. The arrows indicate the trend as to how the
two models differ.
simpler model, described in Table 5.1, hematite has a zero moment whereas a large 0.96 µB
moment is found in the ferromagnetic permalloy consistent with the bulk saturation value
known for permalloy.
Table 5.1: Best fit parameters to the polarised neutron reflectivity data for the Ni80 Fe20 /αFe2 O3 film at 300 K for Model 1 considering only one magnetized layer.
Layer
Thickness (nm) Roughness(nm) µB per formula unit
Ni80 Fe20
13.15
1.03
0.96
Fe2 O3
14.58
0.46
0
SiO2
98
0.35
0
Si
Infinite
0.5
0
To check if a weak-ferromagnetic moment throughout the hematite layer could be enhanced in high magnetic fields, we collected a polarised neutron reflectometry pattern at 30
kOe (Figure 5.11) at the same temperature. The high field measurement at 30 kOe was
found to be similar to the low field measurement, in that both could be fitted best using the
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Figure 5.9: Improvement of neutron fit residuum rU with altered hematite interface moment
at 300 K and 5 K. Data is the difference between the fit and data calculated in the SimulRefl
software for the model with x = 1.0 nm. The vertical black lines denotes the fitted position
of the minimum error for the connected dataset.
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Figure 5.10: Contour plot of the relative changes in the fit error ∆rU = rU (M,x)−r
versus the
r0
depth and magnitude of the induced moment at the antiferromagnetic hematite interface
for the 300 K, 30 kOe dataset. The roughly triangular area enclosed in the first contour is
the range of best-fit parameter combinations. The X marks the position of minimal value
taken for r0 .

model of near-zero moment in the bulk part of the hematite. In this way, the PNR shows
that, even at high fields, the nanoscale hematite thin film does not have a bulk magnetic
moment that is detectable by neutron reflectometry (< 0.05 µB per Fe) which is consistent
with the low moment known for bulk and nanoparticle hematite in the weak-ferromagnetic
state (63; 60). These measurements also rule out the possibility of sizable magnetic impurity
clusters, and stand in contrast to a recent report on an iron oxide thin film which found an
anomalous 0.5 µB moment per Fe atom in a nominally antiferromagnetic layer (153). Despite the near-zero moment in the bulk of the hematite, a more complex magnetic structure
which includes a net moment concentrated in the interfacial region of the hematite yields
a better fit to the data with the range of parameters in Table 5.2. Figure 5.8 compares the
fits using the two models, where in both cases the same nuclear scattering density profile
was adopted from the layer thickness’, compositions and interface roughness’ derived from
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Figure 5.11: Polarised neutron reflectometry pattern of the Ni80 Fe20 / α-Fe2 O3 film at 300
K and 30 kOe
the X-ray reflectometry and cross sectional TEM results, and only the magnetic moment
was allowed to vary as a free parameter. Visually, the effect of including the uncompensated interface moment is clearly detectable, even on a logarithmic scale, and results in an
improved fit in the Qz regions between 0.06 Å−1 and Qz =0.09 Å−1 . Figure 5.9 shows
the residual error rU for a range of fits with different magnitudes of induced magnetism at
the hematite interface, where rU has been calculated by the SimulRefl software (122) using
P  Rexp (Qz )−Rcalc (Qz ) 2
the formula rU =
to sum the differences between the experimental
Rexp (Qz )+Rcalc (Qz )
and fitted points across the entire Qz range for the reflectivities in both spin channels. For
the high field and room-temperature data, the minimum error clearly occurs at a non-zero
interfacial moment, showing that the overall error of the fit can be lowered by including an
induced moment in the hematite within 1 nm of the interface, with a magnitude of 0.5-1.0
µB per Fe for the 300 K, 30 kOe data. According to current understanding of exchange bias,
the interfacial exchange coupling between ferromagnetic and antiferromagnetic spins, along
with the external field, can potentially overcome the antiferromagnetic exchange forces and
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Table 5.2: Best fit parameters to the polarised reflectivity data of the Ni80 Fe20 /α-Fe2 O3
film at 300 K for Model 2, with two magnetic layers, including an induced magnetic region
at the hematite interface.
Layer
Thickness(nm) Roughness(nm) µB per F.U
Ni80 Fe20
13.15
1.03
0.96
Fe2 O3 interface 0.75 ≥ x ≤2.1
0.46
0.1-2.25
Fe2 O3
(14.58 - x)
0
0
SiO2
98
0.35
0
Si
Infinite
0.5
0
lead to an induced polarisation of the antiferromagnet, where 1-15 % of the per-site AF
moment can be polarised near the interface due to the formation of anti-phase domains(8)
or spin-canting (110). Hematite has 5 µB per Fe atom (51), and therefore the experimentally fitted magnetic moment is consistent with the polarisation predicted by such models.
Precise measurement of the weak induced moments at an antiferromagnetic interface remains challenging using polarised neutron reflectometry (85). However there is a growing
body of evidence using PNR (85; 86; 87; 88) and other experimental techniques (89; 90; 91)
that confirms that these net moments exist in a wide range of exchange bias systems, although the origin, lengthscale and magnetic concentration still remain under debate. To
illustrate this point, Figure 5.10 is the contour plot of the dependency of the relative fit error ∆rU =

rU (M,x)−r0
r0

on the depth and magnitude of the induced moment in the hematite

interface where rU (M, x) is the fit residuum calculated for a combination of x interface
thickness (nm) and M magnetic moment (µB per Fe) and r0 is the lowest error taken from
the point at M = 0.75 µB and x = 1.0 nm. From the roughly triangular area enclosed in
the first contour, it is clear that a range of different combinations of induced layer thickness
(x) and magnetic moment give an good fit where the relative error lies in the 0-5 percent
range, which can be taken as a reasonable estimate of uncertainty (159). From this region,
it appears that a range of fits with low error can be generated where x is in the range 0.5 2.1 nm and the maximum magnetic moment is roughly proportional to 1 (µB •nm) /x (nm).
The upper limit of a two-nanometre induced moment seems to be of surprisingly long-range
compared to the other induced moments (90). On the other hand, a recent theoretical result
showed that the Dzyaloshinskii-Moriya interaction should enhance the interfacial moment
in exchange bias systems with canted antiferromagnets (110), and moreover, bulk hematite
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shows coherent spin canting over multiple atomic monolayers (31; 63; 30). The effect of
strong interfacial spin canting was previously inferred from the magnetometry results on similar α-Fe2 O3 films (55). In bulk hematite the canting angle is very low (51) (≈ 0.1 ◦ ), but
the maximum interface spin canting angle for the hematite thin film studied here needs to
be significantly higher (≈ 7-15 ◦ ) to be consistent with the neutron data, in which case the
interfacial antiferromagnetic spins would have a more significant effect on exchange-coupled
ferromagnetic spins. Admittedly, neutron reflectometry cannot uniquely determine whether
an interfacial moment originates from non-collinear spin canting or a small percentage of
collinear uncompensated spins, since it measures only the net moment. However, in this
case, it provides insight that it is iron-oxide spins, rather than permalloy spins, that behave
differently, because altering the nuclear scattering density of the interlayer worsened the fit.
This suggests that it is unlikely that chemical interdiffusion or formation of foreign magnetic
interface phases could explain the experimental observations (154). Moreover decreasing or
increasing the permalloy moment within 1-2 nm of this region increased the error. Despite
the probable existence of an induced interface moment, significant exchange bias is not seen
in the magnetic hysteresis. The best explanation for this is that, at 300 K, our sample lies
above the Morin temperature which occurs at < 100 K for nanocrystallites, whereas the
other group stated that, for their strained epitaxial films, this transition is enhanced to 400
K (50). Similar suppression of the exchange bias temperature has been reported previously
for nanostructured hematite systems (152). The absence of exchange bias, even in the
presence of an interface moment, is not altogether surprising since the Morin transition is
concurrent with a sizable increase in the uniaxial anisotropy (69) of hematite towards low
temperature, which in turn, stabilizes antiferromagnetic order within the small grains against
superparamagnetic activation (96; 160), reversal (161) and canting. If the magnetocrystalline anisotropy of antiferromagnetic spins is sufficiently low, canted antiferromagnetic
spins can be more easily polarised through coupling to ferromagnetic neighbours, but concurrently provide less of an energy barrier during reversal (162). The uniaxial anisotropy of
bulk hematite has a near-zero value at room temperature owing to the cancellation of the
single-ion and dipolar sources of anisotropy (53; 69). For nanoparticles of < 10 nm, it is
well-known that the Morin transition is suppressed, sometimes to below 4 K (63) and this is
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also true for mesoporous hematite solids (51). Our films show a magnetic transition below
100 K (55), which could be interpreted as the Morin spin-flop, and it is concurrent with the
onset of exchange bias.
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Figure 5.12: Temperature dependence of fully-trained exchange-biased loop after fieldcooling from 300 K to 5 K in 20 kOe. The inset compares the magnitude of the exchange
bias of the film, recorded after field-cooling to 5 K and subsequent heating, with the magnetic
moment recorded during cooling in a field of 20 kOe.
Figure 5.12 shows the temperature dependence of the fully-trained magnetic hysteresis
starting from lower temperatures. Fully-trained means that the sample was field-cycled
at least five times prior to the first measurement. After field-cooling in +20 kOe from
300 K to 5 K, a strong negative exchange bias of HEB = −200 Oe appears. The inset
of Figure 5.12 demonstrates that the exchange bias decreases sharply above 10 K, and
vanishes by 40 K. A small feature appears in the saturation magnetization near the blocking
temperature. In fact, the saturation is almost constant over the 5 - 300 K temperature
range, corresponding to the value of 800 ± 30 per emu/cm3 of permalloy. However, as
previously noted (55) there is a small down turn in the magnetization below 40 K followed
by a sharp up-turn towards lower temperatures. The small downturn corresponds to a loss
of magnetization of approximately 10 emu/cm3 close to the loss of weak-ferromagnetism
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occurring for hematite nanograins at the Morin temperature (63). Below this kink, there
is also an increase towards lower temperatures that was previously attributed to increased
spin canting at the interface (55). An equally feasible explanation is that a proportion of
the smaller hematite grains lie beneath the critical size threshold for the Morin temperature,
and are trapped in the unblocked weak-ferromagnetic state, giving the increase of saturation
(63). These experimental features and the onset of exchange bias, agree well with the
previously published magnetometry data on similar films (55). Figure 5.13 shows the fitted
magnetic depth profile for the fully-trained system obtained by neutron reflectometry at 5 K
after field-cooling in 20 kOe. Despite the dramatic alteration of the macroscopic magnetic
hysteresis due to exchange bias, the experimental magnetic depth profile is similar to that
of the room temperature measurement, suggesting that the bilayer only changes very subtly
in the exchange bias state. As for the room temperature state, the data at low temperature
is consistent with a hematite interface moment, although in this case, the upper limit of the
magnitude of the interface moment per Fe for the 5 kOe data is reduced to ≈ 0.5 (µB •nm)
/x (nm) where x is the thickness in nanometres. This is understood from the comparing
the fit minima in Figure 5.9. The result shows that the magnitude of the uncompensated
moment within the antiferromagnetic compound cannot be directly correlated with the
strength of exchange bias. The Morin transition to the true antiferromagnetic state would
tend to reduce canting but, on the other hand, the remaining uncompensated spins would
have an increased anisotropy (69). Both factors are necessary for exchange bias (162; 160).
The smaller interfacial moment at low temperature suggests that the best explanation
for the up-turn in the magnetization beneath the transition temperature is not increased
spin canting, but is rather due to the interplay of superparamagnetic behaviour with the
intrinsic weak-ferromagnetism of bulk hematite spins in grains too small to be subject to the
Morin temperature. From the literature on similar sized hematite nanoparticles, the weakferromagnetic behaviour would give a moment of only 0.5-5 emu/g (60; 63) corresponding
to a maximum of 0.05 µB per formula unit which is consistent with the near-zero moment
found in the neutron fits.

88

5.7 Magnetic training and reversal mechanism at 5 K

0

12
8

r

Fe2O3

6
Py

10

4
2

SiO2

(10

-1

Nuclear
Spin up
Spin down

10

-6

-2

Å )

10

0

R

-2

0

10

10

20

30

Depth (nm)

-3

10

R++ data
R-- data
R++ Model 2 Fit
R-- Model 2 Fit

-4

10

0.02

0.04

0.06

0.08

-1

Q /Å

Figure 5.13: Polarised neutron reflectometry patterns of the Ni80 Fe20 /α-Fe2 O3 thin film at
5 K and 5000 Oe. Error bars lie within symbols. Inset shows the scattering length density
profile derived from the fit.

5.7

Magnetic training and reversal mechanism at 5 K

Figure 5.14 shows five successive hysteresis loops taken after field-cooling to 5 K. Even at
this low temperature, the exchange bias appears to be unstable showing training effects for
subsequent reversals. The first loop shows an abrupt, step-like decrease similar to that seen
in Co/CoO exchange bias systems (80; 83; 40). In Co/CoO it is reported that all loops
after the second are essentially identical (98; 83), whereas for the hematite system, the
subsequent four loops have a similar shape but display systematic differences in coercivity
and loop-shift. The fourth and subsequent loops are identical within the uncertainties of
experimental measurement. The high degree of training even at low temperature may
indicate the unavoidable activation of small grains during magnetic reversal, which in turn
prevents the usage of a measurement protocol such as the York Protocol (160). This makes
the reproducibility of the measurements closely dependent on the magnetic history and
precise measurement sequence used. Numerical models have shown that training can result
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Figure 5.14: Magnetic training of permalloy/hematite interface at 5 K after field-cooling
from 300K in +20 kOe. The neutron spin asymmetry (SA) at Q=0.028 Å−1 has been
plotted over the trained magnetometry loop at 5 K. Both the spin asymmetry and the
magnetization have been normalized by the value measured at saturation.
from an irreversible spin-flop of the antiferromagnetic order in the first reversal (98; 160),
followed by a reversible thermal activation of antiferromagnetic grains upon subsequent field
cycling for systems with lower antiferromagnetic anisotropy (160). Other groups reported
that the magnetic reversal mechanism occurring at the first and second reversal points
is asymmetric in many exchange bias systems such as Co/CoO (80; 83; 40), Fe/MnPd
(81), Fe/FeF2 (84) and MnF2 /Fe (82). This supports the idea that an irreversible change
occurs at the antiferromagnetic interface during the first switch which subsequently affects
the ferromagnet’s reversal mode. While asymmetry appears to be an intrinsic property of
exchange bias systems (105), experimental and theoretical studies have shown that details
differ depending on the material, since the ultimate reversal mechanism depends on the
types of anisotropies present in the ferromagnet and antiferromagnet (105; 163). Certain
groups have reported domain wall motion at the first switching point, and some form of spin
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rotation for the subsequent reversals in Co/CoO (80; 83; 40). However, the opposite seems
to be true for MnF2 /Fe(84), and Fe/MnPd (81) systems. In many of the papers mentioned,
the details regarding the precise level of training and measurements subsequent to the second
reversal were not explicitly given but the trained behaviour was usually inferred from the
second switching point (which technically still belongs to the untrained loop). In this work,
we deliberately compared the magnetic depth profile derived from PNR at the first and
second switching points of the untrained (H0 and H1 ) and trained loop (H2 and H3 ). Short
scans at a single angle were used to locate the position of the coercive field which in each
case corresponded to the vanishing of the spin asymmetry. Adequate agreement was found
between the magnetometry and neutron spin asymmetry for the sample, as shown in Figure
5.14. The points where full reflectometry patterns were collected are labelled as H0−5 .
Figure 5.15 shows the neutron reflectometry patterns for the coercive fields H1 , H2 and
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Figure 5.15: Non-spin-flip and neutron spin-flip reflectivities at points H1 ,H2 and H3 .
The appearance of the neutron spin-flip intensity (green) is due to a large proportion of
ferromagnetic spins aligning perpendicular to the applied field throughout the permalloy
layer. The situation is nearly identical at H1 and H3 .
H3 . A strong trend emerged for the second and subsequent reversals whereby the majority
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of ferromagnetic magnetic moments pointed at almost ninety degrees to the field. It is
important to note that datasets for all three fields have been over-plotted here to emphasize
the high degree of symmetry at the left and right coercive field for the trained loop. Fitting
the spin-flip (SF) signal gave a moment of 0.96 µB for the permalloy rotated in-plane to an
angle of 86 ± 3 degrees with respect to the applied field. The fitted magnetization angles for
the various fields are summarised in Table 5.3. The appearance of a strong specular neutron
spin-flip signal for the second and subsequent reversal, along with the near 90 degree angle
and full permalloy moment, suggests that the permalloy reversal proceeds via spin rotation
involving the majority of ferromagnetic spins with a low dispersion of domain magnetization
directions. This stands in contrast to those systems in the literature where the second, and
presumably subsequent reversals, occurred by domain wall motion as was evident from the
vanishing neutron spin-flip intensity (84; 82) but it agrees with the case of rotating domains
found in Co/CoO (80; 83; 40). In that case, however, a wider dispersion of angles (40; 164),
along with diffuse scattering (83; 164), was found corresponding to smaller ferromagnetic
domains undergoing incoherent rotation. Figure 5.16 compares the field dependence and
magnitude of the integrated neutron spin-flip signal for the first two reversals across H0
and H1 . The neutron spin-flip signal for the first reversal appears in a step-wise fashion,
whereas subsequent reversals are symmetric across the field point. This suggests an abrupt
change in the mechanism of reversal upon passing through the first coercive field. A weaker
neutron spin-flip signal is seen for the first switching point of the untrained loop at H0 with
respect to the second reversal at H1 . The lower neutron spin-flip signal for the first reversal
suggests a higher dispersion in the orientation of ferromagnetic domains (40), implying a
competition between the motion of domain walls parallel to the field with the rotation of spins
within those domains. The non-symmetric reversal mechanism between the first and second
switching points is a common feature of exchange bias systems (165; 166; 83; 164; 84). In
the hematite system, the step-like increase towards a ninety degree arrangement of spins
is suggestive of an abrupt spin-reorientation of ferromagnetic spins near the coercive field,
followed by a slower rotation away from this configuration with increasing fields. This socalled ‘ferromagnetic spin-flop state’ (98), was predicted for the Ni80 Fe20 /α-Fe2 O3 system
(152) in accordance with Koon’s model (101), where a low energy state could be stabilized
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with ferromagnetic spins at ninety degrees to the applied field, as illustrated schematically in
the bottom section of Figure 5.16. In that work, this was supposed to only occur for specific
interface spin structures corresponding to certain crystallite orientations (152) however our
experimental results for the polycrystalline hematite film suggest an abrupt transition to this
state affecting the majority of ferromagnetic spins during the first reversal, and a growing
tendency to linger in this energetically favourable state during subsequent reversals, resulting

SF Intensity (arb. units)

in coherent rotation for the trained loop (98).
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Figure 5.16: (Top) Integrated neutron spin-flip signal at fields near the coercive fields of first
and second reversal points of the untrained loop, H0 and H1 . The larger neutron spin-flip
intensity for the second reversal indicates a higher degree of coherence in the rotation with
less loss of magnetization to domains parallel to the field. (Bottom) Simplified diagram of
the sequence leading to the ferromagnetic spin-flop state at the first and second coercive
fields H0 and H1 .
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Table 5.3: Summary of fitted magnetization angles of the Ni80 Fe20 /α-Fe2 O3 film at different
fields during magnetic reversal at 5 K.
Field Point Ni80 Fe20 magnetization (µB ) Angle (Degrees)
H0
0.75 µB
89
H1
0.96 µB
87
H2
0.96 µB
86
H3
0.96 µB
84
H4
0.96 µB
0
H5
0.9 µB
74
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Figure 5.17: Experimental procedure followed to form an exchange spring in the Ni80 Fe20 /αFe2 O3 thin film.

5.8

Formation of an exchange spring in the Ni80Fe20/αFe2O3 system from 90 degree field-cooling and lowfield rotation

An exchange spring is a region where magnetization experiences a sizable frustration due to
the competition of the applied field with a magnetic boundary condition, such as interfacial
exchange coupling to an irreversible magnetic phase. The term was first introduced in the
context of nanocomposite permanent magnets consisting of a hard and a soft ferromagnetic
phase (167). One broad definition of an exchange spring is a spatially extended region where
the magnetization is modulated continuously away from the axis of the applied field due
to the presence of a boundary condition that introduces localized magnetic frustration.The
defining characteristic of an exchange spring that sets it apart from ordinary frustration is
that the maximum frustration occurs at a specific interface, and therefore, the magnetization
away from that interface shows a continuous relaxation towards its ordinary state by forming
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Figure 5.18: Polarised neutron reflectometry patterns collected at different temperatures by
90 degree field cooling and subsequent rotation following the procedure in Figure 5.17.
a partial or complete domain wall. In the absence of the frustrating interface, the spring
should relax completely to its natural state in the applied field. It is this resemblance to the
behavior of a ‘mechanical’ spring that earned the exchange spring its name (167). Although
exchange bias provides a strong interfacial anisotropy of variable strength, which is the
ideal situation for pinning an exchange spring, very little systematic work has been done to
explore the effectiveness of variable strength interfacial pinning. Although it was not the
focus of their paper, Roy et al. showed that such a non-collinear magnetic structure can
be formed by the 90 degree field cooling and subsequent rotation of an exchange-biased
bilayer (86). They used this to study the uncompensated moments in the system at a
single temperature. A natural and important question, however, is what happens to such a
spring when the boundary condition is systematically altered? How does the magnetic state
relax? It is known that exchange bias is temperature sensitive, and this provides a means
to systematically alter the boundary condition. It is also thought that exchange bias in
nanocrystalline systems is time-dependent due to superparamagnetic relaxation. Therefore
there is reason to suspect both temperature and time-dependent phenomena within the
frustrated spin structure. To investigate the formation, response and temperature and timedependence of an exchange spring, systematic polarized neutron reflectometry experiments
were conducted on the well-characterized Ni80 Fe20 /α-Fe2 O3 sample discussed in the previous
sections. The first step was to field-cool the sample in such a way as to form a frustrated
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spin structure in a reproducible manner. The sample was cooled in a 10 kOe field before
reducing the field to 5 Oe, rotating the sample by ninety degrees and systematically applying
larger fields to investigate the response. Short scans were used to detect the presence of
a strong spin-flip signal which is the unique signature of a component of magnetization
that remained pinned in the initial field cooling direction and did not follow the sample
rotation or field. Intuitively, if an exchange spring were to be formed, one would expect
components of magnetization both in the field cooling direction and in the rotated direction,
simultaneously producing spin-asymmetry and a neutron spin flip signal. The short scans
ascertained a suitable field that allowed for this situation to be reached. Finally, the sample
was reheated and field-cooled again in 10 kOe, and the same lower field (200 Oe) was applied
when the sample was rotated at 5 K before collecting full reflectometry patterns at 15 K,
30 K and 45 K at a constant field. Figure 5.17 shows the precise steps that were ultimately
followed to form an exchange spring through the judicious selection of the applied field and
cooling conditions. Having established a non-collinear structure, the field was held constant
at 200 Oe when the sample was heated to study the effects of the reduction in the interfacial
pinning. The data for three temperatures, along with the fit to the data using an exchangespring model is shown in Figure 5.18. By comparison of the raw data it is clear that a
systematic decrease in the spin-flip signal occurred upon heating towards the exchange bias
blocking temperature, and the signal vanished above the blocking temperature (40 K). This
is consistent with an increased amount of magnetization relaxing in the field direction as
the sample was heated, and the interfacial boundary condition was systematically reduced.
An important question is whether time-relaxation effects occured during the measurement. According to other work on similar nanocrystalline systems (36), there is the possibility of time-relaxation on the scale of minutes-to-hours. To check for time-dependence in
the signal, I used the rebinning option of the polarized time-of-flight reflectometer Platypus by rebinning the data into one minute, six minute and ten minute slices. Figure 5.19
shows the data for slices in this way. While there are variations between each scan, these
are within statistical error, and most importantly, the last ten minute scan is identical to
the first ten minute scan (i.e. there are no systematic variations). In the event of thermal
activation of the boundary condition, one would expect a variation. Although our data
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Figure 5.19: Time resolved polarised neutron patterns of the Ni80 Fe20 /α-Fe2 O3 thin film
at 15 K, where the total scan has been rebinned into different time slices to search for
variations occuring within longer scan. There are no systematic variations between the first
and last slices, and all variations between consecutive slices are within statistical error.
shows a trivial time-independent situation in this case, it nonetheless shows that the polarized neutron reflectometry technique is feasible on these time scales. A second natural
question is whether the formation of lateral domains could account for a mixture of collinear
and non-collinear magnetism, or whether the magnetization profile was a depth dependent
exchange spring. The full-width-at-half-maximum of the specular beam was analysed, but
this found no evidence of additional broadening at low temperature. This suggests that, if
domains formed in the procedure, they were far larger than the coherence volume of the
neutrons ( >> 1 µm ). Therefore, having established that the magnetic structure was stable
on the time-scale of measurement, and that the off-specular features were not of crucial
importance, there are only two possibilities capable of producing both magnetic asymmetry
and a neutron spin flip signal simultaneously: A) there is a mixture of large domains that
show a zero or ninety degree rotation B) there are large domains that show a exchange
spring-type rotation that is evident in a variable magnetic depth profile. While Model A)
is certainly capable of producing the combination of spin-flip signal and spin-asymmetry, it
cannot match the observed periodicity of the neutron spin flip signal which shows a distinct
dip at Qz = 0.06 Å−1 in Figure 5.18. It is only possible to match this feature by including
a region of completely rotated permalloy within 1-2 nm of the free surface. Therefore,
one can eradicate the possibility that the distinctive signal arose from a combination of 0
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and 90 degree domains. To the extent that domains form, these must all share a common
exchange spring depth-dependent structure. After correcting for polarisation efficiencies, we
could not detect any significant differences between R+- and R-+. Collectively these results
confidently show that only a variant of Model B) is able to fit the data, where in each case
the depth-dependence is that of a spring, but a number of different mesoscale lateral models
are possible. Tables 5.4, 5.5 and 5.6 show the fits for model B at 15 K, 30 K and 45 K
as shown in Figure 5.18 assuming that a single exchange spring domain was formed. The
good fits to the data show that a depth-varying magnetic structure was formed in an either
a monodomain or large polydomain state in the Ni80 Fe20 /α-Fe2 O3 system which was stable
in time but not stable in temperature. The heating of the sample reduced the interfacial
pinning of the ferromagnet layer next to the antiferromagnetic interface and consequently
adjusted the length scale of the resulting exchange spring, but the structure remained stable
on the time-scale of the measurements. The fitting procedure for the non-collinear state was
found to be less sensitive to the value of magnetization in the hematite interface, accounting
for the range of values given in the table.

5.9

Conclusions

This chapter provides a comprehensive set of experimental measurements regarding the
microstructure and magnetic properties of nanocrystalline permalloy/hematite thin films.
These results show conclusively that no significant magnetic impurities or magnetic foreign
phases occurred within the bulk of the antiferromagnet, and therefore eliminate this as a
possible explanation for exchange bias. A strong exchange bias for the nanocrystalline case
was found below 40 K and it was actually enhanced in magnitude relative to epitaxial films
of similar compounds and thicknesses (152). The reduced blocking temperature and enhanced exchange bias can be attributed to finite-size and disorder effects for nanostructured
hematite. Fitting of the polarised neutron reflectometry patterns show that the data is consistent with an interfacial layer of weakly magnetic spins formed at the antiferromagnetic
interface above and below the exchange bias blocking temperature. A detailed error analysis
was performed showing that a variety of different interface-depth profiles could describe the
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data equally well. An asymmetric reversal mechanism was found in the untrained exchange
bias state for the descending branch compared to the ascending branch. The reversal mechanism of the trained sample at low temperature was found to be symmetric for both the
ascending and descending branch proceeding via an in-plane spin rotation. To fully explain
the phenomena observed here experimentally for the hematite/permalloy interface, a theoretical framework is required that moves beyond the magnetic properties known for bulk
hematite, and considers the effect of finite grain size and temperature-varying anisotropy.
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Table 5.4: Summary of the fitted magnetic depth profile and magnetization angles of the
Ni80 Fe20 /α-Fe2 O3 film at 15 K after 90 degree field-cooling procedure to 5 K, and subsequent counter-rotation at 5 K and reheating to 15 K.
Layer
Description
Thickness (nm) Moment per F.U. (µB ) Angle (Degrees)
1
Si
Infinite
0
0
1
SiO2
98
0
0
1
Hematite
13.58
0
0
1
Hematite Inteface
1
0-0.5
0
1
Ni80 Fe20 Sub-Layer 1
2.2
1
76
1
Ni80 Fe20 Sub-Layer 2
2.2
1
69
1
Ni80 Fe20 Sub-Layer 3
2.2
1
63
1
Ni80 Fe20 Sub-Layer 4
2.2
1
53
1
Ni80 Fe20 Sub-Layer 5
2.4
1
40
1
Ni80 Fe20 Sub-Layer 6
2.2
0.5
0

Table 5.5: Summary of the fitted magnetic depth profile and magnetization angles of the
Ni80 Fe20 /α-Fe2 O3 at 30 K after 90 degree field-cooling procedure to 5 K, and subsequent
counter-rotation at 5 K and reheating to 30 K.
Layer
Description
Thickness (nm) Moment per F.U. (µB ) Angle (Degrees)
1
Si
Infinite
0
0
1
SiO2
98
0
0
1
Hematite
13.58
0
0
1
Hematite Inteface
1
0-0.5
0
1
Ni80 Fe20 Sub-Layer 1
2.2
1
50
1
Ni80 Fe20 Sub-Layer 2
2.2
1
42
1
Ni80 Fe20 Sub-Layer 3
2.2
1
31
1
Ni80 Fe20 Sub-Layer 4
2.2
1
30
1
Ni80 Fe20 Sub-Layer 5
3.2
1
26
1
Ni80 Fe20 Sub-Layer 6
1.2
0.9
0
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Table 5.6: Summary of the fitted magnetic depth profile and magnetization angles for the
Ni80 Fe20 /α-Fe2 O3 at 45 K after 90 degree field cooling procedure to 5K, and subsequent
counter-rotation at 5 K and reheating to 45 K.
Layer
Description
Thickness (nm) Moment per F.U. (µB ) Angle (Degrees)
1
Si
Infinite
0
0
1
SiO2
98
0
0
1
Hematite
13.58
0
0
1
Hematite Inteface
1
0.0-0.5
0
1
Ni80 Fe20 Sub-Layer 1
2.2
1
0
1
Ni80 Fe20 Sub-Layer 2
2.2
1
0
1
Ni80 Fe20 Sub-Layer 3
2.2
1
0
1
Ni80 Fe20 Sub-Layer 4
2.2
1
0
1
Ni80 Fe20 Sub-Layer 5
3.2
1
0
1
Ni80 Fe20 Sub-Layer 6
1.2
1.0
0
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Chapter 6
Modelling exchange bias in
nanocrystalline thin films
6.1

Introduction

The previous chapter reported the experimental occurrence of an artificially introduced unidirectional anisotropy in a Ni80 Fe20 ferromagnetic thin film layer deposited on top of an antiferromagnetic α-Fe2 O3 layer. The Ni80 Fe20 /α-Fe2 O3 nanocrystalline bilayer demonstrated
many behaviours in common with other ferromagnetic/antiferromagnetic layered structures:
a shifted hysteresis loop (168; 169; 170; 171; 172; 154), a magnetic-memory training effect
(98; 173; 174), asymmetric reversal mechanisms in the biased state (83; 84; 82; 80; 165)
and uncompensated spins at the interface (88; 104; 90; 175; 86; 85). A multitude of models
have arisen to explain exchange bias, and while some of the details are mutually exclusive,
the models also share many common traits as discussed in Section 2.4.3. However, there
appear to be no atomistic simulations which consider the role of a realistic size and shape
of the grain structure appropriate to a nanocrystalline antiferromagnet, although it is clear
that grain morphology is one of the key factors influencing the strength and stability of
exchange bias in this class of materials (79; 96; 36). A common approach in previous
models for polycrystalline systems has been to treat the spins in a grain particle as a collective entity, rather than consider individual antiferromagnetic spins (176; 168; 177; 102).
Another successful method is to perform fitting of the data using an analytic model such
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as the Fulcomer-Charap model based on the grain size distribution (96; 36; 102). These
models, while useful, are not atomistic, and for this reason, need to invoke a phenomenological ‘defect moment’, ‘uncompensated’ moment, or ‘contact fraction’ for each grain to
explain the magnitude of the exchange bias effect (168). It has also never been proven
that modelling all of the spins in a grain as a collective entity is an appropriate treatment
for antiferromagnets. In current micromagnetic modelling approaches, a phenomenological
intergranular coupling between the defect/uncompensated moment of neighbouring antiferromagnet grains is imposed to produce the exchange bias effect (177; 178). This long-range
intergranular exchange coupling has been considered controversial for antiferromagnet materials (36), and, in particular, there has been little-to-no systematic investigation of the
origin and effect of this exchange in magnetically-localized antiferromagnetic oxides such as
those considered in this thesis. More importantly, none of the current collective-grain models with their simplifications can accurately consider the geometric consequences of grain
shape on the magnitude of exchange bias, whilst also self-consistently predicting the local
ratio of frozen and rotatable uncompensated spins in a realistic close-packed grain structure
with a log-normal size distribution. Past work also did not explicitly model the local role
of the grain boundary whereas the high volume fraction of grain-grain interfaces is known
to lend nanocrystalline materials many of their superior mechanical and thermomechanical
properties over coarse-grain polycrystalline materials (179).
The break down in symmetry near a grain boundary interface must have consequences
for the magnetic structure in an antiferromagnet. Using geometric atomistic arguments,
Takano et al. calculated the magnitude of uncompensated moments for each grain, showing
these scaled as L−1 (172), where L is the grain diameter. However, this work did not
prove numerically what proportion of these moments remain stable during the magnetic
hysteresis, or address whether spins in grain boundary regions showed modified behaviour or
spin-disorder. While for some systems, it appears that smaller grains do indeed yield larger
exchange bias in accordance with Takano’s model (178; 171), this result does not appear to
be universal for all antiferromagnetic materials, because this feature is complicated by the
anisotropy and crystalline texture of the grains (78; 36). In particular, for IrMn3 it appears
that small grains lie below the superparamagnetic limit, and the exchange bias is fitted as
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Figure 6.1: Schematic of the co-ordinate system, thin film components and exchange interactions in the present atomistic spin model for exchange bias with a nanocrystalline
antiferromagnet.
proportional to the integral of an intermediate region of the grain volume distribution f (v),
where V0 is the lower limit for superparamagnetism and V1 is the limit for large grains which
do not contribute to exchange bias:
HEB = C

∗

Hei

Z

V1

f (v)dV

(6.1)

V0

Unfortunately, while this equation has been successfully applied to explain the trends in
the grain size dependence in the IrMn3 system (36), it cannot predict or rationalize the
magnitude of the contact fraction - C ∗ - and the intrinsic bias - Hei - which, ultimately are
the main numerical factors determining the actual strength of the exchange bias. In this
Chapter, a three-dimensional atomistic spin simulation is used to generate a realistic columnar grain structure and investigate the effects of geometry, finite-size, finite anisotropy and
variable grain boundary behaviour, in order to predict the experimental quantities without
phenomenological parameters.
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6.2

Model and method

In the past decade, numerous discoveries in the field have re-emphasized a crucial point:
disorder and imperfection in the antiferromagnet can be an important ingredient in forming
a strong exchange bias in artificial and natural magnetic systems (92; 8; 180; 170; 168;
178; 134; 151). This partly explains the ubiquitous occurrence of this effect in thin film
systems with nominally compensated interfaces where bias should be forbidden according to
the simple Bean model. While in rare cases, intrinsic uncompensated magnetic interfaces
do exist in antiferromagnetic materials (169), in general these interfaces tend to be polar
(exhibiting a net charge and high surface energy) and thus have a tendency towards surface
reconstruction or high interdiffusion (roughness) with a neighbouring layer (181). Hence,
a more general explanation for exchange bias in a wider class of materials appears to be
the presence of random fields in the antiferromagnet due to doping, crystal imperfections
or glassy exchange bonds (136; 97). A crucial model for understanding this is the Domain
State Model proposed by Nowak and Usadel (8; 97). They showed that non-magnetic site
dilution in the antiferromagnet causes an effective random field from missing neighbours,
and this microstructure leads to the formation of a metastable antiferromagnet domain state
which carries a small bulk and surface thermoremnant moment. This model qualitatively
captures many characteristic behaviours of exchange bias systems: magnetic training, coercivity enhancement, temperature dependency and positive exchange bias (8). A surprising
prediction of the model was that the inclusion of defects away from the antiferromagnetic
interface could enhance bias, and this was proven via experiments on ion-implanted Co/CoO
bilayers and twinned single crystalline CoO films (75; 136; 182). For nanocrystalline antiferromagnets, it was proposed, but never fully proven, that the grain boundary could play a
similar role in terms of disorder (8).
The current work studies a Hamiltonian closely related to the original Domain State
Model. However, unlike in that model, where the disorder takes the form of point defects randomly placed in the antiferromagnet, in the current model, the defects are placed
selectively to form extended grain boundaries using a Voronoi construction to mimic a polyhedral close-packed morphology. A schematic of the simulation configuration and coordinate
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system is shown in Figure 6.1. To model the spin behaviour, a Hamiltonian is employed
consisting of a ferromagnet coupled to a disordered antiferromagnet:

X

H = −JF M

S~i · S~j −

i∈F M,j∈F M

X

2
KFshape
M (Six ) −

i∈F M

X 

2
~
~
KFuni
M (Siz ) + gF M µb Bext · Si



i∈F M

(6.2)
X

−


X
ij ~
2
uni
~
~
~
~
JAF Si · Sj −
KAF (k̂i · Si ) + gAF µb Bext · Si

i∈AF,j∈AF

i∈AF

−

X

ij ~
Jint
Si · S~j

i∈AF j∈F M

The summations

P

are performed over all sites in the simple cubic lattice containing maP
terial A ∈ [F M, AF ], whereas the summations i∈A,j∈B are performed for sites containing
i∈A

material A along with the six nearest-neighbours comprised of material B ∈ [F M, AF ].
The first line describes a ferromagnet with |S~i | = 1, JF M = 1, uniaxial anisotropy KFuni
M =
0.1 along the in-plane z direction, and shape anisotropy KFshape
= -0.1 which discourages
M
out-of-plane magnetic orientations. The second line considers a disordered antiferromagnet
ij
with |S~i | = 1, JAF
= −0.5 (when neither i or j are defects), variable uniaxial anisotropy
uni
and direction for each grain/spin given by the unit vector k̂i . The dimenmagnitude KAF

sionless gyromagnetic ratio is set to 2 in the simple ionic model such that gAF = gF M = 2.0.
Some of the sites in the antiferromagnet lattice are replaced by a defect, and at these deij
fects, JAF
and |S~i | can be modified in different ways. For the simplest case, identical to

the Domain State Model, the defects are configured so that |S~i | = 0 and J ij = 0 whenever
i is a defect site. In this work, we model the antiferromagnet as a system either having
high anisotropy (Ising) or a more moderate anisotropy (Heisenberg). For the Ising case,
the uniaxial anisotropy terms are removed on the second line, and the condition is merely
replaced with the simplified assumption that the spin can only point in +ẑ or -ẑ direction,
uni
and the trial step is a spin flip. This approximates the case that KAF
/JAF > 0.1 and

k~i = ẑ which is useful to simplify interpretation and allow a direct comparison with the
Domain State Model (8). The third line in the Hamiltonian describes an interfacial exchange between the ferromagnet and antiferromagnet interface spins, via either direct or
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superexchange interactions.
The defect structure in the antiferromagnet is generated at run-time using random
Voronoi tessellation on a cubic lattice of 128 x 128 x taf . The method places defects so
as to mimic a nanocrystalline grain morphology, as described in Section 6.3. The grain
structure is only applied to the antiferromagnetic layers and the grain boundary is taken
to be one atomic layer thick. The ferromagnet is considered to behave as a single grain
entity, since the ferromagnetic-intergrain exchange will usually be strong enough to enable
this simplified interpretation. To simulate field cooling, the simulated sample is initialized
in the paramagnetic state at t = 5.0 kB T/JF M , and cooled to t = 0.1 kB T/JF M in steps
of 0.1 kB T/JF M in a saturating field along the in-plane ẑ direction with magnitude b = 0.2
taking 1000 Monte-Carlo steps per spin (MCs) at each step. Throughout later sections
the reduced temperature t is expressed in natural units of the strongest exchange energy
(JF M ) such that t = kB T /JF M . A trial step involves a small rotation of the spin around
the unit sphere for the Heisenberg spins (with the magnitude of random walk as R = 0.15),
or a spin-flip for the Ising spins. At t = 0.1, the field is swept between b = −0.25 and
b = 0.25 in steps of 0.01 to simulate a hysteresis loop with a small transverse field of
(by = 0.005) applied to provide a well defined path for rotation. The field is written in
reduced form (b = gµb Bext ) in units of the ferromagnetic exchange parameter JF M , and, as
in the common experimental method, the exchange bias is calculated from the two coercive
field values beb = (bc1 − bc2 )/2. At each field step 250 MCs steps are taken (8).
The simulations presented in Sections 6.4-6.6 use a single ferromagnet monolayer with
(tF M = 1) in contact with four layers of Ising antiferromagnet material (tAF = 4). Including
field-cooling, each independent hysteresis took a total of 5 x 104 MCs to generate, and to
reduce statistical error associated with variable grain structure on a finite simulation size,
a total of ten independent hysteresis loops were collected for each data point, each with
the same input parameters but a different random seed. To simulate the layer-resolved and
element-resolved magnetic properties to facilitate comparison with X-ray and neutron experimental techniques, the averaging of magnetic properties was performed for specific layers in
the thin film system, or particular types of spins (either ferromagnetic or antiferromagnetic).
In particular, the hysteresis loops labelled ‘ferromagnet’ only consider spins in the first layer
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(where xi = tF M = 1), whereas loops labelled ‘AF interface’ considers the spins in direct
contact with the ferromagnet (xi = tF M + 1 = 2) and the loops labelled ‘AF bulk’ consider
the remainder of the antiferromagnetic spins in layers x ∈ [3 − tAF ]. In addition, the total
collective response of all spins in the system is also given as this is the quantity commonly
measured in a volume-averaged magnetometry experiment. In all cases, the hysteresis is
normalized to a quantity M0 which refers to the hypothetical magnetization which would
result from all spins in the current average set obtaining a perfect ferromagnetic alignment.

6.3

Method for generating grain structure: Log-normal
Voronoi grain distribution

The formal definition of a Voronoi tessellation is a collection of n-dimensional entities that
fills space with no overlaps and no gaps, where typically these entities are polyhedra defined
as zones of influence over a particular set of lattice points defined by a central point (184).
Given some spatial domain D in some dimension Rn and some set of discrete points within
the allowed space (here termed the ‘nucleation points’ Ni each at position (~
ri )), for each
point Ni there is a region of the remaining space (P ) associated with a unique Voronoi
polyhedron ‘grain’ Gi such that:
Gi = {P (~r) ∈ D|(d(P, Ni )) < d(P, Nj ); i 6= j}

(6.3)

where dij (Si , Sj ) is the norm or distance operator for the respective space. From a physical
point of view, the generation of Voronoi tessellations mimics a process of crystallization
where a number of grains nucleate at the same time and expand isotropically at an identical
rate (184). Due to the closely-packed polyhedra of this description, the Voronoi construction
produces a realistic grain distribution for nanocrystalline materials on different types of lattice
(185), and this method has been used for mechanic stress calculations (184; 186) and to
model nanocrystalline ferromagnets (187). To form columnar grains on a simple cubic lattice
in the current simulation, the prescription is modified to an extruded 2D Euclidean space in
the film plane, so that the Voronoi tessellation works in the following steps:
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a)

b)

c)

d)
(x0)

Figure 6.2: Grain structure using Voronoi procedure on a cubic lattice. a) Plane-view of
grain structure for ρV = 0.01 nucleation sites where the colour of each site represents the
grain ID that it shares with neighbouring sites. As there can be more grains than colours,
the colour spectrum is repeated. b) Plane-view of grain structure with ρV = 0.05 nucleation
sites c) Histogram of grain volumes for different nucleation site percentage averaged over
10 simulations,fitted with log-normal
function d) Fitting results of log-normal distribution
i2 
h
0)
f (x) = A0 exp − ln(x/x
for the data in c).
width
1. randomly position x grain nucleation sites at some point in the z-y plane of the lattice,
where the Voronoi grain nucleation percentage is ρV ≡ x/N2D and N2D is the total
number of lattice points in each z-y layer,
2. assign a unique ID to each of these grain ‘nucleation’ centres used for tracking the
properties of the grain surrounding it,
3. assign all remaining spins in the 3D lattice to share the grain ID of the nearest
nucleation site, where only the distance projected onto the z-y plane is relevant
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Defect concetration
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Voroni Nucleation Concentration ρV
Figure 6.3: Relationship between the Voronoi nucleation percentage ρV and the total concentration of magnetic defects, as used in the Domain State Model. The high percentage of
grain boundary defects is in accordance with the experimental situation for nanocrystalline
materials where as many as 50% of atomic sites are in boundary regions (179; 183).
dij (Si , Sj ) =

p
(riy − rjy )2 + (riz − rjz )2 ,

4. once a complete map of grain ID’s is generated, position a defect where the grain ID
changes, to mimic a grain boundary of one unit cell length.
This procedure forms a 2D columnar grain structure, where the polyhedra propagate coherently in the x̂ direction (normal to the film plane, growing ‘upwards’ from the substrate)
but the shape of the grain varies in the film plane. Using the algorithm described above, a
range of grain sizes are generated, as shown in Figure 6.2, where the overall properties of
the system depend on the number of grain centres (i.e., the grain nucleation percentage).
Fig. 6.2 a) and b) shows a bitmap of the grain IDs on the cubic lattice for ρV = 0.01
and ρV = 0.05 for a plane-view slice of the 128 x 128 x 4 antiferromagnet. It is clear that
more nucleation sites result in grains with smaller size, however there is always a distribution
in grain area and morphology. Figure 6.2 c) shows histograms of the grain size volumes
for different nucleation probability ρV . The random seed for the program determines the
nucleation placement and the resulting grain structure. Although the geometric construc111
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tion is unique to each random seed, on average, the size distribution is described well by a
log-normal distribution, as shown by the fits to histograms using the function in Figure 6.2
c). Note that here the histograms were generated by averaging ten realizations each with
a different random seed. The number of grains is directly proportional to the nucleation
site percentage, whereas the mean grain size is an exponential function as shown in 6.2 d).
Having constructed the grain picture as described, defects are then placed at the boundaries
of each grain as shown in the later Figure 6.4. The relationship between the grain nucleation
probability ρV and the total percentage of defects (as pertinent to the Domain State Model)
is shown in Figure 6.3. The total percentage of defects in the current model is a measure
of the volume-fraction of atoms placed directly on the grain boundary interface, whereas in
the Domain State Model, it is a measure of the ‘dilution’ of non-magnetic defects.

6.4

Exchange bias with a non-magnetic grain boundary

The following section models the grain boundary region as an extended inter-grain interface
~ = 0), where the magnetic behaviour
consisting of non-magnetic defects (equivalent to |S|
of the defect is analogous to the type considered in the Domain State Model. Whereas
the random placement of point defects still preserves a long-range antiferromagnetic order
above the percolation threshold, the grain structure matrix has the effect of completely dividing the antiferromagnet system into an ensemble of isolated antiferromagnetic particles.
Figure 6.4 shows a picture of the spin structure of the ferromagnetic and granular antiferromagnetic spin structure after field cooling. The ferromagnet is in an almost saturated
state with no domains. Figure 6.4 b) shows that, while the antiferromagnet is largely ordered, perfect antiferromagnetic order is inhibited by the geometric constraints of the defect
structure. Analysis of the antiferromagnet phase domain structure in Figure 6.4 c) using a
similar procedure to Ref. (143) shows that the majority of grain particles possess a single
antiferromagnetic domain and phase, and there is a scarcity of particles in a multi-domain
state, although isolated uncompensated spins naturally appear as point defects in the domain. Thus, the antiferromagnet is ordered within each grain, but neighbouring grains can
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a)

b)

c)

d)

AF Phase

Figure 6.4: Atomic spin structure of the simulated ferromagnet/antiferromagnet bilayer at
t= 0.1 after field cooling, for a) the ferromagnetic, b) the antiferromagnet interface, c)
the phase of antiferromagnetic interface domains, d) enlarged region of antiferromagnetic
interface. Defects are indicated as red sites. Circles indicate some regions of uncompensated
spins in the antiferromagnet. Note that where these spins appear, the antiferromagnetic
order is disrupted, and the uncompensated spins are predominantly in the positive z direction
(green) due to field cooling.
be out of phase with another. Figure 6.4 d) shows an enlarged region of the spin structure
indicating small regions near the grain boundaries where uncompensated antiferromagnetic
spins appear, and frustrated antiferromagnetic bonds are enforced. It is clear that in most
cases it is geometrically impossible for the spins in the grain to realize a perfectly antiferromagnetic state with zero net moment. This effect is most noticeable for small grains with
an odd number of spins and on (110)-type edges. Figure 6.6 presents a scatter plot of
the magnetization versus grain surface area for each individual grain in the simulation. In
this case, the magnetization reflects the ratio of uncompensated spins to those with perfect
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Figure 6.5: Magnetic hysteresis after field cooling with a non-magnetic grain boundary with
ρv = 0.05. for a) ferromagnetic layer, b) antiferromagnetic bulk and interface c) total
magnetic thin film. The quantity M0 refers to the hypothetical maximum magnetization
if the spins in all of the respective antiferromagnet/ferromagnetic layers were to obtain a
global ferromagnetic alignment of all spins.
antiferromagnetic order. It should be noted that different grains with the same area yield
different values of magnetization, which reflects the distribution of shapes and edges of the
grains. In general, grains with smaller area obtain a higher maximum magnetization. While
it is shown that grains can possess either positive or negative uncompensated magnetization,
it is found that the presence of the strong interfacial coupling and the cooling field breaks the
degeneracy of the two scenarios causing a tendency towards a positive magnetization (i.e. in
the ferromagnet and field-cooling direction) resulting in a net thermoremnant moment. The
magnitude of this moment is ≈ 3% of the full spin moment that would arise in the case of
long-range ferromagnetic alignment. The presence of an irreversible surface moment results
in an observable exchange bias in the field-cooled state. Figure 6.5 shows the magnetic
hysteresis obtained at t = 0.1 for the ferromagnet, antiferromagnetic interface, bulk and
total system for ρV = 0.05. It is clear that a finite exchange bias of beb ≈ 0.005/JF M is
present for this system, and this result in the loop-shift which correlates strongly with the
frozen surface magnetization in the antiferromagnet evident in the vertically shifted antiferromagnet hysteresis loop, causing an exchange bias that is very similar in magnitude to
those calculated in the Domain State Model (8).
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Figure 6.6: Scatter plot of magnetization versus volume for each grain in the system after
field cooling in the simulation. A larger distribution in the magnetization is apparent for the
smaller grains.
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Figure 6.7: Dependency of exchange bias with non-magnetic grain boundary at ρV = 0.05
nucleation on the different lateral simulation sizes 16 x 16, 32 x 32, 64 x 64, 96 x 96 and
128 x 128 with periodic in-plane boundary conditions, taf = 1, and 250 MCs per field step.

The single-spin-flip Monte Carlo procedure reproduces well-known finite size and finitetime effects. While some may consider these computational artefacts, often these effects
mimic the experimental finite-size effects. For simulations that are too small in the lateral
dimension (< 96 x 96 spins), the exchange bias was found to vanish in previous work on
the Domain State Model, even when periodic in-plane boundary conditions were adopted,
because the domain state has a characteristic lengthscale (8; 188). This issue is not encountered in the current nanogranular model, because the characteristic lengthscale of domain
formation is governed by the grain size. Figure 6.7 shows that the simulations larger than
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Figure 6.8: Exchange bias and coercivity for non-magnetic grain boundary for ρv =0.05
nucleation sites and taf = 1 with different Monte Carlo steps per field interval with R =
0.3
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Figure 6.9: Dependency of exchange bias on the antiferromagnetic thickness (taf ) in the
simulation for the non-magnetic grain boundary type.
16 x 16 appear to give the same exchange bias and coercivity within statistical error (determined by 10 repeats with different random seeds and averaging). The exchange bias and
coercivity for the smaller simulations are affected by finite size effects. The statistical error
becomes smaller for larger simulations since in this case a larger grain structure is sampled.
A second important question is to consider whether sufficient time steps have been taken
to mimic common experimental conditions. In a magnetometry experiment, there is a characteristic wait time at each field, during which the magnet may undergo relaxation effects
on a diverse range of timescales from femtoseconds to minutes (160). Qualitatively, the
Monte Carlo step is related to the time interval, however, to quantify the relationship one
needs a time-quantified Monte Carlo procedure based on comparing the results with the
116

6.6 Exchange bias with damaged magnetic grain boundaries: modulated, weakened and
glassy
equation of motion from a LLG-solver (10). Figure 6.8 illustrates the effect of including
more Monte Carlo intervals at each field step, which increases the equilibration time at each
field. In all cases, the exchange bias is nearly constant. However, the coercivity is systematically decreased by including additional Monte Carlo steps. Qualitatively, this result concurs
with the experimental finding that coercivity, in general, is not an intrinsic parameter, and
in particular, in exchange bias systems, can be determined by the frequency of the field
sweep rate due to viscosity effects in the antiferromagnet, since there are additional induced
anisotropies (103). For the simulations presented in this work we used 250 MCs per field
interval, to be in agreement with Ref. (8). Figure 6.9 shows the dependency on the AF film
thickness in the model using non-magnetic grain boundaries, showing that, for this simplistic
type of grain boundary, the exchange bias appears to be stronger for thinner AF films.
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Figure 6.10: Histogram of the random bonds in the antiferromagnetic simulation for ρV =
0.05 with the glassy, weakened or modulated type of grain boundary. Each defect in the
cubic site has six damaged bonds to it neighbours, where each bond has a unique value
drawn from a Gaussian distribution. The histogram shows the total distribution of bondstrengths in the simulation for a 128x128x4 antiferromagnetic lattice with different Gaussian
distributions according to the definitions given in the text.
In the previous section, the grain boundary defect region was taken to be completely
non-magnetic. However, it is doubtful that this model applies except in the cases where
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Table 6.1: Parameters used in the exchange bias simulation to model different types of
ij
defective-spin behaviour at the grain boundary region, where i is a defect spin, < JAF
> is
the mean and σij is the width parameter of the Gaussian exchange constants distribution.
ij
Type of boundary Defect spin |S~i | < JAF
>
σij
Non-magnetic
0
0.0
0.0
Modulated
1
-0.5 (= JAF )
0.1 (= |JAF |/5)
Weakened
1
-0.25 (= JAF /2) 0.1 (= |JAF |/5)
Glassy
1
0.0
0.5
intergranular voids appear, or phase segregation occurs in the boundary region (189). High
resolution TEM studies of grain boundaries have shown that a multitude of different types
of grain boundaries can exist - from situations where the free-volume ratio increases in the
nanocrystalline material in the form of 0.02-0.17 nm gaps or pores, to situations where the
structure remains close-packed, but the intergrain region takes on an alternate crystalline
or amorphous structure (124; 190). Generally, the mass density of nanocrystalline materials
fabricated using thin film deposition techniques is reduced by 1-5% from their pure crystalline forms, suggesting only small increases in free volume in the grain boundary regions
(191). The formation of amorphous or crystalline regions between grains in dense nanocrystalline solids has a well understood set of rules, leading to a distorted local structure which
nonetheless shares many common tendencies in terms of the pair-distribution function, density and bonding with the intrinsic properties of the bulk material (192; 191; 124). In such
cases, the grain boundary defect is likely to be magnetic, but the exchange constant and
molecular fields with all neighbouring spins may be ‘damaged’ so as to follow a random
distribution resulting from modified local environment (191; 193; 194; 195; 187). Ostensibly, there are no DFT studies or experimental investigations specifically calculating the
magnetic moment or exchange integral in a damaged intergranular region for antiferromagnetic materials. On the basis of the approximate preservation of the spin moment in ionic
metal-oxide compounds, and a wider understanding of superexchange in metal-oxides, it
is proposed that the main effect of the grain boundary is to introduce randomness in the
bonding angle, interatomic position and coordination, which alters the magnetic exchange
coupling constants in a material-specific fashion, but, to a first approximation, leaves the
local moment unaltered. In this case, the most appropriate semi-empirical treatment is
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that a non-zero spin should be placed in the grain boundary, but should respond to a local
environment that is amorphous or distorted structurally (193; 187). It is conceivable that as
different types of structural grain boundary regions exist, ranging from moderate distortion
to fully amorphous situations, likewise there must be a corresponding variety in types of
magnetic grain boundaries with characteristic distributions in local exchange constant and
anisotropy.
The work here investigates three likely types of magnetic grain boundaries: modulated,
weakened or glassy exchange networks. Unlike in the previous section where |S~i | = 0.0 and
ij
ij
JAF
= 0 (when i is a defect site), in this section |S~i | = 1 but the local value of JAF
for the

defect is a random variable drawn from a Gaussian distribution, simulating the disordering
effect of a variably distorted crystalline environment on the local exchange integral. Table
6.1 shows the mean and width σ (where the full-width-half-maximum [FWHM] ≈ 2.3σ)
used for the different types of Gaussian exchange-damage in the boundary region. Figure
6.10 shows a histogram output from the simulation software for the number of bonds of
various strengths between the defect and the antiferromagnetic spins. It can be seen that
the ‘modulated’ situation was selected to have the identical mean exchange to the normal
antiferromagnet (JAF = -0.5) but a distribution of local values. The weakened exchange
has a systematically reduced exchange coupling distribution. The glassy exchange has,
on average, zero magnetic exchange coupling, but has a distribution consisting of local
ferromagnetic and antiferromagnetic interactions which has been previously suggested for
polycrystalline systems (168; 170). It must be pointed out, that in the current model for
insulating oxides, there is no long range RKKY coupling directly between spins in the bulk,
undamaged parts of neighbouring grains. Nevertheless, an effective intergrain coupling is
not forbidden across the grain boundary, but, to the extent that it occurs, it is exclusively
mediated by the localized exchange pathway through the exchange-damaged spins in the
boundary region which involves traversing through the random exchange-network.
Figure 6.11 illustrates a typical magnetic hysteresis loop obtained at t = 0.1, for the
case of the modulated grain boundary exchange with a grain distribution of ρV = 0.05.
A small exchange bias is apparent, which is very similar in magnitude to that described in
the previous section. The antiferromagnet obtains a similar surface and bulk moment to
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Figure 6.11: Typical simulated hysteresis loop showing exchange bias at t=0.1 where the
antiferromagnetic bonds are modulated at defect sites in the grain boundary.
the non-magnetic boundary case, suggesting that the same geometrical considerations are
dominant. The bulk antiferromagnetic spins contain an irreversible component (0.04 %),
which is evident in the vertically shifted hysteresis.
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Figure 6.12: Typical simulated hysteresis loop showing exchange bias at t=0.1 where the
antiferromagnetic bonds are weakened at defect sites in the grain boundary with a grain
distribution of ρV = 0.05.
Figure 6.12 shows the case for the weakened grain boundary, where all other conditions
in the simulation are the same as described previously. An increased magnetic signal is found
to originate from the antiferromagnet interface, which contains a paramagnetic contribution
evident in the non-saturating hysteresis loop. This is the direct result of more spins with low
ij
JAF
. A larger amount of uncompensated spins are found to be induced in the net moment
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of the antiferromagnetic interface (15%). However, this does not result in a larger exchange
bias, since these moments follow the ferromagnet closely and the irreversible component
(corresponding to the vertical offset of the antiferromagnetic loop) is smaller than in the
modulated case (< 1%) .
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Figure 6.13: Typical hysteresis loop showing exchange bias at t = 0.1 where the antiferromagnetic bonds are glassy at defect sites in the grain boundary with a grain distribution of
ρV = 0.05.
Figure 6.13 shows an example for the case of the glassy type of grain boundary. The
exchange bias is far stronger for equivalent dilution than the modulated, non-magnetic
or weakened type of boundary. Furthermore, the interfacial regions are highly polarised
(reaching approximately 30% of their ‘ferromagnetic’ arrangement). The vertical shift of
the bulk antiferromagnetic spins is the largest (10%), explaining the exchange bias. The
relaxation of magnetization on the time-scales of the measurement is evident, explaining
the loss of magnetization on the first cycle, corresponding to a failure to obtain a perfectly
closed loop on these field scales. For all of the various grain boundaries, the size distribution
of the grains was found to be a key component influencing the strength of the exchange
bias. Figure 6.14 shows a comparison of the dependence of the exchange bias on ρV - the
Voronoi nucleation parameter - for the different types of grain boundary, where an average
over ten random seeds has been performed for each data point to reduce statistical error.
Using the mean grain size taken from the fits for each Voronoi concentration in Figure 6.3,
it is shown in Figure 6.14 that, for all boundary types, the exchange bias scales as L−1 in
accordance with Takano’s model for CoO (172). The peak magnitude of exchange bias for
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the non-magnetic, modulated and weakened grain boundary types are ≈ 0.01b/JF M which is
the correct order of magnitude for experiment, and is closely comparable in magnitude with
the values found for the Domain State Model (8). On the other hand, the exchange bias
for the glassy system shown is half an order of magnitude larger beb ≈ 0.04b/JF M . This is
rationalized on the basis that, despite the zero average exchange across the glassy boundary,
the wide variance in exchange includes the possibility of ferromagnetic bonds which greatly
assist the formation of exchange bias. This concurs in magnitude with a previous theoretical
studies in the same framework which showed a much larger EB for a Gaussian spin-glass
(99), and bears a resemblance to the model of interacting defects in granular systems
(168). Significant exchange bias has been seen in spin-glasses experimentally (92), as
well as unusual time-relaxation effects. Nevertheless, the characteristic paramagnetic slope
associated with a large percentage of damaged boundary spins has seldom been noted in
nanocrystalline systems (196), suggesting that this mechanism is probably not a general
scenario. Moreover, the experimental magnitude of exchange bias is seldom larger than
≈ 0.01b/JF M . As there are sound physical arguments which suggest that many types of
grain boundaries exist experimentally, it is suggested that the specific scenario is completely
material dependent.
The overwhelming message is that grain structure as a form of disorder is capable of
providing a qualitative explanation for the origin of exchange bias in a wide range of experimental nanocrystalline and nanoparticle systems with non-magnetic and magnetic boundary
regions, however careful DFT and first-principle calculations are required to elucidate the
grain boundary molecular field parameters on a system-by-system basis to move towards a
fully quantitative model. Furthermore, it is necessary to move beyond the simple Ising model
version of the antiferromagnet to explore whether low anisotropy in the antiferromagnetic
grains breaks the L−1 scaling to reconcile this model with the Charap/O’Grady model (36).
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Figure 6.14: Top) Increase of exchange bias magnitude in the simulation for increasing disorder from smaller grains with different types of grain-boundary defect behaviour. Bottom)
Exchange bias dependency on inverse mean grain size showing approximately linear scaling.

123

6.7 Model of exchange bias in a nanocrystalline Ni80 Fe20 /α-Fe2 O3 thin film

6.7

Model of exchange bias in a nanocrystalline Ni80Fe20/αFe2O3 thin film

Having developed some principles of exchange bias in nanocrystalline systems, this section
presents the application of the model to model the experimental measurements from Chapter
5. To add additional realism to the model, some modifications were made to the treatment
of the antiferromagnet: a non-Ising anisotropy, a random in-plane-anisotropy direction k̂i
for each grain, finite roughness and temperature varying anisotropy were assumed. The
necessity for including each of these features is based on the experimental discussion in the
previous chapter. Firstly, the Néel temperature of hematite is higher than the Curie temperature of the ferromagnetic Ni80 Fe20 , in which case, the blocking temperature must be related
to a zero-anisotropy turning point or spin-reorientation in the hematite (152; 69). Secondly,
hematite is not an Ising-type of magnet - in fact, it has a very low uniaxial anisotropy
(69). Thirdly, unlike in the previous sections, the ferromagnetic/antiferromagnetic interface
is not perfectly flat but has approximately 0.5 nm rms roughness or interdiffusion between
the layers. Fourthly, the grains are randomly orientated, suggesting that there is no single
anisotropy direction in the system, but instead a distribution of anisotropy directions. Although hematite has a complicated R3 corundum structure, previous magnetic modelling
has shown that the spin-waves can be successfully treated in a two-sublattice pseudo-cubic
method because the strong coupling of the dimer spins results in a simplified effective spin
structure (53). As the current software is restricted to cubic symmetry, I follow this approach here, in which case, the effective monolayer thickness is ≈ 0.5 nm. For these units,
the approximate grain size distribution known from the experimental chapter corresponds
to a grain site nucleation potential of ρV ≈ 0.08.
Although many aspects of the system were studied in detail in the experimental work,
there are still some unknown variables. Firstly: what type of grain boundary is most appropriate? Mössbauer studies of nanostructured hematite found that the characteristic spectrum
of an ordered hematite system superimposed with the broadened spectrum of a disordered
surface/interface region (197; 194). The same characteristic peaks were found in both cases
(i.e., while a distribution of hyperfine fields was encountered, they had the average proper124
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ties of the bulk case). For this reason, it is tentatively suggested that the most appropriate
type of grain boundary is the modulated type of grain boundary described in the previous
section. A second important question is: what is the correct value of Jint to use? The coupling between Ni and Fe atoms was calculated using the Greens-function and DFT approach
as a function of distance in Ref.(198) which reported that, for all atomic-combinations, the
JF M −F M dropped by 80 % when the distance between atoms was increased by 0.5 of the
bulk lattice constant. On the basis of this result, and from physical intuition, we suspect
that the Jint must lie in the range of 0.2 − 1.0JF M , to be of the same order of magnitude
as JF M and JAF M . As a first estimate, the lower limit was adopted. A final consideration
is that the dynamic range of a Monte Carlo simulation is not infinite due to the random
sampling method, and therefore it is difficult to accurately calculate low energy perturbations that involve energies of less than 1 x 10−4 /J where J is the maximum energy in the
system, without a vast number of Monte Carlo steps. Along with the lack of long-range
magnetostatics in the current software, this means that it is not possible to accurately
model the intrinsic switching of permalloy (which is only 5 Oe) due to the lack of significant
anisotropy in that magnet. The only consequence of this is that the coercive field of the
permalloy layer above the blocking temperature is not well represented. Nevertheless, the
representation of the energy scales in the antiferromagnet and the low temperature induced
anisotropy in the ferromagnet is reasonably realistic.
Table 6.2 compares the known experimental/literature parameters with the approximate
values used in the simulation. As in the previous section, the grain morphology was only
applied to the antiferromagnet, and the ferromagnet was treated as a simplified homogenous medium. Unlike in the previous section, the ferromagnet and antiferromagnet have
unequal spin moments to mirror the experimental finding that the per site magnetic moment in permalloy is 1 x µB whereas the theoretical sub-lattice magnetization is 5 x µB
for hematite. In this case, in reduced units, the Curie temperature of the permalloy is
Tc /JF M ≈ 1.4|SF~M |2 = 0.35 where |SF~M | = 0.5 representing the spin-only moment in
permalloy and we select JAF M = 0.2/JF M such that the Néel temperature of the hematite
~ M |2 JAF M = 0.44, where |SAF
~ M | = 2.5, representing the magnitude
is TN /JF M ≈ 1.4|SAF
of the Fe3 + moment in hematite. The critical temperatures were checked and found to
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Figure 6.15: Temperature variation of the magnitude of the antiferromagnt anisotropy in
the model.
be in good agreement with the analytical solution for a variable spin classical spin system
(128). In the simple classical model, the gyromagnetic ratio is set g = 2.0 to give the
approximate per site magnetization in µB . Table 6.3 describes the simulation size and other
important computational parameters in the simulation. In order to set the exchange bias
in the case that the ferromagnet has a lower critical temperature than the antiferromagnet as in the example of Ni80 Fe20 and α-Fe2 O3 , the antiferromagnetic is set to show an
increase in anisotropy at low temperature mimicking the effect of the spin-reorientation at
the Morin transition, where the dipolar anisotropy reverses in sign and begins to add to
the spin-orbit anisotropy (69; 53), so that anisotropy as a function of temperature is given
as k(t) = M ax(0, k AF M − (2t)2 /τ ). In the current work τ = 1.0 giving the temperature
dependency in Figure 6.15.
Table 6.2: Energy ratios determined for bulk α-Fe2 O3 and Ni80 Fe20 adapted from Ref. (53)
and Ref. (198) compared with the approximate ratios used in the classical spin simulation
of exchange bias in a nanocrystalline Ni80 Fe20 /α-Fe2 O3 thin film. The value of anisotropy
for the Ni80 Fe20 later is increased by an order of magnitude to operate in the dynamic range
of the program.
Parameter
Literature value (/JF M )
Simulated value (energy/JF M )
F M −F M
Ji
1.0 (JF M −F M = 33 (FCC) meV) 1.0
JiAF M −AF M -2.1 x 10−1 (7 meV)
-2 x 10−1
KF M
1X10−5
1 x 10−4
KxF M
N.A
-1 x 10−4
AF M
−2
K
4X10
4 x 10−2
JiAF M −F M
(2 - 10 )x 10−2 (5 - 30 meV)
2.0 x 10−2
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Table 6.3: Other simulation parameters used in the classical spin simulation of magnetic
exchange bias in a nanocrystalline Ni80 Fe20 /α-Fe2 O3 thin film.
Parameter
Simulated value
tAF (monolayers)
5 (≈ 2.5 nm)
tF M (monolayers)
5 (≈ 2.5 nm)
Lateral supercell size (spins) 64x64 (≈ 32 x 32 nm)
SiAF M
2.5
DEF ECT
Si
2.5
SiF M
0.5
AF M
gi
2.0
DEF ECT
gi
2.0
giF M
2.0
ρV
0.08
FM aniso.type
Uniaxial
AF. aniso. type
Uniaxial

6.7.1

Simulated hysteresis, magnetic training and lateral component

Figure 6.16 shows five consecutive magnetic hysteresis loops obtained at a constant temperature (t = 0.1) after field-cooling the simulated sample from 12.5 to 0.025 in steps of 0.025
taking 1000 MCs per temperature step. It is clear that large exchange bias (beb ≈ 0.002) is
apparent on the first loop, and is rapidly lost on the first cycle before a more gradual loss
of exchange bias for the next four training loops. The presence of grains with low unidirectional anisotropy offset to the field-cooling direction was found to be a key ingredient
for this training effect which qualitatively agrees with past numerical predictions (98; 161).
Figure 6.17 shows the element resolved hysteresis for the different materials in the system,
demonstrating that uncompensated spins are present in the antiferromagnet, and a portion
of these are frozen during the magnetic hysteresis leading to a vertical shift. Interestingly,
these moments are primarily located in the interfacial region, whereas the bulk of the low
anisotropy antiferromagnet obtains almost no moment in contrast to the results presented
for the Ising antiferromagnet with modulated grain boundary presented in Figure 6.11. The
interface region of the antiferromagnet experiences a vertical shift of 0.06 M0 on the first
reversal (ie. 6% of spins are frozen on this scale). On the second reversal only 0.05%
are frozen, explaining the drastically reduced exchange bias. Figure 6.18 shows the lateral
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Figure 6.16: Five consecutive magnetic hysteresis loops in the classical spin simulation of
a nanocrystalline Ni80 Fe20 /α-Fe2 O3 thin bilayer film after field-cooling to t = 0.025.
magnetic component at ninety degrees to the applied field during field cycling, showing that
a rotation to a ninety degree spin flop state occurs near the coercive fields in agreement
with the experimental results and Koon’s model. Moreover, an asymmetric reversal occurs
on the first and second branch, which is evident in a lower transverse magnetic moment for
the first reversal of the virgin loop. This trend is plotted in a different way in Figure 6.19
to facilitate comparison with experiment from Figure 5.16. A simplified Stoner-Wohlfarth
treatment shows that this type of symmetry-driven training is not allow for a single uniaxial anisotropy direction in the antiferromagnet (105; 98), however in the current case,
the dispersion of easy-axis directions within each antiferromagnet grain, along with the low
ferromagnet anisotropy (106) is found to lead to this behaviour which mirrors the experimental findings. Clearly, although greatly simplified, the model presented here qualitatively
reproduces all of the most important emergent physics found in the experiment: shifted hysteresis, training, asymmetric reversal and a rotatable and frozen uncompensated moment
at the antiferromagnet interface.
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Figure 6.17: Layer resolved magnetic hysteresis on the first cycle of the Ni80 Fe20 /α-Fe2 O3
simulation for the a) ferromagnet b) antiferromagnet bulk and interface c) total system.
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Figure 6.18: Simulated lateral magnetization component for five consecutive loops after
field-cooling to t =0.025.

My (M/M0)

0.6

First reversal
Second reversal

0.4

H1
H0

0.2
0.0
-30

-20

-10

0

10

20

-3

30x10

∆ Field (b/JFM) relative to coercive field
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Figure 6.20: (Left) Simulated magnetic hysteresis for the total Ni80 Fe20 /α-Fe2 O3 system
under identical field-cooling conditions with different antiferromagnetic anisotropy values in
the model Hamiltonian. (Right) Exchange bias and coercive fields versus antiferromagnetic
anisotropy.

6.8

Effect of non-Ising anisotropy

As noted before, exchange bias can only result if some proportion of the antiferromagnet
remains frozen and irreversible on the field and time-scale of the measurement. As such, the
in presence of low anisotropy or small grains, it may be expected that domain wall formation
or thermal activation occurs, affecting the antiferromagnet order (107), and reducing exchange bias. Most previous models of this type have considered quite a high anisotropy (≥
0.1/JAF M ) (199), while experimentally the ratio is generally closer to (0.001/JAF M ) (53).
Figure 6.20 shows the effect of varying hematite’s unidirectional anisotropy in the present
simulation. Intriguingly, the increase in antiferromagnet anisotropy reduces the overall coercivity of the neighbouring ferromagnet. Moreover, an increased exchange bias occurs
for higher anisotropy. Nevertheless a finite exchange bias persists down even to quite low
anisotropy values for the small grains, which mirrors the experimental result.

6.9

Depth profiles and effect of roughness

The results in the previous sections assumed a perfect interface between a ferromagnet
and granular antiferromagnet. Experimentally in Chapter 5, the roughness was found to
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be ≈ 0.5 nm, which is about one monolayer of interdiffusion between the ferromagnet
and antiferromagnet. Here an approach is followed based on previous work which tested
the Malozemoff model by introducing roughness via random scattering from ferromagnetic
impurities into the antiferromagnet monolayer with a probability of r (106; 134). It is found
that for r = 0.3 the profile is quite similar to the 1D chemical profile when using an error
function, as used in polarised neutron reflectometry fitting. Figure 6.21 shows the magnetic
depth profile immediately after field-cooling, without roughness. In agreement with the
polarised neutron fitting, a magnetic inteface moment is found in the first monolayers of the
antiferromagnet corresponding to 0.68 µB per atom, which is about 27% of the full possible
~
moment of the antiferromagnet (|S|=2.5)
which is the maximum spin magnitude for the
Fe3+ sites in hematite. Note that in these figures, the magnetization is not normalized
to M0 but is the absolute magnetization calculated by finding the averaging value of g <
Sz > in the layer. As this model precludes chemical interdiffusion, it suggests that this
feature is the magnetic response of the antiferromagnet itself. The inclusion of roughness
enhances this magnetic moment to 0.97 µB per atom which is simple to explain given the
additional 30% of the ferromagnetic spins. Figure 6.23 compares the magnetic hysteresis
with and without roughness. The inclusion of roughness effectively increases the interfacial
coupling < w >< Jint >. In the current simulation, this has the effect of destabilizing the
antiferromagnet, leading to a higher coercivity but lower exchange bias. Whereas previous
studies in this framework found larger exchange bias for higher roughness in this regime,
those models used a high anisotropy antiferromagnet (134). On the other hand, it may
be the case for a system with more realistic anisotropy that the model of roughness used
in Reference (134) is too simple, because there the ferromagnetic spins retain all of their
‘ferromagnetic’ character even when embedded in the antiferromagnetic matrix. It is also
possible that, even for low anisotropy antiferromagnets, additional anisotropy is present in
the antiferromagnet due to an interfacial contribution, as discussed in Section 2.3.4.
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Figure 6.21: Magnetic and chemical depth profile of the simulated tF M = 5, tAF = 5 AFM
Ni80 Fe20 /α-Fe2 O3 bilayer at t = 0.025 after field-cooling without roughness .
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Figure 6.23: Simulated magnetic hysteresis for the tF M = 5, tAF = 5 AFM Ni80 Fe20 /αFe2 O3 bilayer at t = 0.025 with and without interfacial roughness at the FM/AFM interface.
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6.10

Conclusions

The geometric consequences of small grains must have universal effects on exchange bias in
nanocrystalline antiferromagnets, although the precise magnitude depends on the intrinsic
lattice type, grain boundary type and grain morphology. The simulations presented here
build on the existing understanding of exchange bias in nanocrystalline systems, and represent only a first step towards a holistic computer modelling for accurate prediction of
exchange bias in complicated antiferromagnets. In the particular scenario of the weak ferromagnet α-Fe2 O3 , a further extension of the model would consider the effects of the canted
antiferromagnetic component due to the DM interaction (110), however, this mechanism
can only apply for specific materials and crystalline directions, whereas the geometric effects should be universal to all nanocrystalline systems. Future work is needed to include
the treatment of non-cubic lattices, intrinsically uncompensated antiferromagnet grains and
magnetostatic contributions within the same framework. Multi-scale modelling employing
first principle and DFT methods is urgently required to explore the magnetic effects of grain
boundary interfaces in antiferromagnetic materials. Better understanding of the characteristic behaviour of granular antiferromagnets may facilitate incorporation into other spintronic
devices.
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Chapter 7
The magnetic structure of an epitaxial
perovskite BiMn0.5Fe0.5O3 thin film on
SrTiO3(001) studied with neutron
diffraction
7.1

Multiferroicity in BiFeO3, BiMnO3 and the BiMnxFe1−xO3
family

The coexistence of magnetic and ferroelectric order in multiferroic materials offers an enticing range of applications which has given impetus to widespread research (200; 41; 56;
35; 42; 21; 43). The capability to control magnetization using an electric field, via the
magnetoelectric effect, provides a promising approach for designing devices that exploit
both electronic charge and spin (43; 35; 21). Two materials have emerged as prominent
candidates for such applications: BiFeO3 (56; 35) and BiMnO3 (201; 21). The widespread
interest in BiFeO3 originated because it possesses stable ferroelectric and antiferromagnetic
order at room temperature (202) (TN = 643 K). However pure BiFeO3 has a low magnetic
moment in bulk and thin film form (56; 21), owing to the formation of an incommensurate
spin cycloid that minimizes coherent spin canting (weak ferromagnetism) (203; 204). To
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date, BiMnO3 is the only material where the coexistence of true ferromagnetic and ferroelectric order has been reported (201; 21; 205; 206), albeit with a low magnetic ordering
temperature (≈ 100 K). To complicate matters, it appears that ferromagnetic and antiferromagnetic exchange interactions compete in BiMnO3 , and the resulting ground state
depends on applied pressure (207). Secondly, variable oxygen stoichiometry can affect the
crystal and magnetic structure (206).
Study of the BiMnx Fe1−x O3 series provides a unique pathway towards producing an optimized multiferroic. The substitution for Fe by Mn to form BiMnx Fe1−x O3 is well-known
to lead to an increase in magnetic moment and a decrease in magnetic ordering temperature with x (208; 209; 210; 211). Sosnowska et al. studied the magnetic structure of bulk
BiMnx Fe1−x O3 with x = 0.0 - 0.2 using neutron diffraction and reported a G-type antiferromagnetic spin structure with a reduced Néel temperature (560 K), and a systematic
suppression of the incommensurate spin cycloid with the addition of Mn (210). Bulk studies
of the BiMnx Fe1−x O3 series have usually been confined to lower Mn concentrations (x <
0.3) (208; 209). Definitive data on the magnetic structure of bulk BiMn0.5 Fe0.5 O3 is not yet
available because phases containing high Mn concentration are metastable, and single phase
powders cannot be fabricated (212) unless high pressures are employed (213; 205). One approach to overcome this problem, has been to co-dope large amounts (10-50 % per atom) of
lanthanum (214; 211). A recently published study reported G-type antiferromagnetic order
for bulk Lay Bi1−y Mn0.5 Fe0.5 O3 although the addition of La influenced the crystalline and
magnetic properties (215). In thin film form, high Mn concentration BiMn0.5 Fe0.5 O3 can be
stabilised without the addition of La by epitaxial matching on SrTiO3 (216; 217; 211; 32; 39),
or unconventional low-temperature deposition on Si (218), but experimental results differ.
From a theoretical perspective, first-principles calculations for x = 0.5 predict a mixture
of antiferromagnetic and ferromagnetic superexchange bonds, with antiferromagnetic exchange dominating overall (219; 39). This could either lead to a ferrimagnetic (1 µB per
Fe/Mn atomic pair) or a canted/uncanted antiferromagnetic ground state (≈ 0-0.2 µB per
Fe/Mn pair) depending on the manner in which Fe and Mn are arranged on perovskite
B sites (219; 39). Structural data to clarify this point is lacking because previous X-ray
investigations could not distinguish Fe and Mn site-ordering due to the similar scattering
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7.2 Sample preparation
form factors of the two elements. Neutron diffraction can resolve Fe/Mn site preference
and magnetic order on atomic scales, but so far no such data has been published for this
important compound. Here the first neutron diffraction study of a BiMn0.5 Fe0.5 O3 epitaxial
thin film is reported.

7.2

Sample preparation

Samples were prepared in the group of Prof. Hideo Kimura by Dr. Hongyang Zhao at the National Institute for Materials Science, Sengen,Tsukuba, Japan. Polycrystalline Bi:Fe:Mn:O
2:1:1:6 targets were synthesized by a conventional solid-state method. BiMn0.5 Fe0.5 O3 films
were deposited on (001)-cut SrTiO3 (STO) substrates using pulsed-laser deposition at 650
◦

C with ≈ 500-600 mTorr oxygen pressure (216).

1000 nm

100 nm

588 nm

BiFe0.5Mn0.5
O3 588 nm

bSrTiO3

BiFe0.5Mn0.5O3

bSrTiO3

560 nm

Figure 7.1: Cross-sectional SEM images at two magnifications of the BiMn0.5 Fe0.5 O3 thin
film, prepared with the kind assistance of Dr. Yi Du.

7.3

Film structure and morphology

Owing to the thickness of the film, a SEM could be used to generate cross-sectional images.
Figure 7.1 shows a cross-section of a cleaved piece of the sample demonstrating that the
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Figure 7.2: EDS spectrum for BiMn0.5 Fe0.5 O3 thin film and elemental map for planar view
of the film.

Figure 7.3: X-ray reflectometry pattern and fit for BiMn0.5 Fe0.5 O3 thin film (left) with fitted
SLD (right) performed at a resolution of 10%. The reason for the poor effective resolution
is discussed in the text of Section 7.3.
film is ≈ 580 ± 20 nm thick. Variations in thickness of the order of 20 nm can be seen in
the cross-sectional image for different islands of the film. Figure 7.2 is the EDS map of the
film surface at 20 keV, showing that the ratio of Fe:Mn is close to 50:50 for large regions
of the sample. The SEM shows the surface of the film to be quite rough on micrometre
length-scales.
Figure 7.3 is the X-ray reflectometry pattern for the film fitted using a 560 nm thick layer
of BiMn0.5 Fe0.5 O3 on the SrTiO3 substrate. Due to the thickness of the film, the scattering
length density (SLD) of the BiMn0.5 Fe0.5 O3 is the main determiner of the position of the
critical edge in the pattern. The best fit SLD is 61 x 10−6 Å−2 which corresponds to the
ratio of Bi2 :Fe:Mn:O6 with a mass density of 8.4 g/cm3 , which is close to the theoretical
mass density for the bulk BiMn0.5 Fe0.5 O3 compound at 8.8 g/cm3 . The presence of pores,
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Figure 7.4: (Left) Hypothetical fit to the BiMn0.5 Fe0.5 O3 X-ray data with theoretical
instrument resolution (0%) and identical roughness to Figure 7.3. (Right) Hypothetical fit
with theoretical resolution and increased roughness (2 nm).
grain boundaries, or a slight expansion from the theoretical unit cell could all equally well
explain the slight reduced density. It is clear that no Kiessig fringes are seen in the X-ray
reflectivity pattern for the 560 nm thick film. As the spacing between Kiessig fringes is
inversely proportional to the real-space thickness, one always expect the fringes to become
more closely packed for thicker films, and therefore more challenging to observe. However,
given that the resolution of the X-ray reflectometer is excellent (1%), one would still expect
to see some fringes, even for this thick film, if the theoretical resolution were applied, as
shown by the hypothetical pattern in Figure 7.4. The fact that no fringes are observed
can be explained in two possible ways: either the roughness parameter factors are far too
high and dampen the characteristic interference patterns, or the effective resolution is much
lower than the theoretical instrument resolution. Figure 7.4 shows that, while an increase
in roughness would indeed dampen fringes, it would also result in a much more rapid fall-off
of the reflectometry in Qz than was observed in the experimental data. Hence, it appears
that the effective resolution is lower than the theoretical resolution. The possibility of an
instrumental problem can be ruled out, as the X-ray reflectometry data in the other Chapters
5 and 9 was obtained using the same apparatus and the theoretical resolution was found to
be appropriate. Therefore the reduction in effective resolution is explained as due to slight
variations in thickness over the total area of the film which changes the local reflectivity
(220), where the resulting data is the average of all local reflectivities if these ‘islands’
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are larger than the coherence volume of the scattering process. In that case, the observed
reflectivity is the superposition of many different reflectivities from the different islands, each
with a unique thickness, and in the averaging process, the distinctive fringes are smeared
and eradicated. This description fits well with the small variations observed in the SEM
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Figure 7.5: a) X-ray (λ = 1.54 Å) and b) neutron diffraction (λ = 2.34 Å) of the
BiMn0.5 Fe0.5 O3 film with the scattering vector orientated parallel to the 00L direction.
Fig. 7.5(a) is the X-ray diffraction pattern obtained in standard Bragg-Brentano geometry at 300 K, plotted as a function of Qz =

4πsin(θ)
λ

to allow direct comparison with the

neutron result. In this work, the (001) direction is taken to be the out-of-plane direction
for the film; the (110) and (100) directions correspond to cubic in-plane directions. Strong
reflections are seen for the film near the (00n) reflections of the STO(001) substrate. These
are indexed using the pseudocubic notation. The film has an out-of-plane lattice constant
of 4.01 Å. By a linear extrapolation of the lattice constant trend from lower Mn concentrations (x = 0, 0.1, 0.2) in the bulk BiMnx Fe1−x O3 series, (210), in accordance with Vegard’s
empirical rule, the rough prediction for the pseudocubic lattice constant of BiMn0.5 Fe0.5 O3
is a =

a
√p
2

=3.93 Å, which agrees well with existing experimental data for the in-plane lattice

constant (32). This in-plane constant of BiMn0.5 Fe0.5 O3 leads to a strain of only 0.6% with
139

7.3 Film structure and morphology
the SrTiO3 (a = 3.905 Å). If in-plane lattice matching causes out-of-plane expansion in
order to conserve unit cell volume, as is the case for BiFeO3 thin films (56), the out-of-plane
lattice constant should be increased to 3.99 Å for BiMn0.5 Fe0.5 O3 on SrTiO3 (100), close to
what is observed experimentally (a = 4.01 Å). The rocking curves for the (002) film peak
were found to be sharp with full-width-at-half-maximum of ≈ 0.13 ◦ . The smaller peak
below the 001 reflection marked * is a spectral line from tungsten.
a)

b)

Film peak

c)

d)

(100)

Film peak
(010)

Figure 7.6: Room temperature neutron diffraction patterns for an in-plane and out-of-plane
pseudocubic direction of the BiMn0.5 Fe0.5 O3 film. Only the out-of-plane direction shows a
clear film peak.
Fig. 7.5(b) is the neutron diffraction pattern at room temperature for the same outof-plane scattering-vector direction. The (002) peak of the film is resolvable within the
instrument resolution as a shoulder on the substrate (002) peak, giving an identical lattice
constant to the X-ray result. Given the structural model, the (001) neutron peak is expected
to be weaker because of the different form factors involved for O, Fe and Mn. The ratio of
neutron Bragg intensity at (002) to the (001) intensity depends on the Mn concentration so
that, to a first approximation,

I(002)
I(001)

∝ 160e−8.19x (1.9 for x = 0.5). Thus, the diffraction

results imply that Mn is predominantly incorporated into the B sites of the BiMn0.5 Fe0.5 O3
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Figure 7.7: Reciprocal-space-map for the BiMn0.5 Fe0.5 O3 film in two different in-plane scattering plane alignments illustrated by the figures
phase, since widespread segregation of Mn rich phases should either lead to a significantly
stronger (001) neutron reflection or secondary-phase Bragg reflections. Figures 7.6 and
7.7 are a schematic of the reciprocal space maps for two different orientations of the film,
showing the real-space alignment. No distinct thin film peaks were observed in the neutron
diffraction when the sample was rotated to orientate the scattering vector to the (100)
or (110) in-plane direction, suggesting that the film and SrTiO3 share an in-plane lattice
constant that is too similar to differentiate within instrumental resolution. In addition, at
room temperature, there are no observable peaks at the ( 12 12 0) , ( 12 0 0), ( 12 ,

11
)
22

and (0 0 21 )

positions. If present, these peaks would correspond to a superlattice formed by preferential
occupation of Fe and Mn at points in the pseudocubic lattice, which would be observable
in the neutron diffraction (but not in X-rays diffraction) due to the high contrast in the
Fe/Mn form factor. The absence of these peaks means that the Fe and Mn are chemically
disordered and occupy random B sites in the pseudocubic material. Although a peak does
appear at low temperature in the ( 12 12 12 ) position, it is solely of magnetic origin because it
correlates well with the magnetic susceptibility data, and the solely nuclear peak at (002)
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does not change in intensity during this transition.

7.4

Low temperature magnetic properties

Fig. 7.8(a) shows the appearance of the ( 12 12 12 ) neutron Bragg reflection at low temperature
in zero applied field. This peak implies a doubling in the real-space periodicity of the unit
cell, corresponding to a transition to antiferromagnetic order. The observed combination of
low transition temperature with antiferromagnetic order differentiates the BiMn0.5 Fe0.5 O3
phase from both parent phases BiFeO3 and BiMnO3 , demonstrating that the additional FeO-Mn exchange interaction dramatically alters the overall magnetic behaviour. Fig. 7.8(b)
shows the intensity of the antiferromagnetic peak as a function of temperature after zerofield-cooling. The vanishing of this ( 12 12 12 ) peak at temperatures > 120 K implies a magnetic
origin. Site preference of Fe and Mn could lead to a similar feature, but in that case, a
residual peak should remain at higher temperatures, and higher-order reflections should be
apparent. Indeed, no strong superlattice peaks could be detected at room temperature at
the ( 12 0 0), ( 12 21 12 ) or ( 12 21 0) positions, suggesting that Mn and Fe are randomly disordered
across B sites within the host perovskite.
Fig. 7.8(c) is the net magnetic moment of the sample measured by SQUID magnetometry, upon heating from 10 K in a measurement field of 0.05 T after first cooling from
300 K in either 0 T or 0.2 T. A gradual transition is observed in the 120 K vicinity and
agrees well with the temperature dependency determined from the neutron diffraction peak
in Fig. 7.8(b). The bifurcation between the field-cooled and zero-field-cooled data shows
the formation of irreversible magnetization concurrent with the transition to long-range
antiferromagnetic order.
In previous work on BiMn0.5 Fe0.5 O3 , high cooling fields were found to affect the apparent
magnetic transition temperature, and this was considered to be suggestive of spin-glass behaviour (216). The neutron results show, however, that long-range antiferromagnetic order
predominates at low temperature, making it necessary to consider an alternative explanation
for this dependency. One possibility is that the spin reorientation to the antiferromagnetic
state is similar to the Morin transition in α-Fe2 O3 in that the cooling field plays a role
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Figure 7.8: a) Neutron diffraction scans of the 12 12 21 Bragg reflection at different temperatures for the BiMn0.5 Fe0.5 O3 film. b) Integrated intensity of the ( 21 12 21 ) Bragg peak as a
function of temperature. c) Magnetic moment as a function of temperature measured with
SQUID magnetometry. d) In-plane magnetic hysteresis of the BiMn0.5 Fe0.5 O3 film at 10 K.
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in overcoming the inherent exchange frustration of the competing antiferromagnetic and
Dzyaloshinskii–Moriya exchange (53).
Fig. 7.8(d) is the magnetic hysteresis loop at 10 K. A non-saturating magnetic hysteresis is seen with a coercivity of 0.3 T and a magnetization with a value of ≈ 20 ± 3
emu/cm3 at 1 T. In the event that Mn and Fe order on alternate B sites to form an ordered
double perovskite, a theoretical study predicts antiferromagnetic exchange between the two
sublattices with unequal spin, leading to a magnetic moment of approximately 1 µB per
Mn-Fe pair (219). This would cause a far larger volume magnetization at low fields (≈ 100
emu/cm3 ) than what we (216), and other groups, have observed experimentally (≈ 5-20
emu/cm3 ) (39; 217). Therefore, along with absence of superlattice peaks in the neutron
diffraction, the magnetometry provides strong evidence that Mn/Fe are highly disordered
across B sites in the host crystal matrix, and the magnetic response is due to canted antiferromagnetism as in the case for the similar compounds hematite α-Fe2 O3 (31) and BiFeO3 .
The non-rectangular shape of the hysteresis is typical for a canted antiferromagnetic material (63). The magnetic response for the sample fits the trend identified by Yang et al., who
studied BiMnx Fe1−x O3 on SrTiO3 with x = 0.65, 0.75, 0.82, 0.9, and found, for all cases, a
magnetic transition below 120 K, with a systematic increase in the magnetic moment with
x, where the magnetization was ≈ 15 emu/cm3 for x =0.65 for H = 0.1 T at 10 K (217).
The results also match the work of Bi et al. who studied epitaxial BiMn0.5 Fe0.5 O3 thin films
on SrTiO3 (001) and found a near-zero magnetization (0.8 emu/cm3 ) at room temperature
and a ten-fold enhancement for BiMn0.5 Fe0.5 O3 at 5 K (6 emu/cm3 at 1 T) (39), although
in the current work, higher measurement fields (5 T) were applied to avoid measuring the
minor hysteresis loop. On the other hand, Choi et al. reported a remarkably high magnetic
saturation (110 emu/cm3 ) at room temperature and low fields for epitaxial BiMn0.5 Fe0.5 O3
on SrTiO3 (001), consistent with strain-induced ferromagnetism in the 300 Å films (32).
A full thickness dependency of BiMn0.5 Fe0.5 O3 thin films has yet to be published, but may
reconcile both sets of experimental findings, since strain could be expected to significantly
alter the nature of the Mn-O-Mn superexchange (207). In previous work, the magnetic order
was inferred from volume-averaged magnetometry measurements, but neutron diffraction
provides direct insight into the atomic-scale order in BiMn0.5 Fe0.5 O3 .
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The existence of both antiferromagnetic order and magnetic hysteresis in BiMn0.5 Fe0.5 O3
is evidence of the Dzyaloshinskii-Moriya interaction, since this is the mechanism for canted
antiferromagnetism (133; 73; 31). Secondly, this elicits the possibility of incommensurate
cycloid features, as for the case of BiFeO3 which has a G-type antiferromagnetic order
modulated by a long wavelength spin cycloid.

7.5

Search for incommensurate features

In thin films (< 600 Å), the cycloid could not be detected in BiFeO3 (221) but recently a
neutron diffraction study found clear signatures of this cycloid for thicker films ( 1 µm) on
(110) and (111) SrTiO3 (74). To search for the appearance of incommensurate peaks, a
2D imaging of the ( 12 12 12 ) peak at 5 K was performed. Fig. 7.9 shows the BiMn0.5 Fe0.5 O3
reciprocal space map in the ( 12 12 21 ) vicinity. For BiFeO3 a satellite reflection of almost equal
intensity is found near ( 21 12 12 ) and is the main signature of the incommensurate spin cycloid.
The dotted circles in Fig. 7.9 denote the approximate position in reciprocal space where
the distinctive signature of the [δ̄ δ̄2δ] incommensurate peak would be apparent (74). The
absence of satellite features or non-ellipsoidal peak asymmetry near the main Bragg peak
indicates that a cycloid was not detected for the BiMn0.5 Fe0.5 O3 film despite the fact that
the thin film shared the pseudocubic structure and G-type AF order with the parent BiFeO3
compound. The absence of a cycloid in BiMn0.5 Fe0.5 O3 may be advantageous for multiferroic
properties, since the incommensurate structure is considered to be highly disadvantageous
in BiFeO3 where it lowers the magnetic saturation and prevents the linear magnetoelectric effect (56). Although the precise influence of the (001) SrTiO3 substrate is not yet
clear, the lack of a measurable cycloid is in line with a recent first principles calculation
to study the weakening of the Dzyaloshinsky-Moriya energy interaction in BiMn0.5 Fe0.5 O3
that argued that this should result in a suppressed spin-cycloid to make this material a
better candidate for electric field manipulation of magnetization (222). This seems to be
a feasible explanation, although there is the small possibility that the cycloid is longer in
wavelength, has a significantly different propagation vector, or exists in a multi-domain state
(74), and therefore could not be detected in the measurement. This is unlikely, given the
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Figure 7.9: Contour plot of reflected neutron intensity in the (110)/(001) scattering plane
near the ( 21 12 12 ) position at 5 K. The absence of substructure and satellite reflections near
the primary reflection indicate that the spin cycloid known for BiFeO3 does not occur for
BiMn0.5 Fe0.5 O3 on SrTiO3 (100).
agreement with bulk BiMnx Fe1−x O3 and Lay Bi1−y Mn0.5 Fe0.5 O3 , where no incommensurate
features were reported (210; 215), and due to the fact that the saturation magnetization
in BiMn0.5 Fe0.5 O3 appears to be enhanced relative to BiFeO3 , which is consistent with a
suppressed cycloid.

7.6

Comparison with La0.2Bi0.8Fe0.5Mn0.5O3 powder

Although, as noted in Section 7.1, it is not possible to stabilise bulk BiMn0.5 Fe0.5 O3 under ambient pressure, it is possible to explore similar compounds by including A site substitution to provide a route to stability. One such compound is La0.2 Bi0.8 Fe0.5 Mn0.5 O3
which can be fabricated in powder form using conventional solid state methods. To bet146
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a)

b)

c)

d)

Figure 7.10: a) Temperature dependent magnetic moment of La0.2 Bi0.8 Fe0.5 Mn0.5 O3 powder measured in a 1000 Oe field after cooling in either 0T (ZFC) or 5 T (FC) b) 3D Stack
of neutron powder diffraction patterns for La0.2 Bi0.8 Fe0.5 Mn0.5 O3 at different temperatures
c) Magnetic hysteresis of Bi0.8 La0.2 Fe0.5 Mn0.5 O3 at 5 K d) Comparison of the temperature dependence of the antiferromagnetic peak in the La0.2 Bi0.8 Fe0.5 Mn0.5 O3 powder and
BiMn0.5 Fe0.5 O3 thin film.
ter understand the relationship between the underlying physics of the BiMn0.5 Fe0.5 O3 and
La0.2 Bi0.8 Fe0.5 Mn0.5 O3 , this section briefly qualitatively compares the temperature dependent neutron diffraction patterns, the magnetometry and the cycloid in the vicinity of the
( 12 12 12 position) for the thin film and the powder. A full, detailed Rietveld refinement of the
La0.2 Bi0.8 Fe0.5 Mn0.5 O3 powder and discussion of the intricacies of this system is to be found
elsewhere in Reference (223). Figure 7.10 a) shows the temperature dependence of the magnetic moment for the powder. The first inflection point occurs at 250 K. Below this point
the inverse susceptibility become non-linear, whereas it is linear at high temperature with a
negative Curie-Weis temperature corresponding to antiferromagnetic exchange. Figure 7.10
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La0.2Bi0.8Fe1-xMnxO3

BiFe1-xMnxO3

x = 0.5

Figure 7.11: (Left) Enlarged region of antiferromagnetic peak for bulk BiMnx Fe1−x O3 powders at different Mn concentrations (x) taken from Reference (210) showing gradual suppression of the satellite peaks corresponding to the cycloid. (Right) Enlarged region of
antiferromagnetic peak for La0.2 Bi0.8 Fe0.5 Mn0.5 O3 (this work) showing the absence of clear
satellite features within instrumental resolution. The non-Gaussian experimental peak-shape
is an intrinsic property of the resolution function in this region of d-space.
.
b) shows a 3D plot of the temperature dependent neutron diffraction scans, taken on the
Wombat powder-diffractometer at ANSTO using wavelength of 2.41 Å. It is clear that a
new peak appears at 250 K, at around 2θ = 25 ◦ . This peak matches the ( 12 12 12 ) pseudocubic position expected for G-type antiferromagnetism, as seen in the film. Below 250 K, the
magnetic susceptibility data shows bifurcation between the field-cooled and zero-field cooled
data. This corresponds to the formation of irreversible weak ferromagnetism. The magnetic
hysteresis at 5 K is shown in Figure 7.10 c). The shape of the hysteresis for the powder, as
well as the coercivity is very similar to the magnetic hysteresis found at low temperature for
the film in Figure 7.8, suggesting that weak-ferromagnetism occurs in both samples. From
the refinement, the mass density of La0.2 Bi0.8 Fe0.5 Mn0.5 O3 is known to be 8.75 g/cm3 , so
that the moment at 1 T is ≈ 5 emu/cm3 which is 25% of the thin film moment at the same
field, indicating additional effects of anisotropy and frustration in the La-doped powders.
Figure 7.11 shows an enlarged region of the antiferromagnetic peak for various Mn-doped
BiFeO3 powders and the La0.2 Bi0.8 Fe0.5 Mn0.5 O3 . The absence of satellite features in the
148

7.7 Conclusions
latter case concurs with the result found for the thin film that no cycloid is detectable.
The qualitative similarity between the BiMn0.5 Fe0.5 O3 and Lay Bi1−y Mn0.5 Fe0.5 O3 properties
is remarkable. Nevertheless, while both the BiMn0.5 Fe0.5 O3 and the La0.2 Bi0.8 Fe0.5 Mn0.5 O3
share a similar canted G-type antiferromagnetic order at low temperature, there are notable
differences in the observed transition to the antiferromagnetic state. Figure 7.10 d) compares the intensities of the ( 21 12 12 ) peak for the film and the powder. It is clear that the film
undergoes a much lower temperature transition. This is attributed to the role of the strain
in the film. The powder shows additional inflection points and behaviour in its magnetic
susceptibility data below the antiferromagnetic transition. It is unclear whether these arise
from the reorientation of grains in the measurement field, or an additional spin-flop transition takes place which preserves the G-type order but reorientates the magnetic moments
in a way that is not observable in the neutron powder diffraction. If this spin reorientation
exists, it is possible that this also affects the properties of the thin film, since only one
scattering plane of the film could be studied under variable temperature.

7.7

Conclusions

Using pulsed-laser deposition onto a SrTiO3 substrate, it is possible to fabricate Mn rich
BiMn0.5 Fe0.5 O3 phases in thin film form which are not stable in bulk. The magnetic properties of the BiMn0.5 Fe0.5 O3 phase are distinct from both parent phases BiFeO3 and BiMnO3
but are qualitatively similar to the properties of bulk La0.2 Bi0.8 Fe0.5 Mn0.5 O3 . This work has
shown unambiguously that G-type antiferromagnetism exists in a 580 nm thick epitaxial
BiMn0.5 Fe0.5 O3 film below 120 K, and an analogous type of magnetic structure occurs in
the La0.2 Bi0.8 Fe0.5 Mn0.5 O3 powder. It is found that Mn and Fe are disordered across B sites
in both the powder and the film structures such that ferrimagnetism cannot be realized. The
spin cycloid known for BiFeO3 could not be detected for thin film BiMn0.5 Fe0.5 O3 on SrTiO3
(001), or for the La0.2 Bi0.8 Fe0.5 Mn0.5 O3 powder. The magnetization of the BiMn0.5 Fe0.5 O3
is increased with respect to BiFeO3 but the transition temperature is reduced. The magnetization of the BiMn0.5 Fe0.5 O3 thin film appears to be significantly higher than for the
La0.2 Bi0.8 Fe0.5 Mn0.5 O3 powder, but the transition temperature is reduced. Future theoret149

7.7 Conclusions
ical and experimental work is needed to understand how the magnetic structure of this
compound depends on film thickness and strain.
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Chapter 8
Computer model of a disordered
perovskite BiMn0.5Fe0.5O3
8.1

Introduction

The goal of this chapter was to develop a general model based on the same computational
techniques discussed in Chapter 6 in order to simulate the magnetic spin structure of BiFeO3 ,
before extending the model to understand the experimental results for BiMn0.5 Fe0.5 O3 presented in Chapter 7. In particular, an explanation is sought for the key observables found in
the experimental work on BiMn0.5 Fe0.5 O3 : the suppression of the cycloid, the reduced critical
temperature and the onset of a weak-ferromagnetic hysteresis. While previous models have
recently explained the spin-wave dispersion for BiFeO3 (224; 225), it is not well understood
why weak-ferromagnetism is absent since DFT calculations elucidated this as a possibility in
BiFeO3 (226). The current work checks the main results of the inelastic neutron and DFT
modelling in the framework of a classical spin formalism and also calculates other relevant
magnetic properties such as transition temperature and susceptibility. It then extends the
well-developed understanding of BiFeO3 to model the effects of point-defect modifications
where a magnetic Fe site is replaced with a second transition element (Mn) and the molecular fields at the surrounding interfaces in the crystal matrix are locally perturbed. Such
emergent complexity at the resulting atomic-scale interfaces in the microstructure is beyond
the scope of any simple analytic treatment.
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Strategies to improve the material properties of the room temperature multiferroic bismuth
ferrite (BiFeO3 ) have received a significant amount of attention in recent years, primarily for
implementation in next-generation devices for information storage and other spintronic applications (41; 56; 35; 42; 21; 43). A re-occurring question is the origin of the negligible remnant magnetization, and numerous routes have been discussed to improve the spontaneous
magnetic moment of crystalline and thin film BiFeO3 (56). However, it is only comparatively
recently that the energetics of the magnetic ground state of BiFeO3 have been thoroughly
investigated, enabling a more guided approach to this question (226; 224; 225; 227). In
general, the antiferromagnetic orthoferrites and orthomagnetites such as α-Fe2 O3 , BiFeO3 ,
ReFeO3 , and ReMnO3 (Re = rare earth element) show an intelligible set of magnetic phenomena with trends that can be stood on the basis of highly similar model spin Hamiltonians.
For instance, it is remarkable that a single effective Hamiltonian is able to reproduce the
entire phase-diagram of the pseudocubic rare-earth orthomagnetites ReMnO3 within the
framework of a classical spin model (228). Such models are able to bridge the gap between
a full-electronic description of a material and continuum approximations (10) and may one
day play a role in spintronic technology development analogous to the role of semiclassical
models in semiconductor device design. In particular for the pseudocubic orthoferrites, it
is possible to model the magnetic-ion lattice as a simple cubic lattice of classical vectors,
provided one also includes parameters that mimic the positioning of the oxygen octahedron
and introduce non-cubic local anisotropies, ferroelectric distortions and local DM vectors
(228). Studies of ReFeO3 , α−Fe2 O3 , ReMnO3 and BiFeO3 using DFT calculations, atomistic modelling and inelastic neutron spectroscopy have established that these systems are all
well-described by a similar magnetic model which governs the energetics of their spin structure, spin-waves and susceptibility. In particular, the orthoferrite systems are characterized
by the universal importance of the DM interaction, and to a lesser degree, by the competition
of next-nearest neighbour exchange and variable anisotropy. This explains the rich phase
diagram containing regions of weak-ferromagnetism, incommensurate magnetism, andit Etype, A-type and G-type antiferromagnetism (226; 224; 225). It is only very recently that the
precise values for the relative interaction parameters for BiFeO3 have been experimentally
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determined (224; 225). While the model Hamiltonian using these energy terms was shown
to reproduce the ground-state, the reasons for negligible weak-ferromagnetism in high quality single crystals of BiFeO3 under applied magnetic fields / strain has not been adequately
addressed. DFT calculations and polarised neutron studies elucidate the possibility of local
weak ferromagnetism for BiFeO3 , but experimentally no remnant weak ferromagnetism is
seen for high quality crystals and this is evident in the linear susceptibility (56). It is a widely
held view that the presence of a long-range incommensurate cycloid locks the majority of
the canted antiferromagnetic component into a self-compensating form (56), and as such,
the frustrated canted antiferromagnetic component remains latent. Therefore, despite the
recent advances, it remains unclear what perturbations are required to drive the BiFeO3
system into a macroscopic weak-ferromagnetic state at finite temperature. On the other
hand, the results in Chapter 7 clearly show the onset of weak-ferromagnetism for heavily
Mn-doped BiFeO3 . However the phase diagram of BiMn0.5 Fe0.5 O3 has received far less
attention both in terms of both experiment and theoretical studies. Material scientists have
widely found that doping with a transition metal enhances the magnetic moment of BiFeO3
(208; 209; 214; 217) and in general, the few neutron studies that have been performed have
shown that the cycloid is suppressed in these cases (210). A similar scenario seems to apply
to strained thin films of BiFeO3 and BiMn0.5 Fe0.5 O3 . No satisfying theoretical explanation
has addressed why strain or doping of a transition metal in BiFeO3 should enhance weakferromagnetism. Since the energetics of cycloid formation in BiFeO3 have been intensively
studied, the current work begins by investigating the response of the well-established microscopic magnetic Hamiltonian to perturbations of either a global or local nature that alter
the ratio of the molecular fields to influence the cycloid, ordering temperature, magnetic
susceptibility and weak-ferromagnetic behaviour. A simple classical spin model is used to
perform a wide exploration of parameter space implemented via a Monte Carlo computer
simulation of a 3D Heisenberg lattice with single-spin-flip dynamics governed by a heat-bath
algorithm identical to the method in Chapter 6.
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Figure 8.1: An schematic of a single 2D plane within the simple cubic lattice with and
without Mn substitution. All of the important energy interactions between sites are labelled
in the classical spin model.

8.2

Model

The form of the model spin Hamiltonian for BiFeO3 was recently confirmed to be similar to
those describing isostructural ReMnO3 and α-Fe2 O3 (226; 224; 225):

HM = −

X
ij

−

X

~i • S
~j −
JAB S

X

0 ~
~j −
JAB
Si • S

X

ij

~i × S
~ j ) − µb
DAB d~ij · (S

ij

2
κA Si111

(8.1)

i

X

gA B~ext • S~i

i

In the Hamiltonian given in Equation 8.1, the summations

P

ij

and

P

i

run over all atoms

in a three-dimensional simple cubic lattice. The first term describes a nearest-neighbour isentropic superexchange on a simple cubic lattice with an antiferromagnetic exchange constant
given by J where the subscripts specify the coupling appropriate to the atom type of spin
i and spin j (as, later in this work, one needs to consider the possibility of Fe-Fe bonds,
Fe-Mn and Mn-Mn bonds). The second term refers to a next-nearest neighbour exchange
between neighbours along cubic diagonals with an antiferromagnetic coupling constant J 0 .
The third term describes a uniaxial anisotropy which prefers to maximize the spin component Si111 along the unique [111] direction (224; 225). The fourth term describes the
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relativistic, antisymmetric superexchange of Dzyaloshinsky-Moriya form, where the local DM
vector governing the interaction between two spins is dij . The final term is the Zeeman
term describing the coupling to applied field, where the effective moment is gA Si µB in a
simple classical approach.
Table 8.1: Energies for the terms in the spin Hamiltonian of BiFeO3 determined from
inelastic neutron scattering fits and DFT calculations taken from Ref. (226), Ref. (224)
and Ref. (225). The bracketed terms shows the ratio of the respective energy in units of
the respective JF e−F e .
Parameter Experiment 1 (meV) Experiment 2 (meV) DFT calculations (meV)
JF e−F e
-4.38 (1.0)
-6.48 (1.0)
-5.96 (1.0)
0
JF e−F e
-0.15 (0.034)
-0.29 (0.045)
N.A
κF e
<0.01 (<0.002)
0.0068 (0.001)
0.004 - 0.5 (0.001 - 0.08)
DF e−F e
0.107 (0.024)
0.162 (0.025)
0.144 (0.024)
The absolute values of the energy parameters (J, J 0 , D and κ) for BiFeO3 were recently
measured in two independent inelastic neutron scattering experiments and calculated in a
DFT local spin densityy approximation (LSDA+U) investigation and these are summarised
in Table 8.1. A range of different anisotropy constants were found in the DFT calculation,
depending on the deviation from cubic symmetry (226). Although the two inelastic neutron
experiments assumed different magnetic moments per Fe, this only resulted in an overall
energy scaling, and it is clear that the ratios between J 0 /J, D/J and κ/J for the pseudocubic
case match quite well between all three sources. It is the ratio, rather than the absolute
values that ultimately determine the zero-field ground state since all terms in the Hamiltonian
~ 2 > (with the exception of the Zeeman term). It is also clear that the
scale by < |S|
experiment which used the measured moment of 4 µB rather than the hypothetical moment
p
of (2.5)(2.5 + 1) matches the DFT calculations more closely in absolute terms. Previous
work using Monte Carlo methods showed that these ratios reproduce the ground state
magnetic structure and spin-wave dispersion (225), but so far there has been no calculation
of susceptibility or comment on the sub-lattice moment reduction at finite temperature.
The advantage of a classical spin model implementation via a thermal Monte Carlo method
is that it provides a general framework to predict finite temperature properties, calculate
quasi-equilibrium spin states during hysteresis in an applied magnetic or electric field (8) and
study large supercells to capture the characteristic lengthscales of long-range phenomena
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such as domain walls or incommensurate structures (7; 143). The simple parallel nature of
a Monte Carlo problem also allows for efficient computation on today’s hardware to enable a
rapid exploration of parameter space. Using nearly identical code to Chapter 6, a computer
simulation was developed to implement the extended Heisenberg model encoded in Equation
8.1, where spins are treated as classical vectors and the trial step is a small rotation of the
spin around the unit sphere with a random walk parameter of R = 0.15. A standard heat-bath
algorithm was used to accept the trial step and simulate Glauber dynamics (10). In addition
to the ground state, the software extracted ensemble averages reflecting the macroscopic
magnetic properties of susceptibility, magnetic hysteresis and temperature dependence under
various external conditions. In particular, it is interesting to consider how exposing the model
Hamiltonian to different types of perturbation affects the formation of the cycloid and weakferromagnetic behaviour. This includes global modifications of all molecular parameters or
local modification at specific sites to mimic the local distortion of a secondary transition
metal, such as Mn, in the cubic lattice. In our simple ionic model we assume that the
total spin moment of Fe3+ is |S~F e | = 2.5 while that of the dopant (Mn3+ ) is |S~M n | = 2.0.
Previous X-ray Photoelectron Spectroscopy (XPS) and DFT calculations have established
that both ions predominantly exist in the 3+ state in BiMn0.5 Fe0.5 O3 (39). DFT calculations
in the R3 group for BiFeO3 found that the local microscopic DM vectors are staggered in
such a way that the net DM vector points along one of the (111) directions and has a
magnitude that is specified by only two parameters, α and β. Following a similar formalism
to that used in the simulations of ReMnO3 (228), we express the local DM vectors as:


(−1)x+y+z α





dxij =  (−1)x+y+z α

(−1)x+y+z β








dyij

x+y+z

(−1)
α


=  (−1)x+y+z β

(−1)x+y+z α
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where dσij refers to the nearest-neighbour bond betwen atom i and j, which only applies to
the neighbours in the cubic direction given by the superscript σ = x, y, z. The parameters
of α and β are based closely on the DFT calculation for BiFeO3 by Weingart et al. (226).
The DFT study determined the vector magnitude of the total DM energy to be ≈ 0.17 meV,
in agreement with the neutron spectroscopy result, and it also elucidated the ratio of the
individual components α and β to be approximately 50/65. In the current study, the values
of α = 1 , β = 1.2 are fixed and only the energy scale of the resulting vector is adjusted
by an additional scalar multiplier D. It is important to note that the anticommutivity
of the vector product on the antiferromagnetic vector arrangement produces the property
that Si × Sj = −Sj × Si , but from a physical perspective the energy of the microscopic
DM spin-spin interaction in a given configuration of two spins needs to be independent
of the order in which the mathematical operations or summation is performed. For this
reason, past work usually enforced the microscopic condition that dij = −dji (228), which
is equivalent to always performing the cross product in a fixed order, whereas the latter
approach is used in the current work by sorting the spins in a given interaction by their
indices. To mimic Mn inclusion with no site preference, the software randomly positions
~ = 2.0 throughout the |S|
~ = 2.5 lattice with a probability equal to
secondary ions of |S|
the concentration (x = 0.5 in this work). In this case, the local molecular field parameters
need to be specified seperately for the Mn-Mn, Fe-Fe and Mn-Fe bonds in accordance with
Figure 8.1. Statistically, the microstructural layout of Mn in the lattice varies based on
the random seed, and different microscopic realizations produce slightly different layouts of
Fe-Fe and Mn-Mn rich regions. For this reason, when Mn-doping was included in the model,
the results were averaged over 5 microstructural realizations to ensure that the conclusions
were robust. To calculate the magnetic ground state, the virtual sample is zero-field-cooled
from the paramagnetic state at t = 20.1 to t = 0.10 in steps of ∆t = 0.5 allowing for 2 x
103 MCs updates at each temperature, before discarding a further 1 x 104 - 1 x 106 MCs
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steps at the lowest temperature, and extracting the thermal averages. As in Chapter 6,
all temperatures, fields and energies are expressed in terms of the natural unit of strongest
exchange energy (JF e−F e ). The real space 3D spin structure is output, along with the 3D
Fourier transform of the spin-correlation function Fσ :
~ kB T ) =
Fσ (S,

X

~

< Siσ Sjσ > e−ik•(~ri −r~j )

(8.5)

ij

where ~k = hx̂ + kŷ + lẑ and Siσ refers to the spin component of the iith spin along a
cubic direction σ = x̂/ŷ/ẑ. To estimate the magnetic transition temperature, the sample
is initiated in the ground state, and systematically heated in steps of ∆t = 0.5, taking
5 x 103 MCs per step. At each temperature, the software extracts the antiferromagnetic
order parameter corresponding to the sub-lattice magnetization along with the average
magnetization over both sub-lattices. To simulate the hysteresis, the sample is initialized in
the ground state, and the applied field is swept between Bext = 6 and Bext = -6 in steps
of 0.12, taking 103 MCs per step, where the field is applied along the weak ferromagnetic
easy axis in the (1,-1,0) direction. Typically each hysteresis includes 5 x 105 MCs per
realization. Previous work showed that the experimental parameters produce a cycloid with
length ≈ 100 lattice constants, however, this length-scale prohibits the usage of timeconsumptive atomistic simulations (227). For this reason, it was decided to modify the
parameters so as to retain the ratios of D : k : J 0 but to reduce the ratio of D : J to
shrink the cycloid to a more manageable length scale (18 spins) (227). While sacrificing
a modicum of realism, this procedure allows for a more thorough exploration of parameter
space to establish crucial trends and to calculate magnetic susceptibility for a 18x18x12 3D
lattice with standard periodic boundary conditions. In Section 8.3, this approach is used a
~ = 2.5 Fe with x = 0.0 and investigate the effect
explore a system comprised entirely of |S|
of changing the parameters in Table 8.2 globally for all Fe spins. In the next section (8.4),
~ = 2 is randomly distributed into the cubic lattice to investigate the effects
50% Mn with |S|
of different Mn-Mn and Fe-Mn coupling. Finally, in Section 8.5, some likely constants based
on the behaviour in Mn-O-Mn compounds are adopted, and these are used to generate a
first approximation of the experimental results discussed in Chapter 7.
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Table 8.2: Energy ratios used in the classical spin simulation of BiFeO3 for the various
Fe-Fe interactions. The values of J 0 , κ and D are increased by a multiple of 4 from the
experimental case to reduce the cycloid length in the simulation.
Parameter Simulation energy (/ JF M −F M )
JF e−F e
-1.0
JF0 e−F e
-0.18
κF e
0.08
DF e
0.2
a)

b)

c)

Figure 8.2: Real-space spin structure for the cycloidal parameters in Table 8.2 at t = 0.1
kB T /JF e−F e after simulated cooling. The a) Sx , b) Sy and c)Sz component of the spin
are shown for a single plane (z = 0) of the 3D lattice. The majority of the spins point
along the [111] axis in accordance with the uniaxial anisotropy. The superposition of an
incommensurate structure on the G-type antiferromagnetic order is apparent. The dashed
lines show the position where [1-10] line profiles were taken in later figures. The green
lines in b) shows another equivalent route for the cycloid through the periodic boundary
conditions in order to illustrate why a vertical, rather than a diagonal antiferromagnet phase
domain wall is seen.

8.3

Effect of global perturbations of the molecular field
parameters in BiFeO3 (x = 0.0)

8.3.1

Unperturbed cycloidal ground state

Figure 8.2 shows a 2D cross sectional image of the simulated real-space spin structure in the
cubic lattice using the parameters in Table 8.2 in zero field and at t = 0.1 kB T /JF e−F e . It
is clear that the basic G-type antiferromagnetic order is superimposed with the presence of
an incommensurate structure with well-defined periodicity. Figure 8.3 shows a line profile of
the real-space spin structure along the [1-10] direction, along with the calculated reciprocal
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Figure 8.3: Real space and reciprocal space representations of the simulated spin structure
for BiFeO3 with no Mn dilution (x = 0.0), at t = 0.1, using the parameters of Table 8.2.
a) Cubic spin components along a (1 -1 0) cycloid propagation direction. b) Pseudocubic
(111) and (1-10) axis components along the (1 -1 0) line profile. c) Intensity of the spin
correlation function Fx calculated in the (h -h l) plane. d) Enlarged region of the correlation
function near ( 12 - 12 21 ).
space representation of the spin-correlation function Fx calculated in the vicinity of (h= 21
k=- 21 l= 12 ) . The resulting spin-correlation function shows the occurrence of satellite features
near the antiferromagnetic correlation point, resulting from the periodic structure evident in
the real-space picture. Figure 8.3 b) shows a line-profile through a (1 -1 0) chain expressing
the spin components relative to the crystalline axes based on the results of a). It is clear
that the spins mainly remain in the plane defined by the (111) and (1-10) direction. The
rotation of spins in the plane of the propagation vector is a defining property of a cycloid
separating this type of spin structure from other forms of incommensurate spirals such as
screws or sinusoidal spin density waves. The finding that the majority of net spin vectors
are confined to the propagation plane is compatible with the majority of past experiments
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Figure 8.4: Simulated magnetic hysteresis (left) and finite temperature phase-transition
(right) calculated for BiFeO3 using the parameters in Table 8.2.
(56; 210; 227). Using the spin-only Hamiltonian model, it is clear that a negligible out-ofplane component is found along the (11-2) direction, although a recent polarized neutron
experiment highlighted this possibility (229). That the current model, which is based solely
on the magnetic Hamiltonian described in Ref. (225) does not produce the small out-ofplane component may support the recent detailed study that found this minor feature to be
associated with magnetoelectric distortions in the microscopic Hamiltonian (227). Figure
8.4 shows the magnetic transition for the same parameters at finite temperature, along with
the magnetic hysteresis loops at t = 0.1 for an applied field. It is clear from the magnetic
hysteresis that no remnant magnetization or weak-ferromagnetic behaviour occurs in the
cycloid antiferromagnet. However, at high magnetic fields there is a spin-flop or weak
metamagnetic transition. Qualitatively, all of these results agree with the experimental
findings for BiFeO3 (56). A reduced critical temperature is a by-product of the increased
next-nearest neighbour exchange model as shown in Figure 8.5, whereas the solution for
JF0 e−F e = 0 is very close to the analytical solution for the 3D Heisenberg (128), proving that
finite size effects are not very influential at these length-scales, although they subtly affect
the sharpness of the phase transition. From the magnetization data, it appears that the
model shows only one phase transition to the cycloid phase from the paramagnetic phase.
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Figure 8.5: The effect of increasing the next-nearest exchange JF0 e−F e in the simulation on
the Heisenberg antiferromagnet critical temperature with no DM interaction (D = 0). For
~ = 5/2 in 3 dimension with J’=0, D
comparison, the analytical solution for a s.c.c with |S|
= 0 is TN = 14.2 kB T /J (128) which is in good agreement with the numerical result of
the simulation for J 0 = 0, D = 0. Note that J00 = -0.18 as in Table 8.2.
Figure 8.6 shows the temperature dependency of the spin-correlation functions in the model
confirming that the cycloid is detectable at low temperatures and at high temperature near
the phase transition point, thus confirming that a single phase transition occurs at the
paramagnetic/antiferromagnetic point. The model Hamiltonian produces a single phase
transition from a paramagnetic state to a periodic structure with a repetition length of 18
spins, which propagates along the (1 -1 0) direction with a cycloidal in-plane structure,
having a transition temperature of ≈ 8.0 kB T /JAF , and a linear magnetic susceptibility
with no weak-ferromagnetic component. This is in excellent qualitative agreement witj the
experimental situation for BiFeO3 although both the critical temperature and the cycloid
length are deliberately reduced in numerical value from the experimental scenario.
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Figure 8.6: Temperature dependence of the Fourier transform of the spin correlation function
in the simulation with x = 0.0 using the parameters in Table 8.2. It appears that the
cycloid structure persists up to the antiferromagnet/paramagnetic phase transition at t =
8.0, which is evident in the double peak structure. Note that in this diagram, the ‘Bragg’
peak intensity has been plotted using the same scale in all cases, showing that the loss of
Fourier intensity correlates with the temperature-dependent loss of the antiferromagnetic
sub-lattice magnetization.
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Figure 8.7: Intensity of the spin correlation function Fx after allowing a different number of
Monte Carlo steps for equilibration, after simulated cooling for the standard x = 0.0 cycloid
using the parameters in Table 8.2. The G-type antiferromagnetic order is only stable for a
short time period (200 MCs) before breaking into a cycloid as evident in a the two satellite
peaks which remains largely unchanged up to 106 MCs. Small variations of secondary
harmonics are due to sensitivity of the Fourier transform to truncation error, along with
gentle migration of the cycloid centre within the simulation due to thermal activation.

8.3.2

Finite time and size effects in the simulation

To check that the magnetic structure is truly stable, simulations were run for the same
parameters as in Table 8.2 where the system was allowed to equilibrate for up to million
Monte Carlo steps after field-cooling. Figure 8.7 shows that for all Monte-Carlo runs of over a
few hundred MCs, the magnetic structure was essentially the same, justifying the somewhat
conservative choice of 10000 MCs in later sections. While computational artefacts due to
finite time are thus quite easy to prevent, there are also two important finite size effects that
are unique to incommensurate spin structures and challenging to deal with in a computer
simulation, although these were not discussed in past work (227). Firstly, the cycloid has
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Figure 8.8: Effect of different lateral simulation sizes on the resulting spin correlation function after simulated cooling for the standard x = 0.0 cycloid using the parameters in Table
8.2. It is clear that the cycloid only forms in simulations larger than the propagation length
(18), and only forms where the overall simulation is an integer multiple of this length (36 x
36) but not where the boundary is near a half-integer multiple(24 x 24).
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a characteristic lengthscale, meaning that it will naturally not fit into smaller simulations.
Secondly, it is found that the cycloid can also deconstructively interfere with itself across the
periodic boundary if the simulation size is an integer multiple of half-wavelengths. Figure
8.8 shows that a cycloid formed for the 18 x 18 and 36 x 36 simulations, however no cycloid
was found in simulations of 12 x 12 or 24 x 24. A proportional interplay between cycloid
length and lateral size was found for cycloids of lengths 6, 12 and 16 created by adjusting
the ratio of J 0 :D:J from those in Table 8.2. Therefore, it is clear that more care needs to
be taken than in most previous work to establish the intrinsic stability of the cycloid, since
parameters that modulate the lengthscale of the cycloid can artificially destabilize it for a
given simulation size.

8.3.3

Cycloid suppression and increase in weak-ferromagnetic component
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Figure 8.9: Real space and reciprocal space Fourier correlation representation of the simulated spin structure for BiFeO3 with no Mn dilution (x = 0.0) at t = 0.1, generated by
suppressing next-nearest neighbour exchange (JF0 e−F e = 0).
This section discusses global perturbations to all interaction parameters that suppress
the cycloid and/or drive a transition to a weak ferromagnetic state. The lack of a sponta166
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Figure 8.10: Comparison of simulated magnetic hysteresis for DF e−F e = 0 and JF0 e−F e = 0
showing that no weak-ferromagnetic component occurs in these situations, even though the
cycloid is suppressed.
neous magnetic moment in BiFeO3 is considered to be one of the major drawbacks in this
magnetoelectric material, and it is important to consider what modifications must be made
to the spin Hamiltonian to produce weak-ferromagnetism. Many authors have commented
that the eradication of the cycloid would release the latent weak-ferromagnetism in this material, although various different approaches have been suggested. It is of course true that
many standard antiferromagnets have no cycloid, but also do not have a weak-ferromagnetic
behaviour, i.e., the cycloid needs to be eradicated in a specific way to give rise to weakferromagnetism. It is trivial in the simulation to show that setting either the next-nearest
neighbour exchange J 0 = 0 or the DM interaction D = 0 eradicates the cycloid, since
in that case the magnet begins to approximate the standard Ising cubic antiferromagnet.
Figure 8.9 presents the magnetic structure for J’=0 showing that the cycloid gives way to
standard G-type order as is evident in the single peak in the correlation function, and a single
antiferromagnetic phase evident in the non-varying spin structure along the (1 -1 0) direction of the G-type ’checkerboard’. A very similar result occurs when D = 0, or when J 0 =0
and D = 0. Nevertheless, Figure 8.10 shows that the magnetic hysteresis loops for J 0 = 0
or D = 0 exhibit no weak-ferromagnetic component, containing only the standard linear
response of an antiferromagnet. Clearly the conditions to realize weak-ferromagnetism are
more complicated than those required to eradicate the cycloid. Figure 8.11 shows the effect
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of altering the anisotropy in the simulation. From the spin-correlation functions, it can be
seen that no cycloid was formed for higher κ > 0.1, in agreement with previous work which
found that increasing the anisotropy collapsed the cycloid (225). However, the correlation
function also show a vanishing of the cycloid for low κ = 0.008, which has, to the best of
our knowledge, not been noted before. This vanishing is accompanied by the appearance of
a weak-ferromagnetic component as is evident in the magnetic hysteresis shown in Figure
8.11. It appears that fixed ratios of κ/D and κ/J generate a cycloid which appears in
an intermediate region of κ. Importantly, the remnant magnetic moment is higher for the
low-κ collapsed cycloid, as shown in Figure 8.11, which agrees with a simple treatment for
a weak-ferromagnet where Mrem ∝ D/(J + 4κ). For example, it is experimentally known
that hematite α-Fe2 O3 , which has a low anisotropy, also has one of the best known weakferromagnetic behaviours (53). In agreement with the ratios presented by the simple theory,
the maximum moment mainly increases with increased DM interaction as shown in Figure
8.13. A full finite-size analysis was performed for a few key data points using simulations
with (100) x (010) planes of 6 x 6, 8 x 8,16 x 16,24 x 24,32 x 32 and 48 x 48 in lateral size,
and up to a million Monte Carlo steps, in order to establish the physical realism of cycloid
collapse. It was found that the primary determiner of the length of the cycloid are J 0 and
D, and, as such, results for the range of κ in the simulation are physical.
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Figure 8.11: a) Magnetic hysteresis for κ = 0.008. b) Real space spin structure, c) Reciprocal
space representation of the simulated spin structure, d) Enlarged reciprocal map near ( 12 12 12 ),
for BiFeO3 with no Mn dilution (x = 0.0), at t = 0.1 generated by reducing the uniaxial
anisotropy κ = 0.008.
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Figure 8.12: Effect of varying κ on the magnetic hysteresis loops in the simulation with
x = 0.0 showing the onset of weak-ferromagnetism for low anisotropy.
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Figure 8.13: Effect of varying D on the magnetic hysteresis loops in the simulation with
x = 0.0 showing the onset of weak-ferromagnetic spontaneous magnetization for stronger
DM interactions.
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Figure 8.14: Example of simulated microstructure in a (010) x (001) plane for x = 0.5, with
random positioning of Mn defects in the simple cubic Fe lattice.

8.4

Effect of local perturbations of molecular fields due
to doping in BiMn0.5Fe0.5O3 for x = 0.5

The previous section established the sensitivity of the model Hamiltonian to global perturbations (i.e., those affecting all spins in the lattice equally and simultaneously). It is clear
that certain global variations of the molecular field ratios establish weak ferromagnetism or
affect the Néel temperature. A second type of perturbation, however, may be associated
with the local inclusion of a magnetic defect in the lattice, which modifies the molecular
field parameters only at the interfaces of its immediate neighbourhood. It is thought that
the doping of a transition metal into the Fe lattice or inclusion of isovalent La in the Bi
sites, will achieve effects of this nature. Previous magnetometry and neutron experiments on
heavily doped BiFeO3 in Chapter 7 established five key observables: 1) lowered Néel temperature, 2) enhanced susceptibility with bifurcation in field-cooled and zero-field-cooled
results, 3) magnetic hysteresis, 4) loss of cycloid, 5) site disorder in the A and B-sites. DFT
calculations of BiMn0.5 Fe0.5 O3 have established the G-type antiferromagnetic order to be
stable with a dominant antiferromagnetic exchange between Fe-Mn, but have suggested
a ferrimagnetic arrangement of magnetic ions resulting in a far larger moment than seen
experimentally (219; 39; 222). However, to date, such complex calculations are forced to
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assume a small supercell with an ordered arrangement of Fe and Mn on B-sites, whereas
experimentally this situation does not appear to be realized.
In this work, the model considers the case that Mn is randomly scattered in a large Fe
cubic supercell. Figure 8.14 shows an example of a resulting microstructure in the (011)
plane for a single random seed. In the absence of Mn defects, we choose to keep the
values of the Fe-Fe interactions the same as those encapsulated in Table 8.2. Meanwhile,
where a Mn neighbour is encountered in the vicinity of a Fe or Mn spin, the interaction
0
0
strengths are replaced with the parameters JF e−M n , JM n−M n , JM
n−M n , JF e−M n , DF e−M n ,

DF e−M n and κM n as illustrated in Figure 8.1. Although it is likely that the overall change
in symmetry and bond-lengths in the system will also modify the Fe-Fe interactions, this
aspect is disregarded in the first step, in order to isolate the results that are purely due to
the local modification from the Mn in a specific neighbourhood. Based on the DFT results
and Goodenough-Kanamori rules for superexchange, one can theorize that the local effect
of the Mn can cause a variety of perturbations. Firstly, in an ionic model the Mn3+ has spin
2.0, whereas the iron atom has spin 2.5. Immediately, this means a simultaneous scaling
~ 2 >, even in the unlikely case that the exchange integrals
of all exchange fields with < |S|
themselves are preserved. Figure 8.15 a) presents the transition temperature and correlation
~ = 2.0 defect in the
functions for this simplified possibility generated by simply placing a |S|
~ = 2.5 lattice but preserving all other molecular field parameters. For this ‘spin-only’
iron |S|
effect, the TN is reduced to 7.55 from 8.00. In this case, the average maximum spin is
0.5(2.5) + 0.5(2.0) = 2.25 which is 90% of the undoped case. In that case, if one makes
~ >2 N would
the assumption of constant J for all spins, the exchange forces HE = J < |S|
only be reduced by 13%, which is quite close to the observed reduction in critical point. An
interesting question arises: what happens to a cycloid under these circumstances? Figure
8.15 b-d). shows the real-space line profile and correlation functions for the disordered
cycloid that survives the spin-only doping. It appears that the local ratio of the exchange
~ 2 > κ, < |S|
~ 2 >D , < |S|
~ 2 >J’ and < |S|
~ 2 > J determine the turning
forces < |S|
angles of the cycloid, and simply reducing the average spin moment does not change these
ratios. Therefore to explain the loss of the cycloid in the system with doping, one must
invoke addition modulation of the local molecular field parameters beyond a simple universal
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Figure 8.15: a) Comparison of the simulated magnetic order temperature for x = 0.0
and x = 0.5, assuming that the only effect of Mn doping is the local reduction in the
spin moment, b)-d) Real space and reciprocal space representations of the cycloidal spin
structure in the disordered case for x = 0.5.
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scaling. One needs to consider the possibility that in addition to the reduction due to the
loss of spin moment, the presence of Mn alters the local electronic environment in such a
way that that the relative values of k : J, D : J and J 0 : D are affected differently. The
introduction of local Mn introduces a large new set of coupling constants JF e−M n , JM n−M n ,
J’M n−M n , JF0 e−M n , DF e−M n , DF e−M n and κM n . While, in our simulation it is possible
to vary each of these parameters separately, it is not feasible and somewhat meaningless
to explore the massive resulting parameter space. Instead, the study is restricted to the
following types of local effects:
1. changing all local molecular field parameters simultaneously (δ-type perturbation)
2. changing only the local nearest neighbour and next-nearest neighbour exchange but
preserving κ and D (γ-type perturbation)
3. scaling only local anisotropy κ while preserving the exchange constants (J 0 and D )
(-type perturbation)
4. preserving the local isentropic exchange constants and anisotropy (J 0 , J and κ), but
scaling the DM vector (φ-type perturbation).
In general the subscript 1 is applied to energies perturbing only Mn-Mn bonds, whereas
those factors affecting the Fe-Mn bond are denoted with a 2. The new exchange parameters
in the simulation are expressed in terms of the perturbing variables δ, , φ:
JM n−M n = α1 δ1 Γ1 JF e−F e
0
0
JM
n−M n = α1 δ1 Γ1 JF e−F e
0
DM
n−M n = α1 δ1 φ1 DF e−F e
0
kM
n = α1 δ1 1 kF e−F e

JF e−M n = α2 δ2 Γ2 JF e−F e
JF0 e−M n = α2 δ2 Γ2 JF0 e−F e
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DF0 e−M n = α2 δ2 φ2 DF e−F e
kF0 e = α2 δ2 2 kF e−F e
To make the interpretation simpler, all of the energies involving Mn-Mn bonds were
also rescaled by the spin-ratios α1 = (2.5)2 /2.02 and the energies involving Fe-Mn bonds
α2 = (2.5)2 /(2.0 x 2.5). In this case the value of δ, Γ, φ and  just specify the percentage of
reduction or increase of the net local molecular fields and make no particular distinction as to
whether it is the reduced spin moment, reduced molecular field parameter or a combination
of both which leads to this effect. In many cases, the simulation was set to scale the Fe-Mn
and Mn-Mn parameters together, in which the perturbation is denoted without a subscript,
signifying that δ1 = δ2 = δ. The choice of variables turns out to be quite convenient, since
for instance, reduction of δ to 0.8 simply means a scaling of all molecular field parameters
by 20% at a Mn defect site.
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Figure 8.16: Reduction of Néel temperature for x = 0.5, depending on the δ-type perturbation which simultaneously scales all local molecular field strengths.
Figure 8.16 shows the effects of reducing δ on the transition temperature in the system.
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Figure 8.17: Effect of different perturbation types on the relative critical temperature for
x = 0.5 and comparison with the simple mean-field prediction.
To check the robustness of this result near the percolation threshold, the number of MCs
in the simulation per temperature interval was varied between 100-10000 but the result was
essentially unchanged provided more than 500 MCs were taken per temperature. It is clear
that a local reduction of the entire set of molecular field parameters in the region of a Mn
atom reduces the critical temperature, even when interactions between the remaining Fe-Fe
bonds are unaltered. It is also clear that, while some magnetic pre-order may exist, there is
predominantly a single transition. The inclusion of dopants that reduce the primary interactions will obviously reduce the average Néel temperature. For the x = 0.5 concentration,
the simulation shows that equal numbers of Fe-Fe, Mn-Mn and Mn-Fe bonds are formed in
the system. This suggests that the mean bond strength in the system is :
< J >=

JF e−F e + JM n−F e + JM n−M n
3

Using this mean-field approach, the Néel temperature is proportional to < w >< J >, so
that, if one defines a parameter such as γ, which modifies both JM n−M n and JM n−F e , then:
2
T N (γ)/T0N = γ + 1/3
3
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Thus, the simple mean-field treatment suggests that a decrease in γ or δ will lower the Néel
temperature linearly for 50% concentration. Figure 8.17 compares the results of decreasing
δ or γ with the mean-field solution. The mean-field result is seen to be approximately obeyed
in the region of low-moderate perturbation, however, at stronger perturbation corresponding
to lower γ, the relation does not hold well. The mean-field model above suggests that even
in the situation with JM n−M n = JM n−F e = 0, antiferromagnetic order will exist, mediated
by Fe-Fe bonds, with T N ≈

(1)
T.
3 0

Of course the mean-field model cannot be realistic far

from the percolation threshold, and similarly, the mean-field treatment fails in the regime
where short-range order is formed as the Mn matrix becomes increasingly paramagnetic.
Thus, the simple mean-field treatment suggests that a decrease in γ or δ will lower the Néel
temperature linearly for 50% concentration. Figure 8.17 compares the results of decreasing
δ or γ with the mean-field solution. The mean-field result is seen to be approximately obeyed
in the region of low-moderate perturbation, however, at stronger perturbation corresponding
to lower γ, the relation does not hold well. The mean-field model above suggests that even
in the situation with JM n−M n = JM n−F e = 0, antiferromagnetic order will exist, mediated
by Fe-Fe bonds, with T N ≈

(1)
T.
3 0

Of course the mean-field model cannot be realistic far

from the percolation threshold, and similarly, the mean-field treatment fails in the regime
where short-range order is formed as the Mn matrix becomes increasingly paramagnetic.

8.4.2

Suppression of the cycloidal structure

The simulation shows that a cycloid-like feature is preserved for moderate perturbations
which preserve the local ratio of J, D, κ and J 0 . Figure 8.18 shows that the low temperature
cycloid ground state is preserved for all δ ≥ 0.5 scaling whereas below this threshold the
long-range G-type antiferromagnetic order was stable down to δ = 0.165. In this region, the
cycloid was replaced with G-type antiferromagnetism with a weak-ferromagnetic component.
Although not shown, a similar result was found for γ < 0.25, which to be expected since
both types of perturbation mainly affect the primary exchange constants. Figure 8.18 d)-f)
shows the effects of varying the local anisotropy for the Mn dopants on the spin-correlation
functions. Unlike the case for δ-type or γ-type perturbations, where a lower-limit for cycloid
formation is seen for anisotropy, the cycloid is only formed in an intermediate region of κ.
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Figure 8.18: Enlarged region of the spin-correlation functions near the simulated antiferromagnetic point for different types of local perturbance near Mn spins with x = 0.5.
Apart from altering the superexchange constants, this result shows that the most efficient
way to replace the cycloid with a G-type ground state appears to be to decrease or increase
the local anisotropy. As in previous sections, a range of different simulation sizes were
checked: 6 x 6, 8 x 8, 12 x 12, 16 x 16, 18 x 18, 24 x 24, 32 x 32 and 48 x 48, and in all
cases the cycloid was found to have vanished. This implies that the loss the cycloid with
modified local anisotropy or exchange is an intrinsic feature rather than a finite size effect.
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8.4.3

Increase of weak ferromagnetism

The previous section showed that the cycloid could be eradicated with subtle changes to the
local anisotropy or DM vector magnitude. Importantly, the experiment in Chapter 7 implied
that the loss of the cycloid is physically related to the release of latent weak ferromagnetism
which is evident in a remnant magnetization. Figure 8.19 shows the magnetic hysteresis for
various increases and decreases to the local anisotropy. It is found that the cases where a
weak-ferromagnetic loop results always correspond to a case where there is no ground state
cycloid. Figure 8.20 shows that the remnant magnetization is increased via the local increase
of D once a threshold point for cycloid destruction is reached. The close match with the
experimental scenario, along with the finite size analysis that was performed, suggests that
this is an intrinsic feature of the Hamiltonian’s phase diagram.
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Figure 8.19: Magnetic hysteresis in the simulation with x = 0.5 for various different local
anisotropy perturbations at Mn sites.
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Figure 8.20: Magnetic hysteresis in the simulation with x = 0.5 for various different local
DM perturbations involving Mn-Fe and Mn-Mn bonds.
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8.5

Comparison with experiment

Table 8.3: Energy ratios used in the simulation for the disordered BiMn0.5 Fe0.5 O3 perovskite
interactions. In Simulation 1, the absolute literature values are used, whereas in Simulation
2, the ratios of J 0 , κ and D to the primary constant J are increased by a multiple of 4 to
reduce the potential cycloid length in the simulation.
Parameter
Sim. 1 Energy (/ JF e−F e ) Sim. 2 Energy (/ JF e−F e )
JF e−F e
-1.0
-1.0
JF0 e−F e
-0.18
-0.034
κF e
0.08
0.001
DF e
0.2
0.024
JM n−F e = JM n−M n
-1.0
-0.1735
0
0
=
J
JM
-0.18
-0.23
M n−M n
n−F e
κM n
0.08
0.01
DM n−F e = DM n−M n 0.2
0.068
The past sections have shown that numerous types of perturbations can trigger the
experimental observations made in Chapter 7, leading to a case of overdetermination. Unfortunately no detailed DFT calculations have been performed for disordered BiMn0.5 Fe0.5 O3
and it is remains unclear which is the dominant type of perturbation. Nevertheless, using
physical intuition, one can provide a first estimate of the molecular field parameters appro0
priate to BiMn0.5 Fe0.5 O3 . To estimate JM n−M n , JM
n−M n , kM n and DM n−M n we use the

approximate values calculated for ReMnO3 (228), which are comparable to the experimental
values for BiMnO3 in the high pressure antiferromagnetic state (207). It is conjectured that
similar values apply for the Fe-Mn bonds. In the simulations, two approaches are used: 1)
an absolute version of the energies based on the known values for BiFeO3 and ReMnO3 and
2) a situation where the ratio of D:J 0 , k:J 0 and J:J 0 are preserved at the known values for
BiFeO3 and ReMnO3 but J 0 is increased to the values used in Table 8.1 since these are appropriate to potentially form a cycloid on the 18 x 18 lattice. Figure 8.22 shows the case for
Simulation 1 energies, whereas Figure 8.21 shows the case for the Simulation 2 energies. In
both cases, the simulation mirrors experimental results in the following key findings: 1) the
loss of the cycloid, 2) reduction of the Néel temperature and (3) the increase in the weakferromagnetic moment associated with coherent canting. The shape of the hysteresis is close
to the experimental case presented in Figure 7.8 and Figure 7.6. The remnant magnetic
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Figure 8.21: Simulated hysteresis (left) and magnetic transition (right) for relative energy
ratios giving a cycloid of length 18, in Simulation 1. The simulation units have been rescaled
assuming that |S~F e | = 2.5 and |JF e−F e | = 4.38 meV = 50 K = 76 T / gSµB .
moment at zero field is ≈ 0.5µB which is similar to that the value observed experimentally.
The transition temperature in the case of absolute energies converted to experimental units
is 265 K, which is comparable to the experimental case in La0.2 Bi0.8 Fe0.5 Mn0.5 O3 (TN =
240 K). In the case where the absolute energy values are used, a bifurcation is apparent in
the field-cooled and zero-field-cooled M vs T graphs, as in the experiment in Figure 7.6.
In the model, this is only present when weak-ferromagnetic order leads to a modification
of the antiferromagnetic Curie-Weis law. In the model, the bifurcation point is identical
to the antiferromagnet transition temperature, whereas in experiment, it lies slightly below
the transition. This could indicate a magnetic-field dependence in the experiment or an
additional spin-reorientation that is not captured in the model.
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Figure 8.22: Simulated hysteresis (left) and magnetic transition (right) for absolute experimental energies for Simulation 2. The simulation units have been rescaled assuming that
|S~F e | = 2.5 and |JF e−F e | = 4.38 meV = 50 K = 76 T/ gSµB .
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The detailed microstructural model qualitatively reproduces all of the key physical observables found for the case of BiFeO3 and BiMn0.5 Fe0.5 O3 . In particular, it is deemed that
eradication of the cycloid is a necessary, but insufficient, condition for the appearance of
a notable ferromagnetic component. The global or local modification of the ratio of the
anisotropy κ : J is the most efficient route to driving the system to a weak ferromagnetic
state. The reduced Néel temperature in BiMn0.5 Fe0.5 O3 is attributed to the combination of
locally weakened exchange forces at the interfaces formed between Mn-Fe and Mn-Mn regions, along with global modifications to the entire lattice from the change in bond lengths
and strain. First-principle determinations of the Fe-Mn exchange network in this system
would greatly assist the understanding of the optimum doping concentration via a multiscale modelling approach (9). Where possible, the output of the computer Heisenberg
model was compared with existing analytical solutions for classical spin systems and found
to be in good agreement (128; 137). However, it appears that accurate analytical solutions
for J 0 < 0 and D > 0 are challenging and not commonplace. While an elegant analytical
solution may be possible for the simplest case of the cycloid x = 0.0 in BiFeO3 , ostensibly no
finite temperature treatment has been published for BiFeO3 . Even if a mean-field solution
is possible for BiFeO3 , this work has shown it is unlikely to apply to the case of strong local
perturbations in BiMn0.5 Fe0.5 O3 , since near the percolation threshold, such a mean-field
solution is unrealistic. Moreover, the current numerical approach is ideal to enable future
work to establish the consequences of non-periodic boundary conditions on the cycloid that
are appropriate for the situation of BiFeO3 nanoparticles and thin films.
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Chapter 9
Double exchange bias in
Ni80Fe20/CoO/Co trilayer thin films
with unusual interface morphology
9.1

Magnetic trilayers: spin-valve applications and fundamental questions

The composite nature of multilayer magnetic films provides a new degree of freedom to
design magnetic properties for multifunctional spintronic devices. In certain cases, distinctive
properties emerge as the result of interfacial or interlayer coupling which lend an entirely new
character to the hybrid system that is not present for the individual layers (11). Such thin
film systems already form a crucial component in the function of contemporary magnetic
hard-drives (36; 230; 231). For example, the active component of the spin-valve structure is
a three layer magnetic thin film system which plays an important role in the giant magnetoresistance (GMR) or tunnelling-magnetoresistance (TMR) effect used for data readout (36;
230; 232; 12; 231) as illustrated in Figure 2.14.
A spin-valve consists of two ferromagnetic layers with a spacer layer sandwiched between
them (12). The resistance across the device is a function of the difference in magnetization
angle between each of the ferromagnetic layers. Parallel magnetic arrangements tend to
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][h]

Figure 9.1: Schematic illustration of double hysteresis loop resulting from volume-average
measurement of two uncoupled ferromagnetic phases. a) Softer magnetic phase b) Harder
magnetic phase c) Superposition of hard and soft magnetic phase.
assist electron tunnelling or GMR through the spacer layer to lower the resistance, whereas
antiparallel arrangements increase resistance (52; 12). For this reason it is important that the
two ferromagnets show an unequal response to an applied magnetic field (for example, the
magnetostatic field from the data bit that is to be read), so that the relative angle between
the ferromagnetic layers is sensitive to such perturbations. This asymmetry in response can
be achieved either through the choice of two ferromagnetic materials with different coercive
fields (i.e. a hard and soft magnet) or by using an additional antiferromagnetic layer, such
as IrMn3 , to provide an exchange bias field to only one of the ferromagnets. The latter
approach is technologically important since it is used in current magnetoresistive random
access memory (MRAM) and spin-valve devices to separate the high and low resistance
states (36). When the coercive fields are controlled so that the magnetic layers appear
to switch independently, one measures a well-resolved double-step magnetic hysteresis loop
that is the superposition of the two independent magnetic layers (233) as shown in Figure
9.1.
Therefore, by the judicious choice of field, one can control the nanoscale spin alignment
of each ferromagnetic layer independently. Moreover, if the ferromagnetic layers are truly
independent, it is possible to reliably deconvolute the resulting double hysteresis to obtain
the collinear configurations of each decoupled ferromagnet (233). For the scenario illustrated
in Figure 9.1, one can then calculate the coercivity and exchange bias for each ferromagnetic
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layer labelled FM1 and FM2 using the formulae:
F M1
HEB
=

(A + B) + (C + D)
4

(9.1)

F M2
HEB
=

(E + F ) + (G + H)
4

(9.2)

HcF M 1 =

(C + D) − (A + B)
4

(9.3)

HcF M 2 =

(G + H) − (E + F )
4

(9.4)

In a typical contemporary perpendicular spin-valve trilayer, the spacer layer is a nonmagnetic metal or oxide such as Cu or MgO (11). An interesting case occurs when an
antiferromagnet is used as the spacer layer which may be called an ‘inverted spin-valve
structure’. In this case both ferromagnets may experience an exchange bias field provided by
the spacer layer sandwiched between them (94; 36). An intriguing prospect for this scenario
is that certain alignments of the two ferromagnets may cause magnetic frustration that
causes competition between the top and bottom interfaces, mediated by the spin structure
within the antiferromagnet. In particular, one can imagine that during field-cooling, when
the frozen moments are formed in the antiferromagnet, the formation may be dependent
on the relative orientation of the ferromagnetic layers, and therefore the exchange bias
properties will be altered for different field-cooling states. By selecting two ferromagnetic
layers with different coercive fields and following the experimental procedure in Figure 9.2,
one can cool the spin-valve-like structure in 3 possible orientations. The question is this: will
the magnetic properties and exchange bias for each ferromagnetic layer be affected by the
choice of field-cooling configuration in a non-trivial way? Obviously, it is well understood
that the sign of the exchange bias should reverse in a bilayer when the opposite field-cooling
direction is applied (provided the field-cooling field is sufficient to saturate the ferromagnet),
because in that case one expects the frozen interfacial moment to be reversed by symmetry
(78). More remarkable would be the possibility that either the magnitude of the exchange
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Figure 9.2: Experimental procedure for field-cooling a trilayer structure in three different
magnetic states. To access the fourth possible state, which is just an inversion of state 2,
one must initially saturate in the opposite direction.
bias, or the shape of the ferromagnetic hysteresis loop might be altered depending on
parallel/antiparallel cooling, since this would indicate competition between the top and the
bottom interface.
It is possible to envision cases where the magnetic frustration can be set in the antiferromagnet to be dependent on the field-cooling configuration. Two such possible scenarios
are illustrated in Figure 9.3, where either a partial domain wall forms leading to a spiral
structure or anti-phase domains are formed, where the populations for the weakly magnetized domains depend on the field-cooling configuration and the relative interfacial coupling
strength at each interface. On the other hand, if the interfacial spins behave as a distinct
sub-system that is only very weakly coupled to the bulk of the antiferromagnet, one may
expect no magnetic frustration in such a trilayer, since then the bulk of the antiferromagnet
may not effectively communicate magnetic information between the two interfaces. This
distinction between the role of the bulk and the interfacial antiferromagnetic spins has been
considered to be important in understanding the fundamental workings of exchange bias,
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Figure 9.3: Two possible mechanisms for long-range frustration mediated through an antiferromagnetic spacer in a FM/AF/FM structure. (Left) Partial spiral domain wall parallel
to the surface with only one antiferromagnetic sub-lattice drawn for clarity (Right) Different
populations of antiferromagnetic phase domains with walls perpendicular to the surface,
with only one antiferromagnetic sub-lattice drawn for clarity.
and studies of such trilayers are one way to gain experimental information regarding the
important lengthscales in the antiferromagnet (94).
Recent results in the literature (94; 36; 234) have shown that all three scenarios discussed
above can occur, albeit in different material systems. Chien et al. showed the formation
of a new easy axis for one of the ferromagnetic layers in a Ni80 Fe20 /FeMn/Co trilayer,
which varied as a function of the antiferromagnetic FeMn spacer thickness, consistent with
a spiral domain wall (234). The angle of the easy axis affected the resulting loop shape,
and was found to depend systematically on the spacer thickness as illustrated in Figure
9.4. In contrast, Morales et al. showed a constant anisotropy direction, but a dramatic
reduction of exchange bias magnitude in Ni80 Fe20 /FeF2 /Ni for the antiparallel field-cooled
state, as shown in Figure 9.5. The long ranges over which this occurred (200 nm) were
taken as evidence that a competing domain state population was formed rather than an
exchange spring or partial domain wall (94) . O’Grady et al. demonstrated an independent
relaxation of each ferromagnet’s exchange bias in a CoFe(5nm)/IrMn3 (8nm)/CoFe(12nm)
trilayer(36). This results in a constant loop shape, but a systematic shift in one of the
ferromagnet’s exchange bias, as shown in Figure 9.6, which is consistent with an interfacial
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b)

a)

Figure 9.4: (a) Double hysteresis in Ni80 Fe20 /FeMn(x)/Co trilayer at room temperature
from Ref. (234) (b) Change in easy-axis angle after field-cooling dependening on spacer
layer thickness, which is thought to occur due to partial spiral domain wall formation (234).

50 nm
200 nm
50 nm

Figure 9.5: (Left) Layer resolved magneto-optical Kerr effect (MOKE) showing each component of the double hysteresis at room temperature for a Ni80 Fe20 (50 nm)/FeF2 (200
nm)/Ni(50 nm) trilayer taken from Reference (94). (Right) Exchange bias for each layer
after field-cooling in parallel or antiparallel configuration. This is thought to occur due to
the presence of a long-range antiferromagnetic domain-state which mediates competition
(94).
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Figure 9.6: VSM magnetometry loop of CoFe(8 nm)/IrMn3 (5 nm)/CoFe(12 nm) trilayer
from Ref. (36), after field annealing below the TN of IrMn3 . The change in the loop shows
that only one of the ferromagnetic hysteresis loops is altered by the application of heat, field
and time. This suggests that the layers must not be coupled across the antiferromagnet
spacer.
spin order that is decoupled from the bulk of the antiferromagnet (36). Collectively, the
three important results above show that the choice of system and the microstructure of the
sample play the definitive role in whether one observes the magnetic frustration. Nevertheless
further experiments are required to investigate whether there is any universal role of the
bulk antiferromagnetic spins. In this work, magnetic trilayers consisting of a Ni80 Fe20 (FM),
a CoO (AFM) and a Co (FM) layer were studied.

9.2

Sample preparation

The samples were fabricated by Professor Lin’s group at the National Chung Hsing University,
Taiwan. A dual ion-beam deposition technique was used to prepare the Ni80 Fe20 /CoO/Co
trilayers on a Si(100) substrate that had previously been annealed to provide a thick SiO2
surface layer (235; 236). A Kaufman ion source (800 V, 7.5 mA) was used to focus an argon
ion-beam onto a commercial Co or Ni80 Fe20 target surface. An End-Hall source (VEH = 100
V, 500 mA) was used to in-situ bombard the growing film during CoO layer deposition with
a mixture of 15 % O2 /(Ar+O2 ) which was previously found to form the rock-salt phase
(236; 58). Five samples were deposited with the layer thicknesses summarised in Table 9.1.
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Cross sectional TEM was performed at the National Chung Hsing University by Professor
Lin’s group. Magnetometry, X-ray reflectometry and polarized neutron reflectometry was
performed by the author at ISEM and ANSTO in Australia.
Table 9.1: Measured layer thickness for the five Ni80 Fe20 /CoO/Co trilayer samples using
X-ray reflectometry (See Figure 9.9).
Sample Ni80 Fe20 (nm) CoO nm) Co (nm)
1
56
23
58
2
56
44
53
3
58
89
59
4
56
130
56
5
57
184
55
The thicknesses were chosen in the same lengthscale regime as Ref. (94) and the two
ferromagnet layers were deposited to give a constant thickness across the series, whereas
the thickness of the oxide spacer layer (x) was systematically varied. The antiferromagnet
CoO was selected because of its similarity to FeF2 in terms of antiferromagnetic domain
state formation (8; 75). The deposition was done at room temperature, and no external
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Figure 9.7: X-ray diffraction patterns for the Ni80 Fe20 /CoO/Co Samples 1 - 5 in this work.
Intensities have been offset for each sample for the sake of clarity. Peaks have been indexed
using the cubic Ni80 Fe20 and CoO crystal structures.
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Figure 9.8: a) TEM cross-section, b) electron diffraction pattern, c) bright field and d)
darkfield images for Ni80 Fe20 /CoO/Co Sample 1.

9.3

Film structure and morphology

Figure 9.7 shows the X-ray diffraction patterns for each of five samples in the trilayer series
collected using CuKα radiation, where the data for each sample has been offset for clarity.
From the appearance of the broad diffraction peaks, the top two layers are polycrystalline,
consisting of the face-centred cubic Ni80 Fe20 (a = 3.55 Å) and the CoO (a = 4.25 Å) rocksalt phase. The cobalt layer is highly polycrystalline with nanoscale crystallites leading to
the lack of clear X-ray diffraction features. Figure 9.8. a) is a high resolution cross-sectional
TEM of Sample 1. It shows a clear 3 layer structure with a reasonably sharp interface
between the Ni80 Fe20 and the CoO layers, corresponding to low interface roughness (≈ 2
nm). However the boundary between the cobalt layer and the CoO layer is less distinct,
with a diffuse interface showing evidence of layer-intermixing on a longer length scale ( > 5
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Figure 9.9: X-ray reflectometry fits and data for Ni80 Fe20 /CoO(x)/Co (Samples 1 - 5).
Intensities have been offset in Qz for each sample for the sake of clarity. Black dots are
experimental data. Solid lines are fits to the data for each sample. Table 9.1 summarises
the fitted layer thicknesses for the three layers in each of the five samples.
nm). Figure 9.8. b) is the selected area electron diffraction (SAED) pattern of the Co/CoO
region. It confirms that three nanocrystalline phases co-exist in this vicinity: hcp metallic
Co, rock-salt phase CoO and a smaller component of the Co3 O4 spinel phase. Figure 9.8.
c) and d) are the bright field and dark field image of the Co layer showing small grains with
sizes in the range of 3-18 nm. Thick grain boundaries are evident separating grains of the
same phase. The presence of some oxygen (≈ 4-11 % per atom) within the cobalt layer
was qualitatively confirmed using EDS mapping. Figure 9.9 shows the X-ray reflectometry
(XRR) pattern for each sample in the series, where the data and fit for each sample has been
offset horizontally by 0.05 Å−1 for clarity. The X-ray reflectometry was fitted with a 3-layer
model using the genetic fitting and least-squares algorithm in the Motofit software package
(121). Table 9.1 shows the fitting results for the thickness of each of the three layers for
Samples 1-5. The spacer-layer thickness ranged linearly from 25 to 150 nm showing a linear
dependence on the deposition time. For all samples, from the XRR fits, the roughness of
the Ni80 Fe20 /CoO boundary was found to be significantly lower (0.8 - 1.8 nm) than the
CoO/Co boundary ( 6 - 23 nm).
Figure 9.10. a) shows a high resolution TEM image for Sample 5, compared with
the structural model derived from the XRR fit in Fig. 9.10 b). Both techniques gave
complementary information regarding the film chemical profile. A low roughness (< 1.3
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Figure 9.10: Comparison of the cross-sectional TEM image (a) for Ni80 Fe20 /CoO/Co
(Sample 5) with the 1D X-ray scattering length density (b) used to fit the data in Figure
9.9. The two techniques give a similar chemical profile normal to the film surface. A gradient
interface is observed at the Co/CoO boundary indicating intermixing between the two layers
due to implantation and diffusion of oxygen into the cobalt.
nm) is evident at the top permalloy surface. However, the Co/CoO interface displays a
high degree of phase intermixing. The highly diffuse interface at the CoO/Co interface may
result from local heating and implantation of oxygen ions due to the use of moderate energy
ions. At the ion energies used (0.13 keV), the penetration of oxygen ions through the first
CoO monolayer as it grows should only be 4-7 Å according to Monte Carlo simulations
using the TRIM software package for oxygen implantation into cobalt with mass density of
8.8 g/cm3 (237). However from the TEM and XRR result it is clear that oxygen is present
on a far longer length scale (> 5 nm), suggesting that local ion-beam effects promote
grain-boundary assisted transport of oxygen deeper into the Co layer.

9.4

Room temperature magnetic properties

Figure 9.11) presents the room temperature magnetometry data for Samples 1-5. The
data has been over-plotted to emphasize the overall similarity in the magnetic properties
of the films. A clear double step hysteresis is seen for all samples, reminiscent of the
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Figure 9.11: In-plane room temperature magnetometry data for Ni80 Fe20 /CoO(x)/Co Samples 1-5, over-plotted to emphasize the similarity in all films. The Ni80 Fe20 and Co ferromagnetic phases have different coercive fields, and are separated by a paramagnetic CoO
spacer, resulting in the observed double step hysteresis.
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Figure 9.12: Polar plots of the angle-dependent in-plane magnetic quantities for
Ni80 Fe20 /CoO/Co Sample 5 obtained using Equations 9.1-9.4. The absence of strong
angular dependence is a result of a random in-plane crystallite arrangement in both the
ferromagnet and the antiferromagnet, manifested in the lack of an in-plane easy axis.
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schematic diagram in Fig 9.1). This is interpreted as the independent switching of each
ferromagnetic layer separated by the paramagnetic CoO spacer layer. All samples were
found to be saturated at fields above 2 kOe, as evident in the flat magnetic response
for increasing fields up to 50 kOe. At room temperature, using Equations 9.3 and 9.4,
the coercivity for the two phases is calculated as HcF M 1 ≈ 10 Oe and HcF M 2 ≈ 250 Oe.
The inner loop coercivity is essentially identical for all samples, whereas small differences
occur for the various films at the outer-loop switching point, which shows a distribution
of coercive fields in a relatively narrow range (200 - 350 Oe). The exchange bias values
F M1
F M2
for HEB
and HEB
are both zero within experimental uncertainty (0 ± 5 Oe), which

is to be expected since the Néel temperature of CoO is usually below room temperature
(293 K for bulk) (78). Figure. 9.12) summarises the angular dependent in-plane magnetic
properties for Sample 5 obtained at room temperature by taking multiple hysteresis loops
at different in-plane angles. The lack of any strong angular dependence for the quantities
HcF M 1 and HcF M 2 confirms the polycrystalline nature of the ferromagnetic grains, which,
on average, lack a uniaxial or biaxial in-plane easy-axis. It should be noted that, from
the room temperature magnetometry presented in Fig. 9.11, it is ambiguous which of the
F M2
F M1
) belongs to the cobalt layer because neither
or HcF M 2 and HEB
quantities (HcF M 1 and HEB

of the dual loops gives the properties normally expected of cobalt. For instance, one could
assume the typical case, which is that the cobalt layer has a higher coercivity (25 - 130
Oe) (238) than the permalloy (2 - 10 Oe), in which case the outer loops belong to cobalt.
However, in that scenario, the outer loop should have a step-size that is ≈ 2/3 of the overall
magnetic saturation, since bulk cobalt has 1400 emu/cm3 versus bulk permalloy which has
780 emu/cm3 (239), and the layers are of almost the same thickness. Therefore, from the
room-temperature magnetometry, there are two possibilities: either the cobalt has a reduced
magnetic moment, or the Ni80 Fe20 has an enhanced coercive field. To resolve this anomaly,
and correctly understand the magnetic depth profile of the sample in the saturated state,
we conducted polarised neutron reflectometry at 4000 Oe and room temperature (i.e., in
the saturated state).
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Figure 9.13: Room temperature polarised reflectometry data fitted for Ni80 Fe20 /CoO(x)/Co
(Sample 1) using Model 1 (left) and fitting model for Model 1 (right). Circles are experimental data. Solid lines are fits to the data. The cobalt layer has a reduced magnetic
moment of only 0.4 µB per formula unit, suggesting oxygen implantation from ion-beam
modification during growth.
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Figure 9.15: Out-of-plane magnetic measurements on Samples 1-5 taken at 300 K. A small
non-zero coercivity indicates perpendicular anisotropy.
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9.5

Magnetic depth profile

Figure 9.13 reveals the polarised neutron reflectometry pattern obtained for Sample 1. No
spin-flip scattering was observed in the saturated state, implying a collinear arrangement of
moments with the field (238). Fitting of the two non-spin-flip (NSF) channels resulted in
the magnetic depth profile illustrated on the right of Fig. 9.13. From the high-quality fit it is
obvious that there are missing magnetic moments located in the cobalt layer. The permalloy layer obtains a value close to its bulk magnetization (0.9 µB per formula unit Ni80 Fe20 )
whereas the average magnetic moment in the cobalt layer is reduced to 0.4 µB per Co which
is only 25% of the bulk value (1.7 µB (240)). To prove that this magnetic depth-profile
is the more feasible fit between the two possibilities elicited from the magnetometry data,
Fig. 9.14) shows a low-quality fit resulting from the magnetic depth model where the cobalt
retains a higher average magnetic moment (0.9 µB per formula unit), but the permalloy is
oxidized (0.4 µB per formula unit). It is obvious that the model depicted in Fig. 9.13 is the
only one of the two possibilities which accurately describes the data. Although in some magnetic multilayers, a non-collinear relationship of one ferromagnet with respect to the other
has been found, leading to a similar reduction in the aligned magnetic moment, in that case,
neutron spin-flip scattering would be expected (118; 220), and it should not be possible to
fit the NSF data with a collinear model (238). The best-fit nuclear scattering length density is also slightly higher for the cobalt layer, consistent with an increased oxygen-content.
Recently we studied CoO/Co bilayers fabricated in the same way and found that during the
deposition of the CoO, oxygen ions penetrated into the underlying Co layer, forming pillarlike CoO features embedded in the Co layer (182). It is believed that a similar mechanism
is at work in these trilayer films, explaining the diffuse interface and the nanocomposite
diffraction peaks found in the cobalt region. Both the coercivity enhancement and the
lower magnetic saturation in the film series are attributed to the penetration of oxygen into
the cobalt, and the formation of CoO nanoscale structures embedded within the Co layer.
The interpenetrating CoO and Co3 O4 regions are nominally antiferromagnetic and lower the
average magnetization in the bottom layer, whilst also acting as defects and altering the
dipolar interactions between the remaining ‘columns’ of metallic cobalt. This agrees well
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with previous work showing that there is a direct correlation in partially oxidized cobalt thin
films between the oxygen content and the coercivity enhancement/perpendicular anisotropy
(230). The micromagnetic calculation first performed by Iwata and Prosen in 1954 show
that thick intergranular oxide regions separating columnar ferromagnetic regions can change
the shape-anisotropy for films above a critical thickness (≈ 50 nm) to lead to perpendicular anisotropy (241). To confirm this scenario, out-of-plane magnetic measurements were
collected for the films. Figure 9.14 shows the magnetic hysteresis with the field applied
normal to the film plane for Samples 1-5. The non-zero coercivity and remanent magnetization in the measurements implies that the presence of oxide regions in a cobalt/CoO
nanocomposite interface region assists in overcoming the effective shape-anisotropy to allow
a small component of perpendicular magnetization. The non-rectangular loop shape in the
out-of-plane direction suggests a disordered array of metallic cobalt regions with a range
of different perpendicular switching fields. The loop shows a pinch-point in the low field
region, which is attributed to some distinct portion of the film switching at a much lower
coercive field. It is unclear whether this contribution arises from the Ni80 Fe20 layer or some
portion of the cobalt layer with a different degree of disorder.

9.6

Low temperature magnetic properties

Sample 1 was field-cooled in one of two cooling fields (± 1000) Oe to 200 K, which is
below the blocking temperature of CoO. Figure. 9.16 is the in-plane magnetic hysteresis
measured for Sample 1 under each of these two different field-cooling conditions, where
only the first (untrained) loop is shown. In both cases, it is apparent that inner and outer
loops shift either left or right, giving an exchange bias with the opposite sign to the cooling
field. This is typical behaviour for most exchange bias systems. Table 9.2 summarises the
F M1
F M2
estimated quantities HcF M 1 , HcF M 2 , HEB
and HEB
for all samples under the +100 Oe

cooling condition after first saturating at 10 kOe at 300 K.
F M1
The magnitude of the loop-shifts, HEB
, is found to be similar for all films within
F M2
experimental uncertainty, whereas a maximum in HEB
is apparent for Sample 3, which

had a 89 nm CoO layer. The exchange bias shift is direct evidence for magnetic coupling
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Table 9.2: Exchange bias and coercivity at 200 K for Ni80 /Fe20 /CoO/Co Samples 1-5 after
field-cooling in +100 Oe (after initial saturation).
F M1
F M2
Sample HcF M 1 (Oe) HEB
(Oe) HcF M 2 (Oe) HEB
(Oe)
1
11
-12
1235
-265
2
5
-14
1285
-245
3
4
-9
1113
-293
4
4
-12
1134
-216
5
11
-12
1169
-221
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Figure 9.16: In-plane magnetic properties of Sample 1 at 200 K after field-cooling from 300
K to 200 K in either +1000 Oe or -1000 Oe. Inset shows an enlarged region near the origin.
between ferromagnetic (Ni80 Fe20 or Co) and antiferromagnetic (CoO) spins. The lack of
a strong spacer layer thickness implies that, in this case, the interfacial regions for the
Ni80 Fe20 /CoO and CoO/Co regions dominate the magnetic effects. We note that the loopF M1
shift (HEB
) for the permalloy inner-loop is an order of magnitude smaller than that of Co
F M2
at 200 K (HEB
). Moreover, the coercive field of the permalloy HcF M 1 is seen to be <

10 Oe for both the 300 K and 200 K measurements, but the cobalt layer shows a five-fold
enhancement in coercive field at low temperature (HcF M 2 ≈ 1000 Oe). The magnitude of
the exchange bias for the cobalt layer is anomalously high, leading to an estimate of the
interfacial energy in the range of 2-3 erg/cm2 which is higher than is generally found in
thin films that use CoO (0.16-0.28 erg/cm2 ) measured at > 100 K with similar blocking
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Figure 9.17: Out-of-plane magnetic measurements for Samples 1, 3 and 5 at 200 K after
field-cooling in +1000 Oe from 300 K to 200 K. The last figure is an enlarged region near
the origin to show the perpendicular exchange bias for Sample 5.
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temperatures(78). Therefore, the enhanced low temperature exchange bias and coercivity
in the Co/CoO layer is further evidence for the implantation of oxygen into the cobalt layer,
which alters the magnetic spin structure of the resulting nanocomposite, leading to stronger
apparent coupling between the Co and CoO regions. One way to understand this is to
remember that for two perfect thin film layers, there is only a single planar interface, whereas
for a nanocomposite there can be numerous interfaces formed between Co/CoO, which may
resemble an array of core-shell nanoparticles. In such a system, there is a natural tendency
towards higher effective ‘surface’ area for the interfacial magnetic coupling to occur. Indeed
the exchange bias effect was first discovered in core-shell Co/CoO nanoparticles (76), and
the loop shift of disordered magnetic particles is often higher than in the film equivalents. In
general, for films with high quality interfaces, the exchange bias loop-shift usually decrease
with a 1/tF M relationship where tF M is the thickness of the ferromagnet layer (24). The
data, however, shows that the nanocomposite region breaks this trend allowing for a strong
exchange bias to exist even for a comparatively thick ferromagnetic layer (55 nm). This
agrees with the recent finding that strong exchange bias could be realized in 100 nm epitaxial
Co thin films ion-implanted with oxygen, although in that work, a high energy implantation
energy was used (60 keV), presumably resulting in a different microstructure (242). To
investigate whether this exchange bias could also be set in the out-of-plane direction, we
field-cooled Sample 1, 3 and 5 in the out-of-plane direction in a field of +1000 Oe from 300
K to 200 K. A weak perpendicular exchange bias is seen at low temperature, as is evident in
a shifted hysteresis loop where HOP
EB ≈ -70 Oe for Sample 5, as shown in Figure 9.16. The
exchange bias is far larger than the errors in the measurement system regarding trapped
flux (5 Oe). As with the longitudinal measurements, the magnitude of the perpendicular
coercivity is also dramatically increased at low temperature. This implies that the FM/AFM
interfacial interaction in the nanocomposite region should also be considered as an extension
of the Iwata model (241; 243). Similar to the room-temperature data, the low-temperature
perpendicular hysteresis loops have a pinch-point in the low field regions, which is attributed
to some portion of the film having a smaller perpendicular anisotropy.
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9.7

Long range coupling?

It is clear from the microstructural studies performed in the latter sections that the trilayers
fabricated by ion-assisted deposition are polycrystalline, with a diffuse Co/CoO interface.
These microstructural features significantly alter the magnetic properties from what may be
expected for the ‘ideal’ Ni80 Fe20 /CoO/Co trilayer. In particular, the inclusion of oxidized
regions into the nanocomposite Co layer means that the planar nature of that interface may
not be realized. Hence, it is futile to attempt to make a direct experimental comparison with
Ref (94). Nevertheless, it remains interesting to test whether any long-range exchange bias
frustration can be seen in this disordered system for the different field-cooling configurations.
To this end, Sample 1 was saturated in +1000 Oe at room temperature. It was then fieldcooled to 200 K in one of 4 fields (± 25 Oe or ± 1000 Oe). In principle, the positive applied
fields should not alter the exchange bias magnitude since they preserve the parallel alignment
during cooling. A negative -25 Oe field, however, should reverse the permalloy layer during
cooling, but preserve the positive direction in the cobalt, while a -1000 Oe field should
reverse both the cobalt and permalloy causing their alignment to cool in a collinear-negative
direction. Figure 9.18 shows that only the inner hysteresis is affected by the change in fieldcooling from +25 Oe to -25 Oe. This is consistent with the permalloy layer being reversed
during cooling whereas the magnetic moments of cobalt remains in the same inital direction.
Moreover, the fact that the absolute magnitude of the exchange bias is nearly equal in both
cases suggests that we do not detect the type of effects found in Ref. (94). Using larger
fields of 1000 Oe aligns both the cobalt and permalloy layer in the positive or negative
direction. Figure 9.19 shows that in this case both the inner and outer loops are shifted in
the same direction. The symmetry in both cases suggests that, to a large extent, the system
behaves as two sets of independent ferromagnetic/antiferromagnet bilayers should, and no
additional coupling occurs across the CoO. This may well be due to the presence of grain
boundaries in the polycrystalline CoO layer, as well as the role of competing interfaces in the
Co nanocomposite. Although it neither proves nor disproves the particular result of Reference
(94), it certainly shows that the a long lengthscale spin structure in the antiferromagnet is
not a universal prerequisite for exchange bias in nanocrystalline systems.
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Figure 9.18: Ni80 Fe20 (56 nm)/CoO (23 nm)/Co (58 nm) trilayer after saturating at room
temperature, and field-cooling to 200 K in ± 25 Oe. The inset shows an enlargement of
the low field region.
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Figure 9.19: Ni80 Fe20 (56 nm)/CoO (23 nm)/Co (58 nm) trilayer after saturating at room
temperature, and field-cooling to 200 K in ± 1000 Oe. The inset shows an enlargement of
the low field region.
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9.8

Conclusion

Fabrication of nanocrystalline thin films by low energy ion-assisted deposition leads to magnetic nanocomposites that show unusual magnetic properties that deviate from typical bulk
materials and epitaxial thin films. Clear double step hysteresis loops were seen for all samples, with both ferromagnetic layers showing a low temperature exchange bias that was
dependent on field-cooling conditions. A detailed microstructural study demonstrates the
existence of multiple crystalline phases near the Co/CoO interface, along with oxygen in
the underlying cobalt region. A weak perpendicular anisotropy and perpendicular exchange
bias were found to coexist in nanocrystalline Ni80 Fe20 /CoO/Co magnetic trilayer films. The
existence of nanocomposite Co/(CoO) and Co/Co3 O4 regions, along with thick grain boundaries, appears to partly explain the anomalous perpendicular anisotropy in accordance with
the Iwata model, although the temperature sensitivity of the coercivity implies an additional
role of FM/AFM spin coupling below the Neél temperature of the CoO. No evidence of
exchange-bias coupling across the CoO spacer could be detected. Future work is needed to
better understand the effect of ion-beam bombardment of low-energy oxygen ions into Co.
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Chapter 10
Summary and outlook
A large number of antiferromagnetic materials is now known: these are generally
compounds of the transition metals containing oxygen or sulphur. They are
extremely interesting from the theoretical viewpoint, but do not seem to have
any applications.
Louis Néel, Noble Prize Lecture, 1970 (5)

10.1

Summary

As most scientists understand, the applications of fundamental research are often impossible to predict. The pursuit of truth and understanding often needs to be the only goal
in itself, and it is taken on faith that eventually humankind will benefit from one’s work.
Indeed, in many cases, the applications of such research may not be recognized until many
years later. Néel’s statement above clearly demonstrates this phenomenon. In it, he presented a disparaging viewpoint on the technological applications of antiferromagnets. It is
hoped, however, that the work in this thesis (and more importantly, the countless examples from the contemporary scientific literature which it follows) demonstrates that today
these antiferromagnetic oxides are stimulating a wide range of technological interest for
applications in data storage, multiferroic devices, spintronic applications and biomedical
treatments (11; 12; 13). Nevertheless, the field remains young, and true understanding,
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control and manipulation over antiferromagnetic order is still elusive, particularly in nanostructured antiferromagnetic materials. In the research statement at the beginning of this
thesis (Section 1.2), a number of topical questions were highlighted from within the subject
area of nanomagnetic oxides and metal/metal-oxides. Each of the following sections revisits
these general topics and summarises how this research has added to the field of knowledge.

10.1.1

Modified magnetic structures in thin films and nanostructures

The research presented in this work shows conclusively that the magnetic structure near a
surface or interface in a metal-oxide thin film deviates substantially from behaviour in the
same material in bulk form. This occurs for a number of separate reasons and is manifest
in a diverse range of modifications to the macroscopic magnetic properties.
In Chapter 5, a strongly shifted ferromagnetic hysteresis loop was found for a α-Fe2 O3
(14.6 nm)/Ni80 Fe20 (13.2 nm) bilayer thin film deposited on SiO2 (144). This exchange bias
phenomenon is a desirable property for spin-valve and spintronic devices (11; 36). However
the blocking temperature for the α-Fe2 O3 was anomalously low, and this was attributed to
a finite-size effect on the Morin transition, which was shown to be a feasible explanation
using computer modelling in Chapter 6. Using polarised neutron reflectometry, evidence
was given that the interfacial regions of the oxide appear to be modified from the case of
the strict antiferromagnetic condition. By developing on existing models in Chapter 6, it
was shown that the loop shift is the direct result of the interfacial coupling between the
ferromagnet and the oxide spins. The presence of a small net moment at the surface of the
antiferromagnet is a natural consequence of this coupling and is facilitated by the disorder
in the antiferromagnet. The numerical simulations show that for exchange bias to exist, an
additional condition must be met, which is that a portion of this antiferromagnetic surface
moment must remain irreversible on the time and field scales of the measurement. In Chapter
6, a mathematical model was developed, demonstrating that a qualitative explanation for
many of the distinctive exchange bias phenomena involving a nanocrystalline oxide can be
provided by considering the geometrical distribution antiferromagnetic grain boundaries, in
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conjunction with the interface condition of the neighbouring ferromagnet. The experimental
procedure described in Section 5.8, which formed a exchange spring in the ferromagnetic
layer by a rotation procedure after field-cooling, demonstrated that the pinning is strongly
localized to the shared interface of the bilayer.
In Chapter 7, it was shown that the presence of a strained interface at the SrTiO3
substrate allows for the growth of BiMn0.5 Fe0.5 O3 , which is not usually thermodynamically
stable unless large external pressures are applied (213; 32). In comparison with the parent
compounds, BiFeO3 and BiMnO3 , the BiMn0.5 Fe0.5 O3 thin film was found to have distinctive
magnetic properties that differentiate it from both: a G-type antiferromagnetic order with
no cycloid, along with weak-ferromagnetic (canted antiferromagnetic) behaviour. Chapter
8 extended the mathematical model for BiFeO3 to include local distortion of molecular field
parameters caused by doping, and showed that it is possible to use this simple model to
qualitatively explain the following experimental findings: the collapse of the cycloid, the
predominance of G-type antiferromagnetic order, the reduction of the Néel temperature
and the rise of a weak-ferromagnetic hysteresis loop. By experimentally comparing the
thin film neutron diffraction experiment with the closest equivalent compound in bulk form
La0.2 Bi0.8 Fe0.5 Mn0.5 O3 , it was found that, while both compounds possess a similar magnetic
ground state, the transition temperature of thin-film-form BiMn0.5 Fe0.5 O3 appears to be
much lower.
In Chapter 9, an investigation was performed of the distinctive double-hysteresis loop
that can appear in a trilayer thin film structure, where an antiferromagnetic spacer is sandwiched between two decoupled ferromagnetic layers. A clearly observable exchange bias
effect occured for both ferromagnetic layers. Polarised neutron reflectometry was used to
characterized a microstructural effect associated with the ion-assisted thin film deposition
process for fabricating oxides. This led to the partial oxidation of the Co metal in the near
surface region of the CoO/Co interface and modified the local chemical microstructure.
In particular, an enhanced coercivity and exchange bias, along with a weak component of
perpendicular magnetization appeared in these nanocomposite samples. The insensitivity
of these phenomena to the overall thickness of the antiferromagnetic layer implies that the
nanocomposite interface region dominates the magnetic properties. By field cooling the
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trilayer in different states, it was found that the magnitude of the exchange bias, and the
loop-shape, were independent of the magnetic state during field-cooling for this microstructure and thickness regime. The result is quite different from that of Ref. (94) where
epitaxial thin films were studied, but similar to the result of Ref. (36) where polycrystalline
samples were studied. In the present case, the result implies that the presence of defects
and grain boundaries disrupts any coherent long-range antiferromagnetic structure, and, as
such, magnetic frustration does not traverse the entire layer thickness; instead, it is the
decoupled interfacial regions that play a crucial role. Nevertheless, the high interfacial exchange energy in these samples shows that long-range spin structures within the bulk of the
antiferromagnetic structure are not a universal prerequisite for materials showing exchange
bias.

10.1.2

Driving forces for unusual spin structures and magnetic
properties in thin films

It is noteworthy that the wide range of experimental results presented in Chapters 5 and 7
could be succesfully modelled using a very similar mathematical foundation encoded in the
semi-empirical Hamiltonian described in Chapter 4. This was demonstrated in the modelling
Chapters (6 and 8). The flexibility of this Hamiltonian suggests that there are many universal
traits shared amongst the insulating antiferromagnetic oxides, and furthermore, by using
the parameters derived from bulk studies, one can often approximately predict the interface
effects arising from the following driving forces:
1. low dimensionality, causing missing neighbours near the interface to modulate the
local Weiss field,
2. geometric effects on the dipolar field and number of local spins,
3. interfacial and interlayer coupling due to close proximity with a neighbouring phase at
a shared interface resulting in competing magnetic interactions,
4. localized disorder in the form of grain boundaries, roughness and vacancies,
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5. growth-induced strain which modifies the crystal structure and the molecular field
parameters from the zero pressure bulk equivalent and mediates high pressure effects.
Chapter 6 provides numerical proof that finite-size and geometrical effects for antiferromagnetic grains can lead to an exchange bias of the correct order of magnitude. The
exchange bias magnitude was found to approximately scale inversely with the mean size of
the grains. By extending the model to a realistic distribution of anisotropy axes in each
grain, with a finite roughness, it was shown qualitatively that the theoretical results for
temperature dependency, asymmetric magnetic reversal mechanism, the magnetic training
effect and magnetic depth profile are close to those in the experiments presented in Chapter
5. It appears that the strong interfacial exchange between ferromagnetic and antiferromagnetic spins, coupled with a disordered antiferromagnet, are the driving forces providing one
possible mechanism for the production of uncompensated spins at the antiferromagnetic
interface, which are the ingredients for exchange bias. Finally, a degree of anisotropy is
required to keep these uncompensated spins irreversible, and the distribution of anisotropy
directions explains the training effect and determines the blocking temperature.
In Chapter 8, the Hamiltonian was extended to include the DM interaction and secondnearest neighbour exchange. The addition of these two terms drives the formation of
an incommensurate spin structure that produces a cycloid. It was found that, whereas the
cycloid may exist in bulk, modification of the first order anisotropy or exchange was sufficient
to eradicate the cycloid. In the case of a non-zero DM interaction, but high anisotropy or
low next-nearest neighbour exchange, the model produced a weak-ferromagnetic hysteresis
loop, as observed experimentally in Chapter 7.

10.1.3

Application of neutron scattering techniques to thin film
nanostructures

This work has demonstrated the unique atomic and nanoscale information that is available
using neutron scattering experiments. In particular, two neutron scattering techniques have
been shown to be immensely useful for studying thin film systems: polarised neutron reflectometry and high angle diffraction. Chapter 5 exemplifies the application of the low-angle
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scattering technique (polarised neutron reflectometry) to resolve the near-interface magnetic
information in a thin film system such as α-Fe2 O3 /Ni80 Fe20 . This was crucial to test the
consistency with the models presented in Chapter 6. The use of full polarisation analysis
also allowed for the study of the magnetic reversal mechanism and the training effect in this
system. Chapter 7 demonstrates how the atomic scale magnetic structure of a strained antiferromagnetic thin film can be studied using classical high angle diffraction on a triple-axis
spectrometer. Chapter 9 demonstrates that both the chemical and the magnetic structure
of a thin film can simultaneously be studied using complementary contrast mechanisms of
neutron and X-ray reflectometry patterns.

10.1.4

Relation of the underlying physics to technology

In Chapter 9, the importance of exchange bias to the modern computer hard-drive was
discussed. The understanding generated in terms of the magnitude and onset of exchange
bias in α-Fe2 O3 /Ni80 Fe20 systems may suggest that it is feasible to increase the blocking
temperature to above room temperature, making it a candidate for use in next generation
devices. On the other hand, this is contingent on controlling the magnetic anisotropy via
the Morin transition, to ensure overall stability of the system against thermal activation.
In Chapter 7, Mn-doping was shown to suppress the cycloid in BiFeO3 and release
the latent weak-ferromagnetism. The combination of a measurable magnetic moment with
ferroelectricity would enable a range of novel magnetoelectronic and spintronic devices (244).
Nevertheless, our preliminary investigations of Mn-doped BiFeO3 ferroelectric performance
show that the samples become increasingly conductive, with a ferroelectric response that
diminishes upon doping with Mn. This suggests that, while the route to cycloid-destruction
is successful, it may be interesting to study other doping routes that achieve a similar
magnetic effect without inducing additional conductivity.
Chapter 9 proves that a decoupled exchange bias and weak perpendicular magnetic
anisotropy can be realized in a granular Ni80 Fe20 /CoO/Co structure. Since the magnetic
recording industry now records in a perpendicular direction (230), it may one day be useful
to employ single-layer nanocomposites to realise perpendicular recording without the use of
secondary layers of noble metals such as Pt and Au (59). The microstructural magnetostatic
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effects have not been fully investigated to date, but together with the results presented in
Ref. (245), our work suggests that it may be possible to optimise the ion-assisted deposition
process to produce materials with a component of perpendicular anisotropy, via the lowenergy oxygen ion bombardment of a granular metallic thin film.

10.2

Outlook

The follow section suggests future improvements to the experimental techniques and computer modelling studied in this thesis.

10.2.1

Development of multi-scale computer modelling techniques
for complex bulk and nanoscale magnets with incorporated
magnetostatics

The simple classical spin models developed in this work are quite unusual in the field, in
that they can model the effects of a large number of antiferromagnetic spins in a realistic microstructure. DFT calculations and quantum Monte Carlo approaches are not usually
scalable to the same dimensions, which pertain to the characteristic lengthscales of exchange
bias, antiferromagnetic domains and incommensurate spin-structures. LLG micromagnetic
calculators are very accurate for the simulation of ferromagnets at a diverse range of lengthscales, but there are very few studies of large numbers of antiferromagnetic spins, and past
work generally approximated these components as a continuum material. The work in this
thesis on 128 x 128 x 30 spin systems shows that it is quite feasible to study dimensions of
up to 60 x 60 x 15 nm with atomic resolution , using even a single modern Intel I7 processor,
within a few hours of calculation time. This suggest that scaling towards larger systems
(1000 x 1000 x 100nm) would be feasible if the program was parallelized to use multiple
cores, or a modern parallel GPU approach was used. Moreover, it is feasible to adapt the
finite-element approach employed for electric field calculations based on the Poisson equation, as used by the author in past work (246) to calculate long-range magnetostatic fields
self-consistently in the current program. Finally, there is no reason that the current Monte
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Carlo trial-step cannot be replaced simply with a LLG-solver to better represent the precession of spins in the lattice at finite temperature using stochastic differential equations. This
added degree of realism will facilitate comparison between the two approaches and allow for
the determination of realistic time units but it will also severely reduce the maximum size
of LLG-based simulations.

10.2.2

Development of neutron scattering techniques: Dedicated
thin film diffraction and off-specular polarised neutron reflectometry

Lower background, dedicated neutron diffractometers are required to study nanostructures.
While immensely useful, the existing triple-axis spectrometers are not optimised to study
thin film systems. This means that successful neutron studies are scarce, and polycrystalline
films such as those presented in Chapter 5 and Chapter 9 are beyond the realm of possibility.
A careful redesign of the crucial components may allow for the study of smaller amounts
of material, to reach thinner lengthscales, as well as more polycrystalline samples such as
those relevant to industry. The incorporation of a grazing-incidence geometry would allow
for the depth-resolved study of antiferromagnetic peaks. Along with the work of other
groups worldwide, this thesis has shown that, like synchrotron techniques, neutrons can
be used to study systems at nanometre dimensions. In particular, for magnetic systems,
neutrons have many advantages.
In Chapter 5, only the specular polarised neutron reflections were studied and fitted
from the PLATYPUS reflectometer at ANSTO. It is also true that off-specular scattering
provides a wealth of information regarding lateral domain structures in nanostructured and
nano-patterned materials. The recent incorporation of an area-sensitive neutron 3 He analyser
will allow this type of study to be conducted on PLATYPUS in the future.
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ANSTO Australian Nuclear Science and Technology Organisation.
C* Contact fraction.
DFT Density functional theory.
DM Dzyaloshinsky-Moriya interaction.
EB Exchange bias.
EDS Energy dispersive spectroscopy.
FC Field-cooled.
fcc Face-centered cubic.
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GMR Giant magnetoresistance.
GPU Graphical processing unit.
Hext External magnetic field.
L Lateral grain size or mean-grain dimension.
LLG Landau Lifshitz Gilbert equation.
LSDA+U Linear spin density approximation with additional Hubbard energy.
M Magnetization.
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MCs Monte Carlo Step.
MOKE Magneto-optical Kerr effect.
MPMS Quantum Design Magnetic Property Measurement System equipped with a SQUID.
MRAM Magnetic Random Access Memory.
NR Neutron reflectometry.
NSF Non-spin-flip reflectivity.
OPAL Light-water nuclear research reactor at ANSTO.
Permalloy Common short-hand term for the ferromagnetic material Ni80 Fe20 .
PM Paramagnet.
PNR Polarised neutron reflectometry.
PPMS Quantum Design Physical Property Measurement System equipped with a VSM.
R Reflectivity.
RKKY Ruderman-Kittel-Kasuya-Yosida interaction.
RMS Root-mean-squared.
S Total spin moment of atom i.
SAED Selected area diffraction.
scc Simple cubic.
SEM Scanning electron microscope.
SF Spin-flip reflectivity.
SLD Scattering length density for x-rays or neutrons.
SQUID Superconducting quantum interference device.
TEM Transmission electron microscope.
TOF Time-of-flight.
VSM Vibrating sample magnetometer.
XMCD Circularly-polarised x-ray dichroism spectroscopy.
XPS X-ray photoelectron spectroscopy.
XRD X-ray diffraction.
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[13] M. Arruebo, R. Fernàndez-Pacheco, M. R. Ibarra, and J. Santamaria, “Magnetic
nanoparticles for drug delivery,” Nano Today, vol. 2, p. 22, 2007.
[14] P. Grünberg, R. Schreiber, Y. Pang, M. B. Brodsky, and H. Sowers, “Layered magnetic
structures: Evidence for antiferromagnetic coupling of Fe layers across Cr interlayers.,”
Phys. Rev. Lett., vol. 57, pp. 2442–2445, 1986.
[15] M. N. Baibich, J. M. Broto, A. Fert, F. N. V. Dau, F. Petroff, P. Eitenne, G. Creuzet,
A. Friederich, and J. Chazelas, “Giant magnetoresistance of (001)Fe/(001)Cr magnetic superlattices,” Science, vol. 61, pp. 2472–2475, 1988.
[16] A. Hoffmann and G. Felcher, “Domain states determined by neutron refraction
and scattering,” in Handbook of Magnetism and Advanced Magnetic Materials
(H. Kronmüller and S. Parkin, eds.), vol. 1, John Wiley and Sons, 2007.
[17] M. Hayashi, L. Thomas, R. Moriya, C. Rettner, and S. S. P. Parkin, “Currentcontrolled magnetic domain-wall nanowire shift register,” Science, vol. 320, p. 209,
2008.
[18] M. Gajek, M. Bibes, S. Fusil, K. Bouzehouane, J. Fontcuberta, A. Barthe, and A. Fert,
“Tunnel junctions with multiferroic barriers,” Nature Mat., vol. 6, p. 296, 2007.
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multilayers revealed by nuclear resonant and neutron scattering methods,” New. J.
Phys., vol. 11, p. 013038, 2009.
[154] A. E. Berkowitz, J.-I. Hong, S. K. McCall, E. Shipton, K. T. Chan, T. Leo, and D. J.
Smith, “Refining the exchange anisotropy paradigm: Magnetic and microstructural
heterogeneity at Permalloy/CoO interface,” Phys. Rev. B, vol. 81, p. 134404, 2010.
[155] W. Cui, W. Liu., X. Zhao, D. Li, and Z. Zhang, “Exchange bias and phase transformation in Fe2 O3 /Fe3 O4 nanocomposites,” J. Alloy. Compd, vol. 475, p. 42, 2009.
[156] “ImageJ analysis software,” http://rsbweb.nih.gov/ij/, 2011.
[157] S. Bae, J. H. Judy, W. F. Egelhoff, and P. J. Chen, “Dependence of exchange coupling
on the surface roughness and structure in α-Fe2 O3 /NiFe and NiFe/α-Fe2 O3 bilayers,”
J. Appl. Phys., vol. 87, p. 6650, 2000.
[158] J. Z. Tischler, J. D. Budai, G. E. Ice, and A. Habenschuss, “Multiple scattering and
the 200 reflection in silicon and germanium,” Acta Cryst., vol. A44, pp. 22–25, 1988.
[159] C. E. ViolBarbosa, H. L. Meyerheim, E. Jal, J.-M. Tonnerre, M. Przybylski, L. M. Sandratskii, F. Yildiz, U. Staub, and J. Kirschner, “Inhomogeneous temperature dependence of the magnetization in fcc-Fe on Cu(001),” Phys. Rev. B, vol. 85, p. 184414,
2012.
[160] K. O’Grady, “A new paradigm for exchange bias,” J. Phys. D, vol. 322, pp. 883 –
899, 2010.
[161] S. H. Chung, A. Hoffmann, and M. Grimsditch, “Interplay between exchange bias and
uniaxial anisotropy in a FM/AFM exchange coupled system,” Phys. Rev B, vol. 71,
p. 214430, 2005.
253

BIBLIOGRAPHY
[162] M. Kiwi, “Exchange bias theory,” Journ. Magn. Magn. Mater., vol. 234, p. 584, 2001.
[163] S. H. Chung, A. Hoffmann, and M. Grimsditch, “Interplay between exchange bias and
uniaxial anisotropy in a ferromagnetic/antiferromagnetic exchange-coupled system,”
Phys. Rev. B, vol. 71, p. 214430, 2005.
[164] M. Gierlings, M. Prandolini, H. Fritzsche, M. Gruyters, and D. Riegel, “A PNR study of
the off-specular scattering during the asymmetric magnetization reversal in exchangebiased Co/CoO multilayer,” Physica B, vol. 356, pp. 36–40, 2005.
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M. F. Thomas, “Mössbauer study of the superspin glass transition in nanogranular
Al49 Fe30 Cu21 ,” Phys. Rev. B, vol. 64, pp. 224421–1, 2001.
[191] A. Hernando, “Magnetic properties and spin disorder in nanocrystalline materials,” J.
Phys.: Condens. Matter, vol. 11, p. 9455, 1999.
256

BIBLIOGRAPHY
[192] M. Grafoute, Y. Labaye, F. Calvayra, and J. Greneche, “Structure of grain boundaries
in nanostructured powders: a Monte-Carlo/EAM numerical investigation,” Eur. Phys.
J. B, vol. 45, p. 419, 2005.
[193] D. T. Margulies, F. T. Parker, M. L. Rudee, F. E. Spada, J. N. Chapman, P. R.
Aitchison, and A. E. Berkowitz, “Origin of the anomalous magnetic behavior in single
crystal Fe3 O4 films,” Phys. Rev. Lett., vol. 79, p. 5162, 1997.
[194] P. G. Bercoff and H. R. Bertorello, “Magnetic properties of high coercivity hematite,”
Appl. Phys. A, vol. 100, p. 1019, 2010.
[195] R. B. Gangineni, K. Drr, N. Kozlova, K. Nenkov, K.-H. Mller, L. Schultz, and L. S.
Lakshmi, “Dependence of the high-field grain-boundary magnetoresistance of ferromagnetic manganites on Curie temperature,” J. Appl. Phys., p. 053904, 2006.
[196] T. Arbuzova, B. Gizhevskii, S. Naumov, A. Korolev, V. Arbuzov, K. Shalnov, and
A. Druzhkov, “Temporal changes in magnetic properties of high-density CuO nanoceramics,” Journal of Magnetism and Magnetic Materials, vol. 258, p. 342, 2003.
[197] J. M. Florez, J. Mazo-Zuluaga, and J. Restrepo, “Local structural order in nanostructured hematite,” Proceedings of the 28th International Conference on the Applications
of the Mossbauer Effect, ICAME 2005, vol. 1, p. 253, 2005.
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