It is quite evident that majority of the population lives in urban area today than in any time of the human history. This trend seems to increase in coming years. A study [5] says that nearly 80.7% of total population in USA stays in urban area. By 2030 nearly 60% of the population in the world will live in or move to cities. With the increase in urban population, it is important to keep an eye on criminal activities. By doing so, governments can enforce intelligent policing systems and hence many government agencies and local authorities have made the crime data publicly available. In this paper, we analyze Chicago city crime data fused with other social information sources using network analytic techniques to predict criminal activity for the next year. We observe that as we add more layers of data which represent different aspects of the society, the quality of prediction is improved. Our prediction models not just predict total number of crimes for the whole Chicago city, rather they predict number of crimes for all types of crimes and for different regions in City of Chicago. Reproducibility: our code is available at https://goo.gl/V1yVLk.
I. INTRODUCTION
It is quite evident that majority of the population lives in cities [5] . Modern and effective police system plays a key role in city safety that is especially critical in megalopolises with culturally diverse population. In the era of big data, analyzing historical events of criminal activity might give some critical information to implement intelligent policing across the city. Many cities have realized this and crime data have been made publicly available for research. There exist different types and formats of crime datasets [10] , [21] , [23] which, however, can be summarized as collections of crime records that typically contain time, location and short description type of the crimes without providing too many details due to such obvious reasons as privacy and confidentiality. We discuss some of them in Section II. However, not much research has been done to improve the crime prediction by fusing the crime data with other types of city data which is the goal of our research.
Our contribution
In this paper, we analyze the Chicago crime dataset and show how the quality of crime prediction can be improved if fused with other city datasets [10] . In contrast to previous approaches, we use network analytic techniques to connect different regions of the city and fuse them with different data types to predict next crime pattern in a given region. We fuse crime data with such information as sanitation, schools, police stations, libraries, and 311 services to make train the prediction models. We observe that using different types of data which are not directly related to crime increases the accuracy of models and information from distant regions of the city may give insight on criminal activities of another distant part of the city.
II. RELATED WORK
The area of crime data mining has shown increasing popularity and demand in recent years. One of the most important reasons is the increasing crime rates. The "Economist" indicates that there was a 22% increase in the number of murders in Chicago in recent times. As a result of massive urbanization, the situation with crime in many cities is similar to that in Chicago. Consequently, there was a rapid increase in research on predictive crime analysis for better policing and to stop gang activities or any other major criminal activities. To predict crime, several classical statistical techniques are being applied, whose results are then used to take correct steps taken by the police to prevent crimes. Statistical methods such as the auto-regression modeling [8] , association of crime events [7] , and random walks [22] are being used in state of the art analysis of crimes. In this section, we review several relevant crime analysis methods.
In [7] , Brown and Hagen discuss an associative approach to find similarity among the crime records in the available data. The authors find rules to associate each crime event data with importance attributes which qualitatively and quantitatively adds weights to the attributes. This method is compared to the manual crime similarity search which is being used in the police department so far. The method was found useful for its improved performance and applicability in the crime trend analysis.
In [22] , the goal of Tayebi et al. is to predict the probability of an activity space of a criminal. Similar to our approach, the authors use network analysis to predict the crime activity area at certain location. The paper is based upon hot spot (high intensity crime area) recognition of the criminal and then the spatial information for building an activity space of the criminal. It uses the random walk model to predict the criminals home location and based upon that, the method identifies the next crime location. This method is also mentioned in all the network analysis approaches discussed in [16] . Spatial hot spot analysis in one of the main streams in crime prediction given a historic data for more than two decades. The idea introduced in [6] can be summarized as clustering training criminal data into hot spots using mixture models and density estimation with the hypothesis that crimes are likely to happen within such clusters (hot spots). However, these methods do not take into account socio-environmental information such community quality, people awareness, police station proximity, and quality of schools. Also, lack of historical information on particular areas make such models useless on them. Our work is complementary to such methods because, using the network analytic approach, we find similar areas whose historical information is also used in prediction.
The objective of [8] is similar to ours. The authors take the Chicago crime dataset (which is also part of our input) and create the time series to predict number of crimes at a specific area on a week by week basis. For this goal, a statistical method named autoregressive integrated moving average (ARIMA) was applied. We also use the autoregression method as one among the three methods to verify the quality of the crime prediction on our fused data.
In [4] , Bastomski et al. consider structural embeddedness within co-offending network to predict homicide rate. According to this paper, the social structure of a neighborhood typically impacts the number of crimes that occur in that neighborhood. If two neighborhoods are structurally similar (similar economic conditions, similar quality of education, etc.) then the types of crime and number of crimes will also be similar. We use and extend this observation in our methods in which we assume that a prediction of crimes can be made using similarities of several attributes of neighborhoods. These neighborhoods need not be adjacent or connected spatially.
In [2] , Almanie et al. develop a method to predict criminal hot spots and prominent crime types in a given area and also the frequency of crimes for a given time period. This paper applies three methods, namely, the Apriori algorithm, Naive Bayes and Decision Tree classifiers on the Denver and Los Angeles crime datasets. In [15] , Henderson et al. propose a very unique method in which market prediction algorithm [19] is applied to predict Chicago crime rates. The authors hypothesize that if a crime market is setup where people can trade contracts on crime rates, the market with the help of information gathered from people can be used to predict the crime rates.
III. CRIME PREDICTION METHOD
Our objective is to predict crime levels for different types of crimes and a given year based on previous years criminal activity and other social aspects. We observe that augmenting the crime data with other social aspects such as education, and economic conditions give few insights for predicting the crime and improve the quality of prediction. Also, social aspects of other similar communities give out critical information for predicting the crime pattern for next year. The experiments are conducted on the Chicago crime dataset [10] .A critical component of the proposed method is to fuse various types of social and historical information in a network which helps to find relationships between different communities within the city. The extracted relationships are incorporated in our prediction model. Model performance is demonstrated on predicting crime rates for year 2015 and compared with similar models that are not augmented with additional social information and relationships between communities. We also compare our results with previously proposed autoregressive model [22] which does not take any information other than historical crime data into consideration.
The City of Chicago provides the city data (including the crime dataset) for public use through the Chicago Data Portal at http://data.cityofchicago.org/ which spans data from 2001 to presentIn particular, we use (a) crime dataset which includes 6.6 million crime data records, (b) Chicago library locations and details, (c) information about the number of visitors in each month for all 80 libraries in Chicago city, (d) information about the location of 25 police stations for 25 districts in Chicago city, (e) police districts boundaries, (f) dataset of all 311 service (non-emergency municipal services) requests, (g) Chicago public school progress information with locations and related data of 188 schools, and (h) school average ACT (American College Testing) scores. For the training of our models, we used all available data from 2011 to 2014. The test sets were created using the 2015 data.
A. Approach
The objective of this work was not just to predict the overall crime activity in Chicago city. Instead, we are interested in predicting the crime activity for various regions based the Chicago community division [20] which includes 77 communities. We have used the spatial resolution of the community area in our experiments to connect various types of data.
Because the reasons of illegal activities depend on social factors, it is clear that two communities might share similarity in crime patterns if they are neighbors to each other since social factors typically do not change drastically between neighboring communities. However, it has been observed that two communities can be similar in crime activity even if they are not neighbors [4] . To explore the social structure, we built a network of 77 communities and computed the similarity matrix between the communities which was used to extract two most similar communities for each reference community. All predictions described below are computed using the information from two most similar communities.
1) Building Network: We define a multi-layered network N with an underlying edge-weighted undirected graph G = (V, E) with |V | = n and |E| = m, in which we fuse different information sources. The set of nodes is defined as a union of several layers
where, C is the set of 77 communities, T is the set of crime primary types defined by the Police Department (represented by Illinois Uniform Crime Reporting (IUCR) Codes [10] , |T | = 34), S is the set of 188 schools, P is the set of 25 police stations, L is the set of 80 libraries, R is the set of 8 types of 311 service requests. The set of edges E (see schematic backbone of the network in Figure 1 ) includes different types of connections between nodes, namely,
• A community c ∈ C is connected to a crime type t ∈ T if that t was registered in c and number of such crimes determines the edge weight. Communities are also connected with each other if they share a border.
Edge weights are average ACT scores which indicate the standard of education. • A police station p ∈ P is connected to all communities in C that it belongs to and also to the neighboring communities. • A police station node p ∈ P is connected to crime type t ∈ T based on where the crime has happened. The pt edge weight equals the number of times t has been reported to p. • Each library l ∈ L is connected to its community c ∈ C by location. The edge weight is the number of visitors in l which indicates educated communities. • Every service type request to 311, r ∈ R, is connected to its community c ∈ C. The edge weight is the number of requests of type r in c.
The weighting function on edges is denoted by w : E → R >0 . Prior adding all layers of edges to G, they are normalized with respect to themselves using the min-max normalization. This normalization brings all values to [0, 1] interval and is important to avoid numerical problems that affect the prediction algorithms.
All events described in our datasets contain information about the time. For our analysis we build one network for each month for the period of 2011-2015 (total 60 networks, N i , 1 ≤ i ≤ 60). The dynamic nature of criminal activities is addressed with the analysis of all N i from which corresponding similarity matrices M i (see Section III-A2) are built.
2) Similarity: To get the top two similar communities for each community in C and to generate similarity matrices N i per month, we used random walk similarity [22] . Random walk similarity is a metric frequently used in network analysis in which the Markov chain model is defined on transition probability for a random walk to move from one node to another. Defining a transition matrix P ∈ R n×n , where p ij = wij k w ik is the probability of transition from i to j, we can compute the similarity between two nodes in V using the pseudo-inverse of the Laplacian of G [13] .
Using the above method to compute the random walk similarity between two nodes we obtained the similarity between all pairs of communities and formed a similarity matrix. The features from top two similar communities are also used as features for the prediction model explained in the next section. It is important to mention that our experimental observation confirms that neighbor communities may not always be similar and similar communities may not always be neighbors.
B. Features
Besides the crime data, for each community, we define additional features for the prediction models. These features include the number of police stations in that community, number of 311 service calls registered, number of schools and libraries that are connected to that community. We also consider this information for top two similar communities. Below we describe the set of features for each data point p i,c that corresponds observations in month i, 1 ≤ i ≤ 60, in community c ∈ C whose top two similar communities are found to be a, b ∈ C. The vector p i,c is a concatenation of the following vectors and values:
• a vector whose entries are cr i,c,t , the numbers of crimes of types t ∈ T observed in c in month i, where |T | = 34 according to Illinois Uniform Crime Reporting (IUCR) Codes [10] ; • same vector with entries cr i,a,t for community a ∈ C; • same vector with entries cr i,b,t for community b ∈ C; • (p i,c , p i,a , p i,b ) -numbers of police stations connected to a, b and c; • (l i,c , l i,a , l i,b ) -numbers of visitors to libraries connected to a, b and c in month i; • (s i,c , s i,a , s i,b ) -numbers of schools connected to a, b and c in month i; • (sc i,c , sc i,a , sc i,b ) -numbers of 311 service calls registered in a, b and c in month i. The resulting vectors p i,c were corrected using min-max normalization and used as an input for prediction models.
C. Crime prediction
To predict the number of crimes in a given community for a given year and month, we apply and compare three types of regression models, namely, polynomial regression, support vector regression, and auto-regressive model. Each technique is briefly explained below.
1) Polynomial Regression: Initially, we tried to use linear regression but because the obtained results were not satisfactory, we shifted to polynomial regression of degree two [17] . Experiments with degree greater than two indicate that this method suffers from over-fitting the data. A polynomial regression of degree two is a process of fitting a quadratic polynomial to the data. In our problem, we do not anticipate high-oscillatory shape of the data because under very rare circumstances the number of crimes in the megalopolis can quickly change in any direction. However, it is typically also not a straight line (like in linear regression) because the number of crimes exhibit periodic behavior. If x o , x 1 , ..., x n represent our feature set and y represents the number of crimes of a certain type then the relationship between y and feature set can be expressed as y = a 0 +a 1 x 1 +a 2 x 2 1 +a 3 x 2 +a 4 x 2 2 +...+a n−1 x n +a n x 2 n (1) where a 0 , a 1 , ..., a n are the coefficients of features x i which are also called weights. By using either pseudo-inverse or gradient descent, weights can be determined.
2) Support Vector Regression: The support vector regression (SVR) technique [12] uses same principles as the famous classification algorithm support vector machine (SVM). In the core of SVM there is a convex quadratic programming problem (QP) in which support vectors that identify a separating hyperplane from the rest of the training data are discovered. In the support vector regression, the goal is to predict the data point value rather than its discrete class. In our implementation, we used LibSVM [9] with RBF kernel. For our size of the data, the complexity of the kernel-based SVR was not prohibitive, however, we observed that in some cases, a tuning of regularization and kernel parameters with model selection methods is beneficial. For this purpose and for a larger data there exist several scalable techniques such as [18] .
3) Auto-regressive model: In [8] , the auto-regressive model was suggested for the analysis of crime data. Similar to other linear models, the variable of interest in auto-regressive model is predicted using a linear combination of its previous values. However, this model also adds a stochastic term on which the variables depend which is attractive for crime prediction because it makes an attempt to model data uncertainty that we have in crime prediction which in reality depends on many social factors. Because we just had 5 years of data, we chose the lag in this model to 2. That is, previous two year's crime values becomes the input for the prediction model.
IV. COMPUTATIONAL RESULTS
The goal of computational experiments was to demonstrate a high-quality prediction of the number of crimes for each crime type in each community within the city of Chicago. This significantly extends experiments presented in [8] and introduces new research directions. Because predicting the crimes is a quite complicated task because of the dependence of data on a variety of social, economic and political factors, our second goal was to demonstrate that network constructed and used to fuse various data sources does improve the quality of prediction. To the best of our knowledge, no work demonstrates a prediction of all crime types for each community on this and other comparable datasets, so, unfortunately no fair comparison with other methods can be presented. Our code and results are available at https://goo.gl/V1yVLk.
The comparison is presented in Figures 2, and 3 using box plots of all three techniques and all crime types for 12 months in 2015. The training set was chosen to be 2011-2014. In [11] ,
Comparison of full and only crime network based predictions of all three methods. Boxes colored blue, green, and red represent auto-, polynomial, and support vector regression methods, respectively. Only top 11 (i.e., most frequent) crime types are presented in this comparison. Each box represents the results of RMSE prediction over all 12 months of the year in all communities in the City of Chicago. The left and right parts of the figure correspond to full and only crime network based predictions.
we present the number of registered crimes in both sets. The quality of prediction is evaluated using Root Mean Square Error (RMSE) over all communities for a certain crime type t ∈ T (i.e., the more the result or mean value is closer to zero the more accurate is the prediction), namely,
c∈C (cr i,c,t −cr i,c,t ) 2 total # of crimes of type t ,
wherecr i,c,t is the predicted number of crimes of type t in month i, at community c. For each crime type, the corresponding RMSE box was computed over 77 (communities) × 12 (months in test year 2015) = 924 values. In order to demonstrate how other social information can affect the prediction we have created two types of networks which help us to identify two most similar communities, namely, only-crime and full networks. The only-crime network's set of nodes contains only three layers: communities, crimes, and police stations, V = C∪T ∪P, i.e., the information that can be extracted from the police department dataset. The edge set generation and the rest of network construction remained the same. In the full network, we fuse information from all datasets as we describe in Section III.
In Figure 2 , we show 11 most frequent types of crimes that the police identifies in megalopolises. The usefulness of full network and data fusion in the prediction is immediately observed when the polynomial regression (green boxes) is applied. All box indicators, namely, median, maximum, minimum, first and third quartiles indicate an improvement of the prediction quality. The support vector regression (red boxes) demonstrates the highest quality prediction that in many cases improves the auto-regression proposed in [8] .
In Figure 3 , we present a similar comparison for all 34 types of crimes and observe similar results with SVR being a clear winner out of three regression methods. An important conclusion we make based on our results is as follows. The SVR method (similar to regular support vector machines) maximizes the separating margin using support vectors discovered in training data. Usually, the number of support vectors is incomparably smaller than the training set size, and in our case, we observe that the number of support vectors is very small for all crime types and most communities. Because the number of support vectors is small and the prediction quality is high, their analysis can be fundamentally interpreted by the domain experts and decision makers which can be used is applicable and novel crime preventing policies.
V. FUTURE WORK AND CONCLUSION
We presented a prediction method for spatio-temporal information on crimes based on publicly available city data with experiments on Chicago area. We fuse the crime records with information about schools, libraries, police stations, and 311 service calls using network analytic approach to identify observations that improve the quality of prediction. After all the features of data are identified, regression-based prediction can be applied. We experimented with polynomial, auto-regressive and support vector regression methods and found that the quality of support vector regression significantly outperforms other methods.
Although the data sources we proposed to work with are updated on-line (or at least there is always an option for the federal authorities to receive this information on-line), predicting crimes may benefit from features added from social networks as it has been shown in [1] , [24] , [14] . One of the promising research direction is fusing social network data that can provide socio-behavior "signals" for crime prediction. While the hypothesis that publicly available data in social networks may include predictive variables for crime and security events [1] , [3] is known, we argue that adding communitybased information will improve the prediction quality.
