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Orchestration of Grid-Enabled Geospatial Web
Services in Geoscientific Workflows
Gobe Hobona, Member, IEEE, David Fairbairn, Hugo Hiden, and Philip James
Abstract—The need for computational resources capable of pro-
cessing geospatial data has accelerated the uptake of geospatial
web services. Several academic and commercial organizations now
offer geospatial web services for data provision, coordinate trans-
formation, geocoding and several other tasks. These web services
adopt specifications developed by the Open Geospatial Consortium
(OGC)—the leading standardization body for Geographic Infor-
mation Systems. In parallel with efforts of the OGC, the Grid com-
puting community has published specifications for developing Grid
applications. The Open Grid Forum (OGF) is the main body that
promotes interoperability between Grid computing systems. This
study examines the integration of Grid services and geospatial web
services into workflows for Geoscientific processing. An architec-
ture is proposed that bridges web services based on the abstract
geospatial architecture (ISO19119) and the Open Grid Services Ar-
chitecture (OGSA). The paper presents a workflow management
system, called SAW-GEO, that supports orchestration of Grid-en-
abled geospatial web services. An implementation of SAW-GEO is
presented, based on both the Simple Conceptual Unified Flow Lan-
guage (SCUFL) and the Business Process Execution Language for
Web Services (WS-BPEL or BPEL for short).
Note to Practitioners—Geoscientific workflows are used in
several disciplines including for example geology, geophysics
hydrology, and petroleum science. Some of the analysis carried
out by geoscientists can now be offered on the World Wide Web
using standardized web services. Our study examines the poten-
tial of workflow enactors to support the creation of geoscientific
workflows involving web services based on standards of the Open
Geospatial Consortium. An implementation of a prototype is pre-
sented and applied to the analysis of groundwater vulnerability
using borehole data. A sample workflow is implemented using
two different workflow enactors and their distinct languages to
demonstrate that the proposed approach is independent of the
workflow enactor adopted. The proposed approach could be used
to support collaborative workflows that involve analytical services
provided by multiple organizations
Index Terms—Automation, geographic information systems, ge-
ology, geophysics.
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I. INTRODUCTION
G EOSCIENTISTS use Geographic Information Systems(GIS) in almost all their data management, processing,
and analytical activities. The development of standards for
geospatial interoperability between GIS is spearheaded by the
Open Geospatial Consortium (OGC)—a consortium of over
300 member organizations that develops standards for geospa-
tial technologies. Geological research institutes, government
agencies and petroleum corporations form part of the OGC
membership with interests in geoscientific computation. The
OGC has developed a series of specifications and standards,
some of which relate to geospatial web services [1]. These
specifications enforce the inclusion of important earth-refer-
encing information such as geographic coordinate systems and
standardize the methods through which such earth-referencing
information is presented. OGC specifications also standardize
the methods through which geospatial queries and geospatial
documents are encoded. This paper is concerned with the
orchestration of OpenGIS web services—that is, web services
conformant to OGC specifications—and their relation to ser-
vices based on the Open Grid Services Architecture (OGSA)
[2]. The need to examine the synergies between such services
is highlighted by Di [3].
This paper discusses “orchestration” which involves the
coordination of various web services by a central enactor [4],
in contrast to “chaining” which involves referencing web ser-
vices from one another such that each service directly invokes
another in the same workflow [5]. A solution for developing
geoscientific workflows involving Grid-enabled OpenGIS
web services is proposed and evaluated. The potential for
using SAW-GEO with both the Simple Conceptual Unified
Flow Language (SCUFL) and the Business Process Execution
Language (WS-BPEL or BPEL for short) is considered and rec-
ommendations made. SCUFL is a workflow language used by
the Taverna Workbench. BPEL is a workflow language used by
various enactors, including for example ActiveBPEL and Net-
beans. The aim of the study was to develop a set of web services
and tools that could facilitate the orchestration of grid-enabled
geospatial web services in geoscientific workflows.
II. RELATED STUDIES
Alameh [5] presented one of the earliest papers on chaining
geospatial web services. Her study acknowledged the potential
for using workflow enactors, which she refers to as mediating
services, to chain geospatial web services. She observed that
although both SOAP and WSDL made workflows easier to
1545-5955/$25.00 © 2009 IEEE
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implement, they are, however, not sufficient for describing
specialist data services such as geospatial web services. She
also noted the potential for automating geospatial web service
chaining through the use of semantically-oriented markup lan-
guages. The possibility of automatically structuring geospatial
workflows through semantic support has been examined in
several studies [6]–[8]. Although these studies examine the
chaining of geospatial web services, they do not discuss the
potential for geoscientific workflows on Grid platforms. A
related study, though not addressing geoscientific workflows,
is presented by Emmerich et al. [4]. They observed that several
BPEL activities were required for seemingly elementary pro-
cesses. This overhead of activities could limit uptake by user
communities, therefore, they implemented domain specific
plug-ins to improve the ease of creating scientific workflows.
Their study concluded that the ActiveBPEL workflow engine
was capable of supporting scientific workflows.
III. TOWARD GEOSCIENTIFICWORKFLOWS
The key technical challenges of developing geoscientific
workflows is the support of OpenGIS web services and the
handling of very large geospatial datasets. The OGC developed
the Web Feature Service (WFS) specification for publishing
vector geospatial data and the Web Coverage Service (WCS)
specification for publishing raster geospatial data. These spec-
ifications publish raw data and therefore do not offer facilities
for visualization. Instead, the Web Map Service (WMS) plays
the role of a portrayal engine by rendering data retrieved
from database management systems (DBMS), WFS or WCS
according to a user-specified style. The OGC has developed
the Web Processing Service (WPS) specification which allows
services to offer geocomputational functions including, for
example, geoscientific algorithms. Both the ISO19119 and
OGSA adopt the publish-find-bind paradigm of service ori-
ented architecture (SOA) which identifies roles for a service
requestor, provider and broker; However, the mechanisms for
publishing, finding and binding services differ between the two
service architectures. The difference in binding approaches
adopted by OGSA and ISO19119 services limits the degree
of interoperability possible between Grid and geospatial web
services; next we will highlight the differences according to
messaging, discovery, and description mechanisms.
SOAP is the defacto-language for messaging on OGSA plat-
forms. However, OGC messages adopt a variety of exchange
formats for messaging such as image binary, space-delimited
ASCII text, Geography Markup Language (GML), and XML-
based on other OGC schemas. Although the WFS specification
proposes an approach for SOAP binding, it remains optional and
is therefore seldom supported by applications. In a related study,
we concluded that it was more efficient to transmit references to
GML documents rather than the GML documents themselves
within SOAP messages [9]. This is because GML documents
can be highly verbose when representing very large geometries
(for example, coastlines can have thousands of vertices per fea-
ture). To overcome the cost in transmitting and handling very
large GML documents, the document is persisted in a web-ac-
cessible folder and a URL reference to the document is added
to a SOAP message. A similar approach is proposed for sup-
porting messages from a WCS. The response from a WCS can
be in a variety of formats, some of which are not XML. It is
therefore necessary to temporarily persist the returned coverage
in a web accessible folder and return a URL reference wrapped
in a SOAP message as the response. In contrast, messages to
and from WPS are always encoded in XML, with the option of
wrapping in SOAP. WPS can return URL references to GML
documents and therefore offer an efficient way to transmit fea-
ture collections.
We propose an approach for Grid-enabling OpenGISweb ser-
vices by wrapping the geospatial services with SOAP-enabled
interfaces that import OGCXML schemas into aWSRFWSDL.
The SOAP-based service is then referred to as a proxy service,
by virtue of being an intermediary between the OGC web ser-
vice and SOAP-based clients. The proxy services remove SOAP
envelopes frommessages inbound from SOAP clients, retaining
only valid OGC XML message types. The proxy services then
wrap responses from OpenGIS web services with SOAP en-
velopes before transforming them into runtime objects that can
be handled by the service container. Further, the proxy services
cache feature types in a PostgreSQL database to ensure that
the integrity of the source data is preserved in the event of a
fatal error during workflow enactment. Through the Resource-
Exporter servlet, caching also enables other participating ser-
vices to have access to a dataset during workflow enactment.
An illustration of the architecture is presented in Fig. 1.
We propose the addition of a “host” parameter to the SOAP
request, for specifying the target OGC web service. By spec-
ifying the target OGC web service in the SOAP request, it is
then possible for clients to set or modify the target endpoint at
runtime. Such dynamic referencing of target OpenGIS web ser-
vices is particularly useful for geoprocessing applications where
the initially referenced service may be unavailable at runtime,
requiring the automatic referencing of an alternative service.
There are a variety of BPEL-based enactors available. One
of the most popular is ActiveBPEL, by ActiveEndpoints. Each
deployed workflow runs as a web service, allowing it to be in-
cluded by other services. Emmerich et al. [4] observed that Ac-
tiveBPEL is unable to deploy very large workflows as a single
process. Their study examined a workflow with 84 000 basic
activities, amounting to approximately 50 MB in XML. Conse-
quently, they hierarchically partitioned the complete workflow
into smaller composite workflows. An ActiveBPEL workflow
project can be created using either ActiveBPEL Designer or
OMII-BPEL. Both of these editors have been implemented as
plug-ins of the Eclipse Integrated Development Environment.
An alternative to BPEL-based enactors is Taverna which uses
the Simple Conceptual Unified Language (SCUFL). Taverna is
built on top of the Freefluo workflow enactment engine and runs
as a standalone application. The workbench has access to over
1000 services most of which are oriented toward the biolog-
ical sciences. Oinn et al. [10] describe the Taverna workbench
and its application in bioinformatics. Various services can be in-
voked from the workbench including operations of SOAP-based
web services, Java scriptlets (Beanshell scripts), and five addi-
tional bio-oriented applications. “The life sciences community
is unlikely to take up an imposed data model” [10, p. 1073],
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Fig. 1. SAW-GEO architecture.
so Taverna supports a variety of services; this is in contrast
to the geoscience community which has adopted a common
data model called GeoScience Markup Language (GeoSciML)
which is based on GML. However, support for beanshell scripts
is acknowledged as a significant benefit of Taverna over BPEL
enactors.
It is important to note the similarities between SCUFL and
BPEL. Like BPEL, SCUFL adopts a workflow object model
that includes inputs, outputs, processors/partners, data links,
and coordination (control) links. However, BPEL supports
both one-way and two-way invocation between an enactor
and client. Both SCUFL and BPEL support the addition of
custom functions, referred to in Taverna literature as Beanshell
scripts. However, BPEL does not allow addition of scriptlets
into the workflow document; instead, the custom functions
are compiled and imported as runtime libraries. Regarding the
workflow engines, ActiveBPEL runs from the server-side as an
Apache Tomcat web application. In contrast, Taverna enacts
workflows on the client-side as a standalone application. The
main benefit of running workflows on a server is that it allows
for a wider range of clients to interact with the workflow. For
example, mobile phones with limited memory and processors
can invoke remote BPEL workflows by sending SOAP requests
[11]. Oinn et al. [10] present a comparison of Taverna and other
non-BPEL enactors such as Keppler and Pegasus.
The proxy services described in this section enable both Tav-
erna and ActiveBPEL to support OpenGIS web services. Fur-
ther, the caching of geospatial datasets during workflow enact-
ment reduces the load on Taverna, which runs as a client-side ap-
plication. These two enactors are also capable of handling par-
allel subprocesses, a common characteristic of scientific work-
flows. The next section describes a use case demonstrating these
features.
IV. IMPLEMENTATION
Our prototype adopted open source software available freely
from the World Wide Web. For hosting OGSA services, we
adopted the Globus Toolkit, which offers a WSRF interface for
accessing resources and resource properties. TheGlobus Toolkit
is the de facto standard for the Grid [3, p. 123]. Prototype proxy
services were developed using version 4 of the Globus Toolkit
(GT4). The prototype system adopted the 52 North WPS and
Geoserver as OGC web service containers. Both of these ser-
vice containers are free and open source. The 52North WPS of-
fers sample algorithms such as buffering and geometry simpli-
fication. Developers can add more algorithms to the WPS by
extending the AbstractAlgorithm class of the WPS. Geoserver
allows data held in flat files or DBMS, such as Oracle, to be
published through a WFS or WCS interface. The ActiveBPEL
workflow engine and Taverna were adopted for orchestrating
the services. The implementation aimed to test whether the pro-
posed approach could indeed support geoscientific workflows
independently of the type of workflow enactor used.
Interoperability between the proxy services and each enactor
was examined to determine support for OGC data types, sup-
port for forwarding large geospatial datasets between geospa-
tial web services and support for interdependent parallel sub-
processes. Other characteristics regarding scientific workflows
in general have been investigated in related studies [4], [10].
Our use case is based on the analysis of well logs from bore-
holes. Thiessen polygons, also known as voronoi diagrams, are
created through bisecting the edges of triangles within a De-
launay triangulation. Geoscientists use Thiessen polygons to
evaluate groundwater vulnerability from well logs of boreholes
[12]. Using borehole data from the Botswana PC-Atlas (http://
www.atlas.gov.bw), our sample workflow aimed to calculate
Thiessen polygons from locations of boreholes and to clip the
resulting polygons with the union of district borders.
The “Thiessen” and “Union” processes within the workflow
run concurrently. The Thiessen sequence includes a WFS Get-
Feature operation that retrieves a feature collection of boreholes.
The locations of boreholes are represented as Points. The fea-
ture collection is then forwarded to a WPS through the Execute
operation, which creates Thiessen polygons from the points. At
the same time, the “Union” sequence retrieves the districts fea-
ture collection through a WFS GetFeature operation. The fea-
ture collection, with polygonal geometries, is then forwarded to
aWPS through the Execute operation. TheWPS creates a union
of the polygons and returns a reference to the feature collection.
The Thiessen polygons are then clipped along the merged bor-
ders through another WPS process.
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Fig. 2. Sample workflow implemented using ActiveBPEL designer.
The workflow was implemented using both ActiveBPEL and
Taverna. For the ActiveBPEL implementation, the Thiessen se-
quence was selected as the primary one (either sequence can be
selected). The primary sequence relies on products of the sec-
ondary sequence. In our example, a “Wait” activity was added
to a “Repeat Until” activity to enable the primary sequence to
callback when the secondary sequence has completed execu-
tion. The Wait activity pauses the progression of a workflow
whereas the Repeat Until activity repeats a group of activities
until a particular variable’s state changes to a specified value.
This is necessary to avoid the clip operation being called before
both input datasets are ready. Once the secondary sequence is
complete, its results are sent to the Clip operation, together with
the Thiessen polygons. BPEL offers correlation sets for running
inter-related workflows that may need to share data. Therefore,
a correlation set was created to enable the two sequences to run
in parallel and share variables. An illustration of the workflow
deployed in ActiveBPEL is presented in Fig. 2.
For the Taverna implementation, a workflow was developed
in SCUFL. The Taverna implementation did not need to include
Fig. 3. Sample workflow implemented using Taverna.
a callback mechanism; this is because the workbench does not
invoke the clip process until the input datasets are available. Fur-
ther, both the boreholes and districts datasets could be sent to the
workflow at the same time, without needing to invoke each se-
quence separately. This was in contrast to ActiveBPEL which
created a separate partner link for each sequence, meaning each
would require a separate invocation although both sequences
could run in parallel. The SCUFL implementation of the work-
flow as deployed in Taverna is presented in Fig. 3. It was ob-
served that the Taverna workflow is closer to the conceptual
structure of the original workflow than the ActiveBPEL work-
flow. Another observation is the similarity in use of the XML
splitters (named parametersXML in Fig. 3) and the Assign ac-
tivities in Fig. 2; both of these constructs are used to mediate
between processors (invoke activities) within a workflow.
Both of the workflows were successfully implemented and
invoked using the appropriate workflow enactors. Several fea-
tures of Taverna suggest that if the workbench is modified to
support OGC schemas, it could become an ideal tool for geo-
scientific research. Specifically, the beanshell scripting could
be integrated with popular Java GIS toolkits such as Geotools
to offer functionality not available through web services. Fur-
ther, the ability to render some data types on the workbench
could be extended to support GML and other geospatial data
formats. However, rendering GML on a client-side application
could lead to “OutOfMemory” exceptions. Similarly, some of
the features of ActiveBPEL make it suitable for geoscientific
research, specifically support for OGC schemas. By virtue of
being a server-side application ActiveBPEL requires the devel-
opment of a web front-end to render geospatial datasets, in-
cluding GML.
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Our proposed approach has a number of advantages and dis-
advantages. The first benefit is that it allows the OGSA service
to support OGC messages without compromising the validity
of those messages. A second benefit is that it allows the inte-
grated service to be independent of the underlying service inter-
face, whether it is based on WSRF or alternatives. A final ben-
efit is that the OGSA service can offer an authentication layer
to manage access to the OpenGIS web service. A disadvantage
of our approach is the cost in performance because of the ad-
ditional tier between the client and the OGC web service. An-
other disadvantage is that the additional tier increases the possi-
bility of there being a service fault. However, regardless of en-
actor-used, the system supported OGC data types, large geospa-
tial datasets and parallel sub processes; thereby demonstrating
enactor-independence.
V. CONCLUSIONS
This paper has presented a study on the development of
workflows for Grid-enabled geospatial web services based
on OpenGIS web service specifications. The main contribu-
tion of this study is an enactor-independent architecture for
orchestrating geospatial web services in geoscientific work-
flows. The orchestration of the Grid-enabled geospatial web
services in SCUFL and BPEL environments was discussed.
Another contribution is an approach for supporting geoscien-
tific workflows using both Taverna and ActiveBPEL; to our
knowledge, previous studies have not provided a geo-oriented
application of these enactors. Further contributions include the
use of a proxy service for caching datasets during workflow
enactment, thereby preserving the integrity of the source data
and providing access to participating services. Furthermore,
the addition of a parameter in the SOAP request for specifying
a target geospatial web service offers dynamic referencing at
runtime, a feature not offered in other studies. We conclude that
the proposed SAW-GEO approach offers an enactor-indepen-
dent architecture for developing geoscientific workflows.
Further research should investigate the possibility of imple-
menting an OpenGIS Web Service Processor for Taverna. As
Taverna already supports various types of processors, the en-
abling platform for such an extension is already available. Re-
garding integration of Grid and geospatial technologies, there
are current initiatives within both the OGC and the OGF to de-
velop collaborative activities. These initiatives have been moti-
vated by the increasing number of geospatial projects that use
Grid technology, some of these projects are listed by Di [3].
Whereas, standardization has been achieved in relation to work-
flow languages, more work has to be done to standardize the in-
tegration of OpenGIS web services with OGSA frameworks.
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