1. The use of spatial variables is a common procedure in ecological studies. The technique is based on the definition of a connectivity ⁄ distance matrix that conceptually defines the dispersal of organisms. The shortest distance between two points is a straight line. Despite the fact that a straight line may not represent the easiest dispersal path for many kinds of organisms, straight-line distances are often used to detect patterns. We argue that other types of connectivity ⁄ distance matrices will better represent dispersal paths, such as the watercourse distance for aquatic organisms (e.g. fish, shrimps). 2. We used empirical and simulated community data to evaluate the usefulness of spatial variables generated from watercourse and overland (straight-line) distances. 3. Spatial variables based on watercourse distances captured patterns that straight-line distances did not, and provided better representations of the spatial patterns generated by dispersal along a dendritic network.
Introduction
Understanding the factors controlling the distribution of lotic organisms is one of the main objectives of stream ecology. Traditionally, stream ecologists have related the biota to environmental predictors (e.g. physicochemical measurements and substrate characteristics) to understand and predict species distribution patterns (Cummins & Lauff, 1968; Townsend & Arbuckle, 1997; Buss et al., 2004; Yoshiyuki & Hajime, 2007) . Recently developed statistical techniques allow us to study community distribution in relation to spatial predictors as well as environmental predictors (Borcard & Legendre, 2002; Griffith & Peres-Neto, 2006; Peres-Neto & Legendre, 2010) . These have been pivotal to the study of metacommunities (Leibold et al., 2004; Holyoak, Leibold & Holt, 2005) because spatial connectivity among communities is a key aspect of metacommunity analyses. Additionally, the use of spatial predictors allows researchers to quantify, albeit indirectly, the role of dispersal in shaping beta-diversity patterns, an issue often overlooked when only environmental models are used (Bunn & Hughes, 1997) .
Spatial eigenfunction analyses are frequently used to represent the variable 'space' in ecological studies, with the main objective of partitioning variance in response variables into that attributable to measured environmental variables, pure space, and shared effects of environment and space (Borcard & Legendre, 2002; Peres-Neto et al., 2006; Peres-Neto & Legendre, 2010) . Spatial eigenfunction analysis comes under a variety of names (although they are all variations of the same theme; see , including Principal Coordinates of Neighbour Matrices (PCNM), Distance-based Eigenvectors Maps and Moran's Eigenvector Maps. However, it is not always clear what space represents, and spatial eigenvectors represent any set of variables that causes clumping in the distribution of values of the response variable(s). Space is often meant to represent dispersal limitation or some other process that is largely independent of environmental predictors, such as those proposed in neutral models of community assembly (Hubbell, 2001 (Hubbell, , 2005 . However, space and environment are also highly interrelated (Tobler's first law of geography: 'Everything is related to everything else, but near things are more related than distant things'; e.g., Bjorholm et al., 2008) . This spatial dependency decreases our ability to identify the main processes (i.e. niche-based versus dispersal processes) and underlying patterns of community structure (Gilbert & Lechowicz, 2004) . Therefore, because clumping may also result from unmeasured environmental variables, the attribution of observed patterns to dispersal processes must be performed cautiously (Diniz-Filho, Bini & Hawkins, 2003; Hawkins et al., 2007) .
Spatial eigenvector methods decompose the spatial variability into a set of explanatory spatial variables that represents independent propositions of how local communities are interlinked (Ramette & Tiedje, 2007) . As the created variables are statistically orthogonal, they are not collinear. Standard methods to construct spatial variables (e.g. PCNM) are generally based on the use of a Euclidean distance matrix between sampling sites. This distance matrix is then submitted to a Principal Coordinate Analysis whose axes (eigenvectors) are used as spatial explanatory variables in univariate or multivariate analyses (see Borcard & Legendre, 2002 for more details about PCNM). The eigenvectors associated with high eigenvalues represent broad-scale patterns of relationships among sampling units, whereas those with low eigenvalues represent fine-scale patterns (Griffith & Peres-Neto, 2006) . Euclidean distances may be appropriate for aquatic organisms that migrate over land, such as flying aquatic insects (Bilton, Freeland & Okamura, 2001 ). On the other hand, many organisms, such as fish and immature stages of aquatic insects, are mostly unable to migrate in this way. For these groups, the distance between two sites might be better defined by the length of the watercourse between two points (i.e. the distance along the network pathway; Ganio, Torgersen & Gresswell, 2005; Chaput-Bardy et al., 2009; Brown & Swan, 2010) . In fact, several types of connectivity matrices among stream sites can be generated (Fullerton et al., 2010) .
Space per se cannot be considered an explanation of ecological variability (Leduc et al., 1992) . Thus, a significant relationship between spatial variables (eigenvectors) and raw species data tables could indicate the existence of an underlying abiotic or biotic process with a spatial component. From an ecological point of view, a set of spatial variables derived from overland distances is likely to represent a large-scale gradient in climatic conditions and other abiotic factors, whereas a set of spatial variables derived from watercourse distances is more likely to relate to dispersal limitation.
To increase our understanding of how spatial processes regulate biological communities and increase the variance explained by statistical models, new analytical methods have been proposed to incorporate other kinds of connectivity among sites in stream networks, such as autocovariance models (Peterson & Ver-Hoef, 2010 ) and asymmetric eigenvector maps (Blanchet, Legendre & Borcard, 2008) . It could be argued that the results of two analyses of variance partitioning, the first one based on spatial variables generated by using overland distances and the second by using watercourse distances (e.g. Beisner et al., 2006; Nabout et al., 2009) , would be equivalent because of the flexibility of eigenfunction spatial analyses (Griffith & Peres-Neto, 2006) . This is expected because, in both cases, several spatial variables with different spatial structures are generated. However, the equivalence of different types of connectivity matrices for spatial eigenfunction analyses has not been demonstrated.
We investigated whether spatial variables derived from watercourse distances explain more of the variance in community structure than spatial variables based on overland distances for two groups of aquatic organisms (fish and immature stages of caddisflies) in first to third order streams in a tropical forest. We also generate artificial communities, in which spatial patterns were caused only by dispersal limitation, to evaluate whether spatial variables based Watercourse or overland distances? 1185 on watercourse distances explain more of the variance in community structure than those based on overland (Euclidean) distances, when the model is essentially neutral (no effects of environmental variables).
Methods

Empirical field data
We used four sets of field data gathered in streams in Ducke Reserve (02°53¢S, 59°58¢W; near the city of Manaus, Central Amazon, Brazil). Three data sets include fish samples taken from 30 stream sites ( The fourth data set concerns caddisfly samples (Pes, 2005) taken at 27 of the same sites ( Fig. 1) , with three benthic sample units of 2.25 m 2 , separated by at least 5 m, at each site. Larvae were collected using a d-net and ⁄ or a Surber sampler (both with mesh size of 250 lm) and individuals attached to bedrock or stones were removed using tweezers and spatulas. Available substrate in the sample units was assessed, collecting leaves, sand and macrophytes using d-nets, and storing in plastic bags with 80% ethyl alcohol (except stones and large woody debris). In the laboratory, the larvae were identified to morphospecies or, when possible, species. The same physicochemical variables were measured as for the fish data sets, except for dissolved oxygen.
Simulated data
We drew manually an artificial stream network where 37 sites were placed haphazardly (Fig. 2) . The shape of this network is commonly observed in nature, including many branches and confluences, and has properties adequate for our objectives. The relationship between matrices generated using overland and watercourse distances among the sites was weak, and the correlation between Euclidean and watercourse distances was relatively low, as observed for streams in the Ducke Reserve network (see Peterson & VerHoef, 2010 for other ways to generate artificial stream networks). In our simulation, there was no difference between the capacities to disperse upstream or downstream.
We used a spatially explicit, individual-based (see Zurell et al., 2010 for examples) simulation procedure to produce artificial community data. First, we defined a pool of 50 species for the entire network and then randomly assigned S species to each site. Each site had a fixed carrying capacity of 500 individuals that were equally distributed among the S species present at the beginning of the process. At each time step, each individual could give birth to a single offspring with a probability b and could die with a probability d. Each new individual could migrate to any site within a threshold distance, defined as the minimum distance along the network to keep all sites connected (minimum-spanning tree; Legendre & Legendre, 1998) . The probability of colonising a new site was inversely proportional to the distance from the source site. The distances among sites considered in these simulations were watercourse distances. Thus, dispersal processes were restricted to follow the network pathways. We ran the simulation for 1000 time steps. At the end of each time step and when the total number of individuals (in any given site) was larger than 500, randomly selected individuals were removed from sites until the local population was reduced to 500.
Data analysis
Data on fish and caddisfly species composition were analysed in relation to the six and five physicochemical variables, respectively, and in relation to two sets of spatial variables generated from watercourse and overland distances. All analyses were carried out in the R environment (R Development Core Team, 2009). PCNM was used to generate spatial variables, using the pcnm function from the vegan package (Oksanen et al., 2010) . We used partial redundancy analyses (pRDA; Borcard, Legendre & Drapeau, 1992; Legendre & Legendre, 1998) to quantify the relative importance of environmental and spatial variables in explaining the variation in community composition. For these analyses, we employed the function varpart from the vegan package. We used a stepwise selection procedure to select spatial variables (eigenvectors) and environmental variables using the ordistep function from vegan. Community data were transformed prior to analysis using the Hellinger transformation (Legendre & Gallagher, 2001) .
The threshold value used in the PCNM analysis was the minimum distance that kept all sampling sites connected using a minimum-spanning-tree procedure. However, a plateau at the centre of the Ducke Reserve separates two drainage basins. The eastern basin is connected to the streams of the western basin only by long watercourse distances, passing through the Amazon and Negro rivers (Fig. 1) . This long distance may act as a barrier for dispersal of organisms from streams of one basin to streams of the other. Conventional PCNM procedure connects streams of both sides of the reserve, so we used a second truncated connectivity matrix based on the Euclidean distances, in which the western and eastern basins were 'manually' unconnected. We also used a watercourse distance matrix to generate the PCNM variables.
Hereafter, the sets of spatial variables generated by the PCNM analysis, which were based on the overland, overland with separation of the basins and watercourse distance matrices, will be referred as overland, overland-unconnected and watercourse eigenvectors, respectively. To evaluate the unique contributions of the PCNM variables generated by using these three distance matrices, we ran three partial RDA models for each of the three fish and caddisfly data sets, using environmental data and each set of eigenvectors as explanatory variables.
We analysed the simulated data using partial RDA in which spatial variables generated by watercourse and overland distances were used as two sets of explanatory variables. To quantify the shared variance explained by the two sets of spatial variables, we ran two stepwise selection procedures using the ordistep function to retain watercourse and overland eigenvectors to be used in the partial RDA. It is important to note that this procedure was used only to quantify the shared variance explained by the two sets of spatial variables.
Results
The correlations between overland and watercourse and between overland and overland-unconnected Fig. 2 Artificial stream network used to simulate community data. Sampling sites were haphazardly placed. Watercourse and overland distances were calculated and used in the simulation process. The probability of colonisation of a given site was inversely proportional to the distance from the source site through the watercourse corridor. distance matrices were 0.49 and 0.46, respectively. The correlation between overland-unconnected and watercourse distance was 0.62. In our artificial network, the correlation between overland and watercourse distance matrices was 0.58.
Empirical field data
For all three fish databases, analyses based on watercourse distances produced adjusted R 2 higher than those based on Euclidean (overland) distances (Table 1). RDA models applied to caddisfly data produced lower adjusted-R 2 than the RDA models applied to fish data. In general, models based on overland-unconnected distances (i.e. east and west basins unconnected) produced higher adjusted-R 2 than connected inter-basin overland distances. More spatial variables were retained in the analyses using watercourse distances, and these generally represented spatial structures at finer scales (i.e. eigenvectors with low eigenvalues).
Simulation
The high value for adjusted R 2 (0.75) obtained by RDA is an indication that the simulation procedure was effective for our objectives (i.e. we were able to generate communities with spatial patterns related to our distance matrices). There was a considerable difference between the adjusted R 2 obtained with the spatial variables generated using overland and watercourse distances. Some spatial variables were redundant, but about 35% of the total variance explained was exclusively attributable to the spatial variables generated using watercourse distance (the distance used in the simulation). Only about 3% of the variance was exclusively attributable to the overland eigenvectors (Fig. 3) .
Discussion
Stream communities are affected by processes operating at different scales, from local to regional (Heino, Louhi & Muotka, 2004; Mykrä, Heino & Muotka, 2007; Roque et al., 2010) . The long watercourse distance between the two Ducke Reserve basins might represent a physical barrier and constrain the dispersal of organisms. Such an effect was not detected by simple overland distances, and spatial variables generated by a watercourse distance-based eigenvector procedure explained much more of the fish community structure than the same procedure applied to overland distances. In contrast, caddisflies have flying adults that are able to disperse over land (Collier & Smith, 1998; Wilcock et al., 2007) and, in their case, the spatial variables based on overland distances accounted for more of the variability in community structure. ns Non-significant fraction (P > 0.05); all other testable fractions were significant at P £ 0.05.
Moreover, the proportion of variability in caddisfly communities that was uniquely explained by spatial variables derived from watercourse distances was slightly lower than that for fishes. Although our results showed that watercourse eigenvectors explained much more variance than overland eigenvectors, the unconnected-overland eigenvectors also explained a significant fraction of the variance in fish data. However, this explained variance was almost completely shared with watercourse eigenvectors as shown by a partial RDA using both sets of spatial predictors (variance purely attributable to unconnected-overland was 0.4% for the first dry season, <0.1% for the rainy season, and 4.9% for the second dry season). Thus, because overland and watercourse distance matrices are correlated to some extent (0.49-0.62), both distance matrices provide spatial variables that are also correlated, causing a detectable shared component. For aquatic insects that have different dispersal modes (i.e. drifting along the watercourse during immature stages and flying overland at adult stages; Poff et al., 2006) , the use of both types of distances might be necessary to explain species distributions. However, currently, there is no tool to tease apart the shared component, so we cannot be confident if the variation explained by one of the two distances is spurious or not. It is important to keep this in mind when evaluating processes related to different types of distance matrices, as it is in the evaluation of gene flow by different dispersal routes (Chaput-Bardy et al., 2009) .
Peres-Neto & discussed the influence of the number of spatial variables on the power to detect the exclusive effect of environmental predictors in a variation-partitioning framework. Although our results also highlight this effect (i.e. a reduction in the relative contribution of the environment), they were stable in relation to the number of variables in the sense that we detected a significant environmental fraction ([a] , Table 1 ) in most cases. Most importantly for our discussion, however, the variability of the environmental fraction was also dependent on the type of distance matrix used. Thus, our results demonstrate that the number of spatial variables and the type of distance matrix used to generate spatial variables have a profound effect on the interpretation of metacommunity models. For instance, the use of a simple overland distance matrix would suggest that a species-sorting model would be most appropriate (see Table 1 ), as found in several studies (e.g. Cottenie, 2005; Van der Gucht et al., 2007; Vanschoenwinkel et al., 2007) . On the other hand, the importance of dispersal-related processes in driving metacommunities structure increased conspicuously when the watercourse distance matrix was used (Table 1 ; see also Beisner et al., 2006 for another analysis with fish data). In these cases, the results were consistent with a mixed (species-sorting + mass effects) metacommunity, a pattern found in 29% of the 158 data sets analysed by Cottenie (2005) .
Dispersal limitation appears to be the principal endogenous cause of spatial autocorrelation that is of interest to ecologists (Bahn, Krohn & O'Connor, 2008; Shurin, Cottenie & Hillebrand, 2009) , and most of the discussion on the effect of 'space' is in regard to dispersal limitation. However, spatial variables generated by eigenfunction analyses do not measure this directly, and much of the variance attributed to space may be because of the effects of unmeasured environmental variables (Diniz-Filho et al., 2003; Hawkins et al., 2007) . Also, Smith & Lundholm (2010) , using simulated data, raised concerns about the use of variation partitioning as a method to tease apart the effects of niche and neutral processes, mainly because of the effects of the degree of dispersal limitation on both pure environmental and pure spatial variance fractions. When dispersal limitation is the primary mechanism creating species distribution patterns of lotic species, as in our simulations, spatial variables based on watercourse distances do explain more of the observed variance than spatial variables based on straight-line distances (i.e. overland eigenvectors).
In the simulation study, about 60% of the variance explained was attributable to the shared component (i.e. the variability that either watercourse or overland eigenvectors was able to explain), but the exclusive variance explained by watercourse eigenvectors (note that simulated data were generated using an algorithm of dispersion only along watercourse corridors) was about 35%, while the exclusive variance explained by the overland eigenvectors was only about 3%, showing the importance of using the correct distance or connectivity matrix for eigenfunction spatial analyses.
In this study, we assumed that dispersal limitation among sites was a simple function of distance along the watercourse. However, dispersal is not necessarily as easy in an upstream direction compared to downstream (Blanchet et al., 2008) , or in small streams compared to large streams. If more were known about the natural history of the species, it might be possible to use more realistic distances and connectivity matrices. Even when organisms do not disperse along channel segments, other functions could represent matrix permeability and account for differences in environmental conditions that could affect dispersal. For instance, Ver-Hoef, Peterson & Theobald (2006) and Peterson, Theobald & Ver-Hoef (2007) showed that spatial models that incorporate flow direction, as well as stream distance, were more adequate than models that only use stream distance. In an application of these models, Isaak et al. (2010) showed that spatial models significantly outperformed their nonspatial counterparts in predicting thermal habitats of salmonids.
We conclude that the use of Euclidean distances, despite their simplicity of definition, might not be the best choice for creating spatial predictors for eigenfunction spatial analyses. This is particularly important for aquatic systems, but may well apply to terrestrial systems depending on the environmental setting (e.g. fragmented or topographically variable landscapes) and on the vagility of the taxonomic group under study.
