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ABSTRACT 
Let A be an n x n complex matrix, and let I”< p < bo. It is shown that tr A = 0 if 
and only if IIZ+.zA)I,>n “P for all z ~02. Some related characterizations are also 
given. !, . , ~ 
1, \
1. INTRODUCTION 
Let M,(@) denote the algebra of all n x n complex matrices. If A E M,(G), 
then the trace of A, denoted by tr A, is defined to be the sum of the diagonal 
entries of A, and this is also equal to the sum of the eigenvalues of A repeated 
according to their multiplicities. 
If A E M,(@), then the following three statements are equivalent: 
(1) tr A = 0. 
(2) A is a commutator; that is, A = BC - CB for some B, C E M,(@). 
(3) A is unitarily equivalent to a zero-diagonal matrix; that is, there exists a 
unitary matrix V E M,,(G) such that all the diagonal entries of V- ‘AU are zero. 
These famous characterizations of zero-trace matrices can be found in [2], [3], 
[7], and [ll]. 
Let s2 be a measurable subset of R” such that meas (Q) = 1. Let f be a 
complex-valued function that is integrable on 0. Then it is known (see [5, p. 
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105]) that 
s n f( x) dx = 0 if and only if / o/I + zf(r)ldr >, I (I) 
for all z ~3 CC. 
Motivated by (1) we give a new characterization of zero-trace matrices 
involving the Schatten p-norms. This characterization may be considered as a 
noncommutative analog of (1). 
For A E M,(G), let .si( A) 2 s2( A) > . . * > sn( A) > 0 denote the singular 
values of A, that is, the eigenvalues of the positive semidefinite matrix 
]A] =(A*A) I/’ For 1 < p < 03, the Schatten p-norm of A E M,(G) is given . 
by 
II All p = 
l/P 
= (tr 1 A( P)“‘. 
Hence I] * (I 2 is the Hilbert-Schmidt (or Frobenius) norm, and 1) * 1) 1 is the 
trace norm. The usual operator norm of A E M,(G) is given by 
II All = II AlIce = ,z:nsj(A) = ‘I(A). . 
2. THE MAIN RESULT 
Our characterization of zero-trace matrices, which is the main result of this 
paper, can be stated as follows. 
THEOREM. Let A E M,(@$ and 1 ,< p < 00. Then 
tr A = 0 if and only if ]I 1 + zA]] p 2 nljP for z E G, (2) 
t&r-e I is the identity matrix in M,(@). 
Proof. If tr A = 0, then by the linearity of the trace and by Holder’s 
inequality for the Schatten p-norms (see e.g. [S]) we have 
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Hence 
nl/p < ))I + zA/, forall se@% 
which proves the “only if” part. 
To prove the “if” part, assume first that A is a normal matrix such that 
III + fall, 2 n”P for all z E@. Then by the spectral theorem for normal 
matrices (see e.g. [7]) and by the invariance of the trace and the Schatten 
p-norms under unitary similarities (see e.g. [SJ), we may assume that A is a 
diagonal matrix, say A = diag(X,, ?va, . , , A,), where X,, X2,. . . , A, are the 
eigenvalues of A. Therefore, 
IIZ+zAI);= 2 (l+zXjlp forall ZEG. 
j=l 
Since IIZ+zAII,2n l/P for all z E G, it follows that 
iY(ll+')\,I ) p-1 20 for all ZE@2. 
j=1 
Hence 
n (1 + rei”AjI p - 1 c 20 forall r> Oandall tieF$. 
j=l r 
Consequently we have 
2 p Re(eieXj) = 5 lim 1’ + rei”xj 1 ’ - ’ 
j=l j=l r-O+ r 
= lim 
2 I1+ rei”Aj 1 p - 1 
r-O+ j=l r 
20 forall 19E@2. 
Therefore, 
forall 0eF2. 
By choosing 0 SO that eie Xy= 1 Aj = - 1 C,“,lkj 1, we get tr A = C,‘=lkj = 0. 
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To establish the general (nonnormal) case, assume that (( I + zA]\ p 2 n’/P 
for all z E @ and consider the matrices 
Then A’ is normal in M,,@), and r” is the identity matrix in M,,&?). 
Since 
i+&= I + zA zA* 
ZA* I+ zA 1 forall ZE@, 
it follows by the pinching property of the Schatten p-norms (see [3, p. 311 or 
[6, p. 941) that 
= 21’p(] I + zA(] p 
2 (2n)l/” for all ze@. 
This, together with the normality of A”, now implies that tr A” = 0. Since 
tr A” = 2 tr A, we have tr A = 0, as desired. n 
3. REMARKS 
We conclude the paper with the following remarks concerning the theo- 
rem. 
REMARK 1. In geometric terms, the theorem says that tr A = 0 if and only 
if with respect to the norm I( * II p (1 < p < m), I is orthogonal to A. For an 
account of orthogonality results in normed linear spaces the reader is referred 
to [9]. 
REMARK 2. It is known that every Schatten p-norm (1 < p < 00) is 
(Gsteaux) differentiable at I and that 
n(L/“)-‘RetrA=~,,r+tAll~ = lim 
1) I + tA]J p - nllp 
teR t (3) t=o t40 
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for all AEM, (see [l], [S], [lo], and references therein). It should be noted 
that an alternative proof of the theorem based on (3) can be given. 
REMARK 3. The theorem is not true for the case p = 00 (which corre- 
sponds to the usual operator norm). This can be seen by considering a 
rank-one Hermitian matrix. 
REMARK 4. For the usual operator norm, however, we remark that a 
related characterization is available in terms of the numerical range of the 
matrix. Recall that the numerical range of a matrix A EM,@) is the set W(A) 
of complex numbers of the form (Ax, x) with (x, X) = 1, where (0, * ) is the 
usual inner product on @“. It is known (see [4] or [12]) that W(A) is a compact 
convex set which includes the convex hull of a( A) (the spectrum of A) with 
the representations that 
W(A)= n(1: ]a-X] <]]z-A]]} (4) 
ZEG 
and 
An immediate consequence of (4) is the characterization that 
OeW(A) ifandonlyif )]Z+zA]] 2 1 forail ZE@?. (6) 
Geometrically, (6) means that 0 E W(A) if and only if Z is orthogonal to A with 
respect to the usual operator norm. 
REMARK 5. Finally, we remark that 
(Z+zA] >Z forall ZEN ifandonlyif A=O. (7) 
We need only to prove the “only if” part of (7). Assume that ] Z + ZA 1 2 Z for 
all z E @. Then ] Z + zA ] 2 > Z for all z E @. Consequently 
r2 ] A ] ’ + 2r Re( e”A) 2 0 for all r > 0 and all 0 E R 
Hence 
r ] A ] 2 + 2 Re( eieA) > 0 forallr>OandallfZe~. 
Letting r + O+, we get Re( e”‘A) 2 0 for all 0 E W. Hence A = 0, as desired. 
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