The present work investigated the use of an echo state network for a gas lift oil well. The main contribution is the evaluation of the network performance under conditions normally faced in a real production system: noisy measurements, unmeasurable disturbances, sluggish behavior and model mismatch. The main pursued objective was to verify if this tool is suitable to compose a predictive control scheme for the analyzed operation. A simpler model was used to train the neural network and a more accurate process model was used to generate time series for validation. The system performance was investigated with distinct sample sizes for training, test and validation procedures and prediction horizons. The performance of the designed ESN was characterized in terms of slugging, setpoint changes and unmeasurable disturbances. It was observed that the size and the dynamic content of the training set tightly affected the network performance. However, for data sets with reasonable information contents, the obtained ESN performance could be regarded as very good, even when longer prediction horizons were proposed.
Introduction
Control structures allow connections between different equipment and processes and the implementation of reference values, reducing the variability and minimizing the effect of disturbances throughout the process. When satisfactorily designed, they ensure the efficient and safe operation. Classical Proportional Integral Derivative (PID) controllers are the ones used most often in the industry, representing at least 95% of the regulatory control loops in operation [1] . These controllers exhibit many advantages, like robustness and simple design. Furthermore, PID controllers require few tuning parameters (three when all modes are available: proportional, integral and derivative), with well-known effects on the control system, which allows the operator to have complete knowledge of the system responses for simple applications (Single-Input Single-Output (SISO) , linear processes). However, the technological advances have made industrial plants more complex and integrated, with high dimensions and strong non-linearities, requiring a more holistic treatment of the process. variety of data has boosted research in data science, focusing on data-based techniques and analytics. From the industrial process point of view, the set of off-line data carries important information about the system and can provide the knowledge required to build models used to represent the controlled system; design the controller and, by means of data processing and mining techniques, improve the control performance. Besides, models can also be used for prediction and evaluation of the future behavior of the system. The set of on-line data reflects, in real time, disturbances and changes in the process, allowing the controller to notice process alterations in time for action and correction. In conclusion, the available data and the techniques available for data handling can be used to increase our knowledge about the systems [7, 9] .
The knowledge driven modeling approach uses the prior knowledge of the process to provide refined analyses and decisions. In contrast, data-driven approaches are quicker and do not require extensive modeling efforts [11] . These methodologies became new trends on Process Control at the end of the 1990s, being the theme of study in several research groups [3] . So, new paradigms that can be used to extract the process dynamic behavior from historical databases and allow on line modifications on the plant model have gained prominence [1, 7] . However, they can lead to super-parameterized modeling and should be used with great caution, as this large volume of data can lead to overfitting. Thus, there is strong interest in developing robust and integrated methods, based on combined data-driven and model-driven approaches for control, optimization, planning and management of industrial systems [3, 12, 13] .
Artificial neural networks are one of the most used data-driven approaches. Their processing structures are inspired by the fault tolerant parallel processing capability of the biological nervous system. They exhibit exceptional features, such as adaptability and input-output mapping capabilities, and can be easily assembled through integration among simple processing units (neurons). By nature, they are multivariable, dealing with complex, high-dimensional problems with multiple inputs and outputs. Due to these attractive characteristics, these structures have been widely applied in chemical processes over the years [14, 15] .
The main contribution of the present manuscript is the investigation and use, as a predictive model, of a special type of neural network which explores the temporal nature of data, the echo state network or esn [16] , in the presence of plant-model mismatch. With that purpose, the robustness of the developed esn model is evaluated under different scenarios that simulate changes in the plant. The chosen plant for the evaluation of the proposed tool is the gas lift oil well process, which configures an important control problem due to the inherent system characteristics, including static gain signal inversion, nonminimum phase behavior, slow transient response and possible open loop instabilities. As will be fully shown ahead, data of gas lift oil well plant operation was generated by simulation using different first principles models. Then esn models were developed and tested based on these data, allowing the study of the generalization ability of the esn model for operation under different conditions. The use of simulation of rigorous models allows the elaboration of an efficient methodology for generating data for training esn for such processes, as different situations are focused (for instance, the definition of the level of excitation of the input variables). The final target is that this methodology may be further applied to real processes in the oil industry.
The paper is organized as follows: in Section 2 we present some important considerations about Neural Networks, highlighting the Echo State Network; in Section 3 we describe the mathematical models used to represent the gas-lift well considered in the present work; in Section 4 we design the esn model and use it to perform some open-loop simulations; in Section 5 we present the results concerning the possible implementation of the proposed model in a real production environment. The conclusions of the present work are summarized in Section 6.
Echo State Network
The forecasting of future events constitutes a relevant task on the fields of process modeling and control. In the particular field of chemical processes, due to intrinsic difficulties related to phenomenological modeling, many situations require the prediction of the future plant behavior based on current and past available information. Prediction algorithms need to extract the correlation dynamics from related events to anticipate the next (or a horizon of) results. In this context, machine learning algorithms are iterative and "learn" by recognizing patterns from observed data. When exposed to a new set of data, many machine learning procedures can adapt automatically. For this reason, the range of possible applications for chemical processes is extensive. As a consequence, it is not surprising to observe that these procedures have been widely used for process modeling, fault identification, variable estimation, among many other possible applications. Among the many existing algorithms, we can highlight artificial neural networks (ANN), support vector machine-based methods (SVM), partial least squares regression (PLS) methods and fuzzy logic algorithms, which have been extensively used in recent years [14, [17] [18] [19] [20] [21] .
ANNs are techniques inspired in biological neural networks and their ability to learn from the environment and to make that knowledge available for use. They constitute parallel distributed paradigms, consisting of many simple processing units, the artificial neurons, interconnected and organized in layers. The input signals from the external environment (or from previous neurons) are multiplied by their respective synaptic weights, simulating the synapses that occur in the biological systems. After multiplication by weights, the weighted information is added to a bias parameter, and the result is modified by an activation function, which generates the output signal of the artificial neuron, as shown in Equations (1) and (2), for a network with one non-linear hidden layer and a linear output layer. Then, the signal is transmitted to the external environment or, in the case of multiple hidden layers, to the neurons in the next layer. The bias has the effect of increasing or decreasing the network input of the activation function, depending on whether it is positive or negative, respectively [15] .
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The subscript i represents the hidden neuron while j represents the output neuron; W represents the weghting matrix, so that w in i is the i-th line of the weight matrix between the inputs and hidden layers and w out j is the j-th line of the weight matrix between the hidden and output layers; b, the bias; x, the internal states vector; u the external inputs vector and f is a non-linear function applied for each element of the hidden layer. A neural network works with multiple neurons organized in sequenced layers. The data is fed into the input layer and the network response to its effect is observed at the output layer. Information can be propagated in a network in two ways: from incoming neurons, through hidden neurons, to outgoing neurons; or from the exit of a neuron from the next layer to a neuron in the precedent layer, or even to the neuron itself [15, 17, 18] .
A network is classified as feedforward when it does not work with any information loop. It is then a static network, so that from a set of inputs, it can only predict a set of outputs, without carrying any memory about the process dynamics. A network is classified as feedback when it presents loops (recurrence) of information. The feedback architecture enables memorizing temporally information. These feedback networks, also called Recurrent Neural Networks (RNN), are better suited to deal with time series due to their memory ability, hence they are expected to play an important role in the Big Data Era, typically characterized by the availability of large volume and variety of process data. Beyond their dynamic memory ability, the RNN architecture enables another important feature: a high capacity of adaptation [22, 23] . Equations (3) and (4) show the update step for a simple recurrent network.
The data are fed into the input layer and are propagated to the output layer; however, they can also flow among previous layers. The subscript k is related to the instant of time when the data is informed to the network.
The most popular way to train a neural network is the backpropagation method; however, loops and discontinuity at some points of the space (bifurcations points) of the ANN can hinder the proper training and make it non-converging, computationally expensive and lead to poor local minima [18, 23, 24] .
Echo State Networks (ESN) are special types of RNN developed by Jaeger [16] . They are composed of an input layer, a reservoir of recurrently organized neurons and an output layer. Figure 1 shows a simplified representation of the ESN structure. The reservoir, which is composed by many sparsely connected neurons, provides the network with a temporal memory, processing the information in a dynamic context. However, the training is performed only with the weights of the reservoir output neurons, which avoids the problems of convergence and computational cost of other ANN training procedures. Only the weights of the reservoir outputs are accounted and adjusted to the patterns and a simple linear regression can be used with that purpose. The low computational cost and the capacity to deal with large data volumes make them suitable for Big Data contexts. On the other hand, distinct global parameters influence the generation of the reservoir, so that the success of applications requires some user experience [23, 25] . The typical updating equations governing the reservoir is given by Equation (5) and the output is computed with Equation (6).
where x represents the n-dimensional reservoir activation state vector, u is the vector of external inputs and y is the output vector. f is the internal state activation function vector, commonly the hyperbolic tangent function. α is the leak rate and is correlated to the network memory ability. g is the post-processing activation function vector, commonly considered as the identity function. w in is the input connection (weight) matrix, w represents the reservoir recurrence and w out are the weights for readout output layer. Besides α, the ESN design requires the tuning of other parameters, frequently called "metaparameters", because they do not really represent weights and connections, but confer the characteristics of the reservoir and need to be carefully determined. The metaparameters are: reservoir size and sparsity, spectral radius, nonzero elements distribution, input matrix scaling and shift. Neural networks are promising tools and interesting alternatives for cases where phenomenological models are not available. However, they exhibit some drawbacks. They require a large volume and variety of data to produce reliable predictions. Besides that, there is no guarantee of good generalization ability and, then, training can lead to poor networks. Even though ESN was proposed by Jager [16] almost 20 years ago, only very few works can be found relating ESN and control systems. Huang et al. [25] proposed and evaluated four control schemes: the first based only on an ESN, the second combining the network with PSO (Particle Swarm Optimization) to improve the control, a third scheme which considers a single-layer neural network (SNN) control and a last one that incorporates the improvements of all previous schemes. They considered experiments and simulated results of a Pneumatic Muscle Actuator to show the effectiveness of the new control approach. The convergence and stability of the proposed procedure were guaranteed with rigorous analyses based on the Lyapunov theory. Huang et al. [4] proposed a combined "Echo State" and "Bayesian Inference for Gaussian Processes" predictive control approach and applied it to a Pneumatic Muscle Actuator. The non-linearity, the presence of hysteresis and the existence of time varying parameters make that case study relevant to the control field. The echo state Gaussian process (ESGP) exhibited a good estimation ability and more accurate action than PIDs and Sliding Mode Control.
Regarding applications in the oil-gas industry, Antonelo et al. [11] designed a soft sensor based on ESN for estimation of downhole pressure based on simulations performed with a first-principle model and real data measurements. Results showed that the network robustly modeled the well behavior for slugging and steady steate flow. Jordanou et al. [26] proposed an adaptive controller to the oil well bottom hole pressure through manipulation of the production choque valve opening. The proposed controller used the ESN to explain the inverse model of the well. Another network was used to compute the control action. Results showed that the Echo State based control provided good performance for setpoint tracking and disturbance rejection. Later Jordanou et al. [27] also proposed a model predictive controller that uses ESN for identification purposes. Their scheme is based on combining the ESN with a Practical Nonlinear Model Predictive Controller (PNMPC) and exhibited good performance for setpoint tracking, while obeying the constraints. However a detailed study about the ESN system identification ability, as well as parameter search and studies evolving filtering and controller tuning, have not been performed so far.
Gas Lift Well Models
The gas lift injection represents at least 70% of the Brazilian oil production and is also very expressive in respect to the worldwide production [28] . This technique allows the oil and gas extraction in low pressure reservoirs. Gas is injected in the tubing, through the injection valve, and mixes with the fluid. Due to the increase of gas content in the line, the average density of the two-phase fluid mixture is reduced. As a consequence, the hydrostatic pressure gradient also decreases, faciliting the fluid elevation and increasing the well production. Even if the well is dead, the gas lift technology can be applied to recover production [29] [30] [31] . The injection can be continuous or intermittent, and in this work we consider the continuous gas-lift. Figure 2 shows a simplified representation of the system.
During gas lift production, oil wells can present highly oscillatory behavior. This instability is usually undesirable. The oscillatory behavior is not a problem only for financial reasons (losses), but also because it can lead to chaotic, unstable process behavior, and, in extreme cases, it can lead to intermittent production. In addition, large fluctuations in pressure and production rate may limit the overall production, lead to poor separation of oil and gas phases, and cause flaring and shutdown [29, 30, 32] .
Thus, a control system capable of stabilizing the operation, anticipating and preventing intermittent fluctuations from occurring is necessary. The production control is generally performed through manipulation of the injected gas flow, but this control task is challenging due to gain signal inversion, non-minimal phase behavior, slow transient response and possible open loop instabilities [31, 33] . These difficulties stimulate the use of advanced control techniques, especially strategies based on predictive control. There are a few gas lift well models available in the literature, with different levels of detailing. However, even a rigorous phenomenological model provides a simplified process description, given the complexity of the analyzed system. The phenomenological model proposed by Eikrem et al. [34] is a representation of the casing-heading dynamic instability. Ideal gas behavior is assumed and no pressure drop from friction is considered. Oil and water form one single liquid phase with constant mixture properties. The process is assumed to be isothemal and the oil is considered incompressible. Ribeiro [35] included Darcy-Weisbach's correlation in the model to describe more precisely the pressure drop in the well.
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The model presented by Jahanshahi et al. [32] is also based on the work of Eikrem et al. [34] , and considers the effects of pressure loss by friction in the well, but in a different way. Besides, a more rigorous approach was used for calculation of the oil and gas fractions and the density at the top of the tubing.
Both models proposed by Eikrem et al. [30] and Jahanshahi et al. [32] assume ideal behavior of the gas phase in the system. However, this hypothesis is not the most suitable in the harsh subsea environment, where pressures are generally high and temperature low. So, in order to consider a more reliable scenario, Rojas Soares et al. [36] proposed the use of the Peng-Robinson Equation of State (EoS) [37] to describe the gas behavior. Table 1 summarizes the particular characteristics of each model. 
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Methodology
The models presented previously describe different levels of detail of the phenomena involved in the gas-lift operation. In particular, all models were used to simulate the real-time process measurements. The model proposed by Eikrem et al. [34] and modified by Ribeiro [35] was used for training of the echo state network and preliminary evaluation of the tool. The prediction tasks were performed based only on historical data (generated by simulation) of the process and on the available online measurement information. The other model, proposed by Jahanshahi et al. [32] and modified by Rojas Soares et al. [36] , was used to evaluate the capacity of the network in cases of plant-model mismatch.
Preliminary tests were performed, considering the model proposed by Eikrem et al. [34] and modified by Ribeiro [35] , to highlight important characteristics of the process and define the input and output variables for the network. Then the ESN capacity was evaluated in different operational scenarios, considering one step forward prediction and prediction in distinct time horizons (P steps forward).
Initial Definitions
As presented in the literature [31, 33] , in the downhole the operation is submitted to a harsh environment and the pressure sensors exhibit short life expectancy, making it difficult to use these sensors for purposes of automatic control. Thus, pressures were not considered as measured variables. For all investigated simulations only the oil production, opening of the gás lift choque valve and opening of the production choque valve were considered, respectively as controlled and manipulated variables, as shown in Equations (7) and (8).
The steady state profile of the gás-lift well was determined as the solution of the system of model equations system through the Levenberg-Marquardt method to evaluate the tendency of the process and determinate the conditions that lead to the maximum of the operation.
The steady state profile of the gás-lift well was determined as the solution of the system of model equations with the Matlab (R2008, MathWorks, Natick, MA, USA, 2008) function fsolve [38] , which makes use of the Levenberg-Marquardt method to evaluate the process gradients and determinate the conditions that lead to the maximum of the operation.
For identification and prediction purposes, the system transfer functions were obtained and the step responses were evaluated.
Design of Echo State Network Based Model
Ribeiro's model [35] was simulated, considering 360 days of operation, to obtain the time series w po , w gc and u W po , emulate a Big Data context and generate network training patterns. Changes were considered in the input variables to simulate several operational conditions, including steady state and dynamic conditions.
To consider a more realistic scenario, measurement uncertainties were added to the variables (w po , w gc and u W po ) in the times series. The output of the phenomenological model (x exact,k ) was corrupted with a random disturbance that followed a Gaussian distribution with zero mean and standard deviation of 10% of the variable nominal value (x nom ), as shown in Equation (9) .
A moving average filter with window size equal to 5 was considered for smoothing the measurement uncertainties and allowing for signal restoration. Figure 3 shows a schematic representation of the signal filtering process. The filtered time series were normalized in relation to their mean and standard deviation to obtain the network patterns. This procedure is important to ensure that the different orders of magnitude of the variables do not negatively affect the performance of the network. Normalization was performed according to Equation (10) .
where ν k ,ν and σ ν represent, respectively, the measured value at time k, the mean and the standard deviation of time series x. N ν,k is the normalized value of ν k . The ESN training consists on the determination of the weights of the readout output layer (w o ut). This was performed with the Ridge Regression (Equation (11)).
The Y represents the matrix with the output variables. The input weight matrix (w in ) was randomly generated with the Gaussian distribution (N(0,1)). w was randomly initiated and adjusted by the scaling factor. The time series obtained through the gas lift well simulations were used to train the networks. The Echo State metaparameters (spectral radius, leak rate, regularization parameter and input scaling) were searched using the Particle Swarm Optimization (PSO) [39] method. Other parameters, like the size of the reservoir, were arbitrary chosen.
Network Evaluation
To evaluate the designed network generalization capacity, new time series were generated through simulations performed with the Rojas Soares et al. [36] model (validation sets). The idea was to evaluate the network performance for a database generated with a model with a different level of detail and considering different operating conditions, in order to evaluate the transportability of the proposed ESN architecture to a more complex situation, as it usually occurs in real applications.
The network ability was evaluated by comparing the simulated patterns and the predicted data using two criteria: the SD ratio and the Coefficient of determination (R 2 ). SD ratio is the ratio between the standard deviation of the prediction error and the standard deviation of the original set of data. The closer it is to zero, the more accurate the estimation is. According to Cunha et al. [40] , values below 0.2 can be considered good. R 2 indicates the model ability of explain the observed values and the closer it is to 1, the better the estimation performance is.
The influence of training sets size on the network capacity was also evaluated. Bigger and smaller time series were considered, as generated with the Ribeiro's model [35] , and new networks were designed and evaluated with the Rojas Soares et al. [36] validation sets.
Finally, for the last analysis, only 1 day of operation was considered. New training sets were generated through simulations performed with the Ribeiro's model [35] , considering different contents of dynamic information, and the designed networks were evaluated with the validation sets for predictions in horizons ranging from 1 to 30 time steps.
Results
The stationary and dynamic profiles predicted with the Ribeiro [35] and Rojas Soares et al. [36] models were obtained in order to evaluate the system behavior. Sections 5.1 and 5.2 show the obtained results. Finally, Section 5.3 shows results obtained with the designed ESN.
The considered operational conditions for all Ribeiro' model [35] simulations were the same ones described by Peixoto et al. [41] , while simulations performed with the Rojas Soares et al. model [36] were the same described by Jahanshahi et al. [32] . The well and reservoir parameters used in all simulations are shown in Table 2 . It can be observed that the well/reservoir parameters used for simulations performed with each model were quite different. This difference provides means for evaluating the generalization capacity of the network for wells with very different characteristics.
Ribeiro'S Model
The behavior of the oil production flow (w po ), considering three levels for the openings of the production choke valve (u W po ) and gás-lift choke valve (u Wgc ) in a range from 0 to 1, was characterized first. Figure 4A shows the results in terms of gas lift flow, because the curve of w po versus wgc describes a characteristic profile for the system. The oil production flow behavior for changes of the opening of the production choke valve in a range from 0 to 1 is exhibited in Figure 4B . Three levels of gas lift flow (W gc ) were considered. Figure 4A represents a typical gas lift performance curve. It can be noticed that, at first, the oil production flow increases with the gas lift flow and seems to level off before reaching the peak. However, after a certain limit, any increase on the injection flow gradually decreases the production flow. This is because the reduction in hydrostatic pressure is no longer able to compensate the friction loss induced by the injection flow. This behavior, in principle ascending and then decreasing, indicates that the process presents a static gain signal inversion and a maximum point for the oil production. Table 3 shows the maximum value of w po and the corresponding value of w gc , around which the inversion of gain signal occurs, for each analyzed opening value of the production choke valve. It can be observed in Figure 4B that, for each value of w gc , an increase in valve opening leads to an increase in oil production flow. The maximum production flow was obtained for a gas lift flow around 1.53 kg. To evaluate the process dynamic behavior, the transfer functions that relate oil production flow to gas lift injection and opening of the production choke valve were determined considering the operational conditions near to the ones that lead to the high oil production. Table 4 show zeros, poles and gain obtained for each transfer function. The negative poles of the system indicate, at the evaluated nominal condition, a stable behavior. The positive zero of the transfer function relating w po and u Wgc indicates the inverse response. Figure 5 shows the obtained w po profiles after introduction of step disturbances in the gás lift injection rates and in the opening values of the production choke valve. The settling time, considering 1% error band, is highlighted.
It is worth mentioning that the analysis was performed in terms of deviation variables. As already indicated by the zeros of the transfer functions, inverse response was only observed for the case shown in Figure 5A . It can be seen initially the increase of the produced oil flow and then its stabilization at a lower stationary value after about 5.82 h. In Figure 5B it can be seen that the oil production maintained a single trend, stabilizing after 1.66 h. In both cases no dead time was noticed.
The long stabilization times indicate that the system presents slow dynamics. Then, for the dynamic simulations of the process and generation of the databases that were used for the ESN design, a sampling time of 10% of the stabilization time of the faster variable was considered. Step response profiles of w po after changing the (A) gas lift injection (w gc ); and (B) production choke opening (u 2 ).
Rojas Soares' Model
The behavior of the oil production flow (w po ), considering the same three levels of u W po previously considered and w gc in a range from 0 to 1, was obtained. Figure 6A shows the results in terms of gas lift flow. The oil production flow behavior for changes in u W po in a range from 0 to 1 is exhibited in Figure 6B . Three levels of gas lift flow were considered. The behavior of w po in both tests was consistent with previous results. In Figure 6A the gain signal inversion can be observed, which, in the case of the Rojas Soares et al. model, is less evident for higher opening values of the production choke valve. This indicates that, in this case, hydrostatic effects are more predominant than the effects of friction loss in the well. In Figure 6B it is possible to see that, differently from results obtained with the Ribeiro's model, for changes in u W po the higher w po was obtained with the higher w gc level.
Then, the transfer functions that relate w po to w gc and u W po were determined for purposes of dynamic analysis. Table 5 show zeros, poles and gain obtained for each transfer function. 
Poles and Zeros of the system exhibit negative real part, which indicates a stable behavior and a direct response, without any inverse response. Significant differences can be observed between simulation results provided by the Ribeiro's and Rojas Soares et al. models, which is not surprising because of the significant differences among the analyzed operation conditions. Figure 7 shows dynamic profiles obtained after introduction of step disturbances in the gás lift injection rates and in the opening values of the production choke valve. The settling time, considering 1% error band, was shown. The overshoot observed in both cases could already be expected, since the system exhibits complex conjugated poles. The poles and zeros of the system lie in the left half plane of the s plane. This characteristic is observed in the step response, since the observed profiles exhibited neither an inverse response nor an unstable behavior, stabilizing faster than the Ribeiro model.
The stabilization time of the variable with the fastest dynamics was equal to 0.887 h. It is worth noting that not only this stabilization time was distinct, but the profiles themselves were quite different. In order to define the sampling time, 10% of the stabilization time was considered, about 5 min.
Esn Evaluation-1 Step Forward
Due to the slow dynamics, shown in the previous analysis, the Ribeiro's model was simulated considering a sampling time of 10 min. This value corresponds to approximately 1/10 of the process stabilization time. Figure 8 shows the obtained raw, filtered and normalized data for operation of 360 days. 90% of the normalized data were used for Echo State Network training and 10% were used for validation tests. Figure 9 and Table 6 show the behavior obtained. According to the SD ratio and the coefficient of determination for training and test steps, the designed network presented an excellent performance. However its generalization capacity still needs to be evaluated. It is always necessary to ensure that there is a good balance between accuracy of the prediction and generalization of the model. Otherwise one can obtain into overfitting, when the network cannot predict beyond the dataset with which was designed.
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Then, as a validation step, the Rojas Soares et al. [36] model was used to perform simulations, generating new data sets for network evaluation. Sampling times of 5 min were used, again considering 1/10 of the system stabilization time, shown in the previous section. Several changes were considered in the input variables, with different magnitudes and frequencies of occurrence. In addition, 10% (relative to the nominal condition) uncertainty was considered as measurement noise.
To use the network, the patterns obtained by simulation with the Rojas Soares et al. [36] model were normalized based on the characteristics of the network training set (mean and standard deviation). Table 7 summarizes the validation results, using different time series, obtained in terms of R 2 and SD ratio . The SD ratio is a measure of the prediction error dispersion level in relation to the pattern set. The obtained values, around 0.2, along with the R 2 above 0.9, indicate the good performance of the network, even in face of different operational changes and model mismatch. The worst performance, highlighted in Table 7 , was evaluated and illustrated in Figure 10 . Figure 10 It was observed that, even in the worst case, the values predicted by the network, were located within the measurement uncertainty range of the process, indicating that they are in the same likelihood region. Values outside this range were found in unstable operating regions.
Esn Evaluation-Time Horizon Prediction
Until now, all analysis concerned time series predictions with one step forward. Although the neural network shows an excellent performance, for use as an internal model in a predictive control strategy it is also important to evaluate its predictive ability over a future time horizon, whose measured values (pattern) are not available. In this case the network inputs at the last known instant were retained, although corrupted by a small noise, and the future outputs were calculated . Prediction horizons ranging from P = 5 to P = 30 and the same 6 time series used for prediction 1 step forward were then considered. Table 8 shows the obtained results. It was observed that even with the increase of the prediction horizon, there was no severe degeneration of the network prediction capacity. This indicates, once again, good performance, making it a promising tool for process control, especially when the phenomenological model of the process is not available. Again the worst performance was highlighted in Table 8 . Figures 11 and 12 show the behavior obtained for the 6-month time series and the 3-month time series. respectively. It was observed that for the 3-month time series, which at the end points included a change in operational point, the ESN could not predict satisfactorily the process behavior in the considered time horizon. Probably because, as there is no feedback of information between the process and the network, the ESN would not be able to anticipate a change. Considering the closed control loop, the next time measurement information would arrive indicating the operational change, and then the network would be upgraded. This poor behavior was not reflected in the performance indices, since the calculation takes into account the prediction of the whole time series, and this undesired behavior was only observed in the prediction of future points, as shown in Figure 10 . As for the prediction of future horizon considering the 6-month time series, the behavior of the network was very good, failing only at the point where there was significant operational fluctuation.
Esn Evaluation-Influence of Training Set Size
Another important aspect that is interesting to analyze is the influence of the training set size on the network prediction capacity. So, new time series were generated with the Ribeiro' model [35] and new ESN were designed. Figures 13 and 14 show operation inputs and outputs time series profiles, respectively. For training and testing of the networks the raw data were filtered and normalized. The ESN metaparameters were kept constant to exclusively evaluate the effect of training set size on the network performance. Table 9 presents the training and test results, in terms of performance index, of the new designed ESNs. In this representation, each neural network is identified by the size of the dataset used during its training. Since the echo state networks design is based on linear regression, considering larger datasets, such as 720 days, did not lead to computational problems such as memory failure and high processing time. The new networks seem to perform well, according to the determination coefficients and SD ratio of the training and test steps. Figure 15 confirms this by displaying the training and test results for the network that presented the worst performance indices during training. The obtained profiles again indicate the good predictability of the network for one step forward. These results reaffirm the good ability of echo state networks for time series predictions. However, to ensure that the ESNs presented a good generalization capacity, the same 6 time series, generated by the Rojas Soares et al. [36] model and used for evaluation of trained ESN with a 360-days set, were again considered as a validation step. Table 10 shows the results obtained, in terms of R 2 and SD ratio , for prediction horizons ranging from 1 to 30.
The trained network with 720-day data set was the one that presented the best results for all 6 validation sets. The trained networks with intermediate dataset sizes (180, 90 and 30 days) presented similar performance, but the best network was that one trained with the 90 days set. The network trained with the 7-day dataset, although exhibiting an apparent good behavior, failed during validation steps. This can indicate overfitting, as the network was not able to generalize for different conditions, or indicate that the dynamic information contained in the training set was not sufficient for the network to learn the behavior of the process. Thus, the tests for larger prediction horizons (from 5 to 30) were not performed, as indicated in Table 10 .
To evaluate the influence of the dynamics content in the training set, new networks were designed considering three datasets of 1 single day with different contents of dynamic information. Figure 16 shows the raw data profile used for training the networks.
The raw data was filtered and normalized for network training. Table 11 and Figure 17 show the results for both networks.
As the sampling time considered for simulations performed with the Ribeiro model was equal 10 min, 1 day of operation represents only 144 measurements. This extremely low volume of data strongly influences the performance of data-based methods such as neural networks. This is reflected in lower performance indices and poorer predicted profiles for the test steps. With little information it is much harder to achieve good generalization ability. In order to evaluate this issue, the 6 validation sets obtained from the Rojas Soares et al. simulations were was considered again. Table 12 shows the behaviors obtained for all networks. 
The symbol "-" indicates that simulations were not made due to not being relevant to the analysis. The symbol "-" indicates that simulations were not made due to not being relevant to the analysis.
Among the three considered networks, the one with intermediate dynamic information content was the only one with performance that was sufficient to justify its use with longer prediction horizons. However, the performance indices indicate that the neural model did not present good precision for estimation of the process behavior. The other two ESN were unsuccessful during the validation stage. This was already expected due to the poor performance indices and training and test profiles shown in Table 12 . Again, one possible explanation is related to overfitting. However, the dataset reported to the network was probably not sufficient for learning. Although dataset A, which has the highest content of dynamic information, is rich in operational conditions, the volume of information was still small. Thus, in fact, the size of the training set exerts enormous influence on the behavior of the network, and cannot be compensated only with a higher content of dynamic information. This aspect of ANN training has also been analyzed by others in other situations.
Conclusions
Echo State Networks (ESN) were used to represent the operation of gas-lift oil wells, using data generated by two distinct models. The ESN was able to predict the process behavior successfully, even for longer time horizons, indicating the stable behavior, and showing good potential for applications in predictive control. In particular, ESNs generated with a simple model were able to represent the data collected with a more rigorous model and using different parameters, indicating that the characteristics and architecture of the ESNs can be transportable, which is of fundamental importance for real implementations of the model and use in predictive controllers. 
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