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Least Squares Filtering and Prediction 
of Nonstationary Sampled Data* 
BERNARD FRIEDLAND 
Department of Electrical Engineering, Columbia University, New York, New York 
The desig n of a linear, least squares filter or predictor H for non- 
stationary sampled data is shown to entail the inversion of an n X n 
matrix for the nth row of the "transmission matr ix" I-I which char- 
acterizes the device. By the use of an "ensemble-shaplng" technique 
the computation required is reduced to tractable proportions. It  is 
shown that even when the input data is stationary the filter which is 
opt imum for all instants (and not only in the steady-state) is a time- 
varying device which approaches the opt imum steady-state filter 
as the filtering time becomes infinite. 
L IST OF SYMBOLS 
{v}, [w}, {x}, {Y}, Ensembles of signals h(i,j) Weighting coefficients of H 
Fii...~,Gij...q Probabil ity distribution H Transmission matrix of H 
functions ~(n, k) Kronecker's delta 
( } Ensemble average [M]~ Realizable portion of M 
~(i, j) Covariance function 4,(z) Sampled power spectrum for 
(I) Covariance matrix H(z) Pulse transfer function of H 
1. INTRODUCTION 
The  classic work  of Wiener  (1949) on least squares filtering and  pre- 
diction has been extended in various directions during the decade since 
its appearance. Nonstat ionary  signals have been considered by  Dav is  
(1952), Booton  (1952), and  Koschmann (1955), among others. Sampled-  
data signals were  discussed by  Barker  (1950) and  Frankl in (1955). The  
present paper is a continuation of this deve lopment  and  is concerned 
with signals that are both nonstationary and  sampled. 
The  necessity of considering nonstationary signals arises f rom the 
* This investigation was supported in part by the U. S. Air Force under Con- 
tract No. AF 18(600)-677, and monitored by the Office of Scientific Research, Air 
Research and Development Command. 
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fact that filters designed by frequency domain methods are essentially 
steady-state devices; i.e., the signals are presumed to have been applied 
to the filter for an infinitely long period of time. Even stationary proc- 
esses, when applied suddenly to a fixed filter produce a nonstationary 
output, as Lampard (1955) has demonstrated. 
There is in effect a transient error in filtering. In many circumstances 
it is desirable to minimize the error (squared) at all instants following the 
beginning of the filtering operation. For this purpose a time-varying 
filter will generally be needed even if the signals applied to the filter are 
stationary. Of course, if the actual input signals are nonstationary, the 
required filter is nonstationary. The design of such filters for continuous 
signals generally entails the solution of an integral equation, and the 
required calculations are usually formidable. Frequently an exact solu- 
tion is impossible. When the signals under consideration are sampled, 
however, an exact solution is always possible; and, although a consider- 
able amount of computation is required, it is not beyond the limitations 
of available computing machinery. 
The signals in a sampled ata system may be represented by infinite 
vectors. An ensemble of such signals {x} is characterized by a random 
vector 
x = col [ . . .  x ( -1 ) ,  x(0), x(1) . . . ]  (1) 
together with the set of probability distribution functions 
Fi(x~) = prob[x~ > X(i)] 
F i~(x l ,  xj) = prob[x~ __> X( i ) ,  x~ >= X(j)] 
. . . . . .  (2) 
Fiy...q(x~ , x i  , " ' "  , xq) = prob[x~ ->_ X( i ) ,  x~ > X( j ) ,  . . . ,Xq >= X(q)] 
For the purposes of least squares filtering and prediction, only the 
first two of these distribution functions are required. 
Since no assumption concerning ergodicity of the ensembles of signals 
is made, all averages are ensemble averages rather than time averages. 
In particular the following definitions are used for the autocovariance 1 
The use of the terms "autocovariance" and "cross-eovariance" is closer to the 
usage of mathomatieal statistics, where "auto- and cross-correlation" are reserved 
for normalized quantities. 
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of an ensemble and the cross-covariance of a pair of ensembles: 
~(n,  k) = (X('n)XqOI = f f l  uv dF~(*~, v) (a) 
oo  
where 
G~j(x~, y~) = prob[x~ > X(i), y~ >= Y(j)] 
I t  is assumed that the signals of interest are applied to the system be- 
ginning at n = 0, the local time origin. For this case 
~(n ,  k) = O, n, k < 0 
~o~y(n, k) = O, n, k < 0 
Since ~(n ,  k) and ~(n ,  k) are in general not equal to zero for n, k >_- O, 
in a strict sense no process is stationary. It  is convenient to refer to proc- 
esses in which ~(n, k) = ~(n - k) for n,/~ > 0 as "stationary after the 
local time origin." 
The auto- and cross-covariance oefficients as above defined may be 
arranged in infinite matrices 
[ ~(o, o) ~(0,  . . .  4, = ~(1, 0) ~(1, 1) - . .  (5) 
An autocovariance matrix is positive-definite and symmetric (Moyal, 
1949), but a eross-covarianee matrix generally does not possess these 
properties. 
2. INPUT-OUTPUT RELAT ION FOR A L INEAR F ILTER 
The output y of a linear sampled data filter H is related to the input 
x by the superposition equation 
y(n) = ~ h(n, i)x(i) (6) 
i=0  
The weighting coefficients h(n, i) which are analogous to the impul- 
sive response of a continuous ystem are defined by 
h(n, i) = response of H to ~(n, i), 
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where 
1, n = i 
~(n,i) = 0, n ~ i  
I t  is presumed that H is a physical filter. This implies that h(n, i) = 0 
for i > n, since no response is possible prior to the application of an in- 
put. Thus the upper limit on the summation of Eq. (6) may be changed 
from ~ to n. 
If a random signal is applied to the filter, the output is a random sig- 
nal related to the input by 
Y(n) = ~ h (n, i) X(i) 
Forming the product Y(n) Y(k) and averaging over the ensemble gives 
the following relation between the autocovariance of the input and that 
of the output: 
~,y(n, k) = (Y(n)Y(k)} 
= E E h(n, i)h(k, ~)~(~', y) (7) 
i=0 i~0 
The weighting coefficients of H may be arranged in a transmission 
matrix 
lh 00 0 0 !i 1 h0, 0) h(1, 1) 0 
H= h(2, 0) h(2,1) h(2,2) 
(7a) 
In terms of this transmission matrix the relation between the auto- 
covariance matrix of the input and that of the output is 
O~y = HOx~H' (8) 
where H'  is the transpose of H. It  should be noted that H is ~ "lower 
semimatrix" (Cooke, 1950), i.e., that all elements above the principle 
diagonal are zero, and that H p is an "upper semimatrix." 
3. REMARK ON F IXED F ILTERS AND STAT IONARY PROCESSES 
The filter is fixed (time-invariant) if h(n, t~) = h(n - k). If the input 
to such a filter is a suddenly applied stationary process [that is, 
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~(n,  k) = ~(n  -- k), for n, k > 0] the autocovariance matrix of the 
output is 
[ h2(0)~(0) h(0)h(1)~(0) -t- h~(0)~(1) . ." 
h(0)h(1)e~(0) [h~(1) -t- h2(0)] ~(0)  
~YY = | + h2(0)~=(1) + 2h(0)h(1)~(1) . . .  
k 
It is seen that ~(n ,  k) ~ ~y~(n -- k) and the output is not stationary 
after the local time origin. As the filtering time increases, however, that 
is, n and k --~ ~,  then ~yy(n,/c) --~ ~y(n - k) and the output becomes 
stationary. For this case the z-transform of the covariance functions, 
(i.e., "sampled power spectra") and the pulse transfer functions may be 
used to express the relation between the input and output ensembles 
obtained by Barker: 
~%(z) = H(z)e~(z)H(z-~), (9) 
where 
and 
H(z) = ~ h(k)z -~ 
¢~(z) ~ k = ~(  )z ~k 
and similarly for ~y(z). 
While the z-transform relations are not generally useful for nonsta- 
tionary processes, it is interesting to note the analogy between Eqs. 
(8) and (9). 
4. THE FILTERING AND PREDICTION PROBLEM 
The filtering and prediction problem may be represented in the form 
of a block diagram, as shown in Fig. 1. The input to the optimum sam- 
pled data filter H is an ensemble Ix}, each of whose members is the sum 
of a member of ensemble of signals {s} and a member of an ensemble of 
noises In}. Each member of the ensemble of desired outputs {y} is to be 
obtained by some linear transformation (operation) on a member of the 
ensemble of signals. The linear operation--for example, prediction-- 
need not be physically possible. Owing to the presence of noise or to the 
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fact that a physically unrealizable operation is desired (corresponding 
to the filtering and prediction cases, respectively) or possibly both, the 
output of the optimum filter differs from the desired output by an amount 
E(n) (a random variable) at sampling instants. The optimum filter H is 
to be designed so that the ensemble average of the square of the error 
(E2(n)) is a minimum at every sampling instant n after the signal is 
applied. It is assumed that the covariance matrices O~ and Oy, are 
known. 
The filtering and prediction problem is closely related to the problem 
of curve fitting by the method of least squares. The significant differ- 
ence between the two problems is that in the latter the square of the 
error is minimized at a finite number of points and any linear trans- 
formation ispermitted, whereas in the filtering problem, the error square 
is minimized at an infinite number of sampling points and the linear 
operation must be physically realizable. In other words, the transmission 
matrix of the optimum filter must be a lower semimatrix. The error at 
the nth sampling instant E(n) between the desired output y and the 
actual output of the optimum filter is 
E(n) = Y(n) - Y~(n) 
= Y(n) - ~ h(n, l~)X(k) (10) 
k=0 
Note that the termination of the summation i  Eq. (12) at n ineor- 
porates the fact that h(n, k) = 0 for k > n. Squaring Eq. (10) and tak- 
ing the ensemble average on both sides gives the following expression 
I KNOWN I 
=i LINEAR I Y" 
IOPERATIONJ 
÷ 
x I . 
OPTIMUM 
FILTER 
(TO BE DESIGNED) 
FIG. 1. Block diagram of filtering problem. 
/eL.  
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for the ensemble average of the squared error at the nth sampling in- 
stant: 
(E~(n)} = (Y2(n)} - 2 ~ h(n, k)~y~(n, k) 
~=o (11) 
+ E E 
]~0 k~O 
It is desired to minimize this mean-square error for all sampling in- 
stants after tile signal is applied, that is, n > 0. This minimization re- 
quires that 
° (E~(n)> - 0 l~ = 0,  I ,  . . . ,  n 
Oh(n, k) n = O, 1, . . .  
Carrying out this differentiation one finds that the nth row of the trans- 
mission matrix of the optimum filter must satisfy the following set of n 
simultaneous equations: 
~(n,  k) = ~ h(n, j )~x(j ,  It) k = O, 1, . . . ,  n (12) 
i=0 
In considering the problem of approximating a continuous filter for the 
steady state filtering of continuous, stationary signals Levinson (1947) 
obtained equations imilar to these. 
Substituting Eq. (12) into Eq. (11), one obtains the mean-square er- 
ror resulting from the use of H: 
(E2(n)}~ -- (Y2(n)) -- ~ h(n, k)~y~(n, k) (13) 
k~0 
Suppose now that a different filter G is used. It can readily be shown that 
(E2(n)}a = (E2(n)}n ~- ~ ~ az(n, j)aa(n, l~)~x~(j, ]c) (14) 
1~0 }=o 
where an(n, It) = g(n, k) - h(n, k). Thus the increase in error due to 
the use of a filter G different from H is given by the quadratic form 
Qz(n) = ~ ~ a,(n, j)aa(n, k )~( j ,  k) (15) 
1~0 k~O 
However, since the covariance matrix ~ is positive-definite, the quad- 
ratic form Q~(n) is non-negative for any n, and H is truly the optimum 
filter. 
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EXAMPLE 1: FILTERING OF STEP FROM UNCORRELATED NOISE 
As an illustration of the use of Eqs. (12) for the design of an optimum 
filter, consider the problem of separating a step signal from additive, 
uneorrelated noise which is statistically independent of the signal. 
The covariance coefficients for an ensemble of steps are 
I S n, k > 0 
(0 n, k < 0 
where S is the mean square amplitude of the ensemble, and the covari- 
ance coefficients for the noise are 
IN~(n, k) n, k > 0 
~(n, k) I 
(0 n, k < 0 
where N is the mean-square amplitude of the noise ensemble. Normaliz- 
ing in terms of the noise-to-signal ratio, r = N/S,  gives the following 
covariance coefficients: 
1 ~(n,  k) = ~ [~(n,  k) + ~(n ,  k)] 
I 1 + r~(n,k) n,k > 0 
[ 0 n ,k<O 
and 
1 (1 n,k >= 0 
~(n,  k) = ~ [~(n,  ~)t = ~[0 n, k < 0 
Substituting these into Eq. (12) gives the following set of equations for 
the nth row of H 
1 = (1 + r) h(n, O) -~- h(n, 1) -t- . ' .  -1- h(n, n) 
1 = h(n, 0) -t- (1 -t- r)h(n, 1) ~- . . -  + h(n, n) 
(16) 
1 -- h(n, O) -~- h(n, 1) + . . .  -~- (1 -b r) h(n, n) 
Subtracting each equation in this set from the one above it gives 
h(n, O) ~- h(n, 1) . . . . .  h(n, n) 
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and adding the entire set of equations gives 
(n + 1) = (n + 1 + r)[h(n, O) + h(n, 1) + . . .  + h(n, n)] 
Thus 
-~ (n + 1 + r)(n + 1)h(n, 0) 
h(n, O) = h(n, 1) . . . . .  h(n, n) = U(n  + ~ + r) 
and the transmission matrix of the optimum filter is 
(1 -~ r) -1 0 0 " ' "  
(2+ r) -~ (2+ r)-' 0 . . .  
H= 
(3 + r) -1 (3 + r) -1 (3 + r )  -1  " - "  
• . o 
which can be written (17) 
0 (2 + r) -1 0 1 0 
H= 
0 0 (3 -~- r )  -1  1 1 . . .1  
The first matrix on the right hand side of Eq. (17) is the transmission 
matrix of an amplifier having a time-varying gain a(n) = 1/(n + r + 1) 
and the second is recognized as the transmission matrix of a sampled 
integrator having the pulse transfer function 1/(1 - z-l). Because of the 
presence of the amplifier with a gain approaching 0 as n --~ ~ there 
is clearly no steady-state filter. 
5. ENSEMBLE SHAPING TECHNIQUE 
The special form of Eqs. (16) for the weighting coefficients of the op- 
timum filter in the previous example permitted a simple solution by 
a trick method. This circumstance, however, is fortuitous, and in general 
the equations for h(n, k) would have to be solved by one of the more 
standard numerical methods. In general this is a formidable task even for 
a large scale digital computer. Moreover, when it is recognized that such 
a set of equations must be solved to obtain only one row of I-I, the com- 
putational problem in designing the optimum filter at first appears al- 
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most hopeless. Fortunately, by the use of the "ensemble shaping" tech- 
nique described below it is possible to handle the computations on even a 
desk calculator. The technique is essentially an extension of the method 
discussed by Bode and Shannon to simplify the derivation of Wiener's 
results for the optimum steady state filter for continuous, stationary 
processes. The term "ensemble shaping" rather than "spectrum shaping" 
is employed since the concept of power spectrum is of limited use in 
nonstationary processes. 
The optimum filter is presumed to have the structure illustrated in 
Fig. 2. The first component B is a device which converts the input en- 
semble {x} into the ensemble lw} whose eovariance coefficients are given 
by 
~w(n, k) - -  ~(~,  k) = (is) 
An ensemble having these eovariance coefficients or a constant multiple 
thereof may be thought of as "sampled uncorrelated noise." 
The second component G is a component which is the optimum filter 
for the ensemble {w}. In other words, the ensemble average of the square 
of the error between the desired output Y(n) and the actual output, 
Y~ (n) of the filter is minimum. 
The argument employed by Bode and Shannon (1950) for the spectral 
shaping technique may be used to show that the filter of this structure 
is truly optimum. 
From the relation between the eovariance of the input and the output 
of a linear component given by Eq. (8) and from Eq. (18), it is seen that 
B is eharacteriT, ed by 
1 = B4~==B' (19) 
where 1 is the infinite identity matrix, B is the transmission matrix of B, 
B' is its transpose, and ~= is the covariance matrix of the filter input. 
Since ~= is a positive-definite, symmetric matrix it is always possible 
ACTUAL SAMPL.eD I I °PT'MUM 
INPUT UNCORRELATED OUTPUT 
NOISE 
FIG. 2. Structure of optimum filter. 
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to factor ~** into a product of a lower semimatrix and its transpose 
(Guillemin, 1949), i.e., 
~ = CO' 
where C is a lower semimatrix. It follows from Eq. (19) that 
B = C -1 
The problem of factoring ~ is analogous to the problem of factoriza- 
tion of the power spectrum of the input ensemble discussed by Wiener. 
If the ensemble {x} can be derived from the uncorrelated noise ensem- 
ble lw} by a known, linear operation, say K, then C = K and the fac- 
torization is accomplished. The analogous continuous ituation is dis- 
cussed in a paper by Miller and Zadeh (1956). In general, however, the 
operation by which {x} is derived from {w} is not known, and the fae- 
torization must be accomplished numerically. If the elements of the re- 
quired matrix C are denoted by cj~, they may be obtained by recursive 
solution of the equations 
Specifically 
Coo = v/~-(0, 0) 
ClO - -  
C20  - -  
] 
~(j,  k) = 2c~c~,  
r~0 
~,(1, o) 
cll -- ~v/~(1, 1) -- ci02 
C00 
~(2, 0) , , (2 ,  1) - -  C10620 
C21 -~- 
CO0 Cll 
c22 = %/p(2, 2) -- c2o 2 - -  C212 
This computation is within the scope of present digital computers 
and may even be performed by means of a desk calculator. Since C is a 
lower semimatrix it may be inverted to obtain B by a procedure which 
is tantamount to matrix multiplication. 
The weighting coefficients of the second component of the optimum 
filter are obtained by the use of Eq. (12), namely, 
~,~o,(n, k) = ~ g(n, j)~w~(j, k) 
308 BERNARD FRIEDLAND 
Since ~w.(j, k) = ~(j, k) and g(n, k) = 0, n < k, it is seen that 
g(n, k) = ~=(n, ~) n = 
[0 n<~ 
Thus the transmission matrix of G is the portion of (1)y~ lying on and 
below the principal diagonal, and which may be termed the "physically 
realizable part" of (Py~. Symbolically 
G = [+~w]~ 
To obtain O~w observe that the input-output relation between the 
ensemble /w} and the ensemble {x} is 
k 
W(k) = ~, b(k, j )X( j )  
i~O 
Multiplying both sides of the above equation by Y(n) and taking the 
ensemble average ~ves 
k 
¢~(n, k) = (Y(n)W(k)> = ~ b(k, j)~,~.(n, j)
i=o 
or, in the matrix form, 
Hence 
o~w = (I)~ B' 
G = [~= B']R 
Summarizing the above results gives the following concise formulation 
of the optimum filter: 
H = [Oy~ B'] ,B (20) 
where 
+== = B-~ (B-~), 
It is interesting to compare this result with the equation for the opti- 
mum steady-state filter for stationary sampled data H~. It has been 
shown by Barker that the pulse transfer function H~ is given by 
Hg~) = [+~=(z) Bdz-~)lR Bdz) (21) 
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where ~(z )  is the sampled power spectrum of the input and ~(z )  is 
the sampled input-output cross power spectrum. 1/B~(z) is obtained by 
factoring ~(z )  
1 1 
¢~x(z )  = - -  B~(z) B~(z-1) 
and selecting that factor having its poles within the unit circle. The sym- 
bol [ ]~ indicates the selection of that portion of the term within the 
brackets whose poles lie within the unit circle. B~(z) may be interpreted 
as the pulse transfer function of the component which converts the in- 
put Ix/ to uncorrelated noise in the steady state, and the term [ ]R 
may be interpreted as the optimum steady-state filter for uncorrelated 
noise. The analogy between Eqs. (21) and (20) is evident. 
It is important o note, however, that the filter given by Eq. (20) is 
optimum only in the steady-state. The mean square rror in the transient 
period is larger than could be obtained by using the optimum time-vary- 
ing filter designed by Eq. (20). Intuitively this increased error may be 
explained by the fact that the optimum steady state filter is designed to 
utilize an infinite number of back samples of the input. In the transient 
period this filter incorrectly interprets the absence of signals prior to the 
local time origin as a signal of zero amplitude present for an infinitely 
long time. The optimum time-varying filter, on the other hand, makes 
no such interpretation. Pursuing the intuitive reasoning further, it is 
clear that if the input ensemble ishighly correlated, i.e., if a great deal of 
information is present in back samples, the incorrect interpretation re- 
sults in a large error; whereas if the input ensemble is not highly corre- 
lated, the incorrect interpretation does not result in a greatly increased 
filtering error. An idea of the magnitude of the error may be had by con- 
sidering the following illustrative xample. 
EXAMPLE 2: ~ILTERING ~STATIONARY ~' SIGNAL FROM UNCORRELATED 
Nols]~ 
In this example the filtering of a signal fronl noise, both of which are 
stationary after the local time origin and are independent, is considered. 
The signal ensemble {s} has the covariance coefficients given by 
Ie -~1"-~1 ~, k > 0 
,~,(n, k) = = (22) 
[0 n,k < 0 
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and the noise ensemble is assumed uncorrelated and has the eovariance 
coefficients 
I r~(n ,k )  n,  k >- 0 
~n,(n, k) / 
[0 n, k < 0 
where r is the noise-to-signal ratio. Since the signal and noise are inde- 
pendent, the covariance coefficients of the ensemble of inputs Ix} to the 
filter is the sum of the corresponding coefficients of the signal and the 
noise, i.e., 
~x(n, k) = = (23) 
n, l~  < O 
The desired output ensemble /Y} is to be the uncorrupted signal. I t  
follows that 
~(n,  k) = ~(n ,  k) 
To serve as a comparison with the optimum time-varying filter, the 
optimum steady-state filter is calculated. 
The sampled power spectra of the input and output, respectively, are 
1 + r -- a2(1 - -  r) - -a rz  -1 --  arz  
• ~(z )  = 
(1  - -  az -1 ) (1  - -  az) 
1 - -  a 2 
• ~(z)  = 
(1  - -  az -1 ) (1  - -  az) 
where a = e -~. USing Eq, (21) the transfer function of the optimum 
steady-state filter is 
1 - a 2 1 
H~(z)  ~- K 1 - ad 1 - dz -~ (24) 
where 
d= 
1 -~ r -- (1 , r )a  ~ --  %/(1 -- a~)[(1 -~-r) 2 -- a~(1 -- r)2] ' 
2at  
d 
K -  
ar  
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n- 
OW 
a:,,, 1.0 ~3 
,,,,'7 0.5 
IX: 
! ..~ o.I 
U/I.~ 
~ ~_ 0 .05  
_.1 
~__z 0.02  
~,~ o.ol 
o 
a:O.Ol-~, x 
i . ,  / 
~, = 0 .05  
~' -  a :0.10 
~-  OPTIMUM 
} 
FILTER-- 
04 
X~ 0.01 0.02 0.05 0.1 0.2 0.5 I.O 2.0 5.0 I0.0 
r =NOISE-TO-SIGNAL RATIO 
FzG. 3. Comparison of initial mean-sqtmre error of optimum filter with steady 
state filter. 
I f  this filter is employed uring the transient period the initial sampling 
mean-square error is higher than could be obtained by the use of the true 
optimum filter. From Eq. (15) the increase is 
= 2 0 Q~(o) a.~( b=(0) 
= [h~(0) - h(0, 0)]'~(1 + r) 
[ 1 -a2  112(i 
= K l -ad  l+r  +r) 
The increase in error depends in a rather complicated manner on the 
correlation parameter a and the noise-to-signal ratio r. In Fig. 3 the ini- 
tial mean-square error using H,  is shown as a function of r for several 
values of a. I t  is seen that the largest increase in mean-square rror 
occurs for small noise-to-signal ratios and small a, as anticipated by the 
discussion preceding this example. 
To illustrate the rate at which the optimum filter approaches the 
steady-state filter the numerical computation by the ensemble shaping 
method described above has been carried out for a = 0.1 and r = 1.0. 
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The transmission matrix of the optimum filter is 
"0.5000 
0.2843 
0.1704 
I-I = 0.1082 
0.0683 
0.0432 
0 0 0 0 
0.3716 0 0 0 
0.2320 0.3265 0 0 
0.1418 0.2045 0.3080 0 
0.0893 0.1341 0.1954 0.3026 
0.0560 0.0814 0.1236 0.1.91.6 
._ 
0 
0 
0 
0 
0.3003 
From Eq. (24) the pulse transfer function of the steady-state filter is 
0.2986 
H~(z) = 1 - 0.6346z -1 
= 0.2986 -4- 0.1895z -1 + 0.1203z -2 A- 0.0763z -3 
0.0484z -~ A- 0.0307z -5 + ".. 
I t  is seen that the nth row of the transmission matrix tends toward the 
steady State coefficients of H~. 
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