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FLUCTUATION LIMITS OF A LOCALLY REGULATED POPULATION
AND GENERALIZED LANGEVIN EQUATIONS
MLADEN SAVOV AND SHI-DONG WANG
Abstract. We consider a locally regulated spatial population model introduced by Bolker and
Pacala. Based on the deterministic approximation studied by Fournier and Me´le´ard, we prove
that the fluctuation theorem holds under some mild moment conditions. The limiting process is
shown to be an infinite-dimensional Gaussian process solving a generalized Langevin equation.
In particular, we further consider its properties in one-dimension case, which is characterized
as a time-inhomogeneous Ornstein-Uhlenbeck process.
1. Introduction
It is well known that branching processes have been widely used to model the evolution in
biological populations. If, in addition, the individuals are assumed to follow some independent
motions (like Brownian motion or random walks), the system can be approximated by the so-
called Dawson-Watanabe superprocess (refer to [6, 8, 17]). The most common feature of these
processes is that branching and spatial motion are independent.
Since individuals can reproduce, mutate and die in varying rates according to their different
spatial characteristics (phenotypes), one reasonable improvement we can make is to add spatial
components to both branching and dispersal parameters. Nevertheless, the spatial-dependent
components destroy the independence between branching and dispersal while bringing us abun-
dant information from the phenotypic point of view, and even though, the model is still deficient:
such as in the finite-dimensional branching process model, the populations either die out or es-
cape to infinity, depending on the mean matrix of the offspring distribution. The model thus
can not predict a non-trivial equilibrium which actually happens quite often in the biological
world. Bolker and Pacala [2] propose a self-regulated model which attains the above two im-
proved features. By employing the idea of the ordinary logistic growth equation, they introduce
a competition term in the density-dependent populations, which can help the system to attain
equilibria under specific conditions. However, the loss of branching property can also cause
some new technical difficulties when we study some properties such as weak convergence from
branching particle systems to a continuum limit.
Law and Dieckmann [16] study this model in parallel with Bolker and Pacala [2]. We simply
call it BPDL model. In recent years, this model has been extensively studied in papers such as
Etheridge [9], Fournier and Me´le´ard [11], Champagnat [4], Lambert [15], Dawson and Greven
[7]. Etheridge [9] studies two diffusion limits, one is a stepping stone version of the BPDL
model (interacting diffusions indexed by Zd) and another is a superprocess version of it. In that
paper, sufficient conditions are given for survival and local extinction. Fournier and Me´le´ard
[11] formulate a pathwise construction of the BPDL process in terms of Poisson point processes.
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Under the finiteness of third moment condition, they rigorously obtain a deterministic approxi-
mation (law of large numbers) of the BPDL processes. Our work is based on the formalization
of Fournier and Me´le´ard [11]. In the papers Champagnat [4], Champagnat and Me´le´ard [5],
Dawson and Greven [7], they investigate long term behaviour of respective populations by the
method of multiple time scales analysis.
In this paper we aim to present and prove the fluctuation theorem in a general framework
set by Fournier and Me´le´ard [11], which could be applied in the derivative models studied by
the referred authors. As for a sequence of density-dependent population processes with only
finite-many types, Kurtz [14] proves its central limit theorem, which is characterized by some
finite-dimensional diffusion process. As for infinite-dimensional population models, Gorostiza
and Li [12] prove the high-density fluctuations of a branching particle system with immigration,
where they use the classical Laplace transform method owing to the branching property. In our
case, this approach doesn’t work anymore due to the loss of branching property.
The remainder of the paper is structured as follows. In Section 2, we briefly describe the model
and give some preliminary results. More precisely, we recall the law of large numbers of the BPDL
processes proved by Fournier and Me´le´ard [11]. In Section 3, we build the fluctuation theorem
and prove the tightness and finite-dimensional convergence based on some moment estimates in
subsequent sections. In Section 4, in order to better understand the limiting process, we show
it to be the solution of an infinite-dimensional inhomogeneous Langevin equation, which can be
viewed as evolving in a deterministic medium. In Section 5, we consider a degenerate case, the
one dimensional version of the fluctuation limit. A precise characterization of the fluctuation
diffusion is given as a time-inhomogeneous Ornstein-Uhlenbeck process. We study its stationary
distribution as well.
2. Model
2.1. Notation and description of the process. Following [2], we assume that the population
at time t is composed of a finite number I(t) of individuals characterized by their phenotypic
traits x1(t), · · · , xI(t)(t) taking values in a compact subset X of Rd.
We denote byMF (X ) the set of finite measures on X (including negative-valued measures). Let
Ma(X ) ⊂MF (X ) be the set of counting measures on X :
Ma(X ) =
{
n∑
i=1
δxi : x1, · · · , xn ∈ X , n ∈ N
}
.
Then, the population process can be represented as:
νt =
I(t)∑
i=1
δXi(t).
Let B(X ) denote the totality of functions on X that are bounded measurable. Let C∞(X ) denote
the space of infinitely differentiable functions on Rd with support contained in X . Let S(Rd)
denote the Schwartz space of (infinitely differentiable, rapidly decreasing) testing functions on Rd
whose topological dual space is S ′(Rd), and 〈·, ·〉 the canonical bilinear form on S ′(Rd)×S(Rd).
When µ ∈ S ′(Rd) is a (signed) measure, then 〈µ, φ〉 = ∫ φdµ, φ ∈ S(Rd). With a slight abuse of
notation we denote by S ′(X ) ⊂ S ′(Rd) the subset of tempered distributions ψ ∈ S ′(Rd) which
satisfy 〈φ,ψ〉 = 0, for any φ ∈ S(X c), i.e. Supp φ ∩ X = ∅. Note that MF (X ) ⊂ S ′ (X ) which
follows immediately from the definition of S (X ).
Let’s specify the population processes (νnt )t>0 by introducing a sequence of biological parameters,
for n∈ N:
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• bn(x) is the rate of birth from an individual with trait x.
• dn(x) is the rate of death of an individual with trait x because of “aging”.
• αn(x, y) is the competition kernel felt by some individual with trait x from another
individual with trait y.
• Dn(x, dz) is the children’s dispersion law from the mother with trait x. Assume that
Dn(x, dz) = mn(x, z)dz. (2.1)
Here, mn(x, z) is the probability density for mutation variation, which satisfies∫
z∈Rd,x+z∈X
mn(x, z)dz = 1.
Fournier andMe´le´ard [11] have formulated a pathwise construction of the BPDL process {(νnt )t≥0;n ∈
N} in terms of Poisson random measures and justified its infinitesimal generator defined for any
Φ ∈ B(Ma(X )):
Ln0Φ(ν) =
∫
X
ν(dx)
∫
Rd
(
Φ(ν + δx+z)− Φ(ν)
)
bn(x)Dn(x, dz)
+
∫
X
ν(dx)
(
Φ(ν − δx)− Φ(µ)
)(
dn(x) +
∫
X
αn(x, y)ν(dy)
)
.
(2.2)
The first term is used to model birth events, while the second term which is nonlinear is inter-
preted as natural death and competing death.
Instead of studying the original BPDL processes defined by (2.2), our goal is to study the rescaled
processes
Xnt :=
νnt
n
, t ≥ 0 (2.3)
since it provides us a macroscopic approximation when we take the large population limits
(we will see later, the initial population is proportional to n in some sense). The infinitesimal
generator of the rescaled BPDL process has the form, for any Φ ∈ B(MF (X )):
LnΦ(µ) =
∫
X
nµ(dx)
∫
Rd
(
Φ(µ+
δx+z
n
)− Φ(µ)
)
bn(x)Dn(x, dz)
+
∫
X
nµ(dx)
(
Φ(µ− δx
n
)− Φ(µ)
)(
dn(x) +
∫
X
αn(x, y)nµ(dy)
)
.
(2.4)
2.2. Preliminary results. Let’s denote by (A) the following assumptions:
(A1) There exist b(x), d(x), fi(x), gi(x) ∈ C∞(X ) (1 ≤ i ≤ md) and m(x, z) ∈ C∞(X × (X −
X )) such that, for x, y ∈ X , z ∈ X − X , n ∈ N,
0 < bn(x) ≡ b(x), 0 < dn(x) ≡ d(x), mn(x, z) ≡ m(x, z),
0 < αn(x, y) =
α(x, y)
n
, α(x, y) =
md∑
i=1
fi(x)gi(y).
(A2) b(x)− d(x) > 0.
The first assumption implies that there exist constants b¯, d¯, α¯ such that b(x) ≤ b¯, d(x) ≤
d¯, α(x, y) ≤ α¯. The assumption on α(x, y) being the sum above is purely technical for the
proof of Lemma 3.8 and the choice of md irrelevant as it can be any positive integer. It seems
that the technical restriction on α is very hard to remove at the level of CLT when there is an
interaction. However, one easily sees that any smooth function α can be approximated in the
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supremum norm by expressions of α as in (A1). This then is perfectly suitable for any practical
or numerical purpose.
By neglecting the high order moment, Bolker and Pacala [2] use the “moment closure” proce-
dure to approximate the stochastic population processes. As we can see from the generator form
(2.4), it should be enough to “close” the second order moment due to the quadratic nonlinear
term. Actually the result proved by Fournier and Me´le´ard still holds under a second moment
condition sup
n≥1
E〈Xn0 , 1〉2 <∞. We only recall their result here without mentioning the detailed
proof repeatedly.
Theorem 2.1 (Convergence to a nonlinear integro-differential equation). Under the assumption
(A1) consider the sequence of processes (Xnt )t≥0 defined in (2.3). Suppose that (X
n
0 ) converges in
law to some deterministic finite measure X0 ∈ MF (X ) as n→∞ and satisfies sup
n≥1
E〈Xn0 , 1〉2 <
∞.
Then the sequence of processes (Xnt )t≥0 converges in law as n → ∞, on D([0,∞),MF (X )),
to a deterministic measure-valued process (Xt)t≥0 ∈ C([0,∞),MF (X )), where (Xt)t≥0 is the
unique solution satisfying
〈Xt, φ〉 =〈X0, φ〉+
∫ t
0
ds
∫
X
Xs(dx)b(x)
∫
Rd
φ(x+ z)D(x, dz)
−
∫ t
0
ds
∫
X
Xs(dx)φ(x)
(
d(x) +
∫
X
α(x, y)Xs(dy)
)
.
(2.5)
for any φ ∈ B(X ) and
sup
t∈[0,T ]
〈Xt, 1〉 <∞. (2.6)
Finally, it comes to a natural question: how does (Xnt )t≥0 fluctuate around the macroscopic
limit (Xt)t≥0 given above? A natural candidate to be investigated could be the centralized
sequence of processes:
Y nt :=
νnt − nXt√
n
=
√
n(Xnt −Xt). (2.7)
In the following proposition, we will give some martingale properties of the processes (Y nt )t≥0,
which will play a key role in the proof of the main theorem.
Proposition 2.2. Admit the same assumptions as in Theorem 2.1. For fixed n ∈ N and
φ ∈ B(X ), the process
Mnt (φ) :=〈Y nt , φ〉 − 〈Y n0 , φ〉 −
∫ t
0
ds
∫
X
Y ns (dx)b(x)
∫
Rd
φ(x+ z)D(x, dz)
+
∫ t
0
ds
∫
X
φ(x)d(x)Y ns (dx)
+
√
n
∫ t
0
ds
∫
X
Xns (dx)φ(x)
∫
X
α(x, y)Xns (dy)
−√n
∫ t
0
ds
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Xs(dy)
(2.8)
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is a ca`dla`g square integrable martingale with quadratic variation
〈Mn· (φ)〉t =
∫ t
0
ds
∫
X
Xns (dx)b(x)
∫
Rd
φ2(x+ z)D(x, dz)
+
∫ t
0
ds
∫
X
Xns (dx)φ
2(x)
(
d(x) +
∫
X
α(x, y)Xns (dy)
)
.
(2.9)
Proof. Recall the generator (2.4), for bounded measurable functional Φ on MF (X ), the process
Φ(Xnt )− Φ(Xn0 )−
∫ t
0
LnΦ(Xns )ds
is a ca`dla`g square integrable martingale. If we take Φ(µ) = 〈µ, φ〉, ∀φ ∈ B(X ), one obtains that
Nnt (φ) :=〈Xnt , φ〉 − 〈Xn0 , φ〉 −
∫ t
0
ds
∫
X
Xns (dx)b(x)
∫
Rd
φ(x+ z)D(x, dz)
+
∫ t
0
ds
∫
X
Xns (dx)φ(x)
(
d(x) +
∫
X
α(x, y)Xns (dy)
) (2.10)
is a ca`dla`g martingale. By applying Itoˆ’s formula to 〈Xnt , φ〉2, we have
〈Xnt , φ〉2 − 〈Xn0 , φ〉2 − 2
∫ t
0
ds〈Xns , φ〉
∫
X
Xns (dx)
{
b(x)
∫
Rd
φ(x+ z)D(x, dz)
− φ(x)
(
d(x) +
∫
X
α(x, y)Xns (dy)
)}
− 〈Nn· (φ)〉t
is a martingale. On the other hand, if we take Φ(µ) = 〈µ, φ〉2, it follows that
〈Xnt , φ〉2 − 〈Xn0 , φ〉2 −
∫ t
0
LnΦ(Xns )ds
=〈Xnt , φ〉2 − 〈Xn0 , φ〉2 − 2
∫ t
0
ds〈Xns , φ〉
∫
X
Xns (dx)
{
b(x)
∫
Rd
φ(x+ z)D(x, dz)
− φ(x)
(
d(x) +
∫
X
α(x, y)Xns (dy)
)}
− 1
n
∫ t
0
ds
∫
X
Xns (dx)b(x)
∫
Rd
φ2(x+ z)D(x, dz)
− 1
n
∫ t
0
ds
∫
X
Xns (dx)φ
2(x)
(
d(x) +
∫
X
α(x, y)Xns (dy)
)
(2.11)
is a martingale. By comparing the two decompositions of the semimartingale 〈Xnt , φ〉2 above,
one obtains that
〈Nn· (φ)〉t =
1
n
∫ t
0
ds
∫
X
Xns (dx)b(x)
∫
Rd
φ2(x+ z)D(x, dz)
+
1
n
∫ t
0
ds
∫
X
Xns (dx)φ
2(x)
(
d(x) +
∫
X
α(x, y)Xns (dy)
)
.
(2.12)
Owing to (2.10) and (2.5), do the operation
(〈Xnt , φ〉 − 〈Xt, φ〉) and let Mnt (φ) := √nNnt (φ), to
conclude the proof by the definition of (Y nt ) in (2.7). 
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3. Fluctuation theorem
In this section, our aim is to study the asymptotic behavior of (Y nt )t≥0 as n → ∞. The
following theorem, the main result of the paper, shows that (Y nt )t≥0 indeed converges to the
unique solution of a martingale problem.
In the following sections, we will use the notation given in Section 2 without declaration. We
always assume that assumption (A1) holds.
Theorem 3.1. Admit assumption (A1) and suppose that there exists a deterministic finite
nonnegative measure X0 ∈ MF (X ) such that Y n0 =
√
n(Xn0 −X0) satisfies for some δ > 0
sup
n≥1
(
sup
φ∈B(X );‖φ‖
∞
≤1
E |〈Y n0 , φ〉|4+δ
)
<∞. (3.1)
Suppose that (Y n0 ) converges in law to a finite (maybe random) measure γ as n → ∞. Then,
the process (Y nt )t≥0 converges in law as n → ∞ on D([0,∞),S ′(X )) to a process (Yt)t≥0 ∈
C([0,+∞),S ′(X )) where (Yt)t≥0 is the unique solution satisfying
〈Yt, φ〉 = 〈γ, φ〉+
∫ t
0
ds
〈
Ys, b(·)
∫
Rd
φ(·+ z)D(·, dz)
〉
−
∫ t
0
ds
〈
Ys, d(·)φ(·)
〉
−
∫ t
0
ds
〈
Ys,
∫
X
α(x, ·)φ(x)Xs(dx)
〉
−
∫ t
0
ds
〈
Ys, φ(·)
∫
X
α(·, y)Xs(dy)
〉
+Mt(φ)
(3.2)
for any φ ∈ S(Rd). Here, (Xt)t≥0 is the solution defined by the deterministic nonlinear equation
(2.5), while Mt(φ) is a continuous martingale with quadratic variation
〈M·(φ)〉t =
∫ t
o
ds
∫
X
Xs(dx)b(x)
∫
Rd
φ2(x+ z)D(x, dz)
+
∫ t
0
ds
∫
X
Xs(dx)φ
2(x)
(
d(x) +
∫
X
α(x, y)Xs(dy)
)
.
(3.3)
Remark 3.2. The argument above makes essentially use of the initial moment (3.1) and the
initial convergence condition. This condition fulfils the assumptions needed in Theorem 2.1.
Therefore, the law of large number limit (Xt)t≥0 is well defined (see Lemma 3.4).
Remark 3.3. To avoid confusion, let us point out that we first prove that Y is an S ′(Rd)-valued
process, and MF (X ) ⊂ S ′(Rd). Subsequently, we show that Y is an S ′(X )-valued process.
Therefore, there is no special argument related to the structural properties of S ′(X ). Note that
Me´le´ard [18] studies the convergence of fluctuations associated with Boltzmann equations in a
weighted Sobolev space with a “Sobolev embedding” technique.
Proving the theorem is the content of the following sections.
3.1. Moment estimates and tightness. The tightness criterion is established for semimartin-
gales based on the moment estimates (see [8]). Our first two lemmas give the uniform second
order moment estimates for a sequence of processes over finite time intervals.
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Lemma 3.4. Suppose that a sequence of random variables (Y n0 ) in MF (X ) satisfies the same
condition as in Theorem 3.1. Then, Xn0
in law−→ X0, as n→∞, and
sup
n≥1
(
sup
φ∈B(X );‖φ‖
∞
≤1
E〈Y n0 , φ〉2
)
<∞ (3.4)
and
sup
n≥1
E〈Xn0 , 1〉2 <∞. (3.5)
Hence, Theorem 2.1 holds.
In particular, for any T <∞, there exists a constant C(1)T > 0 such that
sup
n≥1
E[ sup
0≤t≤T
〈Xnt , 1〉2] ≤ C(1)T . (3.6)
Proof. In fact, the convergence from (Xn0 ) to X0 in law can be implied by the convergence from
(Y n0 ) to γ. By Ho¨lder inequality, we easily get that
sup
n≥1
(
sup
φ∈B(X );‖φ‖
∞
≤1
E〈Y n0 , φ〉2
)
≤ sup
n≥1
(
sup
φ∈B(X );‖φ‖
∞
≤1
E |〈Y n0 , φ〉|4+δ
) 2
4+δ
<∞. (3.7)
On the other hand, because of the definition of (Y n0 ) as in (2.7), we obtain that
sup
n≥1
E〈Xn0 , 1〉2 ≤ 2〈X0, 1〉2 + 2 sup
n≥1
1
n
E〈Y n0 , 1〉2 <∞.
Now the proof of the moment estimate (3.6) follows immediately from [11, Theorem 3.1] by
applying the Gronwall’s lemma. 
Lemma 3.5. Suppose that a sequence of random variables Y n0 ∈ MF (X ) satisfies (3.1). Then,
for any T <∞, there exists a constant C(2)T > 0 such that
sup
n≥1
(
sup
φ∈B(X );‖φ‖
∞
≤1
E[ sup
0≤t≤T
〈Y nt , φ〉2]
)
≤ C(2)T . (3.8)
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Proof. From Proposition 2.2, by Ho¨lder inequality, one obtains that
〈Y nt , φ〉2 ≤ 2
{
〈Y n0 , φ〉2 + t
∫ t
0
(∫
X
Y ns (dx)b(x)
∫
Rd
φ(x+ z)D(x, dz)
)2
ds
+ t
∫ t
0
(∫
X
Y ns (dx)d(x)φ(x)
)2
ds
+ nt
∫ t
0
( ∫
X
Xns (dx)φ(x)
∫
X
α(x, y)Xns (dy)
−
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Xs(dy)
)2
ds
+
[
Mnt (φ)
]2}
≤ 2
{
〈Y n0 , φ〉2 + t
∫ t
0
(∫
X
Y ns (dx)b(x)
∫
Rd
φ(x+ z)D(x, dz)
)2
ds
+ t
∫ t
0
(∫
X
Y ns (dx)d(x)φ(x)
)2
ds
+ 2t
∫ t
0
( ∫
X
Y ns (dx)φ(x)
∫
X
α(x, y)Xns (dy)
)2
ds
+ 2t
∫ t
0
(∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Y ns (dy)
)2
ds
+
[
Mnt (φ)
]2}
.
(3.9)
Since E[ sup
0≤t≤T
〈Y nt , φ〉2] is a finite quantity thanks to X and the definition of Y n, for any fixed
T <∞, first take the supremum over time interval [0, T ], then take expectations on both sides.
It follows that, for any φ ∈ B(X ) satisfying ‖φ‖∞ ≤ 1,
E[ sup
0≤t≤T
〈Y nt , φ〉2] ≤ 2E〈Y n0 , φ〉2 + 2T b¯2
∫ T
0
E
(∫
X
Y ns (dx)
b(x)
b¯
∫
X
φ(x+ z)D(x, dz)
)2
ds
+ 2T d¯2
∫ T
0
E
( ∫
X
Y ns (dx)
d(x)
d¯
φ(x)
)2
ds
+ 4T α¯2
∫ T
0
E
(∫
X
Y ns (dx)φ(x)
∫
X
α(x, y)
α¯
Xns (dy)
)2
ds
+ 4T α¯2
∫ T
0
E
(∫
X
Xs(dx)φ(x)
∫
X
α(x, y)
α¯
Y ns (dy)
)2
ds
+ 2E
{
sup
0≤t≤T
[Mnt (φ)]
2
}
def
= 2E〈Y n0 , φ〉2 + I+ II+ III+ IV+V.
(3.10)
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To the end, we give estimate of every term in the equation above separately.
As for term V, by Doob’s maximal inequality and (2.9), we have that
V ≤ 2× 4E
[
MnT (φ)
2
]
≤ 8E[〈Mn· (1)〉T ]
≤ 8(b¯+ d¯)E
{∫ T
0
sup
0≤u≤s
〈Xnu , 1〉ds
}
+ 8α¯E
∫ T
0
sup
0≤u≤s
〈Xnu , 1〉2ds
≤ 8(b¯+ d¯+ α¯)T · (C(0)T + C(1)T ),
(3.11)
where the last inequality is due to (3.6).
Since ‖ b(x)
b¯
∫
Rd
φ(x+ z)D(x, dz)‖∞ ≤ 1, ‖d(x)d¯ φ(x)‖∞ ≤ 1, one obtains that
I+ II ≤ 2T 2(b¯2 + d¯2) ∫ T
0
sup
φ∈B(X );‖φ‖∞≤1
E[ sup
0≤u≤s
〈Y nu , φ〉2]ds. (3.12)
Similarly, IV can be bounded by 4T 2α¯2C
∫ T
0 sup
φ∈B(X );‖φ‖∞≤1
E[ sup
0≤u≤s
〈Y nu , φ〉2]ds with some con-
stant C since φ˜(y) =
∫
X
Xu(dx)
α(x,y)
α¯ φ(x) is supremum norm bounded by a constant due to the
boundedness condition (2.6).
Term III is the source of all troubles. We estimate it via Lemma 3.8 to get
III ≤ 4T α¯2md
∫ T
0
sup
φ∈B(X );‖φ‖∞≤1
E
[〈φ, Y ns 〉2〈1,Xns 〉2] ds.
For any A > 0 we have that
III ≤4TA2α¯2md
∫ T
0
sup
φ∈B(X );‖φ‖∞≤1
E
[
sup
0≤u≤s
〈φ, Y nu 〉2
]
ds
+ 4T α¯2md
∫ T
0
sup
φ∈B(X );‖φ‖∞≤1
E
[〈φ, Y ns 〉2〈1,Xns 〉2; 〈1,Xns 〉 > A] ds
From Lemma 3.7 we get that with some D > 0
sup
n≥1
4TA2α¯2md
∫ T
0
E
[〈φ, Y ns 〉2〈1,Xns 〉2; 〈1,Xns 〉 > A] ds < D <∞.
Therefore
III ≤4TA2α¯2md
∫ T
0
sup
||φ||∞≤1
E
[
sup
0≤u≤s
〈φ, Y nu 〉2
]
ds+D
Let Gn(T ) := sup
φ∈B(X );‖φ‖∞≤1
E[ sup
0≤t≤T
〈Y nt , φ〉2], by combining the estimates above and (3.10),
one obtains that
Gn(T ) ≤2 sup
n≥1
sup
φ∈B(X );‖φ‖∞≤1
E〈Y n0 , φ〉2 + 8(b¯+ d¯+ α¯)T · (C(0)T + C(1)T )
+
(
2T 2(b¯2 + d¯2) + 4T 2α¯2C
)∫ T
0
Gn(s)ds
(3.13)
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By Gronwall’s lemma, we have that
Gn(T ) ≤
(
2 sup
n≥1
sup
φ∈B(X );‖φ‖∞≤1
E〈Y n0 , φ〉2 + 8(b¯+ d¯+ α¯)T · (C(0)T +C(1)T )
)
· exp
{(
2T 2(b¯2 + d¯2) + 4T 2α¯2C
)
T
}
def
= C
(2)
T .
(3.14)
Since C
(2)
T is a n-independent constant, the lemma follows by taking supremum over n ∈ N on
both sides of the last inequality. 
Here we present some axillary results needed for the proofs above.
Lemma 3.6. With Xns defined as above we have that for any A > 0, n ∈ N+, s > 0 and j < [A]
P (〈Xns , 1〉 > A) ≤
nj∑
m=0
e
(
n− m
[A]
)(
s−ln
(
1+[A]
1−1/[A]
1+1/n
))
P
(
〈Xn0 , 1〉 =
m
n
)
+ P (〈Xn0 , 1〉 > j) (3.15)
Next if A = A(s) and n are so big that [A]1−1/[A]1+1/n >
A
2 , s− ln (1 + [A]/2) < 0 and take j = [βA],
for any β ∈ (0, 1), then
P (〈Xns , 1〉 > A) ≤ en(1−β)(s−ln(1+[A]/2)) + P (〈Xn0 , 1〉 > [βA]) (3.16)
Finally, put A = 2es+t − 2, t > 0, to get
P (〈Xns , 1〉 > A) ≤ e−n(1−β)t + P (〈Xn0 , 1〉 > [βA]) , (3.17)
where clearly t ∼ lnA, as A→∞.
Proof. For each n ∈ N+ we use the obvious pathwise upper bound for the mass of the measure
Xns by the total mass of the rescaled pure birth process of birth rate b¯ and initial random measure
ν˜n0 = ν
n
0 , say X˜
n
s = ν˜
n
s /n. Then clearly, for any m > 0
P
(
〈Xns , 1〉 > A
∣∣∣〈Xn0 , 1〉 = mn ) ≤ P(〈X˜ns , 1〉 > A∣∣∣〈Xn0 , 1〉 = mn )
= P
(
〈ν˜ns , 1〉 > [A]n
∣∣∣〈ν˜0n, 1〉 = m) ,
where [A] stands for the smallest integer less than A. Note that, for any m ∈ N+
Om,n(s) =
{
〈ν˜ns , 1〉 > [A]n
∣∣∣ν˜n0 = m} =

min(0,[A]n−m)∑
i=0
Ti(m) ≤ s
 ,
where Ti(m) ∼ Exp(m + i), i ≥ 1, are independent random variables. Assume that k =
min(0, [A]n −m) > 0. Then for any λ > 0 using Markov’s inequality we get
P (Om,n(s)) ≤ eλse−λ
∑k
i=0 Ti(m) = eλs
k∏
i=0
m+ i
m+ i+ λ
= eλse
∑k
i=0 ln (1−
λ
m+i+λ).
Using ln(1− x) ≤ −x for 0 ≤ x ≤ 1 we get
P (Om,n(s)) ≤ eλse−λ
∑k
i=0
1
m+i+λ ≤ eλse−λ
∫m+1+k+λ
m+1+λ
1
x
dx = eλ(s−ln(
m+k+1+λ
m+1+λ )).
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Upon choosing λ = Ck = C([A]n−m) for some C > 0 we get
P (Om,n(s)) ≤ eC([A]n−m)
(
s−ln
(
(1+C)[A]n+1−m
C[A]n+1
))
= e
C([A]n−m)
(
s−ln
(
1+
1−Cm/[A]n
C+1/[A]n
))
.
Finally choose C = 1/[A] to get
P (Om,n(s)) ≤ e
(
n− m
[A]
)(
s−ln
(
1+[A]
1−m/[A]2n
1+1/n
))
.
Note that since by definition [A]n−m ≥ 0 we see that 1−m/[A]2n ≥ 1− 1/[A] and hence
P (Om,n(s)) ≤ e
(
n− m
[A]
)(
s−ln
(
1+[A]
1−1/[A]
1+1/n
))
Since upon conditioning on the total mass of the initial condition 〈Xn0 , 1〉 the probability of the
set {〈Xns , 1〉 > A} can be computed via the total probability formula. Therefore (3.15) follows
and next (3.16) and (3.17) are deduced by mere substitution of the choice of A, j in (3.15). 
The next lemma allows us to handle suitable quantities.
Lemma 3.7. We have that for any fixed T > 0 there is A > 0 such that
sup
n≥1
sup
0≤s≤T
sup
φ∈B(X );||φ||∞≤1
E
[〈Y ns , φ〉2〈Xns , 1〉2; 〈Xns , 1〉 > A] <∞
Proof. Clearly by the definition of Y ns =
√
n (Xns −Xs) and the fact that 〈Xs, 1〉 is a bounded
deterministic process on any finite interval we get using Ho¨lder’s inequality and (a + b)2 ≤
2a2 + 2b2 that
E
[〈Y ns , φ〉2〈Xns , 1〉2; |〈Xns , 1〉| > A]
≤2n (1 + 〈Xs, 1〉2)E [〈Xns , 1〉4; |〈Xns , 1〉| > A]
By a standard formula for positive random variables we have that
E
[
X4;X > A
] ≤ 4∫ ∞
A
P (X > y) y3dy + 4P (X > A)A3
and thus
E
[〈Y ns , φ〉2〈Xns , 1〉2; |〈Xns , 1〉| > A]
≤ 8n (1 + 〈Xs, 1〉2)(∫ ∞
A
P (〈Xns , 1〉 > y) y3dy +A3P (〈Xns , 1〉 > A)
)
Now for s ≥ 0 fixed and n we use Lemma 3.6 with y = 2(es+t(y)−1), for any y ≥ A and β ∈ (0, 1)
to get
E
[〈Y ns , φ〉2〈Xns , 1〉2; |〈Xns , 1〉| > A]
≤ 8n (1 + 〈Xs, 1〉2)(∫ ∞
A
e−n(1−β)t(y)y3dy +
(
2(es+t(A) − 1)
)3
e−n(1−β)t(A)
)
+ 8n
(
1 + 〈Xs, 1〉2
)(∫ ∞
A
P
(〈X0n, 1〉 > [βy]) y3dy)
+ 8n
(
1 + 〈Xs, 1〉2
)
A3P
(〈X0n, 1〉 > [βA]) ,
where for convenience we either keep A or substitute it with 2(es+t(A) − 1).
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First note that according to Lemma 3.6 we have that for A big enough and y > A then
t(y) ∼ ln(y) uniformly for s ∈ [0, T ] and t(y) ≥ t(A) ≥ ln(1 +A/2) − T which shows that
sup
n≥1
sup
s≤T
(
8n
(
1 + 〈Xs, 1〉2
)(∫ ∞
A
e−n(1−β)t(y)y3dy +
(
2(es+t(A) − 1)
)3
e−n(1−β)t(A)
))
<∞
Clearly, since Xs is deterministic we have that for A > 2〈X0, 1〉 and y ≥ A
P (〈Xn0 , 1〉 > y) ≤ P (〈Xn0 −X0, 1〉 > y/2) ≤
24+δE
[
|〈Xn0 −X0, 1〉|4+δ
]
y4+δ
∧ 1.
Thus using this last inequality, for A big enough, we have that
sup
n≥1
sup
s≤T
{
8n
(
1 + 〈Xs, 1〉2
)(∫ ∞
A
P (〈Xn0 , 1〉 > [βy]) y3dy
)}
+ sup
n≥1
sup
s≤T
{
8n
(
1 + 〈Xs, 1〉2
)
A3P (〈Xn0 , 1〉 > [βA])
}
<∞
since by (3.1) and the definition of Y n0 ,
sup
n≥1
(
nE
[
|〈Xn0 −X0, 1〉|4+δ
])
≤ sup
n≥1
(
sup
‖φ‖
∞
≤1
E |〈Y n0 , φ〉|4+δ
)
<∞.

The next result is the key to the estimates.
Lemma 3.8. If for some m ∈ N+, α(x, y) =∑mdi=1 fi(x)gi(y), where fi, gi ∈ C∞(X ) and fi ≥ 0,
gi ≥ 0 for all 1 ≤ i ≤ md then
sup
φ∈B(X );‖φ‖∞≤1
E
[(∫
X
φ(x)Y ns (dx)
∫
X
α(x, y)Xns (dy)
)2]
≤ Cmd sup
φ∈B(X );‖φ‖∞≤1
E
[〈φ, Y ns 〉2〈1,Xns 〉2] (3.18)
Proof. The proof uses the inequality (a1+ . . .+amd)
2 ≤ md (a21 + . . .+ a2md) which readily yields
sup
||φ||∞≤1
E
[(∫
X
φ(x)Y ns (dx)
∫
X
α(x, y)Xns (dy)
)2]
≤ sup
||φ||∞≤1
E
md∑
i=1
〈φfi, Y ns 〉〈gi,Xsn〉
2
= FG sup
||φ||∞≤1
E
( m∑
i=1
〈φfi/F, Y ns 〉〈gi/G,Xsn〉
)2
≤ mdFG sup
||φ||∞≤1
E
[〈φ, Y ns 〉2〈1,Xns 〉2] ,
where F := maxi≤md ||fi||∞ and G := maxj≤md ||gj ||∞ and we have made use of the fact that
0 ≤ gj/G ≤ 1, Xns is a positive random measure and φfi/F ∈ B(X ). This proves (3.18). 
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Proposition 3.9. Consider a sequence of processes (Y nt )t≥0 in D([0,∞),MF (X )) and Y n0 sat-
isfying (3.1). Then, for any φ ∈ B(X ), the sequence of laws of the processes {〈Y n· , φ〉;n ≥ 1} is
tight in D([0,∞),R).
Proof. Since {〈Y n· , φ〉;n ≥ 1} is a sequence of semimartingales, we verify the tightness criteria
given by Aldous [1] and Rebolledo (see, e.g., Etheridge[8, Theorem 1.17]).
For any fixed t > 0, {〈Y nt , φ〉;n ≥ 1} is tight due to Lemma 3.5.
To the end, we will prove the tightness criterion of the finite variation part (say Ant ) and the
quadratic variation of the martingale part Mnt (φ) of {〈Y n· , φ〉;n ≥ 1}, respectively.
For any ε > 0 and T > 0, given a sequence of stopping time τn bounded by T. W.O.L.G., assume
‖φ‖∞ ≤ 1. As for the finite variation part Ant of (2.8), we have
sup
n≥1
sup
θ∈[0,δ]
P
[∣∣∣A(n)τn+θ−A(n)τn ∣∣∣ > ε]
≤ 1
ε2
sup
n≥1
sup
θ∈[0,δ]
E
(
A
(n)
τn+θ
−A(n)τn
)2
Ho¨lder≤ δ
ε2
sup
n≥1
sup
θ∈[0,δ]
∫ τn+θ
τn
E
{∫
X
Y ns (dx)b(x)
∫
Rd
φ(x+ z)D(x, dz)
−
∫
X
Y ns (dx)d(x)φ(x)
−
∫
X
Y ns (dx)φ(x)
∫
X
α(x, y)Xns (dy)
−
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Y ns (dy)
}2
ds.
(3.19)
We use the same estimates as before and apply Lemma 3.8 to the term before the last to easily
get that
≤ 2δb¯
2
ε2
· sup
n≥1
∫ T
0
E sup
0≤u≤T
〈Y nu , ,
b(·)
b¯
∫
X
φ(·+ z)D(·, dz)〉2ds
+
2δd¯2
ε2
· sup
n≥1
∫ T
0
E sup
0≤u≤T
〈Y nu ,
d(·)
d¯
φ(·)〉2ds
+
2δα¯2C
ε2
·
(
sup
n≥1
sup
||φ||∞≤1
∫ T
0
E sup
0≤u≤T
〈Y nu , φ〉2ds+D
)
≤ δTC(2)T C,
(3.20)
where C changes from line to line. On the other hand, from (2.9), we have that
sup
n≥1
sup
θ∈[0,δ]
P
[∣∣∣〈Mn· (φ)〉τn+θ − 〈Mn· (φ)〉τn ∣∣∣ > ε]
≤ δ(b¯+ d¯)
ε
· sup
n≥1
E sup
0≤u≤T
〈Xnu , 1〉ds
+
δα¯
ε
· sup
n≥1
E sup
0≤u≤T
〈Xns , 1〉2ds
≤ δ(C(0)T + C(1)T )C.
(3.21)
According to the moment estimates results in Lemma 3.4 and Lemma 3.5, both inequalities
(3.19) and (3.21) can be less than ε if we take δ (which only depends on T, ε, ‖φ‖∞) small
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enough, i.e.
sup
n≥1
sup
θ∈[0,δ]
P
[∣∣∣A(n)τn+θ−A(n)τn ∣∣∣ > ε] < ε,
sup
n≥1
sup
θ∈[0,δ]
P
[∣∣∣〈Mn· (φ)〉τn+θ−〈Mn· (φ)〉τn ∣∣∣ > ε] < ε,
which fulfil the Aldous-Rebolledo tightness condition. 
3.2. Convergence of finite dimensional distributions. In this section, we prove a weak
limit of {(Y nt )t≥0;n ≥ 1} in the sense of f.d.d. convergence is a solution of some martingale
problem.
Proposition 3.10. Under the conditions given in Theorem 3.1, the finite dimensional distribu-
tions of (Y nt )t≥0 converge as n→∞ to those of a S ′(X )-valued Markov process (Yt)t≥0 satisfying
that for φ ∈ S(Rd), the process
Mt(φ) :=〈Yt, φ〉 − 〈γ, φ〉 −
∫ t
0
〈
Ys, b(·)
∫
Rd
φ(·+ z)D(·, dz)
〉
ds
+
∫ t
0
〈
Ys, d(·)φ(·)
〉
ds
+
∫ t
0
〈
Ys,
∫
X
α(x, ·)φ(x)Xs(dx)
〉
ds
+
∫ t
0
〈
Ys, φ(·)
∫
X
α(·, y)Xs(dy)
〉
ds
.
(3.22)
is a continuous martingale with quadratic variation
〈M·(φ)〉t =
∫ t
o
ds
∫
X
Xs(dx)b(x)
∫
Rd
φ2(x+ z)D(x, dz)
+
∫ t
0
ds
∫
X
Xs(dx)φ
2(x)
(
d(x) +
∫
X
α(x, y)Xs(dy)
)
.
(3.23)
Proof. By Proposition 3.9, we already proved {〈Y n· , φ〉;n ≥ 1} is tight in D([0,∞),R) for any
φ ∈ S(Rd). Following Mitoma [19] (see e.g., Ethier and Kurtz [10, Theorem 3.9.1]), we conclude
that the sequence {(Y nt )t≥0;n ≥ 1} is tight in D([0,∞),S ′(Rd)). Hence, we can assume there
exists a weak limit (Yt)t≥0 of a subsequence of {(Y nt )t≥0;n ≥ 1}. Since Y nt ∈ MF (X ), then
〈Y nt , φ〉 = 0 for any φ ∈ S(X c). Therefore, we have Yt ∈ S ′(X ).
Firstly, we check that (Yt)t≥0 is a.s. continuous. By the construction of (Y
n
t ), we have
sup
t∈[0,T ]
sup
‖φ‖≤1
|〈Y nt , φ〉 − 〈Y nt−, φ〉| ≤ sup
t∈[0,T ]
sup
‖φ‖≤1
√
n
{|〈Xnt , φ〉 − 〈Xnt−, φ〉|+ |〈Xt −Xt−, φ〉|}
≤ √n 1
n
+ 0
=
1√
n
.
(3.24)
By letting n→∞, it implies the continuity of (Yt)t≥0, i.e. (Yt)t≥0 ∈ C([0,+∞),S ′(X)).
To prove (Mt(φ))t≥0 is a martingale, it suffices to prove that
E[Mt(φ)] = 0. (3.25)
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Let
M˜nt (φ) :=〈Y nt , φ〉 − 〈Y n0 , φ〉 −
∫ t
0
ds
∫
X
Y ns (dx)b(x)
∫
Rd
φ(x+ z)D(x, dz)
+
∫ t
0
ds
∫
X
d(x)φ(x)Y ns (dx)
+
∫ t
0
ds
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Y ns (dy)
+
∫ t
0
ds
∫
X
Y ns (dx)φ(x)
∫
X
α(x, y)Xs(dy).
(3.26)
Then, for fixed t > 0 and any n ∈ N, we have
|E[Mt(φ)]| ≤ |E[Mnt (φ)− M˜nt (φ)]|+ |E[M˜nt (φ)−Mt(φ)]| + |E[Mnt (φ)]|. (3.27)
According to Proposition 2.2, we have E[Mnt (φ)] = 0.
Since {(Y nt )t≥0;n ≥ 1} converges in law to (Yt)t≥0 as n→∞ and
(
M˜nt (φ)−Mt(φ)
)
is homoge-
neous w.r.t.
(
Y nt − Yt
)
, we get
lim
n→∞
|E[M˜nt (φ)−Mt(φ)]| = 0. (3.28)
As for the first term on RHS of (3.27),
|E[Mnt (φ)− M˜nt (φ)]|
=
∣∣∣∣∣E
{
√
n
∫ t
0
ds
∫
X
(Y ns (dx)√
n
+Xs(dx)
)
φ(x)
∫
X
α(x, y)
(Y ns (dy)√
n
+Xs(dy)
)
−√n
∫ t
0
ds
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Xs(dy)
−
∫ t
0
ds
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Y ns (dy)
−
∫ t
0
ds
∫
X
Y ns (dx)φ(x)
∫
X
α(x, y)Xs(dy)
}∣∣∣∣∣
≤ 1√
n
∣∣∣∣∣E
∫ t
0
ds
∫
X
Y ns (dx)φ(x)
∫
X
α(x, y)Y ns (dy)
∣∣∣∣∣
≤ 1√
n
α¯T‖φ‖∞C(2)t
n→∞−→ 0,
(3.29)
where C
(2)
t is determined as in Lemma 3.5.
By combining the above estimates together, we conclude |E[Mt(φ)]| = 0.
In the remainder, we will justify that the quadratic variation of Mt(φ) has the form (3.23).
By applying Itoˆ’s formula to 〈Yt, φ〉2, according to the semimartingale decomposition (3.22) of
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〈Yt, φ〉, we have
〈Yt, φ〉2 = 〈γ, φ〉2 + 2
∫ t
0
〈Ys, φ〉d[〈Ys, φ〉] + 〈M.(φ)〉t
= 〈γ, φ〉2 + 〈M.(φ)〉t
+ 2
∫ t
0
〈Ys, φ〉ds
{∫
X
Ys(dx)b(x)
∫
Rd
φ(x+ z)D(x, dz) −
∫
X
Ys(dx)d(x)φ(x)
−
∫
X
Ys(dx)φ(x)
∫
X
α(x, y)Xs(dy)−
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Ys(dy)
}
+martingale.
(3.30)
On the other hand, according to the definition of (Y nt ), we have
〈Y nt , φ〉2 = 〈
√
n(Xnt −Xt), φ〉2
= n
[
〈Xnt , φ〉2 − 2〈Xnt , φ〉〈Xt, φ〉+ 〈Xt, φ〉2
]
.
(3.31)
To simplify the computations, let us introduce new notation:
A(s) :=
∫
X
Xs(dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz) − φ(x)(d(x) + ∫
X
α(x, y)Xs(dy)
)]
,
Bn(s) :=
∫
X
Xns (dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz) − φ(x)(d(x) + ∫
X
α(x, y)Xns (dy)
)]
.
(3.32)
From (2.10), (2.11) and (2.5), respectively, it follows that
〈Xnt , φ〉 = 〈Xn0 , φ〉+
∫ t
0
Bn(s)ds+martingale,
〈Xnt , φ〉2 = 〈Xn0 , φ〉2 + 2
∫ t
0
〈Xns , φ〉Bn(s)ds +
1
n
∫ t
0
ds
∫
X
Xns (dx)[
b(x)
∫
Rd
φ2(x+ z)D(x, dz) + φ2(x)
(
d(x) +
∫
X
α(x, y)Xns (dy)
)]
+martingale,
〈Xt, φ〉 = 〈X0, φ〉+
∫ t
0
A(s)ds.
(3.33)
By substituting every term above into (3.31), we have that
〈Y nt , φ〉2 = n〈Xn0 , φ〉2 +
∫ t
0
ds
∫
X
Xns (dx)
[
b(x)
∫
Rd
φ2(x+ z)D(x, dz)
+ φ2(x)
(
d(x) +
∫
X
α(x, y)Xns (dy)
)]
+ 2n
∫ t
0
〈Xns , φ〉Bn(s)ds
− 2n
[
〈Xn0 , φ〉+
∫ t
0
Bn(s)ds
][
〈X0, φ〉+
∫ t
0
A(s)ds
]
+ n
[
〈X0, φ〉+
∫ t
0
A(s)ds
]2
+martingale.
(3.34)
Set
Dt,n,1 :=
∫ t
0
ds
∫
X
Xns (dx)
[
b(x)
∫
Rd
φ2(x+z)D(x, dz)+φ2(x)
(
d(x)+
∫
X
α(x, y)Xns (dy)
)]
. (3.35)
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By combining all the quadratic terms at time 0 in (3.34) together, it follows that
(3.34) =n〈Xn0 −X0, φ〉2 +Dt,n,1
+ 2n
∫ t
0
〈Xns , φ〉Bn(s)ds − 2n〈Xt, φ〉
∫ t
0
Bn(s)ds
− 2n〈Xn0 , φ〉
∫ t
0
A(s)ds + 2n〈X0, φ〉
∫ t
0
A(s)ds
+ n
[ ∫ t
0
A(s)ds
]2
+martingale
(3.36)
=〈Y n0 , φ〉2 +Dt,n,1
+ 2n
∫ t
0
〈Y
n
s√
n
+Xs, φ〉Bn(s)ds − 2n〈Xt, φ〉
∫ t
0
Bn(s)ds
− 2√n〈Y n0 , φ〉
∫ t
0
A(s)ds + n
[ ∫ t
0
A(s)ds
]2
+martingale
(3.37)
=〈Y n0 , φ〉2 +Dt,n,1
+ 2
√
n
∫ t
0
〈Y ns , φ〉Bn(s)ds
+ 2n
∫ t
0
〈Xs, φ〉Bn(s)ds − 2n〈Xt, φ〉
∫ t
0
Bn(s)ds
− 2√n〈Y n0 , φ〉
∫ t
0
A(s)ds + n
[ ∫ t
0
A(s)ds
]2
+martingale
(3.38)
Integration by parts
= 〈Y n0 , φ〉2 +Dt,n,1
+ 2
√
n
∫ t
0
〈Y ns , φ〉Bn(s)ds
− 2n
∫ t
0
dsA(s)
∫ s
0
Bn(r)dr − 2√n〈Y n0 , φ〉
∫ t
0
A(s)ds
+ n
[ ∫ t
0
A(s)ds
]2
+martingale
(3.39)
ReplaceBn(s) by(3.32)
= 〈Y n0 , φ〉2 +Dt,n,1
+ 2
∫ t
0
〈Y ns , φ〉ds
{∫
X
Y ns (dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz) − φ(x)
(
d(x)
+
∫
X
α(x, y)Xns (dy)
)]
−
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Y ns (dy)
}
+ 2
√
n
∫ t
0
〈Y ns , φ〉A(s)ds
− 2n
∫ t
0
dsA(s)
∫ s
0
Bn(r)dr − 2√n〈Y n0 , φ〉
∫ t
0
A(s)ds
+ n
[ ∫ t
0
A(s)ds
]2
+martingale.
(3.40)
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Set
Dt,n,2 := 2
∫ t
0
〈Y ns , φ〉ds
{∫
X
Y ns (dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz) − d(x)φ(x)
− φ(x)
∫
X
α(x, y)Xns (dy)
]
−
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Y ns (dy)
}
.
(3.41)
Replacing 〈Y ns , φ〉 and Bn(r) by (2.8) and (3.32) respectively, one obtains that
(3.40) =〈Y n0 , φ〉2 +Dt,n,1 +Dt,n,2
+ 2
√
n
∫ t
0
dsA(s)
∫ s
0
dr
∫
X
Y nr (dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz) − d(x)φ(x)
]
− 2n
∫ t
0
dsA(s)
∫ s
0
dr
∫
X
Xnr (dx)φ(x)
∫
X
α(x, y)Xnr (dy)
+ 2n
∫ t
0
dsA(s)
∫ s
0
dr
∫
X
Xr(dx)φ(x)
∫
X
α(x, y)Xr(dy)
− 2n
∫ t
0
dsA(s)
∫ s
0
dr
∫
X
Xnr (dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz)
− φ(x)(d(x) + α(x, y)Xnr (dy))]+ n[ ∫ t
0
A(s)ds
]2
+martingale
(3.42)
=〈Y n0 , φ〉2 +Dt,n,1 +Dt,n,2
+ 2
√
n
∫ t
0
dsA(s)
∫ s
0
dr
∫
X
Y nr (dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz) − d(x)φ(x)
]
+ 2n
∫ t
0
dsA(s)
∫ s
0
dr
∫
X
Xr(dx)φ(x)
∫
X
α(x, y)Xr(dy)
− 2n
∫ t
0
dsA(s)
∫ s
0
dr
∫
X
Xnr (dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz) − d(x)φ(x)
]
+ n
[ ∫ t
0
A(s)ds
]2
+martingale.
(3.43)
Recombining Xnr , Xr and Y
n
r , it thus follows
〈Y nt , φ〉2 =〈Y n0 , φ〉2 +Dt,n,1 +Dt,n,2
− 2n
∫ t
0
dsA(s)
∫ s
0
A(r)dr
+ n
[ ∫ t
0
A(s)ds
]2
+martingale
Integration by parts
= 〈Y n0 , φ〉2 +Dt,n,1 +Dt,n,2 +martingale.
(3.44)
Obviously, both Dt,n,1 and Dt,n,2 converge as n→∞.
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Finally, we get that
〈Yt, φ〉2 = 〈Y0, φ〉2 +
∫ t
o
ds
∫
X
Xs(dx)b(x)
∫
Rd
φ2(x+ z)D(x, dz)
+
∫ t
0
ds
∫
X
Xs(dx)φ
2(x)
(
d(x) +
∫
X
α(x, y)Xs(dy)
)
+ 2
∫ t
0
〈Ys, φ〉ds
{∫
X
Ys(dx)
[
b(x)
∫
Rd
φ(x+ z)D(x, dz) − d(x)φ(x)
− φ(x)
∫
X
α(x, y)Xs(dy)
]
−
∫
X
Xs(dx)φ(x)
∫
X
α(x, y)Ys(dy)
}
+martingale.
(3.45)
By comparing the representations of (3.30) and (3.45), we conclude that
〈M.(φ)〉t =
∫ t
o
ds
∫
X
Xs(dx)b(x)
∫
Rd
φ2(x+ z)D(x, dz)
+
∫ t
0
ds
∫
X
Xs(dx)φ
2(x)
(
d(x) +
∫
X
α(x, y)Xs(dy)
)
.
(3.46)

3.3. Uniqueness of the martingale problem. Instead of proving the uniqueness of the so-
lution of the limiting martingale problem directly, we associate it with the solution of a corre-
sponding generalized Langevin equation which will be shown in the next section. We will show
that the Langevin equation has an unique solution (see Theorem 4.3).
4. Links with generalized Langevin equations
A criterion for an infinite-dimensional Gaussian process (distribution-valued process) to satisfy
a generalized Langevin equation is given in [3], where both of the evolution term and the white
noise term are time inhomogeneous. In this section, we apply the criterion to our fluctuation
limit obtained in the previous section.
Definition 4.1. An S ′(Rd)-valued process {Wt; t ∈ R+} is called (centered) Gaussian if {〈Wt, φ〉; t ∈
R
+, φ ∈ S(Rd)} is a (centered) Gaussian system. We say that {Wt; t ∈ R+} is a S ′(X )-valued
process if 〈Wt, φ〉 ≡ 0, for any φ ∈ S(X c).
Definition 4.2. A centered Gaussian S ′(Rd)-valued process W = {Wt; t ∈ R+} is called a
generalized Wiener process if it has continuous paths and its covariance functional C(s, φ; t, ψ) :=
E[〈Ws, φ〉〈Wt, φ〉] has the form
C(s, φ; t, ψ) =
∫ s∧t
0
〈Quφ,ψ〉du, s, t ∈ R+, φ, ψ ∈ S(Rd), (4.1)
where the operators Qu : S(Rd)→ S ′(Rd) have the following properties:
(1) Qu is linear, continuous, symmetric and positive for each u ∈ R+,
(2) the function u→ 〈Quφ,ψ〉 is right continuous with left limit for each φ,ψ ∈ S(Rd).
We then say that W is associated to Q.
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Let’s remind that we inherit the same notation as in Section 2 and Section 3.
Define Qtφ ∈ S ′(Rd) for any φ ∈ S(Rd) and t ∈ R+ by
〈Qtφ,ψ〉 :=
∫
X
Xt(dx)
[
b(x)
∫
X−x
φ(x+ z)ψ(x + z)D(x, dz)
+ φ(x)ψ(x)
(
d(x) +
∫
X
α(x, y)Xt(dy)
)]
, for ψ ∈ S(Rd).
(4.2)
Recall the quadratic variation form ofMt(φ) in (3.3). It follows from a direct fact that 〈M.(φ)〉t =∫ t
0 〈Quφ, φ〉du. Then, we have
Theorem 4.3. The fluctuation limit process (Yt)t≥0 obtained in Theorem 3.1 is the unique
solution of a time inhomogeneous Langevin equation{
dYt = A
∗
tYtdt+ dWt, t > 0
Y0 = γ
, (4.3)
where A∗t denotes the adjoint operator of At defined by
Atφ(x) = b(x)
∫
X
φ(x+ z)D(x, dz) − φ(x)(d(x) + ∫
X
α(x, y)Xt(dy)
)
−
∫
X
α(y, x)φ(y)Xt(dy),
(4.4)
and (Wt)t≥0 is an S ′(X )-valued Wiener process with covariance
E
[〈Ws, φ〉〈Wt, ψ〉] = ∫ s∧t
0
〈Quφ,ψ〉du, s, t ≥ 0, φ, ψ ∈ S(Rd). (4.5)
Remark 4.4. (1) An S ′(Rd)-valued process (Yt)t≥0 is said to be a solution of (4.3) if for
each φ ∈ S(Rd),
〈Yt, φ〉 = 〈γ, φ〉+
∫ t
0
〈Yu, Auφ〉du+ 〈Wt, φ〉, for t ∈ R+. (4.6)
(2) (Wt)t≥0 has independent increments but not the stationary property since the covariance
functional Q depends on the time.
Proof. Existence. According to Theorem 3.1, the covariance functional of the continuous mar-
tingale Mt on testing functions is deterministic, which implies that (Mt)t≥0 is a S ′(Rd)-valued
mean zero Gaussian process (see Walsh[20, Proposition 2.10]). Hence, (Yt)t≥0 is also an S ′(Rd)-
valued Gaussian process.
Set K(s, φ; t, ψ) := E[〈Ys, φ〉〈Yt, ψ〉]. To the end, one needs eventually to show that
∂
∂t
K(t, φ; t, ψ) −K(t, Atφ; t, ψ)−K(t, φ; t, Atψ) = 〈Qtφ,ψ〉. (4.7)
By applying Itoˆ formula to 〈Ys, φ〉〈Yt, ψ〉 and (3.2), we have that
〈Yt, φ〉〈Yt, ψ〉 =
∫ t
0
〈Yu, φ〉d 〈Yu, ψ〉+
∫ t
0
〈Yu, ψ〉d 〈Yu, φ〉 +
∫ t
0
d 〈Yu, ψ〉d 〈Yu, φ〉. (4.8)
Then taking expectation on both sides, we obtain that
K(t, φ; t, ψ) =
∫ t
0
〈Yu, φ〉〈Yu, Auψ〉du+
∫ t
0
〈Yu, ψ〉〈Yu, Auφ〉du+
∫ t
0
d[M.(ψ),M.(φ)]u. (4.9)
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Differentiate the last equation with respect to t, we conclude
∂
∂t
K(t, φ; t, ψ) = K(t, Atφ; t, ψ) +K(t, φ; t, Atψ) +
∂
∂t
E[Mt(ψ)Mt(φ)]
= K(t, Atφ; t, ψ) +K(t, φ; t, Atψ) + 〈Qtφ,ψ〉,
(4.10)
where the last equality is due to (3.3) and (4.2).
On the other hand, it is not hard to check that (Qt)t≥0 satisfies the conditions required in
Definition 4.2. Finally, by the results of [3, Theorem 2], there exists an S ′(Rd)-valued Wiener
process (Wt)t≥0 associated to the covariance functional (Qt)t≥0 such that (Yt)t≥0 satisfies the
generalized Langevin equation (4.3) driven by a generalized Wiener process (Wt)t≥0. It remains
to show that moreover (Wt)t≥0 is in fact S ′(X )-valued problem. Note that from (4.2) we have
that if φ ∈ S(X c) or ψ ∈ S(X c) then 〈Qtφ,ψ〉 = 0, for any t ≥ 0. This is due to the definition
of b(x), d(x), α(x, y) and D(x, dz). Thus in (4.1) C(s, φ; s, φ) = E
[〈Ws, φ〉2] = 0 and therefore
since (Wt)t≥0 is centered we conclude that 〈Ws, φ〉 ≡ 0.
Uniqueness. First note that Assumption (A1) implies easily that Atφ ∈ S(Rd) for any φ ∈
S(Rd) since X and henceforth X −X are compact and any differentiation of (4.4) can be taken
under the integrals of the right-hand side of (4.4). Indeed all terms but
∫
X φ(x + z)m(x, z)dz
are obvious. However since m(x, z) ∈ C∞(X × (X − X )) then supx∈X ,z∈X−X
∣∣ dn
dxnm(x, z)
∣∣ <∞
for any n ≥ 0 we conclude that ∫X φ(x+ z)m(x, z)dz ∈ S(Rd).
Since all coefficients are bounded, the linear operator At : S(Rd) 7→ S(Rd) is a supremum
norm uniformly bounded for t ∈ [0, T ] for any T > 0. Therefore, the equation (4.3) has an
unique S ′(Rd)-valued solution given by the mild form:
Yt = T
∗
0,tγ +
∫ t
0
T ∗r,tdWr, (4.11)
where {Tr,t : 0 ≤ r ≤ t < +∞} is the unique reversed evolution system generated by (At)t≥0
and T ∗r,t is its adjoint operator of Tr,t. We refer the reader to [13, Theorem 2.1] for details. 
5. One dimensional time-inhomogeneous Ornstein-Uhlenbeck process
In this section, we will study a degenerate case as an example of Theorem 4.3. Consider the
case when there is no spatial dispersal and all the individuals stay at the same position, i.e.
D(x, dz) = 1{z=0} in dispersal kernel (2.1).
Proposition 5.1. Admit the same conditions as in Theorem 3.1. In particular, assume Xnt =
ξnt δx and D(x, dz) = 1{z=0} in (2.1). Then, (ξ
n
t , η
n
t )t≥0 converge in law to (ξt, ηt)t≥0 as n→∞
which satisfies the following equations:{
dξt =
(
b(x)− d(x) − α(x, x)ξt
)
ξtdt
dηt =
(
b(x)− d(x)− 2α(x, x)ξt
)
ηtdt+
√(
b(x) + d(x) + α(x, x)ξt
)
ξtdBt,
(5.1)
where ηnt :=
√
n(ξnt − ξt).
Remark 5.2. We can regard the system above as an inhomogeneous Ornstein-Uhlenbeck (OU)
process living in a deterministic environment. We refer the reader to [10, Theorem 11.2.3] for a
general limiting prcocess defined by a one-dim inhomogeneous Langevin equation.
Proof. Since D(x, dz) = 1{z=0}, by taking φ = 1 in (2.5), we can easily show that there exists a
process (ξt)t≥0 defined by ξt := 〈Xt, 1〉 solving the first equation in (5.1). Taking φ = 1, from
(4.4), we have that
〈Yt, At1〉 =
(
b(x)− d(x)− 2α(x, x)ξt
)〈Yt, 1〉. (5.2)
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From (4.2) and (4.5), we have that
E〈Wt, 1〉2 =
∫ t
0
(
b(x) + d(x) + α(x, x)ξs
)
ξsds. (5.3)
Define
Bt =
∫ t
0
[(
b(x) + d(x) + α(x, x)ξs
)
ξs
]− 1
2
d〈Ws, 1〉. (5.4)
Then, we get its quadratic variation 〈B〉t = t. Thus, (Bt)t≥0 is a standard Brownian motion.
Furthermore, we have
d〈Wt, 1〉 =
√(
b(x) + d(x) + α(x, x)ξt
)
ξt · dBt. (5.5)
Let ηt := 〈Yt, 1〉, by taking (5.2) and (5.5) back to (4.6) when φ = 1, the second equation in
(5.1) follows. 
In the next result, we study the stationary distribution of the system (5.1).
Proposition 5.3. Suppose the process (ηt)t≥0 is defined as in (5.1). Then, it has a stationary
distribution which is Gaussian N (0, b(x)α(x,x)).
Remark 5.4. When we consider the long term behavior, as long as b(x) > d(x), it always has
the same fluctuation no matter which value the death rate d(x) takes.
Proof. Let
θt := −
(
b(x)− d(x)− 2α(x, x)ξt
)
,
σt :=
√(
b(x) + d(x) + α(x, x)ξt
)
ξt.
From (5.1), it follows that
dηt = −θtηtdt+ σtdBt. (5.6)
The characteristic function of (ηt)t≥0 has the form
Eη0
[
eizηt
]
= exp
{
ize−
∫ t
0 θuduη0 − 1
2
z2
∫ t
0
σ2ue
−2
∫ t
u θvdvdu
}
. (5.7)
Since ξt in (5.1) has a unique stable equilibrium
b(x)−d(x)
α(x,x) , it follows that limt→∞
θt = b(x)−d(x) > 0
and lim
t→∞
σ2t = 2b(x)
(
b(x)− d(x))/α(x, x).
Then,
lim
t→∞
logEη0
[
eizηt
]
= − lim
t→∞
1
2
z2 ·
∫ t
0 σ
2
ue
2
∫ u
0
θvdvdu
e2
∫ t
0 θudu
= −1
2
z2 · lim
t→∞
σ2t
2θt
= −1
2
z2
b(x)
α(x, x)
.
(5.8)
Finally, we conclude that (ηt)t≥0 has stationary distribution N (0, b(x)α(x,x)). 
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