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NONALGEBRAIZABLE REAL ANALYTIC TUBES IN Cn
HERVE´ GAUSSIER AND JOE¨L MERKER
Abstract. We give necessary conditions for certain real analytic tube generic sub-
manifolds in Cn to be locally algebraizable. As an application, we exhibit families
of real analytic non locally algebraizable tube generic submanifolds in Cn. During
the proof, we show that the local CR automorphism group of a minimal, finitely
nondegenerate real algebraic generic submanifold is a real algebraic local Lie group.
We may state one of the main results as follows. Let M be a real analytic hyper-
surface tube in Cn passing through the origin, having a defining equation of the
form v = ϕ(y), where (z, w) = (x + iy, u + iv) ∈ Cn−1 × C. Assume that M is
Levi nondegenerate at the origin and that the real Lie algebra of local infinitesimal
CR automorphisms of M is of minimal possible dimension n, i.e. generated by the
real parts of the holomorphic vector fields ∂z1 , . . . , ∂zn−1 , ∂w. Then M is locally
algebraizable only if every second derivative ∂2ykylϕ is an algebraic function of the
collection of first derivatives ∂y1ϕ, ..., ∂ymϕ.
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§1. Introduction
A real analytic submanifoldM in Cn is called algebraic if it can be represented locally
by the vanishing of a collection of Nash algebraic real analytic functions. We say that M
is locally algebraizable at one of its points p if there exist some local holomorphic coordi-
nates centered at p in whichM is algebraic. For instance, every totally real, real analytic
submanifold in Cn of dimension k ≤ n is locally biholomorphic to a k-dimensional linear
real plane, hence locally algebraizable. Also, every complex manifold is locally algebraiz-
able. Although every real analytic submanifold M is clearly locally equivalent to its
tangent plane by a real analytic (in general not holomorphic) equivalence, the question
whether M is biholomorphically equivalent to a real algebraic submanifold is subtle. In
this article, we study the question whether every real analytic CR submanifold is lo-
cally algebraizable. One of the interests of algebraizability lies in the reflection principle,
which is better understood in the algebraic category. Indeed, in the fundamental works of
Pinchuk [Pi1975], [Pi1978] and of Webster [We1977], [We1978] and in the recent works of
Sharipov-Sukhov [SS1996], Huang-Ji [HJ1998], Verma [Ve1999], Coupet-Pinchuk-Sukhov
[CPS2000], and Shafikov [Sha2000], [Sha2002], the extendability of germs of CR map-
pings with target in a real algebraic hypersurface is achieved. On the contrary, even
if some results previously shown under an algebraization hypothesis were proved re-
cently under general assumptions (see the strong result obtained by Diederich-Pinchuk
[DP2003]), most of the results cited above are still open in the case of a real analytic
target hypersurface.
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1.1. Brief history of the question. By the work of Moser and Webster [MW1983,
Thm. 1], it is known that every real analytic two-dimensional surface S ⊂ C2 at an
isolated elliptic (in the sense of Bishop) complex tangency p ∈ S is biholomorphic to one
of the surfaces Sγ,δ,s := {(z1, z2) ∈ C2 : y2 = 0, x2 = z1z¯1 + (γ + δ(x2)s)(z21 + z¯21)},
where p corresponds to the origin, where 0 < γ < 1/2 is Bishop’s invariant and where
δ = ±1 and s ∈ N or δ = 0. The quantities γ, δ, s form a complete system of biholo-
morphic invariants for the surface S near p. In particular, every elliptic surface S ⊂ C2
is locally algebraizable. To the authors’ knowledge, it is unknown whether there exist
nonalgebraizable hyperbolic surfaces in C2. In fact, very few examples of nonalgebraiz-
able submanifolds are known. In [Eb1996], the author constructed a nonminimal (and
non Levi-flat) real analytic hypersurface M through the origin in C2 which is not locally
algebraizable (cf. [BER2000, p. 330]). In a recent article [HJY] the authors prove that
the strongly pseudoconvex real analytic hypersurface Imw = e|z|
2 − 1 passing through
the origin in C2 is not locally algebraizable at any of its points. Using an associated pro-
jective structure bundle Y introduced by Chern, they show that for every rigid algebraic
hypersurface in Cn, there exists an algebraic dependence relation between seven explicit
Cartan-type holomorphic invariant functions on Y. However a computational approach
shows that when M is of the specific form Imw = e|z|
2 − 1, no algebraic relation can be
satisfied by these seven invariants.
1.2. Presentation of the main results. Our aim is to present a geometrical approach
of the problem, valid in arbitrary dimension and in arbitrary codimension, and to ex-
hibit a large class of nonalgebraizable real analytic generic submanifolds. We consider
the class T dn of generic real analytic submanifolds in Cn passing through the origin,
of codimension d ≥ 1 and of CR dimension m = n − d ≥ 1, whose local CR auto-
morphism group is n-dimensional, generated by the real parts of n holomorphic vec-
tor fields having holomorphic coefficients X1, . . . , Xn which are linearly independent at
the origin and which commute: [Xi1 , Xi2 ] = 0. We shall call T dn the class of strong
tubes of codimension d. Indeed, since there exists a straightened system of coordinates
t = (t1, . . . , tn) over C
n in which Xi = ∂ti , we observe that every submanifold M ∈ T dn
is tubifiable at the origin. By this, we mean that there exist holomorphic coordinates
t = (z, w) = (x + iy, u + iv) ∈ Cm × Cd vanishing at the origin in which M is repre-
sented by d equations of the form vj = ϕj(y). Hence M is a tube, i.e. a product of the
submanifold {vj = ϕj(y), j = 1, . . . , d} ⊂ Rny,v by the n-dimensional real space Rnx,u.
Since M ∈ T dn , the only infinitesimal CR automorphisms of M are the real parts of the
vector fields ∂z1 , . . . , ∂zm , ∂w1 , . . . , ∂wd , explaining the terminology. Notice that not every
tube belongs to the class T dn . For instance in codimension d = 1, the Heisenberg sphere
v =
∑n−1
k=1 y
2
k and more generally the Levi nondegenerate quadrics v =
∑n−1
k=1 εk y
2
k,
where εk = ±1, have a CR automorphism group of dimension (n + 1)2 − 1 > n and
so do not belong to T 1n . We assume that M ∈ T dn is minimal at the origin, namely
the local CR orbit of 0 in M contains a neighborhood of 0 in M . Furthermore, we as-
sume that M ∈ T dn is finitely nondegenerate at 0, namely that there exists an integer
ℓ ≥ 1 such that Span {Lβ∇t(rj)(0, 0) : β ∈ Nm, |β| ≤ ℓ, j = 1, . . . , d} = Cn, where
rj(t, t¯) = 0, j = 1, . . . , d are arbitrary real analytic defining functions for M near 0 satis-
fying ∂r1∧· · ·∧∂rd 6= 0 onM , where ∇t(rj)(t, t¯) is the holomorphic gradient with respect
to t of rj and where L
β
denotes (L1)
β1 · · · (Lm)βm for an arbitrary basis L1, . . . , Lm of
(0, 1)-vector fields tangent to M in a neighborhood of 0. In particular Levi nondegen-
erate hypersurfaces are finitely nondegenerate. Finally, assuming only that ϕj(0) = 0,
j = 1, . . . , d, we shall observe in Lemma 3.2 below that a tube vj = ϕj(y) of codi-
mension d is finitely nondegenerate at the origin if and only if there exist multi-indices
β1∗ , . . . , β
m
∗ ∈ Nm with |βk∗ | ≥ 1 and integers 1 ≤ j1∗ , . . . , jm∗ ≤ d such that the real
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mapping
(1.1) ψ(y) :=
(
∂|β
1
∗
|ϕj1
∗
(y)
∂yβ
1
∗
, . . . ,
∂|β
m
∗
|ϕjm
∗
(y)
∂yβ
m
∗
)
=: y′ ∈ Rm
is of rank m at the origin in Rm. Our main theorem provides a necessary condition for
the local algebraizability of strong tubes :
Theorem 1.1. Let M be a real analytic generic tube of codimension d in Cn given in
coordinates (z, w) = (x + iy, u + iv) ∈ Cm × Cd by the equations vj = ϕj(y), where
ϕj(0) = 0, j = 1, . . . , d. Assume that M is minimal and finitely nondegenerate at the
origin, so the real mapping ψ(y) = y′ defined by (1.1) is of rank m at the origin in Rmy
and let y = ψ′(y′) denote the local inverse in ψ(y). Assume that M ∈ T dn , namely M
is a strong tube of codimension d. If M is locally algebraizable at the origin, then all
the derivative functions ∂y′
k
ψ′l(y
′), where 1 ≤ k, l ≤ m, are real algebraic functions of y′.
Equivalently, every second derivative ∂2ykylϕj(y) is an algebraic function of the collection
of first derivatives ∂y1ϕj , . . . , ∂ymϕj .
By contraposition, every real analytic strong tube M ∈ T dn for which one of the
derivative functions ∂y′
k
ψ′l is not real algebraic is not locally algebraizable. We will argue
in §8 that this is generically the case in the sense of Baire. It is however natural to look
for explicit examples of nonalgebraizable real analytic submanifolds in Cn. Since the real
parts of the vector fields ∂z1 , . . . , ∂zm , ∂w1 , . . . , ∂wd are infinitesimal CR automorphisms
of every tube v = ϕ(y), we must provide some sufficient conditions insuring that the
dimension of the Lie algebra of such a tube is exactly n. We shall establish in §§7-8
below:
Corollary 1.2. The tube hypersurface Mχ1,...,χn−1 in C
n of equation v =
∑n−1
k=1 [εky
2
k +
y6k + y
9
ky1 · · · yk−1 + yn+8k χk(y1, . . . , yn−1)], where χ1, . . . , χn−1 are arbitrary real ana-
lytic functions, belongs to the class T 1n of strong tubes. Two such tubes Mχ1,...,χn−1 and
Mχ̂1,...,χ̂n−1 are biholomorphically equivalent if and only if χj = χ̂j for every j. Further-
more, for a generic choice in χ1, . . . , χn−1 in the sense of Baire (to be precised in §8),
Mχ1,...,χn−1 is not locally algebraizable at the origin.
Here we annihilate some Taylor coefficients in ϕ and keep some others to be nonzero
to insure that Mχ is a strong tube. Furthermore, the terms y
9
ky1 · · · yk−1 insure that
the Mχ are pairwise not biholomorphically equivalent. Using a classical direct algorithm
(cf. [Bs1991], [St1991]), or the Lie theory of symmetries of differential equations, com-
bined with Theorem 1.1 we may provide some other explicit strong tubes which are not
locally algebraizable (see §§7-8 for the proof):
Corollary 1.3. The following five explicit tubes belong to T 12 and are not locally alge-
braizable at the origin : v = sin(y2), v = tan(y2), v = ee
y−1 − 1, v = sinh(y2) and
v = tanh(y2).
In these five examples, the algebraic independence in ∂yϕ and in ∂
2
yyϕ is clear; how-
ever, checking that each hypersurface is indeed a strong tube requires some formal com-
putations, see §7. One may also check by a direct computation that in a neighborhood
of every point p = (zp, wp) with zp 6= 0, the hypersurface MHJY of global equation
Imw = e|z|
2 − 1 is a strong tube (see §7.5). Since it can be represented in a neighbor-
hood of p under the tube form v′ = e|zp|
2(ey
′
−1) − 1 by means of the local change of
coordinates z′ = 2i ln(z/zp), w
′ = (w−wp) e−|zp|2 , applying Theorem 1.1 and inspecting
the function e|zp|
2(ey
′
−1) − 1, we may check that it is not algebraizable at such points p
with zp 6= 0 (see §7.5). It follows trivially that the hypersurface MHJY is also not locally
algebraizable at all the points p with zp = 0, giving the result of [HJY, Theorem 1.1].
Using the same strategy as for Theorem 1.1, we obtain more generally the following
criterion:
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Theorem 1.4. Let Mϕ : v = ϕ(zz¯) be a Levi nondegenerate real analytic hypersurface in
C2 passing through the origin whose Lie algebra of local infinitesimal CR automorphisms
is generated by ∂w and iz ∂z. If Mϕ is locally algebraizable at the origin, then the first
derivative ∂rϕ in ϕ (r ∈ R) is algebraic. For instance, the following seven explicit
examples are not locally algebraizable at the origin : v = ezz¯−1, v = sin(zz¯), v = tan(zz¯),
v = sinh(zz¯), v = tanh(zz¯), v = sin(sin(zz¯)) and v = ee
zz¯−1 − 1.
Finally, using the same recipe as for Theorems 1.1 and 1.4, we shall provide a very
simple criterion for the local nonalgebraizability of some hypersurfaces having a local Lie
CR automorphism group of dimension equal to one exactly. We consider the class Rn of
Levi nondegenerate real analytic hypersurfaces passing through the origin in Cn (n ≥ 2)
such that the Lie algebra of infinitesimal CR automorphisms ofM is generated by exactly
one holomorphic vector field X1 with holomorphic coefficients not all vanishing at the
origin. We call Rn the class of strongly rigid hypersurfaces, in order to distinguish them
from the so-called rigid ones whose local CR automorphism group may be of dimension
larger than 1. By straightening X1, we may assume that X1 = ∂w and that M is given
by a real analytic equation of the form v = ϕ(z, z¯) = ϕ(z1, . . . , zn−1, z¯1, . . . , z¯n−1). By
making some elementary changes of coordinates (cf. §3.3), we can furthermore assume
without loss of generality that ϕ(z, z¯) =
∑n−1
k=1 εk |zk|2 + χ(z, z¯), where εk = ±1 and
χ(0, z¯) ≡ ∂zkχ(0, z¯) ≡ 0.
Theorem 1.5. Let M : v = ϕ(z, z¯) =
∑n−1
k=1 εk |zk|2 + χ(z, z¯) be a strongly rigid hyper-
surface in Cn with χ(0, z¯) ≡ ∂zkχ(0, z¯) ≡ 0. If M is locally algebraizable at the origin,
then all the first derivatives ∂zkϕ are algebraic functions of (z, z¯).
This criterion enables us to exhibit a whole family of non locally algebraizable hyper-
surfaces in Cn :
Corollary 1.6. The rigid hypersurfaces Mχ1,...,χn−1 in C
n of equation v =∑n−1
k=1 [εk |zk|2+ |zk|10+ |zk|14+ |zk|16(zk+ z¯k)+ |zk|18|z1|2 · · · |zk−1|2+ |zk|2n+16 χk(z, z¯)],
where the χk are arbitrary real analytic functions, belong to the class Rn of strongly rigid
hypersurfaces. Two such tubes Mχ1,...,χn−1 and Mχ̂1,...,χ̂n−1 are biholomorphically equiv-
alent if and only if χk = χ̂k for k = 1, . . . , n − 1. Furthermore, for a generic choice
of a (n − 1)-tuple of real analytic functions (χ1, . . . , χn−1) in the sense of Baire (to be
precised in §8), Mχ1,...,χn−1 is not locally algebraizable at the origin.
Finally, by computing generators of the Lie algebra of local infinitesimal CR automor-
phisms of some explicit examples, we obtain:
Corollary 1.7. The following seven explicit examples of hypersurfaces in C2 are strongly
rigid and are not locally algebraizable at the origin : v = zz¯ + z2z¯2 sin(z + z¯), v = zz¯ +
z2z¯2 exp(z+z¯), v = zz¯+z2z¯2 cos(z+z¯), v = zz¯+z2z¯2 tan(z+z¯), v = zz¯+z2z¯2 sinh(z+z¯),
v = zz¯ + z2z¯2 cosh(z + z¯) and v = zz¯ + z2z¯2 tanh(z + z¯).
1.3. Content of the paper. To prove Theorem 1.1 we consider an algebraic equivalent
M ′ of M . The main technical part of the proof consists in showing that an arbitrary
real algebraic element M ′ of T dn can be straightened in some local complex algebraic
coordinates t′ ∈ Cn in order that its infinitesimal CR automorphisms are the real parts
of n holomorphic vector fields of the form X ′i = c
′
i(t
′
i) ∂t′i , i = 1, . . . , n, where the vari-
ables are separated and the functions c′i(t
′
i) are algebraic. For this, we need to show
that the automorphism group of a minimal finitely nondegenerate real algebraic generic
submanifold in Cn is a local real algebraic Lie group, a notion defined in §2.3. A large
part of this article (§§4, 5, 6) is devoted to provide an explicit representation formula for
the local biholomorphic self-transformations of a minimal finitely nondegenerate generic
submanifold, see especially Theorem 2.1 and Theorem 4.1. Finally, using the specific
simplified form of the vector fields X ′i and assuming that there exists a biholomorphic
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equivalence Φ : M → M ′ satisfying Φ∗(∂ti) = c′i(t′i) ∂t′i , we show by elementary compu-
tations that all the first order derivatives of the mapping ψ′(y′) must be algebraic. We
follow a similar strategy for the proofs of Theorems 1.4 and 1.5. Finally, in §§7-8, we
provide the proofs of Corollaries 1.2, 1.3, 1.6 and 1.7.
1.4. Acknowledgment. We acknowledge interesting discussions with Michel Petitot
Franc¸ois Boulier at the University of Lille 1.
§2. Preliminaries
We recall in this section the basic properties of the objects we will deal with.
2.1. Nash algebraic functions and manifolds. In this subsection, let K = R or C.
Let (x1, . . . , xn) denote coordinates over K
n. Throughout the article, we shall use the
norm |x| := max(|x1|, . . . , |xn|) for x ∈ Kn. Let K be an open polydisc centered at the ori-
gin in Kn, namely K = {x ∈ Kn : |x| < ρ} for some ρ > 0. Let f : K → K be a K-analytic
function, defined by a power series converging normally in K. We say that f is (Nash)
K-algebraic if there exists a nonzero polynomial P (X1, . . . , Xn, F ) ∈ K[X1, . . . , Xn, F ]
in (n + 1) variables such that the relation P (x1, . . . , xn, f(x1, . . . , xn)) = 0 holds for all
(x1, . . . , xn) ∈ K. If K = R, we say that f is real algebraic. If K = C, we say that f
is complex algebraic. The category of K-algebraic functions is stable under elementary
algebraic operations, under differentiation and under composition. Furthermore, implicit
solutions of K-algebraic equations (for which the real analytic implicit function theorem
applies) are again K-algebraic mappings. The theory of K-algebraic manifolds is then
defined by the usual axioms of manifolds, for which the authorized changes of chart are
K-algebraic mappings only (cf. [Za1995]). In this paper, we shall very often use the
stability of algebraicity under differentiation.
2.2. Infinitesimal CR automorphisms. Let M ⊂ Cn be a generic submanifold of
codimension d ≥ 1 and CR dimension m = n − d ≥ 1. Let p ∈ M , let t = (t1, . . . , tn)
be some holomorphic coordinates vanishing at p and for some ρ > 0, let ∆n(ρ) :=
{t ∈ Cn : |t| < ρ} be an open polydisc centered at p. We consider the Lie algebra
Hol(∆n(ρ)) of holomorphic vector fields of the form X =
∑n
j=1 aj(t) ∂/∂tj, where the
aj are holomorphic functions in ∆n(ρ). Here, Hol(∆n(ρ)) is equipped with the usual
Jacobi-Lie bracket operation. We may consider the complex flow exp(σX)(q) of a vector
field X ∈ Hol(∆n(ρ)). It is a holomorphic map of the variables (σ, q) which is well defined
in some connected open neighborhood of {0} ×∆n(ρ) in C×∆n(ρ).
Let K denote the real vector field K := X +X , considered as a real vector field over
R
2n ∼= Cn. Again, the real flow of K is defined in some connected open neighborhood of
{0} ×∆n(ρ)R in R×∆n(ρ)R. We remind the following elementary relation between the
flow of K and the flow of X . For a real time parameter σ := s ∈ R, the flow exp(sX)(q)
coincides with the real flow of X +X , namely exp(sX)(q) = exp(s(X +X))(qR), where
for q ∈ Cn, we denote qR the corresponding real point in R2n. In the sequel, we shall
always identify ∆n(ρ) and its real counterpart ∆n(ρ)
R.
Let now Hol(M,∆n(ρ)) denote the real subalgebra of the vector fields X ∈ Hol(∆n(ρ))
such that X + X is tangent to M ∩ ∆n(ρ). We also denote by AutCR(M,∆n(ρ)) the
Lie algebra of vector fields of the form X + X, where X belongs to Hol(M,∆n(ρ)), so
AutCR(M,∆n(ρ)) = 2ReHol(M,∆n(ρ)). By the above considerations, the local flow
exp(sX)(q) of X with s ∈ R real makes a one-parameter family of local biholomor-
phic transformations of M . In the sequel, we shall always identify Hol(M,∆n(ρ)) and
AutCR(M,∆n(ρ)), namely we shall identify X and X + X and say by some abuse of
language that X itself is an infinitesimal CR automorphism.
In the algebraic category, the main drawback of infinitesimal CR automorphism is
that they do not have algebraic flow. For instance, the complex dilatation vector field
X = iz ∂z has transcendent flow, even if it is an infinitesimal CR automorphism of
6 HERVE´ GAUSSIER AND JOE¨L MERKER
every algebraic hypersurface in C2 whose equation is of the form v = ϕ(zz¯), even if
the coefficient of X is algebraic. Thus instead of infinitesimal CR automorphisms which
generate one-parameter groups of biholomorphic transformations of M , we shall study
algebraically dependent one-parameter families of biholomorphic transformations (not
necessarily making a one parameter group). To begin with, we need to introduce some
precise definitions about local algebraic Lie transformation groups.
2.3. Local Lie group actions in the K-algebraic category. Often in real or in
complex analytic geometry, the interest cannot be focalized on global Lie transformation
groups, but only on local transformations which are close to the identity. For instance,
the transformation group of a small piece of a real analytic CR manifold in Cn which is
not contained in a global, large or compact CR manifold is almost never a true, global
transformation group. Consequently the usual axioms of Lie transformation groups must
be localized. Philosophically speaking, the local point of view is often the most adequate
and the richest one, because a given analytico-geometric object often possesses much
more local invariant than global invariants, if any. Historically speaking, the local Lie
transformation groups were first studied, before the introduction of the now classical
notion of global Lie group. Especially, in his first masterpiece work [Lie1880] on the
subject, Sophus Lie essentially dealt with local “Lie” groups: he classified all continuous
local transformation groups acting on an open subset of C2. This general classification
provided afterwards in the years 1880–1890 many applications to the local study of
differential equations: local normal forms, local solvability, etc.
In this paragraph we define precisely local actions of local Lie groups and we focus
especially on the K-algebraic category.
Let c ∈ N∗, let g = (g1, . . . , gc) ∈ Kc and let two positive numbers satisfy 0 < δ2 < δ1.
We formulate the desired definition by means of the two precise polydiscs ∆c(δ2) ⊂
∆c(δ1) ⊂ Kc. A local K-algebraic Lie group of dimension c consists of the following
data:
(1) A K-algebraic multiplication mapping µ : ∆c(δ2) × ∆c(δ2) → ∆c(δ1) which is
locally associative (µ(g, µ(g′, g′′)) = µ(µ(g, g′), g′′)), whenever µ(g′, g′′) ∈ ∆c(δ2),
µ(g, g′) ∈ ∆c(δ2) and which satisfies µ(0, g) = µ(g, 0) = g, where the origin
0 ∈ Kc corresponds to the identity element in the group structure.
(2) A K-algebraic inversion mapping ι : ∆c(δ2) → ∆c(δ1) satisfying µ(g, ι(g)) =
µ(ι(g), g) = 0 and ι(0) = 0 whenever ι(g) ∈ ∆c(δ2).
Here, the integer c ∈ N∗ is the dimension of G. We shall say that composition and
inversion are defined locally in a neighborhood of the identity element. In the K-analytic
category, the corresponding definition is similar.
Now, we can define the notion of local K-algebraic Lie group action. Let n ∈ N∗,
let x = (x1, . . . , xn) ∈ Kn and let two positive numbers satisfy 0 < ρ2 < ρ1. Let G
be a local K-algebraic Lie group as defined just above. We shall formulate the desired
definition by means of the two precise polydiscs ∆n(ρ2) ⊂ ∆n(ρ1). This pair of polydiscs
represents a local K-algebraic manifold up to changes of K-algebraic coordinates. A local
K-algebraic Lie group action on a local K-algebraic manifold consists of a K-algebraic
action mapping x′ = Φ(x; g) defined over ∆n(ρ2) ×∆c(δ2) with values in ∆n(ρ1) which
satisfies:
(1) Φ(Φ(x; g); g′)) = Φ(x;µ(g, g′)) whenever Φ(x; g) ∈ ∆n(ρ2) and µ(g, g′) ∈ ∆c(δ2),
where the local group multiplication µ(g, g′) is K-algebraic as above;
(2) Φ(x; e) = x and Φ(Φ(x; g); ι(g)) = x whenever Φ(x; g) ∈ ∆n(ρ2) and ι(g) ∈
∆c(ρ2), where the inverse group mapping g 7→ ι(g) is K-algebraic as above.
In this definition, it is allowed to suppose that x ∈ Cn and g ∈ Rc, which is the case
to be considered in the sequel. By differentiation, every local K-algebraic action gives
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rise to vector fields defined over ∆n(ρ2) which are infinitesimal generators of the ac-
tion. Indeed, let us consider the algebraically dependent one-parameter families of com-
plex algebraic biholomorphic transformations Φ(x; 0, . . . , 0, gi, 0, . . . , 0) =: Φi(x; gi) ≡
(Φi,1(x; gi), . . . ,Φi,n(x; gi)) ∈ Kn, which we shall also denote by Φi,gi(x). In general, such
a family does not make a one-parameter group of transformations, but we can nevertheless
introduce the vector fields Xi(Φi,gi(x); gi) := ∂giΦi(x; gi) =
∑n
l=1 ∂giΦi,l(x; gi) ∂/∂xl.
We notice that the coefficients of these vector fields do in general depend on the group
parameter gi ∈ G.
In fact, in the algebraic category, there is no hope to modify the coordinates on the
group in order that the infinitesimal generators of the action are independent of the
parameter coordinates gj . For instance, the trivial one-dimensional action (complex
dilatation) defined by (z, w) 7→ ((1 + g)z, w) =: Φ(z, w; g), where (z, w) ∈ C2 and g ∈ C
is clearly an algebraic action. Here, the infinitesimal generator X(x; g) = (1 + g)−1z∂z
depends on the parameter g. The only way to avoid the dependence upon g of the
coefficient ofX is to change coordinates on the group by setting 1+g := eσ, σ ∈ C, whence
the action is represented by (z, w) 7→ (eσz, w) =: Φ(z, w;σ). Indeed, from the group
property Φ(Φ(z, w;σ);σ′) ≡ Φ(z, w;σ + σ′), it is classical and immediate to deduce that
if we define the parameter independent vector field X0(z, w) := ∂σΦ(z, w;σ)|σ=0 = z ∂z,
then it holds that ∂σΦ(z, w;σ) = e
σz ∂z = X
0(Φ(z, w;σ)). So the infinitesimal generator
of the action is independent of the parameter g. However, the main trouble here is that
the algebraicity of the action is necessarily lost since the flow of X0 is not algebraic (the
reader may check that each right (or left) invariant vector field on an algebraic local
Lie group defines in general a nonalgebraic one-parameter subgroup, e.g. for SO(2,R),
SL(2,C)).
Consequently we may allow the infinitesimal generators of an algebraic local Lie group
action x′ = Φ(x; g), defined by Xi(x; gi) := [∂giΦi](Φ
−1
i,gi
(x); gi) to depend on the group
parameter gi, even if the families (Φi,gi (x))gi∈K do not constitute one-dimensional sub-
groups of transformations.
2.4. Algebraicity of complex flow foliations. Suppose now thatM is a real algebraic
generic submanifold in Cn, for instance a hypersurface which is Levi nondegenerate at
a “center” point p ∈ M corresponding to the origin in the coordinates t = (t1, . . . , tn).
Let X ∈ Hol(M) be an infinitesimal CR automorphism. Even if, for fixed real s, the
biholomorphic mapping t 7→ exp(sX)(t) is complex algebraic, i.e. the n components of
this biholomorphism are complex algebraic functions by Webster’s theorem [We1977], we
know by considering the infinitesimal CR automorphism X1 := i(z + 1)∂z of the strong
tube Imw = |z + 1|2 + |z + 1|6 − 2 in C2 passing through the origin, that the flow of X
is not necessarily algebraic with respect to all variables (s, t).
Nevertheless, we shall show that the local CR automorphism group ofM is a local alge-
braic Lie group whose general transformations are of the form t′ = H(t; e1, . . . , ec), where
t ∈ Cn and (e1, . . . , ec) ∈ Rc and where H is algebraic with respect to all its variables.
Thus the “time” dependent vector fields defined byXi(t; ei) := [∂eiHi](H
−1
i,ei
(t); ei), where
Hi,ei (t) := Hi(t; ei) := H(t; 0, . . . , 0, ei, 0, . . . , 0), have an algebraic flow, simply given by
(t, ei) 7→ Hi(t; ei). It follows that each foliation defined by the complex integral curves
of the time dependent complex vector fields Xi, i = 1, . . . , c, is a complex algebraic foli-
ation, see §3 below. Now, we can state the main technical theorem of this paper, whose
proof is postponed to §4, §5 and §6.
Theorem 2.1. Let M ⊂ Cn be a real algebraic connected geometrically smooth generic
submanifold of codimension d ≥ 1 and CR dimension m = n − d ≥ 1. Let p ∈ M and
assume that M is finitely nondegenerate and minimal at p. Then for every sufficiently
small nonempty open polydisc ∆1 centered at p, the following three properties hold:
(1) The complex Lie algebra Hol(M,∆1) is of finite dimension c ∈ N which depends
only on the local geometry of M in a neighborhood of p.
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(2) There exists a nonempty open polydisc ∆2 ⊂ ∆1 also centered at p and a Cn-
valued mapping H(t; e) = H(t; e1, . . . , ec) with H(t; 0) ≡ t which is defined in a
neighborhood of the origin in Cn×Rc and which is algebraic with respect to both
its variables t ∈ Cn and e ∈ Rc such that for every holomorphic map h : ∆2 → ∆1
with h(∆2 ∩M) ⊂ ∆1 ∩M which is sufficiently close to the identity map, there
exists a unique e ∈ Rc such that h(t) = H(t; e).
(3) The mapping (t, e) 7→ H(t; e) constitutes a K-algebraic local Lie transformation
group action. More precisely, there exist a local multiplication mapping (e, e′) 7→
µ(e, e′) and a local inversion mapping e 7→ ι(e) such that H, µ and ι satisfy the
axioms of local algebraic Lie group action as defined in §2.3.
(4) The c “time dependent” holomorphic vector fields
(2.1) Xi(t; ei) := [∂eiHi](H
−1
i,ei
(t); ei),
where Hi,ei(t) := Hi(t; ei) := H(t; 0, . . . , 0, ei, 0, . . . , 0), have algebraic coefficients
and have an algebraic flow, given by (t, ei) 7→ Hi(t; ei).
In the case where M is real analytic, the same theorem holds true with the word “alge-
braic” everywhere replaced by the word “analytic”.
A special case of Theorem 2.1 was proved in [BER1999b] where, apparently, the au-
thors do not deal with the notion of local Lie groups and consider the isotropy group
of the point p, namely the group of holomorphic self-maps of M fixing p. The consid-
eration of the complete local Lie group of biholomorphic self-maps of a piece of M in a
neighborhood of p (not only the isotropy group of p) is crucial for our purpose, since we
shall have to deal with strong tubes M ∈ T dn for which the isotropy group of p ∈ M is
trivial. Sections §4, §5 and §6 are devoted to the proof of Theorem 4.1, a precise state-
ment of Theorem 2.1. We mention that our method of proof of Theorem 2.1 gives a non
optimal bound for the dimension of Hol(M,∆1). To our knowledge, the upper bound
c ≤ (n + 1)2 − 1 is optimal only in codimension d = 1 and in the Levi nondegenerate
case.
§3. Proof of Theorem 1.1
We take in this section Theorem 2.1 for granted. As explained in §1.3 above, we shall
conduct the proof of Theorem 1.1 in two essential steps (§§3.1 and 3.2). The strategy
for the proof of Theorems 1.4 and 1.5 is similar and we prove them in §§3.3 and 3.4. Let
M ∈ T dn be a strong tube of codimension d passing through the origin in Cn given by
the equations vj = ϕj(y), j = 1, . . . , d. Assume that M is biholomorphically equivalent
to a real algebraic generic submanifold M ′.
First step. We show that an arbitrary real algebraic element M ′ ∈ T dn can be straight-
ened in some local complex algebraic coordinates t′ = (t′1, ..., t
′
n) ∈ Cn in order that its
infinitesimal CR automorphisms are the n holomorphic vector fields of the specific form
X ′i = c
′
i(t
′
i) ∂t′i , i = 1, . . . , n, where the functions c
′
i(t
′
i) are algebraic.
Second step. Assuming that there exists a biholomorphic equivalence Φ : M → M ′
satisfying Φ∗(∂ti) = c
′
i(t
′) ∂t′i , we prove by direct computation that all the first order
derivatives of the mapping ψ′(y′) must be algebraic.
3.1. Proof of the first step. Let t′ = Φ(t) be such an equivalence, with Φ(0) = 0 and
M ′ := Φ(M) real algebraic. Let Xi := ∂ti , i = 1, . . . , n, be the n infinitesimal CR auto-
morphisms of M and set X ′i := Φ∗(Xi). Of course, we have [X
′
i1
, X ′i2 ] = Φ∗([Xi1 , Xi2 ]) =
0, so the CR automorphism group of M ′ is also n-dimensional and commutative. Let
us choose complex algebraic coordinates t′ in a neighborhood of 0 ∈ M ′ such that
X ′i|0 = ∂t′i |0. Let us apply Theorem 2.1 to the real algebraic submanifold M ′, noting all
the datas with dashes. There exists an algebraic mapping H ′(t′; e) = H ′(t′; e1, . . . , en)
such that every local biholomorphic self-map of M ′ writes uniquely t′ 7→ H ′(t′; e), for
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some e ∈ Rn. In particular, for every i = 1, . . . , n and every small s ∈ R, there exists
es ∈ Rn depending on s such that exp(sX ′i)(t′) ≡ H ′(t′; es). From the commutativity of
the flows of the X ′i, i.e. from exp(s1X
′
i1
(exp(s2X
′
i2
(t′)))) ≡ exp(s2X ′i2(exp(s1X ′i1(t′)))),
we get
(3.1) H ′(H ′(t′; e2); e1) ≡ H ′(H ′(t′; e1); e2).
This shows that the biholomorphisms t′ 7→ H ′e(t′) := H ′(t′; e) commute pairwise. In
particular, if we define
(3.2) G′i(t
′; ei) := H
′(t′; 0, . . . , 0, ei, 0, . . . , 0),
we have G′i1(G
′
i2
(t′; e2); e1) ≡ G′i2 (G′i1(t′; e1); e2).
Next, after making a linear change of coordinates in the e-space, we can insure that
∂eiG
′
i(0; ei)|ei=0 = ∂t′i |0 = X ′i|0 for i = 1, . . . , n. Finally, complexifying the real variable
ei in a complex variable ǫi, we get mappings G
′
i(t
′
i; ǫi) which are complex algebraic
with respect to both variables t′ ∈ Cn and ǫi ∈ C and which commute pairwise. We
can now state and prove the following crucial proposition (where we have dropped the
dashes) according to which we can straighten commonly the n one-parameter families of
biholomorphisms t′ 7→ G′i(t′; ǫi).
Proposition 3.1. Let t 7→ Gi(t; ǫi), i = 1, . . . , n, be n one complex parameter families of
complex algebraic biholomorphic maps from a neighborhood of 0 in Cn onto a neighbor-
hood of 0 in Cn satisfying Gi(t; 0) ≡ t, ∂ǫiGi(0; ǫi)|ǫi=0 = ∂ti |0 and pairwise commuting:
Gi1 (Gi2(t; ǫ2); ǫ1) ≡ Gi2(Gi1(t; ǫ1); ǫ2). Then there exists a complex algebraic biholomor-
phism of the form t′ 7→ Φ′(t′) =: t of Cn fixing the origin with dΦ′(0) = Id such that if
we set G′i(t
′; ǫi) := Φ
′−1(Gi(Φ
′(t′); ǫi)), where t
′ = Φ(t) denote the inverse of t = Φ′(t′),
then we have
(3.3) G′i(t
′; ǫi) ≡ (t′1, . . . , t′i−1, G′i,i(t′i; ǫi), t′i+1, . . . , t′n),
where the functions G′i,i are complex algebraic, depend only on t
′
i (and on ǫi) and satisfy
G′i,i(t
′
i; 0) ≡ t′i and ∂ǫiG′i,i(0; ǫi)|ǫi=0 = 1.
Proof. First of all, we define the complex algebraic biholomorphism
(3.4) Φ′1 : (t
′
1, t
′
2, . . . , t
′
n) 7−→ G1(0, t′2, . . . , t′n; t′1) =: t.
We have dΦ′1(0) = Id, because G1(t; 0) ≡ t and ∂ǫ1G1(0; ǫ1)|ǫ1=0 = ∂t1 |0. Furthermore,
since ∂ǫ1G1(0; ǫ1)|ǫ1=0 is transversal to {(0, t2, . . . , tn)}, it also follows that a small neigh-
borhood of the origin in Cnt is algebraically foliated by the (n − 1)-parameter family of
complex curves C′t′2,...,t′n := {G1(0, t
′
2, . . . , t
′
n; t
′
1) : |t′1| < δ} where δ > 0 is small and
t′2, . . . , t
′
n are fixed. The existence of this foliation shows that the relation
(3.5) t∗ ∼ t iff there exists ǫ1 such that t∗ = G1(t; ǫ1)
is a local equivalence relation, whose equivalence classes are the leaves C′t′2,...,t′n (see Fig-
ure 1).
Figure 1: Local algebraic straightening of the orbits of G1(t; ǫ1)
t1
0
t2, . . . , tn
C′
t′
2
,...,t′n
G1(G1(0, t
′
2, . . . , t
′
n; t
′
1); ǫ1)
G1(0, t
′
2, . . . , t
′
n; t
′
1)G1(0, t
′
2, . . . , t
′
n; 0)
∼ tt∗
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Consequently, as we clearly have
(3.6) (0, t′2, . . . , t
′
n) ∼ G1(0, t′2, . . . , t′n; t′1) ∼ G1(G1(0, t′2, . . . , t′n; t′1); ǫ1),
using the transitivity of the relation ∼, it follows that there exists a complex number
εt′,ǫ1 depending on t
′ and on ǫ1 such that
(3.7) G1(G1(0, t
′
2, . . . , t
′
n; t
′
1); ǫ1) = G1(0, t
′
2, . . . , t
′
n; εt′,ǫ1).
By the very definition (3.4) of Φ′1, this is equivalent to
(3.8) Φ1(G1(Φ
′
1(t
′); ǫ1)) = (εt′,ǫ1 , t
′
2, . . . , t
′
n),
where t′ = Φ1(t) denotes the inverse of t = Φ
′
1(t
′). Finally, since the left hand side
of (3.8) is clearly a complex algebraic mapping of (t′; ǫ1), it follows that there exists a
complex algebraic function G′1,1(t
′; ǫ1) such that we can write
(3.9) Φ1(G1(Φ
′
1(t
′); ǫ1)) ≡ (G′1,1(t′; ǫ1), t′2, . . . , t′n).
So we have straightened the first family by means of Φ′1.
Next, we drop the dashes and we restart with G1(t; ǫ1) = (G1,1(t; ǫ1), t2, . . . , tn). Then,
similarly as above, by introducing the complex algebraic biholomorphism
(3.10) Φ′2 : (t
′
1, t
′
2, t
′
3, . . . , t
′
n) 7−→ G2(t′1, 0, t′3, . . . , t′n; t′2),
which satisfies dΦ′2(0) = Id, and by denoting by t
′ = Φ2(t) the inverse of t = Φ
′
2(t
′), we
get again that if we set G′2(t
′; ǫ2) := Φ2(G2(Φ
′
2(t
′); ǫ2)), then
(3.11) G′2(t
′; ǫ2) ≡ (t′1, G′2,2(t′; ǫ2), t′3, . . . , t′n),
where the complex algebraic function G′2,2(t
′; ǫ2) satisfies ∂ǫ2G
′
2,2(0; ǫ2)|ǫ2=0 = 1 and
G′2,2(t
′; 0) ≡ t′2.
We also have to consider the modification of the first family of biholomorphisms
G′1(t
′; ǫ1) := Φ2(G1(Φ
′
2(t
′); ǫ1)). Using in an essential way the commutativity, we may
compute
(3.12)

Φ′2(G
′
1(t
′; ǫ1)) = G1(Φ
′
2(t
′); ǫ1)
= G1(G2(t
′
1, 0, t
′
3, . . . , t
′
n; t
′
2); ǫ1)
= G2(G1(t
′
1, 0, t
′
3, . . . , t
′
n; ǫ1); t
′
2)
= G2(G1,1(t
′
1, 0, t
′
3, . . . , t
′
n; ǫ1), 0, t
′
3, . . . , t
′
n; t
′
2)
= Φ′2(G1,1(t
′
1, 0, t
′
3, . . . , t
′
n; ǫ1), t
′
2, t
′
3, . . . , t
′
n).
It follows that
(3.13) G′1(t
′; ǫ1) ≡ (G1,1(t′1, 0, t′3, . . . , t′n; ǫ1), t′2, t′3, . . . , t′n)
whence
(3.14) G′1,1(t
′; ǫ1) := G1,1(t
′
1, 0, t
′
3, . . . , t
′
n; ǫ1)
does not depend on t′2. Finally, inserting (3.11) and (3.13) in the commutativity relation
G′1(G
′
2(t
′; ǫ2); ǫ1) ≡ G′2(G′1(t′; ǫ1); ǫ2), we find
(3.15)
{
G′1,1(t
′
1, G
′
2,2(t
′; ǫ2), t
′
3, . . . , t
′
n; ǫ1) ≡ G′1,1(t′; ǫ1),
G′2,2(G
′
1,1(t
′; ǫ1), t
′
2, t
′
3, . . . , t
′
n; ǫ2) ≡ G′2,2(t′; ǫ2).
The first relation gives nothing, since we already know that G′1,1 is independent of t
′
2.
By differentiating the second relation with respect to ǫ1 at ǫ1 = 0, we find that G
′
2,2 is
independent of t′1.
In summary, after the change of coordinates Φ′2 ◦ Φ′1(t′) = t which is tangent to the
identity map at t′ = 0, we obtained that
(3.16)
{
G′1(t
′; ǫ1) = (G
′
1,1(t
′
1, t
′
3, . . . , t
′
n), t
′
2, t
′
3, . . . , t
′
n),
G′2(t
′; ǫ2) = (t
′
1, G
′
2,2(t
′
2, t
′
3, . . . , t
′
n), t
′
3, . . . , t
′
n).
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Using these arguments, the proof of Proposition 3.1 clearly follows by induction. 
Now, we come back to our CR manifold M ′ having the one-parameter families of
algebraic biholomorphisms G′i(t
′; ei) given by (3.2) and pairwise commuting. Applying
Proposition 3.1, after a change of complex algebraic coordinates of the form t′ = Ψ′′(t′′),
we may assume that the G′′i (t
′′; ǫi) are algebraic and can be written in the specific form
(3.17) G′′i (t
′′; ǫi) ≡ (t′′1 , . . . , t′′i−1, G′′i,i(t′′i ; ǫi), t′′i+1, . . . , t′′n),
with ∂ǫiG
′′
i,i(0; ǫi)|ǫi=0 = 1. Let t′′ = Ψ′(t′) denote the inverse of t′ = Ψ′′(t′′). We thus
have t′′ = Ψ′(t′) = Ψ′(Φ(t)), where we remind that t′ = Φ(t) provides the equivalence
between the strong tube M and the algebraic CR generic M ′.
Since Ψ′ is algebraic, the image M ′′ := Ψ′(M ′) is also algebraic. Let r′j(t
′, t¯′) = 0,
j = 1, . . . , d, be defining equations for M ′. Then r′′j (t
′′, t¯′′) := r′j(Ψ
′′(t′′),Ψ′′(t′′)) = 0
are defining equations for M ′′. By assumption, for ǫi := ei ∈ R real, the family of
algebraic biholomorphisms G′i(t
′; ǫi) maps a small piece of M
′ through the origin into
M ′. It follows trivially that G′′i (t
′′; ǫi) ≡ Ψ′(G′i(Ψ′′(t′′); ǫi)) maps a small piece of M ′′
through the origin into M ′′. Furthermore, since dΨ′′(0) = Id, it follows that if we denote
X ′′i := Ψ
′
∗(X
′
i), then X
′′
i |0 = ∂t′′i |0.
Next, thanks to the specific form (3.17), by differentiating ∂ǫiG
′′
i (t
′′; ǫi)|ǫi=0, we get
n vector fields of the form Z ′′i = c
′′
i (t
′′
i ) ∂t′′i . By construction, the functions c
′′
i (t
′′
i )
are algebraic and satisfy c′′i (0) = 1. Differentiating with respect to ei the identity
r′′j (G
′′
i (t
′′; ei), G′′i (t
′′; ei)) = 0 for r
′′
j (t
′′, t¯′′) = 0, i.e. for t′′ ∈M ′′, we see that Z ′′i is tangent
to M ′′, i.e. we see that Z ′′i is an infinitesimal CR automorphism of M
′′. Consequently,
there exist real constants λi,l such that Z
′′
i =
∑n
l=1 λi,lX
′′
l . Since Z
′′
i |0 = X ′′i |0 = ∂t′′i |0,
we have in fact λi,l = 1 for i = l and λi,l = 0 for i 6= l. So Z ′′i = X ′′i and we have shown
that
(3.18) (Ψ′ ◦ Φ)∗(Xi) = X ′′i = Z ′′i = c′′i (t′′i ) ∂t′′i .
We shall call a CR generic manifoldM ′′ having infinitesimal CR automorphisms of the
form X ′′i = c
′′
i (t
′′
i ) ∂t′′i with c
′′
i (0) 6= 0 a pseudotube. Such a pseudotube is not in general
a product by Rn. In fact, there is no hope to tubify all algebraic peudotubes in algebraic
coordinates, as shows the elementary example Imw = |z + 1|2 + |z + 1|6 − 2 having
infinitesimal CR automorphisms ∂w and i(z+1)∂z, since the only change of coordinates
for which Φ∗(∂w) = ∂w′ and Φ∗(i(z+1)∂z) = ∂z′ is z+1 = e
iz′ , w = w′, which transforms
M into M ′ of nonalgebraic defining equation Imw′ = e−2y
′
+ e−6y
′
.
The constructions of this paragraph may be represented by the following symbolic
picture.
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M ′
v′Cn
t′
M
Cnt v x, u
v′′
M ′′
Cn
t′′
x′′, u′′′
y′′
y′y Φ
M ′ algebraic
x′, u′
M ′′ algebraic pseudotube
M strong tube
Φ′′ := Ψ′ ◦ Φ
Figure 2: Algebraic straightening Ψ′ of M ′
Ψ′
Summary and conclusion of the first step. To conclude, let us denote for simplicity M ′′
again by M ′, the coordinates t′′ again by t′ and t′′ = Ψ′ ◦ Φ(t) by t′ = Φ(t). After the
above straightenings, we have shown that the infinitesimal CR automorphisms X ′i :=
Φ∗(Xi) of the algebraic generic manifold M
′ are of the sympathetic form X ′i = c
′
i(t
′
i) ∂t′i ,
i = 1, . . . , n, with algebraic coefficients c′i(t
′
i) satisfying c
′
i(0) = 1.
3.2. Proof of the second step. We characterize first finite nondegeneracy for tubes
of codimension d in Cn.
Lemma 3.2. Let M be a tube of codimension d in Cn equipped with coordinates (z, w) =
(x + iy, u + iv) ∈ Cm × Cd given by the equations vj = ϕj(y), j = 1, . . . , d, where
ϕj(0) = 0. Then M is finitely nondegenerate at the origin if and only if there exist m
multi-indices β1∗ , . . . , β
m
∗ ∈ Nm with |βk∗ | ≥ 1 and integers j1∗ , . . . , jm∗ with 1 ≤ jk∗ ≤ d
such that the real mapping
(3.19) ψ(y) :=
(
∂|β
1
∗
|ϕj1
∗
(y)
∂yβ
1
∗
, . . . ,
∂|β
m
∗
|ϕjm
∗
(y)
∂yβ
m
∗
)
=: y′ ∈ Rm
is of rank m at the origin in Rm.
Proof. We follow the definition of finite nondegeneracy given in §1.2. Let rj(t, t¯) := vj −
ϕj(y) = 0 be the defining equations ofM . Let Lk := ∂z¯k +
∑d
j=1 ϕj,z¯k ∂w¯j , k = 1, . . . ,m,
be a basis of (1, 0)-vector fields tangent to M . We write the first order terms in the
Taylor series of ϕj(y) as ϕj(y) =
∑n
l=1 λj,l yl +O(|y|2). Then the holomorphic gradient
of rj is given by
(3.20)

∇t(rj) = (∂z1rj , . . . , ∂zmrj , ∂w1rj , . . . , ∂wdrj)
= i2−1(∂y1ϕj , . . . , ∂ymϕj , 0, . . . , 0,−1, 0, . . . , 0)
= i2−1(λj,1, · · · , λj,m, 0, . . . , 0,−1, 0, . . . , 0), at the origin.
On the other hand, since for β = (β1, . . . , βm) ∈ Nm with |β| ≥ 1 the order |β| derivation
L
β
:= L
β1
1 · · ·L
βm
m acts on functions of y as the operator (2i)
−|β| ∂βy , we can compute
(3.21)
{
L
β
(∇t(rj)) = (Lβ∂z1ϕj , . . . , L
β
∂zmϕj , 0, . . . , 0, . . . , 0)
= i−|β|+12−|β|−1 (∂βy ∂y1ϕj , . . . , ∂
β
y ∂ymϕj , 0, . . . , 0, . . . , 0).
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By inspecting the expressions (3.20) and (3.21), we see that Span{(Lβ(∇t(rj)))(0) :
β ∈ Nm, j = 1, . . . , d} = Cn if and only if Span{(∂βy ∂y1ϕj(0), . . . , ∂βy ∂ymϕj(0)) : β ∈
Nm, |β| ≥ 1, j = 1, . . . , d} = Rm. This last condition is clearly equivalent to the one
stated in Lemma 3.2. 
We can prove now that the inverse mapping ψ′(y′) of the mapping ψ(y) defined
by (1.1) (or (3.19)) has algebraic first order derivatives. By Step 1, there exists a biholo-
morphic transformation Φ mapping the strong tube M onto the algebraic pseudotube
M ′ with the property that Φ∗(∂ti) = c
′
i(t
′
i) ∂t′i . Writing Φ(t) = (h1(t), . . . , hn(t)), we
have Φ∗(∂ti) =
∑n
l=1 hl,ti(t) ∂t′l = c
′
i(t
′
i) ∂t′i , so hi(t) depends only on ti which yields
Φ(t) = (h1(t1), . . . , hn(tn)). We shall use the convenient notation t
′
i = hi(ti) and
ti = h
′
i(t
′
i) for the inverse h
′
i := h
−1
i , i = 1, . . . , n. If accordingly, Φ
′(t′) = t denotes
the inverse of Φ(t) = t′, we have Φ′∗(c
′
i(t
′
i) ∂t′i) = c
′
i(t
′
i)h
′
i,t′i
(t′i) ∂ti = ∂ti , which shows
that c′i(t
′
i)h
′
i,t′i
(t′i) ≡ 1. Since c′i(0) = 1, we see that h′i(t′i) =
∫ t′i
0 1/[c
′
i(σ)] dσ is the
complex primitive of an algebraic function. This observation will be important.
After a permutation of the coordinates, we may assume that M ′ is given in the coor-
dinates t′ = (z′, w′) ∈ Cm × Cd by the real defining equations Imw′j = ϕ′j(z′, z¯′,Rew′),
j = 1, . . . , d, where the functions ϕ′j are algebraic and vanish at the origin. Solving in
terms of w′ by means of the algebraic implicit function theorem, we can representM ′ by
the algebraic complex defining equations
(3.22) w′j = Θ
′
j(z
′, z¯′, w¯′), j = 1, . . . , d,
where Θ
′
satisfies the vectorial functional equation w′ ≡ Θ′(z′, z¯′,Θ′(z¯′, z′, w′)) (which
we shall not use). According to the splitting (z′, w′) of coordinates, it is convenient to
modify our previous notation by writing zk = f
′
k(z
′
k), k = 1, . . . ,m and wj = g
′
j(w
′
j),
j = 1, . . . , d instead of ti = h
′
i(t
′
i), i = 1, . . . , n, and also
(3.23)
{
X ′k = a
′
k(z
′
k) ∂z′k , k = 1, . . . ,m, a
′
k(0) = 1,
Y ′j = b
′
j(w
′
j) ∂w′j , j = 1, . . . , d, b
′
j(0) = 1,
instead of X ′i = c
′
i(t
′
i) ∂t′i . The relation c
′
i(t
′
i)h
′
i,t′i
(t′i) ≡ 1 rewrites down in the form
(3.24)
{
a′k(z
′
k) f
′
k,z′
k
(z′k) ≡ 1,
b′j(w
′
j) g
′
j,w′j
(w′j) ≡ 1.
We remind that the derivatives of the f ′k and of the g
′
j are algebraic. Let now t
′ =
(z′, w′) ∈M ′, thus satisfying (3.22). Then h′(t′) = (f ′(z′), g′(w′)) belongs to M , namely
we have for j = 1, . . . , d:
(3.25)
g′j(w
′
j)− g¯′j(w¯′j)
2i
= ϕj
(
f ′1(z
′
1)− f¯ ′1(z¯′1)
2i
, . . . ,
f ′m(z
′
m)− f¯ ′m(z¯′m)
2i
)
,
where i =
√−1 here. Replacing w′j by Θ
′
j(z
′, z¯′, w¯′) in the left hand side, we get the
following identity between converging power series of the 2m + d complex variables
(z′, z¯′, w¯′):
(3.26)
g′j(Θ
′
j(z
′, z¯′, w¯′))− g¯′j(w¯′j)
2i
≡ ϕj
(
f ′1(z
′
1)− f¯ ′1(z¯′1)
2i
, . . . ,
f ′m(z
′
m)− f¯ ′m(z¯′m)
2i
)
.
Let us differentiate this identity with respect to z′k, for k = 1, . . . ,m. Taking into account
the relations (3.24), we obtain
(3.27)
a′k(z
′
k)Θ
′
j,z′
k
(z′, z¯′, w¯′)
b′j(Θ
′
j(z
′, z¯′, w¯′))
≡ ∂ϕj
∂yk
(
f ′1(z
′
1)− f¯ ′1(z¯′1)
2i
, . . . ,
f ′m(z
′
m)− f¯ ′m(z¯′m)
2i
)
.
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Clearly, the left hand side is an algebraic function A′j,k(z′, z¯′, w¯′). Then differentiating
again with respect to the variables z′k the relations (3.27), we see that for every multi-
index β ∈ Nm with |β| ≥ 1, and every j = 1, . . . , d, there exists an algebraic function
A′j,β(z′, z¯′, w¯′) such that the following identity holds:
(3.28) A′j,β(z′, z¯′, w¯′) ≡
∂β1+···+βmϕj
∂yβ11 · · · ∂βmym
(
f ′1(z
′
1)− f¯ ′1(z¯′1)
2i
, . . . ,
f ′m(z
′
m)− f¯ ′m(z¯′m)
2i
)
.
Differentiating (3.28) with respect to w¯′, we see immediately that A′j,β is in fact inde-
pendent of w¯′. Furthermore, we see that A′j,β is real, namely A′j,β(z′, z¯′) ≡ A
′
j,β(z¯
′, z′).
Now we extract from (3.28) the m identities written for β := βk∗ , j := j
k
∗ , k = 1, . . . ,m
and we use the invertibility of the mapping ψ defined in (3.19) (recall that ψ′(y′) = y
denotes the inverse of y′ = ψ(y)), which yields
(3.29)
f ′k(z
′
k)− f¯ ′k(z¯′k)
2i
≡ ψ′k(A′j1
∗
,β1
∗
(z′, z¯′), . . . ,A′jm
∗
,βm
∗
(z′, z¯′)),
for k = 1, . . . ,m. For simplicity, we shall write A′k(z′, z¯′) instead ofA′jk
∗
,βk
∗
(z′, z¯′). Finally,
we differentiate (3.29) with respect to z′k, which yields, taking into account (3.24):
(3.30)

1
2i a′k(z
′
k)
≡
m∑
l=1
∂ψ′k
∂y′l
(A′1(z′, z¯′), . . . ,A′m(z′, z¯′))
∂A′l
∂z′k
(z′, z¯′),
0 ≡
m∑
l=1
∂ψ′k
∂y′l
(A′1(z′, z¯′), . . . ,A′m(z′, z¯′))
∂A′l
∂z′
k˜
(z′, z¯′), k˜ 6= k.
It follows from these relations (3.30) viewed in matrix form that the constant matrix
(
∂A′l
∂z′
k
(0, 0))1≤l,k≤m is invertible, because the diagonal matrix (δ
k˜
k [2ia
′
k(z
′
k)]
−1)1≤k,k˜≤m is
evidently invertible at z′k = 0 (recall a
′
k(0) = 1). Consequently, there exist algebraic
functions B′k,l(z′, z¯′) so that
(3.31)
∂ψ′k
∂y′l
(A′1(z′, z¯′), . . . ,A′m(z′, z¯′)) ≡ B′k,l(z′, z¯′).
Next, setting y˜′k = A′k(iy′,−iy′), k = 1, . . . ,m we see, from the invertibility of the matrix
(
∂A′k
∂z′
l
(0, 0))1≤k,l≤m and from the reality of A′k(z′, z¯′), that the Jacobian determinant at
the origin of the mapping y′ 7→ A′(iy′,−iy′) = y˜′k is nonzero. Thus there are real
algebraic functions C′k so that we can express y′ in terms of y˜′ as y′k = C′k(y˜′). Finally,
we get
(3.32)
∂ψ′k
∂y′l
(y˜′1, . . . , y˜
′
m) = B′k,l(iC′(y˜′),−iC′(y˜′)),
where the right hand sides are algebraic; this shows that the partial derivatives ∂y′lψ
′
k
are algebraic functions of y˜′.
To obtain the equivalent formulation of Theorem 1.1, we observe the following.
Lemma 3.3. For every k, l = 1, . . . ,m, the functions ∂y′
k
ψ′l(y
′) are algebraic functions
of y′ if and only if for every k1, k2 = 1, . . . ,m, the second derivative ∂
2
yk1yk2
(y) is an
algebraic function of ψ(y) = (∂y1ϕ(y), . . . , ∂ymϕ(y)).
Proof. Differentiating the identities yk ≡ ψ′k(ψ(y)), k = 1, . . . ,m, with respect to yl, we
get
(3.33) δlk ≡
m∑
j=1
∂y′
j
ψ′k(ψ(y)) ∂yjψj(y) ≡
m∑
j=1
∂y′
j
ψ′k(y
′) ∂2ymylϕ(y).
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Applying Cramer’s rule, we see that there exist universal rational functions Rk,l and Sk,l
such that
(3.34)
{
∂2ykylϕ(y) ≡ Rk,l({∂y′k2ψ
′
k1(y
′)}1≤k1,k2≤m}),
∂y′
l
ψ′k(y
′) ≡ Sk,l({∂2yk1yk2ϕ(y)}1≤k1,k2≤m}).
This implies the equivalence of Lemma 3.3. 
In conclusion, taking Theorem 2.1 for granted, the proof of Theorem 1.1 is now com-
plete. 
3.3. Proof of Theorem 1.5. Let M : v = ϕ(z, z¯) be a rigid Levi nondegenerate
hypersurface in Cn passing through the origin. We may assume that v =
∑n−1
k=1 εk |zk|2+
ϕ3(z, z¯), where εk = ±1 and we may write ϕ3(z, z¯) =
∑n−1
k=1 [z¯k ϕ
3
k(z)+zkϕ¯
3
k(z¯)]+ϕ
4(z, z¯),
with ϕ4(0, z¯) ≡ ϕ4zk(0, z¯) ≡ 0 and ϕ3k = O(2). After making the change of coordinates
z′k := zk + εk ϕ
3
k(z), w
′ := w, we come to the simple equation v′ =
∑n−1
k=1 εk |z′k|2 +
χ′(z′, z¯′), where χ′(0, z¯′) ≡ χz′
k
(0, z¯′) ≡ 0, considered in Theorem 1.5.
Assume that M is strongly rigid, locally algebraizable and let M ′ be an algebraic
equivalent of M . Let t′ = h(t) be such an equivalence, or in our previous notation
z′ = f(z, w) and w′ = g(z, w). We note z = f ′(z′, w′) and w = g′(z′, w′) the inverse
equivalence. Since M is strongly rigid, namely Hol(M) is generated by the single vector
field X1 := ∂w, it follows that Hol(M
′) is also one-dimensional, generated by the single
vector fieldX ′1 := h∗(X1). Taking again Theorem 2.1 for granted and proceeding as in the
first step of the proof of Proposition 3.1, we may algebraically straighten the complex
foliation induced by X ′1 to the “vertical” foliation by w
′-lines. Equivalently, we may
assume thatX ′1 = b
′(z′, w′) ∂w′ with b
′ algebraic and b′(0) = 1. The assumption h∗(∂w) =
b′(z′, w′) ∂w′ yields that f
′(z′, w′) is independant of w′ and that b′(z′, w′) g′w′(z
′, w′) ≡ 1,
so that as in (3.24) above, the derivative g′w′ is algebraic. Let w
′ = Θ
′
(z′, z¯′, w¯′) be the
complex defining equation of M ′ in these coordinates. The assumption h′(M ′) = M
yields the following power series identity
(3.35) g′(z′,Θ
′
(z′, z¯′, w¯′)) − g¯′(z¯′, w¯′) ≡ 2i ϕ(f ′(z′), f¯ ′(z¯′)).
By differentiating this identity with respect to z′k, we get
(3.36) ∂z′
k
g′(z′,Θ
′
(z′, z¯′, w¯′)) +
∂z′
k
Θ
′
(z′, z¯′, w¯′)
b′(Θ
′
(z′, z¯′, w¯′))
≡ 2i
n−1∑
l=1
∂zlϕ(f
′(z′), f¯ ′(z¯′)) ∂z′
k
f ′l (z
′).
We notice that the second term in the left hand side of (3.36) is algebraic. By differentiat-
ing in turn (3.36) with respect to z¯′k and using the algebraicity of ∂
2
z′
k
w′g
′(z′, Θ¯′(z′, z¯′, w¯′)),
we obtain that there exist algebraic functions A′k1,k2(z′, z¯′) such that
(3.37) A′k1,k2(z′, z¯′) ≡
n−1∑
l1,l2=1
∂2zl1 z¯l2ϕ(f
′(z′), f¯ ′(z¯′)) ∂z′
k1
f ′l1(z
′) ∂z¯′
k2
f¯ ′l2(z¯
′).
Without loss of generality, we may assume that h′ is tangent to the identity map at
t′ = 0. Then setting z¯′ := 0 in (3.37) and using the fact that ∂2zl1 z¯l2ϕ(z, 0) = δ
l2
l1
εl1 +
∂2zl1 z¯l2
χ(z, 0) ≡ δl2l1 εl1 by the properties of χ in Theorem 1.5 we get, since ∂z¯′k2 f¯
′
l2
(0) =
δk2l2 :
(3.38) A′k1,k2(z′, 0) ≡ εk2 ∂z′k1 f
′
k2(z
′),
which shows that all the first order derivatives ∂z′
k
f ′l (z
′) are algebraic.
Next, since the canonical transformation to normalizing coordinates is algebraic and
preserves the “horizontal” coordinates z′ (cf. [CM1974]), hence does not perturb the
complex foliation induced by X ′1, we may also assume that M
′ is given in normal coor-
dinates, namely that the function Θ′ satisfies Θ′(0, z¯′, w¯′) ≡ Θ′(z′, 0, w¯′) ≡ w¯′. Since the
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coordinates are normal for both M and M ′, it follows by setting z¯′ := 0 and w¯′ := 0
in (3.35) that g′(z′, 0) ≡ 0. Consequently, ∂z′
k
g′(z′, 0) ≡ 0. Finally, by setting z′ := 0
and w¯′ := 0 in (3.36), we see that the first term in the left hand side vanishes and that
the second term is algebraic with respect to z¯′, so we obtain that there exist algebraic
functions B′k(z¯′) such that
(3.39) B′k(z¯′) ≡
n−1∑
l=1
∂zlϕ(0, f¯
′(z¯′)) ∂z′
k
f ′l (0) ≡ εk f¯ ′k(z¯′).
We have proved that the components f ′k(z
′) are all algebraic.
Finally, coming back to the relation (3.36), we want to prove that the derivatives
∂zlϕ(f
′(z′), f¯ ′(z¯′)) are all algebraic. However, the first term of (3.36) is not algebraic
in general. Fortunately, using the fact that Θ
′
= w¯′ + O(2), we see that there exists
a unique algebraic solution w¯′ = Λ
′
(z′, z¯′) of the implicit equation Θ
′
(z′, z¯′, w¯′) = 0,
namely satisfying Θ
′
(z′, z¯′,Λ
′
(z′, z¯′)) ≡ 0. Then by replacing w¯′ by Λ′ in (3.36), we get
that there exist algebraic functions C′k(z′, z¯′) such that
(3.40) C′k(z′, z¯′) ≡
n−1∑
l=1
∂zlϕ(f
′(z′), f¯ ′(z¯′)) ∂z′
k
f ′l (z
′).
Since f ′ is tangent to the identity map, we can solve by Cramer’s rule this linear system
for the derivatives ∂zlϕ, which yields that the ∂zlϕ(f
′(z′), f¯ ′(z¯′)) are all algebraic. Since
f ′(z′) is also algebraic, we obtain in sum that the derivatives ∂zlϕ(z, z¯) are all algebraic.
In conclusion, taking Theorem 2.1 for granted, the proof of Theorem 1.5 is complete. 
3.4. Proof of Theorem 1.4. Let M : v = ϕ(zz¯) in C2 with Hol(M) generated by ∂w
and iz∂z. Without loss of generality, we can assume that ϕ(r) = r + O(r
2). Let M ′
be an algebraic equivalent of M . Let t = h′(t′), or z = f ′(z′, w′), w = g′(z′, w′) be a
local holomorphic equivalence satisfying h′(M ′) =M . Let t′ = h(t) be its inverse. Then
Hol(M ′) is two-dimensional and generated by h∗(∂w) and h∗(iz∂z). First of all, using
the algebraicity of the CR automorphism group of M ′ and proceeding as in the proof
of Proposition 3.1, we can prove that there exist two generators of Hol(M ′) of the form
X ′1 = b
′(w′) ∂w′ and X
′
2 = a
′(z′) ∂z′ where b
′ and a′ are algebraic and satisfy b′(0) = 1
and a′(z′) = iz′+O(z′
2
). Furthermore, we may assume that h′ is tangent to the identity
map and that h′∗(b
′(w′) ∂w′) = ∂w and h
′
∗(a
′(z′) ∂z′) = iz∂z. As in (3.24), it follows that
b′(w′) g′w′(w
′) ≡ 1 and a′(z′) f ′z′(z′) ≡ if ′(z′). Let w′ = Θ
′
(z′, z¯′, w¯′) be the complex
algebraic equation of M ′. Then we get the following power series identity:
(3.41) g′(Θ
′
(z′, z¯′, w¯′))− g¯′(w¯′) ≡ 2i ϕ(f ′(z′)f¯ ′(z¯′)),
which yields after differentiating with respect to z′:
(3.42)
{
Θ
′
z′(z
′, z¯′, w¯′)/[b′(Θ
′
(z′, z¯′, w¯′))] ≡ 2i ∂z′f(z′) f¯ ′(z¯′) ∂rϕ(f ′(z′)f¯ ′(z¯′))
≡ − 2 f ′(z′)f¯ ′(z¯′) ∂rϕ(f ′(z′)f¯ ′(z¯′))/[a′(z′)].
Here, we consider the function ϕ as a function ϕ(r) of the real variable r ∈ R. Since
the left hand side is an algebraic function and a′(z′) is also algebraic, there exists an
algebraic function A′(z′, z¯′) such that we can write
(3.43) A′(z′, z¯′) ≡ f ′(z′)f¯ ′(z¯′) ∂rϕ(f ′(z′)f¯ ′(z¯′)).
Next, using the property ϕ(r) = r + O(r2), differentiating (3.43) with respect to z¯′
at z¯′ = 0, we obtain that f ′(z′) is algebraic. Coming back to (3.43), this yields that
∂rϕ(f
′(z′)f¯ ′(z¯′)) is algebraic. Since f ′(z′) is also algebraic, we finally obtain that ∂rϕ(r)
is algebraic. Excepting the examples which will be treated in §7.5, the proof of Theo-
rem 1.4 is complete. 
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The next three sections are devoted to the statement of Theorem 4.1, which implies
directly Theorem 2.1 (§4), and to its proof (§§5-6).
§4. Local Lie group structure for the CR automorphism group
4.1. Local representation of a real algebraic generic submanifold. We consider a
connected real algebraic (or more generally, real analytic) generic submanifoldM in Cn of
codimension d ≥ 1 and CR dimension m = n− d ≥ 1. Pick a point p ∈M and consider
some holomorphic coordinates t = (t1, . . . , tn) = (z1, . . . , zm, w1, . . . , wd) ∈ Cm × Cd
vanishing at p in which T0M = {Imw = 0}. If we denote w = u + iv, it follows that
there exists (Nash) real algebraic power series ϕj(z, z¯, u) with ϕj(0) = 0 and dϕj(0) = 0
such that the defining equations of M are of the form vj = ϕj(z, z¯, u), j = 1, . . . , d in a
neighborhood of the origin. By means of the algebraic implicit function theorem, we can
solve with respect to w¯ the equations wj−w¯j = 2i ϕj(z, z¯, (w+w¯)/2), j = 1, . . . , d, which
yields w¯j = Θj(z¯, z, w) for some power series Θj which are complex algebraic with respect
to their 2m + d variables. Here, we have Θj = wj + O(2), since T0M = {Imw = 0}.
Without loss of generality, we shall assume that the coordinates are normal, namely
the functions Θj(z¯, z, w) satisfy Θj(0, z, w) ≡ wj and Θj(z¯, 0, w) ≡ wj . It may be
shown that the power series Θj = wj + O(2) satisfy the vectorial functional equation
Θ(z¯, z,Θ(z, z¯, w¯)) ≡ w¯ in C{z, z¯, w¯}d and conversely that to every such power series
mapping satisfying this vectorial functional equation, there corresponds a unique real
algebraic generic manifoldM (cf. for instance the manuscript [GM2001c] for the details).
So we can equivalently take w¯j = Θj(z¯, z, w) or wj = Θj(z, z¯, w¯) as complex defining
equations for M .
For arbitrary ρ > 0, we shall often consider the open polydisc ∆n(ρ) := {t ∈ Cn :
|t| < ρ} where we denote by |t| := max1≤i≤n |ti| the usual polydisc norm. Without loss
of generality, we may assume that the power series Θj converge normally in the polydic
∆2m+d(2ρ1), where ρ1 > 0. In fact, we shall successively introduce some other positive
constants (radii) 0 < ρ5 < ρ4 < ρ3 < ρ2 < ρ1 afterwards. Finally, we define M as:
(4.1) M = {(z, w) ∈ ∆n(ρ1) : w¯j = Θj(z¯, z, w), j = 1, . . . , d}.
Next, let ρ2 arbitrary with 0 < ρ2 < ρ1. For h
′, h ∈ O(∆n(ρ1),Cn), we define
(4.2) ||h′ − h||ρ2 := sup {|h′(t)− h(t)| : t ∈ ∆n(ρ2)}.
For k ∈ N, we shall also consider the Ck norms
(4.3) ||Jkh′ − Jkh||ρ2 := sup {|∂αt h′(t)− ∂αt h(t)| : t ∈ ∆n(ρ2), α ∈ Nn, |α| ≤ k}.
For k ∈ N and t ∈ ∆n(ρ1), we denote by Jkh(t) the collection of partial derivatives
(∂αt hi(t))1≤i≤n, |α|≤k of length ≤ k of the components h1, . . . , hn, so Jkh(t) ∈ CNn,k ,
where Nn,k := n
(n+k)!
n! k! . In particular, the expression J
kh(0) = (∂αt hi(0))1≤i≤n, |α|≤k
denotes the k-jet of h at 0. So, the space of k-jets at the origin of holomorphic mappings
h ∈ O(∆n(ρ1),Cn) may be identified with the complex linear space CNn,k . We denote
the natural coordinates on CNn,k by (Jαi )1≤i≤n, |α|≤k. Sometimes, we abbreviate this
collection of coordinates by Jk ≡ (Jαi )1≤i≤n, |α|≤k. Finally, we denote by JkId the k-jet
at the origin of the identity mapping. We introduce the important set of holomorphic
self-mappings of M defined by
(4.4)
{
Hρ2,ρ1M,k,ε := {h ∈ O(∆n(ρ1),Cn) : ||Jkh− JkId||ρ2 < ε,
h(M ∩∆n(ρ2)) ⊂M ∩∆n(ρ1)}.
Here, k ∈ N and ε > 0 is a small positive number that we shall shrink many times in the
sequel.
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Figure 3: Nest of polydiscs centered at 0 ∈M
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We may now state the main theorem of §4, §5 and §6, namely Theorem 4.1, which
provides a complete parametrized description of the set Hρ2,ρ1M,k,ε of local biholomorphic
self-mappings of M , with k equal to an integer κ0 depending on M . During the course
of the (rather long) proof, for technical reasons, we shall have to introduce first a third
positive radius ρ3 with 0 < ρ3 < ρ2 < ρ1 which is related to the finite nondegeneracy of
M , and then afterwards a fourth positive radius ρ4 with 0 < ρ4 < ρ3 < ρ2 < ρ1, which is
related to the minimality of M . This is why the radius notation “ρ4” appears after “ρ2”
and “ρ1” without mention of “ρ3” (cf. Figure 3).
Theorem 4.1. Assume that the real algebraic generic submanifold M defined by (4.1)
is minimal and finitely nondegenerate at the origin. As above, fix two radii ρ1 and ρ2
with 0 < ρ2 < ρ1. Then there exists an even integer κ0 ∈ N∗ which depends only on the
local geometry of M near the origin, there exists ε > 0, there exists ρ4 > 0 with ρ4 < ρ2,
there exists a complex algebraic Cn-valued mapping H(t, Jκ0) which is defined for t ∈ Cn
with |t| < ρ4 and for Jκ0 ∈ CNn,κ0 (where Nn,κ0 = n (n+κ0)!n! κ0! ) with |Jκ0 − J
κ0
Id | < ε and
which depends only on M and there exists a geometrically smooth real algebraic totally
real submanifold E of CNn,κ0 passing through the identity jet Jκ0Id which depends only on
M , which is defined by
(4.5) E = {Jκ0 : |Jκ0 − Jκ0Id | < ε, Cl(Jκ0 , Jκ0) = 0, l = 1, . . . , υ},
where the Cl(J
κ0 , Jκ0), l = 1, . . . , υ, are real algebraic functions defined on the polydisc
{|Jκ0 − Jκ0Id | < ε}, and which can be constructed algorithmically by means only of the
defining equations of M , such that the following six statements hold:
(1) Every local biholomorphic self-mapping h ∈ Hρ2,ρ1M,κ0,ε of M (which is defined on
the large polydisc ∆n(ρ1)) is represented by
(4.6) h(t) = H(t, Jκ0h(0)),
on the smallest polydisc ∆n(ρ4). In particular, each h ∈ Hρ2,ρ1M,κ0,ε is a complex al-
gebraic biholomorphic mapping. Furthermore, the κ0-jet of h at the origin belongs
to the real algebraic submanifold E, namely we have Cl(J
κ0h(0), Jκ0 h¯(0)) = 0,
l = 1, . . . , υ.
(2) Conversely, shrinking ε if necessary, given an arbitrary jet Jκ0 in E there exists a
smaller positive radius ρ5 < ρ4 such that the mapping defined by h(t) := H(t, J
κ0)
for |t| < ρ5 sends M ∩∆n(ρ5) CR-diffeomorphically onto its image which is con-
tained in M ∩∆n(ρ4). We may therefore say that the set Hρ2,ρ1M,κ0,ε of local biholo-
morphic self-mappings of M is parametrized by the real algebraic submanifold
E.
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(3) For every choice of two smaller positive radii ρ˜1 ≤ ρ1 and ρ˜2 ≤ ρ2 with ρ˜2 < ρ˜1,
there exists a positive radius ρ˜4 ≤ ρ4 with ρ˜4 < ρ˜2, and a positive ε˜ ≤ ε such
that the same complex algebraic mapping H(t, Jκ0) as in statement (1) above
represents all local biholomorphic self-mappings h˜ ∈ Hρ˜2,ρ˜1M,κ0,ε˜ of M , namely we
have h˜(t) = H(t, Jκ0 h˜(0)) for all |t| < ρ˜4 as in (4.6). Furthermore, the corre-
sponding real algebraic totally real submanifold E˜ coincides with E in the poly-
disc {|Jκ0 − Jκ0Id | < ε˜} and it is defined by the same real algebraic equations
Cl(J
κ0 , Jκ0) = 0, l = 1, . . . , υ, as in equation (4.5). In fact, the algebraic map-
ping H(t, Jκ0) and the real algebraic totally real submanifold E depend only on
the local geometry of M in a neighborhood of the origin, namely on the germ of
M at 0.
(4) The set Hρ2,ρ1M,κ0,ε, equipped with the law of composition of holomorphic mappings,
is a real algebraic local Lie group. More precisely, let the positive integer c0
denote the real dimension of E, which is independent of ρ1, ρ2 and consider a
parametrization
(4.7) Rc0 ∋ e = (e1, . . . , ec0) 7→ jκ0(e) ∈ E ⊂ CNn,κ0
of the real algebraic totally real submanifold E. Then there exist a real algebraic
associative local multiplication mapping (e, e′) 7→ µ(e, e′) and a real algebraic
local inversion mapping e 7→ ι(e) such that if we define H(t; e) := H(t, jκ0(e)),
then H(H(t; e); e′) ≡ H(t;µ(e, e′)) and H(t; e)−1 ≡ H(t; ι(e)), with the local Lie
transformation group axioms, as defined in §2.3, being satisfied by H, µ and ι.
(5) For i = 1, . . . , c0, consider the one-parameter families of transformations defined
by H(t; 0, . . . , 0, ei, 0, . . . , 0) =: Hi(t; ei) =: Hi,ei(t). Then for each i = 1, . . . , c0,
the vector field Xi|(t;ei) := [∂i,eiHei(t′)]t′=H−1ei (t), is defined for t ∈ ∆n(ρ5) and
|ei| < ε, has algebraic coefficients depending on the “time” parameter ei, and
has an algebraic flow, since this coincides with the algebraic mapping (t, ei) 7→
Hi,ei(t).
(6) Let ρ5 be as in statement (2). Then the dimension c0 of the real Lie algebra
Hol(M,∆n(ρ5)) is finite, bounded by the fixed integer Nn,κ0 := n
(n+κ0)!
n! κ0!
. Further-
more, each vector field X ∈ Hol(M,∆n(ρ5)) has complex algebraic coefficients.
If M is real analytic, the same theorem holds with the word “algebraic” replaced every-
where by the word “analytic”.
We shall explain below how the integer κ0 is related to the minimality and to the
finite nondegeneracy of M at the origin. The next §5 and §6 are devoted to the proof
Theorem 4.1, namely the existence of the mapping H(t, Jκ0), the existence of the real
algebraic totally real submanifold E and the completion of the proof of properties (1-6).
§5. Minimality and finite nondegeneracy
5.1. Local CR geometry of complexified real analytic generic submanifolds.
Let ζ ∈ Cm and ξ ∈ Cd denote some independent coordinates corresponging to the
complexification of the variables z¯ and w¯, which we denote symbolically by ζ := (z¯)c
and ξ := (w¯)c, where the letter “c” stands for the word “complexified”. We also write
τ := (t¯)c, so τ = (ζ, ξ) ∈ Cn. The extrinsic complexification M := (M)c of M is the
complex submanifold of codimension d defined by
(5.1) M := {(z, w, ζ, ξ) ∈ ∆n(ρ1)×∆n(ρ1) : ξ = Θ(ζ, z, w)}.
If M is (real, Nash) algebraic, so is M. As remarked, we can choose the equivalent
defining equation w = Θ(z, ζ, ξ) for M. In the remainder of §5, we shall essentially deal
withM instead of M . In fact, M clearly imbeds inM as the intersection ofM with the
antiholomorphic diagonal Λ := {(t, τ) ∈ Cn × Cn : τ = t¯}.
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Following [Me1998], [Me2001], we shall complexify a conjugate pair of generating
families of CR vector fields tangent to M , namely L1, . . . , Lm of type (1, 0) and their
conjugates L1, . . . , Lm which are of type (0, 1). Here, we can explicitely choose the
generators Lk = ∂/∂zk +
∑d
j=1 [∂Θj/∂zk(z, z¯, w¯)] ∂/∂wj for k = 1, . . . ,m. Then their
complexification yields a pair of collections ofm vector fields defined over ∆n(ρ1)×∆n(ρ1)
by
(5.2)

Lk := ∂
∂zk
+
d∑
j=1
∂Θj
∂zk
(z, ζ, ξ)
∂
∂wj
, k = 1, . . . ,m,
Lk :=
∂
∂ζk
+
d∑
j=1
∂Θj
∂ζk
(ζ, z, w)
∂
∂ξj
, k = 1, . . . ,m.
The reader may check directly that Lk(wj−Θj(z, ζ, ξ)) ≡ 0, which shows that the vector
fields Lk are tangent toM. Similarly, Lk(ξj−Θj(ζ, z, w)) ≡ 0, so the vector fields Lk are
also tangent to M. Furthemore, we may check the commutation relations [Lk,Lk′ ] = 0
and [Lk,Lk′ ] = 0 for all k, k′ = 1, . . . ,m. It follows from the Frobenius theorem that the
two m-dimensional distributions spanned by each of these two collections of m vector
fields has the integral manifold property. This is not surprising since the vector fields Lk
are the vector fields tangent to the intersection ofM with the sets {τ = τp = ct.}, which
are clearly m-dimensional complex integral manifolds. Following [Me1998], [Me2001], we
denote these manifolds by Sτp := {(t, τp) : w = Θ(z, ζp, ξp)}, where τp is a constant, and
we call them complexified Segre varieties. Similarly, the integral manifolds of the vector
fields Lk are the conjugate complexified Segre varieties Stp := {(tp, τ) : ξ = Θ(ζ, zp, wp)},
where tp is fixed. The union of the manifolds Sτp induces a local complex algebraic
foliation F ofM by m-dimensional leaves. Similarly, there is a second foliation F whose
leaves are the Stp .
The following symbolic picture summarizes our constructions. However, we warn the
reader that the codimension d ≥ 1 of the union of the two foliations F and F in M is
not visible in this two-dimensional figure.
The complexification of a real analytic
whose leaves coincide with the complexified
These leaves also coincide with the intersection
CR-generic manifold M carries two
complex foliations FL and FL directed
by the complefixied CR-vector fields L and L
Segre varieties Sτp and Stp .
of M with the horizontal slices {τ = τp}
and with the vertical slices {t = tp}.
0
{t = tp}
F
Stp
Λ
{τ = τp}
tp t
L
τp
M
F
L
Sτp
Figure 4: Geometry of the complexificationM
Now, we introduce the “multiple” flows of the two collections of conjugate vector fields
(Lk)1≤k≤m and (Lk)1≤k≤m. For an arbitrary point p = (wp, zp, ζp, ξp) ∈ M and for an
arbitrary complex “multitime” parameter z1 = (z1,1, . . . , z1,m) ∈ Cm, we define
(5.3)
{Lz1(zp, wp, ζp, ξp) := exp(z1L)(p) := exp(z1,1L1(· · · (exp(z1,mLm(p))) · · · )) :=
:= (zp + z1,Θ(zp + z1, ζp, ξp), ζp, ξp).
With this formal definition, there exists a maximal connected open subset Ω ofM×Cm
containing M× {0} such that Lz1(p) ∈ M for all (z1, p) ∈ Ω. Analogously, for (ζ1, p)
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running in a similar open subset Ω, we may also define the map
(5.4) Lζ1(zp, wp, ζp, ξp) := (zp, wp, ζp + ζ1,Θ(ζp + ζ1, zp, wp)).
We notice that the two maps given by (5.3) and (5.4) are holomorphic in their variables.
Since M is real algebraic, they are moreover complex algebraic.
5.2. Segre chains. Let us start from the point p being the origin and let us move
alternately in the direction of S or of S, namely we consider the two maps Γ1(z1) :=
Lz1(0) and Γ1(z1) := Lz1(0). Next, we start from these endpoints and we move in the
other direction, namely, we consider the two maps
(5.5) Γ2(z1, z2) := Lz2(Lz1(0)), Γ2(z1, z2) := Lz2(Lz1(0)),
where z1, z2 ∈ Cm. Also, we define Γ3(z1, z2, z3) := Lz3(Lz2(Lz1(0))), etc. By induction,
for every positive integer k, we obtain two maps Γk(z1, . . . , zk) and Γk(z1, . . . , zk). In
the sequel, we shall often use the notation z(k) := (z1, . . . , zk) ∈ Cmk. Since Γk(0) =
Γk(0) = 0, for every k ∈ N∗, there exists a sufficiently small open polydisc ∆mk(δk)
centered at the origin in Cmk with δk > 0 such that Γk(z(k)) and Γk(z(k)) belong to M
for all z(k) ∈ ∆mk(δk).
We also exhibit a simple link between the maps Γk and Γk. Let σ be the anti-
holomorphic involution defined by σ(t, τ) := (τ¯ , t¯). Since w = Θ(z, ζ, ξ) if and only if
ξ = Θ(ζ, z, w), this involution maps M onto M and it also fixes the antidiagonal Λ
pointwise. Using the definitions (5.3) and (5.4), we see readily that σ(Lz1(0)) = Lz¯1(0).
It follows generally that σ(Γk(z(k))) = Γk(z(k)).
Next, we observe that Γk+1(z(k), 0) = Γk(z(k)), since L0 and L0 coincide with the
identity map. So the ranks at the origin of the maps Γk increase with k.
Definition 5.1. The real analytic generic manifold M is said to be minimal at p if the
maps Γk are of (maximal possible) rank equal to 2m + d = dimCM at the origin in
∆mk(δk) for all k large enough.
The following fundamental properties are established in [Me1998], [Me2001].
Theorem 5.2. The minimality of M at 0 is a biholomorphically invariant property. It
depends neither on the choice of a defining equation for M nor on the choice of a system
of generating complexified CR vector fields (Lk)1≤k≤m and (Lk)1≤k≤m. Also, minimality
is equivalent to the fact that the Lie algebra generated by the complexified CR vector fields
(Lk)1≤k≤m and (Lk)1≤k≤m spans TM in a neighborhood of 0. Furthermore, there exists
an invariant integer ν0, called the Segre type of M at 0 satisfying ν0 ≤ d + 1 which
is the smallest integer such that the mappings Γk and Γk are of generic rank equal to
2m + d over ∆mk(δk) for all k ≥ ν0 + 1. Finally, with this integer ν0, the odd integer
µ0 := 2ν0+1, called the Segre type M at 0 is the smallest integer such that the mappings
Γk and Γk are of rank equal to 2m+ d at the origin in ∆mk(δk).
Let µ0 := 2ν0 + 1 be the Segre type of M at 0 (notice that this is always odd). In
the remainder of this section, we assume that M is minimal at 0 and we exploit the rank
condition on Γk. More precisely we choose a positive η with 0 < η ≤ δµ0 such that Γµ0
has rank 2m+ d at every point of the polydisc ∆mµ0(η). Without loss of generality, we
can also assume that Γµ0(∆mµ0(η)) containsM∩(∆n(ρ4)×∆n(ρ4)). Simple examples in
the hypersurface case show that ρ4 << ρ1 and in fact, one has necessarily an inequality
of the form ρ4 ≤ (ρ1)N , where N is a certain integer depending on the vector fields
(Lk)1≤k≤m and (Lk)1≤k≤m (cf. [Be1996]).
5.3. Finite nondegeneracy. The last ingredient for Theorem 4.1 consists in developing
the equations of M in powers of z¯ as follows
(5.6) w¯j =
∑
β∈Nm
(z¯)β Θj,β(t), j = 1, . . . , d,
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where the functions Θj,β(t) are holomorphic in the polydisc ∆n(2ρ1). So we may in-
troduce the holomorphic maps ψk(t) := (Θj,β(t))1≤j≤d, |β|≤k with values in C
d (m+k)!
m! k! .
Obviously, the ranks at the origin of the ψk increase with k.
Definition 5.3. The generic manifoldM is said to be finitely nondegenerate at 0 if there
exists a positive integer k such that the rank at the origin of the map ψk is equal to n.
It may be checked that this definition depends neither on the system of coordinates
nor on the choice of a collection of d defining equations for M and that it coincides with
the definition given in §1.2. If M is finitely nondegenerate at 0 we denote by ℓ0 the
smallest integer k given by definition 5.3 and we say that M is ℓ0-nondegenerate at the
origin.
Finite nondegeneracy is interesting for the following reason. In the sequel, we shall
have to consider an infinite collection of equations of the form
(5.7) Θj,β(t) +
∑
γ∈Nm
∗
(ζ)γ
(β + γ)!
β! γ!
Θj,β+γ(t) = ωj,β,
where Nm∗ := N
m\{0}, where j runs from 1 to d, where β runs in Nm and where the
right hand sides ωj,β are independent complex variables. For β = 0, the equations (5.7)
write simply Θj(ζ, t) = ωj,0. By definition, if M is ℓ0-nondegenerate at 0, there exists n
integers j1∗ , . . . , j
n
∗ with 1 ≤ ji∗ ≤ d and n multi-indices β1∗ , . . . , βn∗ ∈ Nm with |βi∗| ≤ ℓ0
such that the local holomorphic self-mapping t 7→ (Θjk
∗
,βk
∗
(t))1≤k≤n of C
n is of rank n
at the origin. Considering the equations (5.7) for j = j1∗ , . . . , j
n
∗ and β = β
1
∗ , . . . , β
n
∗
and applying the implicit function theorem, we observe that we can solve t in terms of
(ζ, ωj1
∗
,β1
∗
, . . . , ωjn
∗
,βn
∗
) by means of a holomorphic mapping, namely
(5.8) t = Ψ(τ, ωj1
∗
,β1
∗
, . . . , ωjn
∗
,βn
∗
).
Without loss of generality, we may assume that Ψ is holomorphic for |ζ| < ρ˜3 and
|ωji
∗
,βi
∗
| < ρ˜3, where 0 < ρ˜3 < ρ2 < ρ1.
§6. Algebraicity of local CR automorphism groups
6.1. Fundamental reflection identity for the mapping. So M is ℓ0-nondegenerate
at the origin. Recall that µ0 = 2ν0 + 1 is the Segre type of M and introduce the
new integer κ0 := ℓ0(µ0 + 1). Notice that κ0 is even. Let us take an arbitrary local
holomorphic self map h of M close to the identity in the set Hρ2,ρ1M,κ0,ε, i.e. with k := κ0
in the definition (4.4). We denote the map h by (h1, . . . , hn) = (f1, . . . , fm, g1, . . . , gd),
according to the splitting t = (z, w) of the coordinates. The complexification hc := (h, h¯)
induces a local holomorphic self map of the complexification M. More precisely, for all
(t, τ) ∈M with |t|, |τ | ≤ ρ2, we have (h(t), h¯(τ)) ∈ M and |h(t)|, |h(τ)| < ρ1, so we can
write
(6.1) g¯j(τ) = Θj(f¯(τ), h(t)),
for j = 1, . . . , d. Since h is a biholomorphism and T c0M = {w = 0}, it follows that the
determinant
(6.2) det (Lkf¯l(τ))1≤k,l≤n,
which is a K-analytic function of (t, τ) ∈ M, does not vanish at the origin. Shrinking ε
if necessary, we can assume that for every holomorphic map h ∈ Hρ2,ρ1M,κ0,ε, the determi-
nant (6.2) does not vanish for all |t|, |τ | < ρ2. We now differentiate (6.2) by applying
the vector fields L1, . . . ,Lm, which gives
(6.3) Lkg¯j(τ) =
m∑
l=1
∂Θj
∂ζl
(f¯(τ), h(t))Lkf¯l(τ),
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for k = 1, . . . ,m and j = 1, . . . , d. For fixed j, we consider the m equations (6.3) as an
affine system satisfied by the partial derivatives ∂Θj/∂ζl. By Cramer’s rule, there exists
universal polynomials Ωj,k in their variables such that
(6.4)
∂Θj
∂ζk
(f¯(τ), h(t)) =
Ωj,k({Ll h¯(τ)}1≤l≤m)
det (Lkf¯l(τ))1≤k,l≤n
for all (t, τ) ∈M with |t|, |τ | < ρ2 and for k = 1, . . . ,m, j = 1, . . . , d.
Applying the derivations Lk to (6.4) we see by induction that for every multi-index
β ∈ Nm∗ and for every j = 1, . . . , d, there exists a universal polynomial Ωj,β in its variables
such that
(6.5)
1
β!
∂|β|Θj
∂ζβ
(f¯(τ), h(t)) =
Ωj,β({Lγ h¯(τ)}|γ|≤|β|)
[det (Lkf¯l(τ))1≤k,l≤n ]2|β|−1
,
for all (t, τ) ∈ M with |t|, |τ | < ρ2. Here, for γ = (γ1, . . . , γm) ∈ Nm, we denote by Lγ
the derivation (L1)γ1 . . . (Lm)γm . Next, denoting by ωj,β(t, τ) the right hand side of (6.5)
and developing the left hand side in power series using (5.7), we may write
(6.6) Θj,β(h(t)) +
∑
γ∈Nm
∗
(f¯(τ))γ Θj,β+γ(h(t)) = ωj,β(t, τ).
Recall that M is ℓ0-nondegenerate at 0. Using (5.8), we can solve h(t) in terms of the
derivatives of h¯(τ), namely
(6.7)

h(t) = Ψ
(
f¯(τ),
Ωj1
∗
,β1
∗
({Lγ h¯(τ)}|γ|≤|β1
∗
|)
[det (Lkf¯l(τ))1≤k,l≤n ]2|β1∗|−1
, . . .
. . . ,
Ωjn
∗
,βn
∗
({Lγ h¯(τ)}|γ|≤|βn
∗
|)
[det (Lkf¯l(τ))1≤k,l≤n]2|βn∗ |−1
)
=
= Ψ(f¯(τ), ωj1
∗
,β1
∗
(t, τ), . . . , ωjn
∗
,βn
∗
(t, τ)).
Here, the maximal length of the multi-indices β1∗ , . . . , β
n
∗ is equal to ℓ0. According to (5.8),
the representation (6.7) of h(t) holds provided |g¯(τ)| < ρ˜3 and |ωji
∗
,βi
∗
| < ρ˜3. Since the
coordinates are normal, we have Θj(z¯, 0, 0) ≡ 0, or equivalently Θj,β(0) = 0 for all
j = 1, . . . , d and all β ∈ Nm. It follows from (6.6) and from h(0) = 0 that ωj,β(0) = 0,
for all j = 1, . . . , d and all β ∈ Nm. Consequently, there exists a radius ρ3 ∼ ρ˜3 with
0 < ρ3 < ρ2 < ρ1 such that |ωji
∗
,βi
∗
(t, τ)| < ρ˜3, i = 1, . . . , n and such that |g¯(τ)| < ρ˜3 for
all h ∈ Hρ2,ρ1M,κ0,ε and for all (t, τ) ∈M with |t|, |τ | < ρ3.
In conclusion, the relation (6.7) holds for all h ∈ Hρ2,ρ1M,κ0,ε and for all (t, τ) ∈ M with
|t|, |τ | < ρ3.
Next, using the explicit expressions of the vector fields Lk given in (5.2), we may
develop the higher order derivatives Lγ h¯(τ) as polynomials in the |γ|-jet (∂γ′τ h¯(τ))|γ′|≤|γ|
of h¯(τ) with coefficients being certain holomorphic functions of (t, τ) obtained as certain
polynomials with respect to the partial derivatives of the functions Θj(ζ, t).
To be more explicit in this desired new representation of (6.7), we remind first our
jet notation. For each i = 1, . . . , n and each α ∈ Nn, we introduced a new independent
coordinate Jαi corresponding to the partial derivative ∂
α
τ h¯i(τ) (or ∂
α
t hi(t)). The space of
k-jets of holomorphic mappings h¯(τ) is then the complex space Cn
(n+k)!
n! k! with coordinates
(Jαi )1≤i≤n, |α|≤k. It will be convenient to use the abbreviations J
k := (Jαi )1≤i≤n, |α|≤k
and Jkh¯(τ) := (∂ατ h¯i(τ))1≤i≤n, |α|≤k.
So pursuing with (6.7), we argue that for every γ ∈ Nm, there exists a polynomial in
the jet J |γ|h¯(τ) with holomorphic cooeficients depending only on Θ such that
(6.8) Lγ h¯(τ) ≡ Pγ(t, τ, J |γ|h¯(τ)).
Putting all these expressions in (6.7), we obtain an important relation between h and
the ℓ0-jet of h¯ which we may now summarize. At first, as κ0 = ℓ0(µ0 + 1) ≥ ℓ0, observe
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that for every h ∈ Hρ2,ρ1M,κ0,ε, we have ||Jℓ0h− Jℓ0Id ||ρ2 ≤ ||Jκ0h− Jκ0Id ||ρ2 ≤ ε. Shrinking ε
if necessary, we have proved the following lemma.
Lemma 6.1. There exists a complex algebraic Cn-valued mapping Π(t, τ, Jℓ0) defined
for |t|, |τ | < ρ3 and for |Jℓ0 − Jℓ0Id | < ε which depends only on the defining functions
ξj −Θj(ζ, t) of M, such that for every local holomorphic self-mapping h ∈ Hρ2,ρ1M,κ0,ε of M
(hence satisfying ||Jℓ0h− Jℓ0Id ||ρ2 < ε), the relation
(6.9) h(t) = Π(t, τ, Jℓ0 h¯(τ))
holds for all (t, τ) ∈ M with |t|, |τ | < ρ3.
6.2. Reflection identity for arbitrary jets. Let now Υj and Υj be the vector fields
tangent to M defined by
(6.10) Υj :=
∂
∂wj
+
d∑
l=1
Θl,wj (ζ, t)
∂
∂ξl
, Υj :=
∂
∂ξj
+
d∑
l=1
Θl,ξj (z, τ)
∂
∂wl
,
for j = 1, . . . , d. We observe that the collection of 2m+ d vector fields Lk, Lk, Υj span
TM. The same holds for the collection Lk, Lk, Υj . We also have the commutation
relations [Υj ,Lk] = 0 and [Υj ,Lk] = 0. We observe that Υγh(t) = ∂γwh(t) for all γ ∈ Nd.
Let α = (β, γ) ∈ Nm×Nd. By expanding Lβ Υγ h(t) using the explicit expressions (5.2),
we obtain a polynomial Qβ,γ(t, τ, (∂
α′
t h(t))|α′|≤|α|), where Qβ,γ is a polynomial in its last
variables with coefficients depending on Θ and its partial derivatives. Conversely, since
Lk|0 = ∂zk at the origin, we can invert these formulas, so there exist polynomials Pα in
their last variables with coefficients depending only on Θ such that
(6.11) ∂αt h(t) = Pα(t, τ, (Lβ
′
Υγ
′
h(t))|β′|≤|β|, |γ′|≤|γ|).
Lemma 6.2. For every ℓ ∈ N, there exists a complex algebraic mapping Πℓ with values
in CNn,ℓ defined for |t|, |τ | < ρ3 and |Jℓ0 − Jℓ0Id | < ε which is relatively polynomial with
respect to the higher order jets Jαi with |α| ≥ ℓ0 + 1, i = 1, . . . , n, such that for every
local holomorphic self-mapping h ∈ Hρ2,ρ1M,κ0,ε, the two conjugate relations
(6.12)
{
Jℓh(t) = Πℓ(t, τ, J
ℓ0+ℓh¯(τ)),
Jℓh¯(τ) = Πℓ(τ, t, J
ℓ0+ℓh(t)).
hold for all (t, τ) ∈ M with |t|, |τ | < ρ3.
Proof. Applying the derivations Lβ Υγ to (6.9), and using the chain rule, we obtain
(6.13) Lβ Υγ h(t) = Πβ,γ(t, τ, Jℓ0+|β|+|γ|h¯(τ)),
where the function Πβ,γ (as the function Π) is holomorphic for |t|, |τ | < ρ3 and
|Jℓ0 − Jℓ0Id | < ε and relatively polynomial with respect to the jets Jαi with |α| ≥ ℓ0 + 1.
Applying (6.11), we obtain the function Πℓ, which completes the proof. 
6.3. Substitutions of reflection identities. Let πt(t, τ) := t and πτ (t, τ) := τ denote
the two canonical projections. We write hc(t, τ) := (h(t), h¯(τ)). We make the following
slight abuse of notation: instead of rigorously writing h(πt(t, τ)), we write h(t, τ) = h(t)
and h¯(t, τ) = h¯(τ).
Let x ∈ Cν and let Q(x) = (Q1(x), . . . ,Q2n(x)) ∈ C{x}2n. As the multiple flow of
L given by (5.3) does not act on the (z, w) variables, we have the trivial but important
property h(Lz1(Q(x))) = h(Q(x)). More generally, for every multi-index α ∈ Nn, we have
∂αt h(Lz1(Q(x))) = ∂αt h(Q(x)). Analogously, we have ∂ατ h¯(Lz1(Q(x))) = ∂ατ h¯(Q(x)).
Since for k even, we have Γk(z(k)) = Lzk(Γk−1(z(k−1))), the following two properties
hold:
(6.14)
{
Jℓh(Γk(z(k))) = J
ℓh(Γk−1(z(k−1))), if k is even;
Jℓh¯(Γk(z(k))) = J
ℓh¯(Γk−1(z(k−1))), if k is odd.
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Let now κ0 := ℓ0(µ0+1) be the product of the Levi type with the Segre type ofM plus
1 and consider the open subset of the κ0-order jet space C
Nn,κ0 defined by the inequality
|Jκ0 − Jκ0Id | < ε. Let z(k) ∈ ∆mk as in §5.6 above. Since the maps Γk are holomorphic
and satisfy Γk(0) = 0, we may choose δ > 0 sufficiently small in order that the following
two conditions are satisfied for every k ≤ µ0 and for and for every |z(k)| < δ:
(6.15) |Γk(z(k))| < ρ3 and |Jκ0h(Γk(z(k)))− Jκ0Id | < ε.
This choice of δ is convenient to make several susbtitutions by means of formulas (6.12).
The formulas (6.16) that we will obtain below strongly differ from the previous formu-
las (6.12), because they depend on the jet of h at the origin only.
Lemma 6.3. Shrinking ε if necessary, for every integer k ≤ µ0+1 and for every integer
ℓ ≥ 0, there exists a complex algebraic mapping Πℓ,k with values in CNn,ℓ defined for
|t|, |τ | < ρ3 and for |Jkℓ0 − Jkℓ0Id | < ε, which is relatively polynomial with respect to the
higher order jets Jαi with |α| ≥ kℓ0 + 1, i = 1, . . . , n, and which depends only on the
defining functions ξj − Θj(ζ, t) of M, such that the following two families of conjugate
identities are satisfied
(6.16)
{
Jℓh(Γk(z(k))) = Πℓ,k(Γk(z(k)), J
kℓ0+ℓh¯(0)), if k is odd;
Jℓh¯(Γk(z(k))) = Πℓ,k(Γk(z(k)), J
kℓ0+ℓh¯(0)), if k is even.
Proof. For k = 1, replacing (t, τ) by Γ1(z(1)) in the first relation (6.12) and using the
second property (6.14), we get
(6.17)
{
Jℓh(Γ1(z(1))) = Πℓ(Γ1(z(1)), J
ℓ0+ℓh¯(Γ1(z(1)))) =
= Πℓ(Γ1(z(1)), J
ℓ0+ℓh¯(0)),
so the lemma holds true for k = 1 if we simply choose Πℓ,1 := Πℓ. By induction, suppose
that the lemma holds true for k ≤ µ0. To fix the ideas, let us assume that this k is
even (the odd case is completely similar). Then replacing the arguments (t, τ) in the
first relation (6.12) by Γk+1(z(k+1)), using again the second property (6.14), and using
the induction assumption, namely using the conjugate of the second relation (6.16) with
ℓ replaced by ℓ0 + ℓ, we get
(6.18)

Jℓh(Γk+1(z(k+1))) = Πℓ(Γk+1(z(k+1)), J
ℓ0+ℓh¯(Γk+1(z(k+1)))) =
= Πℓ(Γk+1(z(k+1)), J
ℓ0+ℓh¯(Γk(z(k)))) =
= Πℓ(Γk+1(z(k+1)),Πℓ0+ℓ,k(Γk(z(k)), J
kℓ0+ℓ0+ℓh¯(0))) =:
=: Πℓ,k+1(Γk+1(z(k+1)), J
(k+1)ℓ0+ℓh¯(0)),
which yields the desired formula at level k+1. For the above formal composition formulas
to be correct, we possibly have to shrink ε. Finally, a direct inspection of relative
polynomialness shows that Πℓ,k+1 is polynomial with respect to the jet variables J
α
i
with |α| ≥ (k + 1)ℓ0 + 1, i = 1, . . . , n. The proof of Lemma 6.21 is complete. 
6.4. Algebraic parameterization of CR mappings by their jet at the origin.
Finally, as in the paragraph after Theorem 5.2, we choose ρ4 > 0 sufficiently small such
that Γµ0 maps the polydisc ∆mµ0(η) submersively onto an open neighborhood of the
origin in M which contains the open subset M∩ (∆n(ρ4)×∆n(ρ4)). From the relation
Γµ0+1(z(µ0), 0) ≡ Γµ0(z(µ0)), it follows trivially that Γµ0+1 also induces a submersion from
∆m(µ0+1)(η) ontoM∩(∆n(ρ4)×∆n(ρ4)). It follows that the composition πt ◦Γµ0+1 also
maps submersively the polydisc ∆m(µ0+1)(η) onto an open neighborhood of the origin in
Cn which contains ∆n(ρ4). Consequently, in the representation obtained in Lemma 6.21
with ℓ = 0 and k := µ0 + 1 = 2ν0 + 2 (which is even), namely in the representation
(6.19) h¯(Γµ0+1(z(µ0+1))) = Π0,µ0+1(Γµ0+1(z(µ0+1)), J
(µ0+1)ℓ0 h¯(0)),
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we can write an arbitrary t ∈ ∆n(ρ4) in the form Γµ0+1(z(µ0+1)), and finally, con-
jugating (6.19), we obtain a complex algebraic mapping H with the property that
h(t) = H(t, J (µ0+1)ℓ0h(0)). We may now summarize what we have proved so far.
Theorem 6.4. Let M be a real algebraic generic submanifold in Cn passing through the
origin, of codimension d ≥ 1 and of CR dimension m = n − d ≥ 1. Assume that M
is ℓ0-nondegenerate at 0. Assume that M is minimal at 0, let ν0 be the Segre type of
M at 0 and let µ0 := 2ν0 + 1 be the Segre type of M at 0. Let κ0 := (µ0 + 1)ℓ0. Let
t = (z, w) ∈ Cm×Cd be holomorphic coordinates vanishing at 0 with T0M = {Imw = 0}
and let ρ1 > 0 be such that M is represented by the complex analytic defining equations
ξj = Θj(ζ, t), j = 1, . . . , d in ∆n(ρ1). Then there exist ε > 0, ρ4 > 0 and there
exists a complex algebraic Cn-valued mapping H(t, Jκ0) defined for |t| < ρ4 and for
|Jκ0 − Jκ0Id | < ε which satisfies H(t, Jκ0Id ) ≡ t and which depends only on the defining
functions w¯j −Θj(z¯, t) of M, such that for every local holomorphic self-mapping h of M
belonging to Hρ2,ρ1M,κ0,ε, we have the representation formula
(6.20) h(t) = H(t, Jκ0h(0)),
for all t ∈ Cn with |t| < ρ4. Furthermore the mapping H depends neither on the choice
of smaller radii ρ˜1 ≤ ρ1, ρ˜2 ≤ ρ2, ρ˜3 ≤ ρ3 and ρ˜4 ≤ ρ4 satisfying 0 < ρ˜4 < ρ˜3 < ρ˜2 < ρ˜1
nor on the choice of a smaller constant ε˜ < ε, so that the first sentence of property (3)
in Theorem 4.1 holds true. Finally, if M is real analytic, the same statement holds with
the word “algebraic” everywhere replaced by the word “analytic”.
It remains now to construct the submanifold E whose existence is stated in Theo-
rem 4.1 and to establish that Hρ2,ρ1M,κ0,ε may be endowed with the structure of a local real
algebraic Lie group.
6.5. Local real algebraic Lie group structure. In order to construct this sub-
manifold E, we introduce the κ0-th jet mapping J κ0 : Hρ2,ρ1M,κ0,ε → CNn,κ0 defined by
J κ0(h) := (∂αt h(0))|α|≤κ0 = Jκ0h(0). The following lemma is crucial.
Lemma 6.5. Shrinking ε if necessary, the set
(6.21) E := J κ0(Hρ2,ρ1M,κ0,ε) = {Jκ0h(0) : h ∈ H
ρ2,ρ1
M,κ0,ε
}
is a real algebraic totally real submanifold of the polydisc {Jκ0 ∈ CNn,κ0 : |Jκ0−Jκ0Id | < ε}.
Proof. Let h ∈ Hρ2,ρ1M,κ0,ε. Substituting the representation formula h(t) = H(t, Jκ0h(0))
given by Theorem 6.4 in the defining equations of M , we get
(6.22) rj(H(t, J
κ0h(0)), H(τ, Jκ0 h¯(0))) = 0,
for j = 1, . . . , d and (t, τ) ∈ M with |t|, |τ | < ρ4. As (t, τ) ∈ M, we replace ξ by Θ(ζ, t)
and we use the 2m+ d coordinates (t, ζ) on M. So, by expanding the functions (6.22)
in power series with respect to (t, ζ), we can write
(6.23) rj(H(t, J
κ0), H(ζ,Θ(ζ, t), Jκ0 )) =
∑
α∈Nn, β∈Nm
tα ζβ Cj,α,β(J
κ0 , Jκ0).
Here, we obtain an infinite collection of complex-valued real algebraic functions Cj,α,β
defined in {|Jκ0−Jκ0Id | < ε} with the property that a mappingH(t, Jκ0) sendsM∩∆n(ρ4)
into M if and only if
(6.24) Cj,α,β(J
κ0 , Jκ0) = 0, ∀ j, α, β.
Consequently, the set E defined by the vanishing of all the equations (6.24) is a real
algebraic subset.
It follows from the representation formula (6.20) that the mapping J κ0 is injective
and from the Cauchy integral formula that J κ0 is continuous on its domain of definition
Hρ2,ρ1M,κ0,ε endowed with the topology of uniform convergence on compact sets.
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On the reverse side, let Jκ0 ∈ E. Then the mapping h(t) := H(t, Jκ0) defined for
|t| < ρ4 maps M ∩ ∆n(ρ4) into M . Applying Theorem 6.4 to this mapping h(t), with
ρ1 replaced by ρ4, we deduce that there exists a radius ρ6 < ρ4 such that we can
represent h(t) = H(t, Jκ0h(0)) for |t| < ρ6, with the same mapping H , as stated in
the end of Theorem 6.4. By differentiating this representation with respect to t at
t = 0, we deduce that Jκ0h(0) = ([∂αt H(t, J
κ0h(0))]t=0)|α|≤κ0 . Consequently, since
h(t) = H(t, Jκ0) by definition, we get Jκ0 = ([∂αt H(t, J
κ0)]t=0)|α|≤κ0 . In conclusion, we
proved that J κ0(H(t, Jκ0)) = Jκ0 for every Jκ0 ∈ E, so J κ0 has a continuous local
inverse on E, formally defined by H(t, Jκ0).
It follows from the above two paragraphs that the mapping J κ0 is a local homeomor-
phism from a neighborhood of the identity in Hρ2,ρ1M,κ0,ε onto its image E.
Furthermore, we claim that the real algebraic subset E is in fact geometrically smooth
at every point, namely it is a real algebraic submanifold. Indeed, let Jκ01 be a regular
point of E where E is of maximal geometrical dimension c0, with J
κ0
1 arbitrarily close
to the identity jet Jκ0Id . Let h1 ∈ Hρ2,ρ1M,κ0,ε such that Jκ01 = J κ0(h1). Let U1 be a small
neighborhood of Jκ01 in C
Nn,κ0 in which E ∩U1 is a regular c0-dimensional real algebraic
submanifold and consider the complex algebraic mapping defined over U1 by
(6.25) F1(Jκ0) := ([∂αt (h−11 (H(t, Jκ0)))]t=0)|α|≤κ0 ∈ CNn,κ0 .
We have F1(Jκ01 ) = Jκ0Id and the restriction of F1 to E ∩ U1 induces a homeomorphism
onto its image, which is a neighborhood of Jκ0Id in E. We remind that the mapping
Jκ0 → ([∂αt (H(t, Jκ0))]t=0)|α|≤κ0 restricted to E ∩ U1 is the identity and consequently
of constant rank equal to c0. As h1 is invertible, it follows from the chain rule by
developing (6.25) that F1|E∩U1 is also of locally constant rank equal to c0. This proves
that E is a c0-dimensional real algebraic submanifold in C
Nn,κ0 through Jκ0Id . More
generally, this reasoning shows that E is geometrically smooth at every point.
Finally, applying Lemma 6.3 with the odd integer k = µ0 = 2ν0 + 1 (instead of
k = µ0 + 1), we get a new, different representation formula h(t) = H˜(t, J
ℓ0µ0 h¯(0))
(notice h¯(0)). Accordingly, we can define a real algebraic submanifold E˜. It is clear
that we can identify E and E˜, since they both parametrize the local biholomorphic self-
mappings of M , so they are algebraically equivalent by means of the natural projection
from the ℓ0(µ0+1)-th jet space onto the ℓ0µ0-th jet space. Next, we see by differentiating
h(t) = H˜(t, Jℓ0µ0 h¯(0)) with respect to t that
(6.26) Jℓ0µ0h(0) = ([∂αt H˜(t, J
ℓ0µ0 h¯(0))]t=0)|α|≤ℓ0µ0 .
Consequently, if K is the holomorphic map defined by
(6.27) K(Jℓ0µ0) := ([∂αt H˜(t, J
ℓ0µ0 ]t=0)|α|≤ℓ0µ0),
we get the equality Jℓ0µ0 = K(Jℓ0µ0) for every Jℓ0µ0 ∈ E˜, which proves that E˜ is totally
real. It follows that E is totally real, which completes the proof. 
Lemma 6.6. The submanifold E is naturally equipped with a local real algebraic Lie
group structure in a neighborhood of Jκ0Id .
Proof. Indeed, let us parametrize E by a real algebraic mapping
(6.28) Rc0 ∋ (e1, . . . , ec0) 7−→ jκ0(e) ∈ CNn,κ0 ,
where c0 is the dimension of E. Here, to avoid excessive formal complexity, we shall
avoid to mention all the polydiscs of variation of the variables. For e ∈ E, we shall use
the notation
(6.29) H(t; e) := H(t, jκ0(e)).
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Let e ∈ E and e′ ∈ E, set Jκ0 := jκ0(e) and ′Jκ0 := jκ0(e′). Then we can define the Lie
group multiplication µJ by
(6.30) µJ(
′Jκ0 , Jκ0) := ([∂αt (H(H(t, J
κ0), ′Jκ0))]t=0)|α|≤κ0 .
Accordingly, in terms of the coordinates (e1, . . . , ec0) on E, the Lie group multiplication
µ is defined by
(6.31) µ(e, e′) := (jκ0)
−1(µJ (jκ0(e
′), jκ0(e))) ∈ Rc0
It follows from the algebraicity of the mappings H and jκ0 that the mappings µJ and µ
are algebraic.
We must check the associativity of µ, namely µ(µ(e, e′), e′′) = µ(e, µ(e′, e′′)). So
we set h(t) := H(t, jκ0(e)), h
′(t) := H(t, jκ0(e
′)) and h′′(t) := H(t, jκ0(e
′′)). By the
definition (6.30), we have µJ(jκ0(e), jκ0(e
′)) = Jκ0(h◦h′)(0). Applying then Theorem 6.4,
we get H(t, Jκ0(h ◦ h′)(0)) ≡ (h ◦ h′)(t). Consequently, using again (6.30) and the
associativity of the composition of mappings, we may compute
(6.32)

µJ(µJ (jκ0(e), jκ0(e
′)), jκ0(e
′′)) = µJ (J
κ0((h ◦ h′)(0), jκ0(e′′))
= Jκ0((h ◦ h′) ◦ h′′)(0)
= Jκ0(h ◦ (h′ ◦ h′′))(0)
= µJ (jκ0(e), J
κ0(h′ ◦ h′′)(0))
= µJ (jκ0(e), µJ (jκ0(e), jκ0(e
′))),
which proves the associativity.
Finally, we may define an algebraic inversion mapping ι as follows. First of all, for
Jκ0 close to Jκ0Id , the mapping h(t) := H(t, J
κ0) = t+
∑
α∈Nn t
αHα(J
κ0) is an invertible
algebraic biholomorphic mapping. Here, the coefficients Hα(J
κ0) are algebraic functions
of Jκ0 which vanish at Jκ0Id (since H(t, J
κ0
Id ) ≡ t in Theorem 6.4). From the algebraic
implicit function theorem, it follows that the local inverse h−1(t) writes uniquely in the
form h−1(t) = t +
∑
α∈Nn t
α H˜α(J
κ0) =: H˜(t, Jκ0), where the H˜α(J
κ0) are algebraic
functions of Jκ0 also satisfying H˜α(J
κ0
Id ) = 0. Consequently, choosing e ∈ E such that
Jκ0 = jκ0(e), we can define
(6.33) ιJ (J
κ0) := ([∂αt H˜(t, J
κ0)]t=0)|α|≤κ0 .
Accordingly, in terms of the coordinates (e1, . . . , ec0) on E, the Lie group inverse mapping
is defined by
(6.34) ι(e) := (jκ0)−1(iJ(jκ0(e))).
Of course, with this definition we have ιJ (J
κ0
Id ) = J
κ0
Id . Finally, we leave to the reader
to verify that µJ (jκ0(e), iJ (jκ0(e))) = J
κ0
Id . This completes the proof of property (4) of
Theorem 4.1. 
End of proof of Theorem 4.1. We notice that statement (5) does not need to be proved.
Furthermore that the dimensional inequality c0 ≤ (n+κ0)!n! κ0! in (6) follows from the fact
each local biholomorphic mapping in the local Lie group Hρ2,ρ1M,κ0,ε ∼= E writes uniquely
as h(t) = H(t, Jκ0h(0)), so the complex dimension of the local Lie group E is ≤ (n+κ0)!n! κ0! ,
the dimension of the κ0-th jet space. As E is totally real, the real dimension of E is also
≤ (n+κ0)!n! κ0! . Finally, it follows that the real local Lie algebra of vector fields Hol(M,∆n(ρ5))
is of dimension ≤ (n+κ0)!n! κ0! . The proof of Theorem 4.1 is complete. 
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§7. Description of explicit families of strong tubes in Cn
7.1. Introduction. Theorems 1.1, 1.4 and 1.5 provide sufficient conditions for some
real analytic real submanifold in Cn to be not locally algebraizable. For the sake of com-
pleteness, we exhibit explicit examples of such nonalgebraizable submanifolds which are
effectively strong tubes and effectively nonalgebraizable, proving corollaries 1.2, 1.3, 1.6
and 1.7. Consequently we will deal with the two following families of nonalgebraizable
real analytic Levi nondegenerate hypersurfaces in Cn (n ≥ 2) : the Levi nondegenerate
strong tube hypersurfaces in Cn and the strongly rigid hypersurfaces in Cn. For heuris-
tic reasons, we shall sometimes start with the case n = 2 and treat the general case
n ≥ 2 afterwards. In fact, our goal will be to construct infinite families of pairwise non
biholomorphically equivalent and non locally algebraizable hypersurfaces. Our computa-
tions for the construction of families of manifolds with a control on the structure of their
automorphism group are all based on the Lie theory of symmetries of differential equa-
tions. For the convenience of the reader, we recall briefly the procedure (see [Su2001a,b],
[GM2001a,b,c] for more details).
7.2. Hypersurfaces and differential equations. Let M be a real analytic hypersur-
face in Cn. Assume that M is Levi nondegenerate at one of its points p. Then there
exist some local holomorphic coordinates (z, w) = (z, u+ iv) ∈ Cn−1 × C vanishing at p
such that M is given by the real analytic equation
(7.1) v = ϕ(z, z¯, u) = ε1|z1|2 + · · ·+ εn−1|zn−1|2 + ψ(z, z¯, u),
where εk = ±1, k = 1, . . . , n − 1 and where ψ = O(3). Passing to the extrinsic com-
plexification M of M , we may consider the variables z¯ and w¯ as independent complex
parameters ζ ∈ Cn−1 and ξ ∈ C. Then the associated complex defining equation is of
the form
(7.2) w = Θ(z, ζ, ξ) = ξ + 2i(ε1z1ζ1 + · · ·+ εn−1zn−1ζn−1 + Ξ(z, ζ, ξ)),
where Ξ = O(3). By [Me1998] (cf. §5.1 above), for τp = (ζp, ξp) fixed, the family of
complexified Segre varieties Sτp := {(t, τp) : w = Θ(z, τp)} is invariantly and biholomor-
phically attached to M .
Following [Se1931] and [Su2001a,b], we may consider this family as a family of graphs
of the solutions of a second order completely integrable system of partial differential
equations as follows. By differentiating the left and the right hand sides of (7.2) with
respect to zk, we get
(7.3) ∂zkw = ∂zkΘ(z, τ) = 2i(εkζk + ∂zkΞ(z, τ)),
for k = 1, . . . , n− 1. Here, we consider w as a function of z. Using the analytic implicit
function theorem to solve τ in the 1 + (n − 1) = n equations (7.2) and (7.3), we may
express τ in terms of w, of z and of the first order derivative wzl , which yields
(7.4) τ = Π(z, w, (∂zlw)1≤l≤n−1),
where Π is holomorphic in its variables. If we take the second derivative wzk1zk2 of w
and replace the value of τ , we get the desired system of partial differential equations:
(7.5)
∂2zk1zk2
w = ∂2zk1zk2
Θ(z, τ) = ∂2zk1zk2
Θ(z,Π(z, w, (∂zlw)1≤l≤n−1)) =:
=: Fk1,k2(z, w, (∂zlw)1≤l≤n−1).
Here, k1, k2 = 1, . . . , n−1 and the Fk1,k2 ≡ Fk2,k1 are holomorphic in their variables. We
denote by EM this system of partial differential equations (here, to construct EM , we have
used the Levi nondegeneracy of M but we note that if M were finitely nondegenerate
the same conclusion would be true, by considering some derivatives of w of larger order).
Since the solutions of EM are precisely the complexified Segre varieties Sτ , the system
EM is completely integrable.
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To study the local geometry ofM , we may consider on one hand the real Lie algebra of
infinitesimal CR automorphisms of M (cf. §2.2), namely AutCR(M) = 2ReHol(M). On
the other hand, following the general ideas of Lie (cf. the modern restitution by Olver
in [Ol1986, Ch 2]), we may consider the Lie algebra of infinitesimal generators of the
local symmetry group of the system of partial differential equations EM , which we shall
denote by Sym(EM ). By definition, Sym(EM ) consists of holomorphic vector fields in
the (z, w)-space whose local flow transforms the graph of every solution of EM (namely a
complexified Segre variety) into the graph of another solution of EM (namely into another
complexified Segre variety). The link between AutCR(M) and Sym(EM ) is as follows:
by [Ca1932, p. 30–32], one can prove that AutCR(M) is a maximally real subspace of
Sym(EM ) (see also [Su2001a,b], [GM2001a,b,c]).
The computation of explicit generators of Sym(EM ) may be performed using the Lie
theory of symmetries of differential equations. By inspecting some examples, it appears
that dealing with Sym(EM ) generally shortens the complexity of the computation of
AutCR(M) by at least one half.
The Lie procedure to compute Sym(EM ) is as follows. Let J2n−1,1(C) denote the space
of second order jets of a function w(z1, . . . , zn−1) of (n− 1) complex variables, equipped
with independent coordinates (z, w,W 1l ,W
2
k1,k2
) corresponding to (z, w,wzl , wzk1zk2 ),
where l = 1, . . . , n−1, where k1, k2 = 1, . . . , n−1, and where we of course identifyW 2k1,k2
with W 2k2,k1 . To the system EM , we associate the complex submanifold of J2n−1,1(C) de-
fined by replacing the derivatives of w by the independent jet variables in the system
EM , which yields (cf. (7.5)):
(7.6) W 2k1,k2 = Fk1,k2(z, w, (W
1
l )1≤l≤n−1),
for k1, k2 = 1, . . . , n− 1. Let ∆M denote this submanifold. By Lie’s theory, every vector
field X =
∑n−1
k=1 Q
k(z, w) ∂zk + R(z, w) ∂w defined in a neighborhood of the origin in
Cn can be uniquely lifted to a vector field X(2) in J2n−1,1(C), which is called the second
prolongation of X (by definition, the lift X(2) shows how the flow of X transforms
second order jets of graphs of functions w(z)). The coefficients R1l and R
2
k1,k2
of the
second prolongation
(7.7) X(2) =
n−1∑
k=1
Qk
∂
∂zk
+R
∂
∂w
+
n−1∑
l=1
R1l
∂
∂W 1l
+
n−1∑
k1,k2=1
R2k1,k2
∂
∂W 2k1,k2
,
are completely determined by the following universal formulas (cf. [Ol1986], [Su2001a,b],
[GM2001a]):
(7.8)
R1l = ∂zlR+
∑
m1
[δm1l ∂wR− ∂zlQm1 ]W 1m1 +
∑
m1,m2
[−δm1l ∂wQm2 ] W 1m1 W 1m2 .
R2k1,k2 = ∂
2
zk1zk2
R+
∑
m1
[
δm1k1 ∂
2
zk2w
R+ δm1k2 ∂
2
zk1w
R − ∂2zk1zk2Q
m1
]
W 1m1+
+
∑
m1,m2
[
δm1,m2k1, k2 ∂
2
w2R− δm1k1 ∂2zk2wQ
m2 − δm1k2 ∂2zk1wQ
m2
]
W 1m1 W
1
m2+
+
∑
m1,m2,m3
[
−δm1,m2k1, k2 ∂2w2Qm3
]
W 1m1 W
1
m2 W
1
m3+
+
∑
m1,m2
[
δm1,m2k1, k2 ∂wR− δm1k1 ∂zk2Qm2 − δm1k2 ∂zk1Qm2
]
W 2m1,m2+
+
∑
m1,m2,m3
[
−δm1,m2k1, k2 ∂wQm3 − δ
m2,m3
k1, k2
∂wQ
m1 − δm3,m1k1, k2 ∂wQm2
]
W 1m1 W
2
m2,m3 .
In these formulas, by δml we denote the Kronecker symbol equal to 1 if l = m and to 0
otherwise. The multiple Kronecker symbol δm1,m2l1, l2 is defined to be the product δ
m1
l1
·δm2l2 .
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Finally, in the sums
∑
m1
,
∑
m1,m2
and
∑
m1,m2,m3
, the integers m1,m2,m3 run from
1 to n− 1. We would like to mention that in [GM2001a], we also provide some explicit
expression of the k-th prolongation X(k) for k ≥ 3.
Then the Lie criterion states that a holomorphic vector field X belongs to Sym(EM )
if and only if its second prolongation X(2) is tangent to ∆M ([Ol1986, Ch 2]). This gives
the following equations:
(7.9) R2k1,k2 −
n−1∑
k=1
Qk ∂zkFk1,k2 −R∂wFk1,k2 −
n−1∑
l=1
R1l ∂W 1l Fk1,k2 ≡ 0,
where 1 ≤ k1, k2 ≤ n−1 and where each occurence ofW 2l1,l2 is replaced by its value Fl1,l2
on ∆M . By developping (7.9) in power series with respect to the variables W
1
l , we get
an expression of the form
(7.10)
∑
l1,...,ln−1≥0
W 1l1 · · ·W 1ln−1 Φl1,...,ln−1 ≡ 0,
where each term Φl1,...,ln−1 is a certain linear partial differential expression involving
the derivatives of Q1, . . . , Qn−1, R up to order two with coefficients being holomorphic
functions of (z, w). The determination of a system of generators X1, . . . , Xc of Sym(EM )
is obtained by solving the infinite collection of these linear partial differential equations
Φl1,...,ln−1 = 0 (cf. [Ol1986], [Su2001a,b], [GM2001a,b,c]). We shall apply this general
procedure to provide different families of nonalgebraizable real analytic hypersurfaces in
Cn.
7.3. Hypersurfaces in C2 with control of their CR automorphism group. The
goal of this paragraph is to construct some classes of strong tubes, namely tubes having
the smallest possible CR automorphism group. We start with the case n = 2 and
study afterwards the case n ≥ 3 in the next subparagraph. Let Mχ be the strong tube
hypersurface in C2 defined by the equation
(7.11) Mχ : v = ϕ(y) := y
2 + y6 + y9 + y10 χ(y).
where χ is a real analytic function defined in a neighborhood of the origin in R.
Lemma 7.1. The hypersurfaces Mχ are pairwise not biholomorphically equivalent strong
tubes.
Proof. To check that Mχ is a strong tube, it suffices to show that every hypersurface of
the form v = y2 + y6 + O(y9) is a strong tube (the term y9 will be used afterwards).
Writing v = (w− w¯)/2i and y = (z − z¯)/2i, considering w as a function of z and w¯, z¯ as
constants, the differentiation of w with respect to z in (7.11) yields:
(7.12) ∂zw = 2y + 6y
5 +O(y8).
The implicit function theorem yields:
(7.13) y = (1/2)∂zw − (3/25)(∂zw)5 +O((∂zw)8).
One further differentiation of equation (7.12) with respect to z gives:
(7.14) ∂2zzw = −i− (15i) y4 +O(y7).
Replacing y in this equation by its value obtained in (7.13), we obtain the following
second order ordinary equation EM satisfied by ∂zw and ∂2zzw:
(7.15) ∂2zzw = −i− (15i/24)(∂zw)4 +O((∂zw)7).
In the four dimensional jet space J21,1(C) equipped with the coordinates (z, w,W
1,W 2)
the equation of the corresponding complex hypersurface ∆M is of course:
(7.16) W 2 = −i− (15i/24)(W 1)4 +O((W 1)7).
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Then the Lie criterion states that a holomorphic vector field X = Q∂z+R∂w belongs to
Sym(EM ) if and only if its second prolongation X(2) = Q∂z+R∂w+R1 ∂W 1+R2 ∂W 2 is
tangent to ∆M , where the coefficients R
1 and R2 are given by the formulas (7.8) specified
for n = 2, namely:
(7.17)

R1 = ∂zR+ [∂wR− ∂zQ]W 1 − ∂wQ (W 1)2.
R2 = ∂2zzR+ [2∂
2
zwR− ∂2zzQ]W 1 + [∂2wwR− 2∂2zwQ] (W 1)2 − ∂2wwQ (W 1)3+
+ [∂wR− 2∂zQ]W 2 − 3∂wQW 1W 2.
The tangency condition yields the following equation which is satisfied on ∆M , i.e. after
replacing W 2 by its value given by (7.16):
(7.18) R2 + (15i/22)R1(W 1)3 +O((W 1)6) = 0.
By expanding equation (7.18) in powers of W 1 up to order five, we obtain the following
system of six linear partial differential equations which must be satisfied by the derivatives
of Q and R up to order two:
(7.19)

(e0) : ∂
2
zzR− i(∂wR− 2∂zQ) ≡ 0.
(e1) : 2∂
2
zwR− ∂2zzQ ≡ 0.
(e2) : ∂
2
wwR− 2∂2zwQ ≡ 0.
(e3) : −∂2wwQ+ 15i22 ∂zR ≡ 0.
(e4) : − 15i24 (∂wR− 2∂zQ) + 15i22 (∂wR− ∂zQ) ≡ 0.
(e5) : − 15i24 (−3∂wQ)− 15i22 (∂wQ) ≡ 0.
It follows from the equation (e5) that ∂wQ ≡ 0 which implies ∂2wwQ ≡ 0. Then by
equation (e3) we obtain ∂zR ≡ 0, implying ∂2zzR ≡ 0. From equation (e0) we get
∂wR ≡ 2∂zQ and, from equation (e4), we get ∂wR ≡ ∂zQ. Consequently ∂zR ≡ ∂wR ≡
∂zQ ≡ ∂wQ ≡ 0. Since the two vector fields ∂z and ∂w evidently belong to Sym(EM ), it
follows that dimCSym(EM ) = 2. Finally, this implies that dimR AutCR(M) = 2 and that
AutCR(M) is generated by ∂w + ∂w¯ and ∂z + ∂z¯.
Next, let χ(y) and χ′(y′) be two real analytic functions, and assume that Mχ and M
′
χ′
are biholomorphically equivalent. Let t′ = h(t) be such an equivalence. Reasoning as in
§4 and taking into account that both are strong tubes, we see that h∗(∂z) and h∗(∂w)
must be linear combinations of ∂z′ and ∂w′ with real coefficients. It follows that h must
be linear, of the form z′ = az + bw, w′ = cz + dw, where a, b, c and d are real. Since
T0Mχ = {v = 0} and T0M ′χ′ = {v′ = 0}, we have c = 0. Next, in the equation
(7.20)

d(y2 + y6 + y9 + y10χ(y)) ≡ [ay + b(y2 + y6 + y9 + y10χ(y))]2+
+ [ay + b(y2 + y6 + y9 + y10χ(y))]6 + [ay + b(y2 + y6 + y9 + y10χ(y))]9+
+ [ay + b(y2 + y6 + y9 + y10χ(y))]10χ′(ay + b(y2 + y6 + y9 + y10χ(y))),
we firstly see that b = 0, and then from
(7.21) d(y2 + y6 + y9 + y10χ(y)) ≡ a2y2 + a6y6 + a9y9 + a10y10χ′(ay),
we see that a = d = 1. In other words, h = Id, whence y′ = y and χ′(y′) ≡ χ(y). This
proves Lemma 7.1. 
In the remainder of §7, we shall exhibit other classes of hypersurfaces with a control
on their CR automorphism group. Since the computations are generally similar, we shall
summarize them.
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7.4. Some classes of strong tube hypersurfaces in Cn. Generalizing Lemma 7.1,
we may state:
Lemma 7.2. The real analytic hypersurfaces Mχ1,...,χn−1 ⊂ Cn of equation
(7.22) v =
n−1∑
k=1
[εk y
2
k + y
6
k + y
9
ky1 · · · yk−1 + yn+8k χk(y1, . . . , yn−1)],
where εk = ±1, are pairwise not biholomorphically equivalent strong tubes.
Proof. The associated system of partial differential equations is of the form
(7.23)
{
∂2zkzkw = − iεk − (15i/24) (∂zkw)4 +O((∂z1w)7) + · · ·+O((∂zn−1w)7),
∂2zk1zk2
w = 0, for k1 6= k2.
Using the formulas (7.8) and inspecting the coefficients of the monomials in the W 1l up
to order five in the (n− 1) equations extracted from the set of Lie equations
(7.24)
{
R2k,k + (15i/2
2)(W 2k )R
1
k +O((W
1
1 )
6) + · · ·+O((W 1n−1)6) = 0,
R2k1,k2 = 0, for k1 6= k2,
we get ∂zlR ≡ ∂wR ≡ ∂zlQk ≡ ∂wQk ≡ 0 for l, k = 1, . . . , n− 1. Thus, Mχ1,...,χn−1 is a
strong tube.
Next, reasoning as in the end of the proof of Lemma 7.1, we see first that an equivalence
between Mχ1,...,χn−1 and M
′
χ′1,...,χ
′
n−1
must be of the form z′k =
∑n−1
l=1 λ
l
k zl, w
′ = µw,
where λlk, 1 ≤ l, k ≤ n− 1 and µ are real. Inspecting the terms of degree 9, 10, . . . , n+7,
we get λlk = 0 if k 6= l, i.e. y′k = λkk yk and w′ = µw. Finally, λkk = 1 and µ = 1, which
completes the proof. 
7.5. Families of strongly rigid hypersurfaces. Alongside the same recipe, we can
study some classes of hypersurfaces of the form v = ϕ(zz¯).
Lemma 7.3. The Lie algebra Hol(Mχ) of the rigid real analytic hypersurfaces Mχ in C
2
of equation v = ϕ(zz¯) = zz¯ + z5z¯5 + z7z¯7 + z8z¯8χ(zz¯) is two-dimensional and generated
by ∂w and iz∂z. Furthermore, Mχ is biholomorphically equivalent to M
′
χ′ if and only if
χ = χ′.
Proof. The associated differential equation is of the form
(7.25) ∂2zzw = [5z
3/4](∂zw)
5 − [21z5/32](∂zw)7 +O((∂zw)9).
Extracting from the associated Lie equations (7.10) the coefficients of the monomials
(W 1)4, (W 1)5, (W 1)6 and (W 1)7, we obtain four equations which are solved by z∂zQ−
Q ≡ 0, ∂wQ ≡ 0, ∂zR ≡ 0 and ∂wR ≡ 0. Next, if Mχ and M ′χ′ are biholomorphically
equivalent, reasoning as in §4, taking into account that h∗(iz∂z) and h∗(∂w) are linear
combinations of iz′∂z′ and ∂w′ with real coefficients, we see first that z
′ = λ z eγw/2i and
w′ = µw for some three real constants γ, λ 6= 0 and µ 6= 0. Replacing z′ and w′ in the
equation of M ′χ′ , we get γ = 0, µ = 1 and λ ± 1. In other words, z′ = ±z and w′ = w,
which entails χ′(z′z¯′) ≡ χ(zz¯), as claimed. 
Perturbing this family we may exhibit other strongly rigid hypersurfaces :
Lemma 7.4. The Lie algebra Hol(Mχ) of the real analytic hypersurfaces Mχ in C
2 of
equation v = ϕ(z, z¯) = zz¯+ z5z¯5+ z7z¯7+ z8z¯8(z + z¯) + z10z¯10χ(z, z¯) is one-dimensional
and generated by ∂w. Furthermore, Mχ is biholomorphically equivalent to M
′
χ′ if and
only if χ = χ′.
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Proof. We already know that z∂zQ − Q ≡ ∂wQ ≡ ∂zR ≡ ∂wR ≡ 0. Extracting from
the associated Lie equations (7.10) the coefficient of the monomials (W 1)8, we also get
Q ≡ 0. Next, let Mχ and M ′χ′ be biholomorphically equivalent. Let t′ = h(t) be such
an equivalence. Using h∗(∂w) = µ∂w′ , where µ ∈ R is nonzero, we get z′ = f(z) and
w′ = µw + g(z). Next from the equation
(7.26){
µ(zz¯ + z5z¯5 + z7z¯7 + z8z¯8(z + z¯) + O(z9z¯9)) + [g(z)− g¯(z¯)]/2i ≡
≡ f(z)f¯(z¯) + f(z)5f¯(z¯)5 + f(z)7f¯(z¯)7 + f(z)8f¯(z¯)8(f(z) + f¯(z¯)) + O(z9z¯9),
we get firstly f(z) =
√
|µ|eiθz by differentiating with respect to z¯ at z¯ = 0 and secondly
µ = eiθ = 1, which completes the proof. 
We provide a second family of strongly rigid hypersurfaces in C2 with a one-
dimensional Lie algebra :
Lemma 7.5. The Lie algebra Hol(Mχ) of the real analytic hypersurfaces Mχ ⊂ C2 of
equation v = zz¯ + z5z¯5(z + z¯) + z10z¯10χ(z, z¯) is one-dimensional and generated by ∂w.
Furthermore Mχ is biholomorphically equivalent to M
′
χ′ if and only if χ = χ
′.
Proof. The derivatives ∂zw and ∂
2
z2w of w with respect to z are given by :
(7.27)
{
∂zw = 2iz¯ + 12iz
5z¯5 + 10iz4z¯6 +O(z¯10)),
∂2zzw = 60iz
4z¯5 + 40iz3z¯6 +O(z¯10).
Replacing z¯ in the second equation by its expression given by the first equation we obtain
the following second order differential equation, interpreted in the jet space :
(7.28) W2 = [15z
4/8] (W 1)5 − [5iz3/8] (W 1)6 − [225z9/64] (W 1)9 +O((W 1)10).
Solving the partial differential equations involving Q, ∂zQ, ∂wQ, ∂zR and ∂wR given in
the coefficients of (W 1)4, (W 1)5, (W 1)6, (W 1)7 and (W 1)9 we obtain Q ≡ ∂zQ ≡ ∂wQ ≡
∂zR ≡ ∂wR ≡ 0 which is the desired information. Finally, proceeding exactly as in the
end of the proof of Lemma 7.4, we see that the Mχ are pairwise biholomorphically not
equivalent. 
The dimension of Hol(M) for the five examples of Corollary 1.3, for the seven examples
of Theorem 1.4, for the seven examples of Corollary 1.7 and for the hypersurface v =
ezz¯ − 1 at a point p with zp 6= 0 was computed with the package diffalg of Maple
Release 6. Since at a point p with zp 6= 0 the hypersurface v = ezz¯−1 is biholomorphically
equivalent to the hypersurface Ma of equation v = ϕ
a(y) := ea(e
y−1) − 1 with a = |zp|2,
this defines a strong tube. Applying Theorem 1.1 and Lemma 3.3, we see that Ma is
not locally algebraizable at the origin, because ϕayy(y) = ae
yea(e
y−1) + a2e2yea(e
y−1)
and ϕay(y) = ae
yea(e
y−1) are algebraically independent. Finally all the examples of
Corollary 1.3, Theorem 1.4 and Corollary 1.6 are not locally algebraic since they satisfy
the required transcendence conditions.
§8. Analyticity versus algebraicity
Intuitively there seems to be much more analytic mappings, manifolds and varieties
than algebraic ones. Our goal is to elaborate a precise statement about this. By complex-
ification, every local real analytic object yields a local complex analytic object, so we shall
only work in the holomorphic category. Let ∆n be the complex polydisc of radius one in
Cn and ∆n its closure. Let k ∈ N. We consider the space Ok(∆n) := O(∆n) ∩ Ck(∆n)
of holomorphic functions extending up to the boundary as a function of class Ck . This
is a Banach space for the Ck norm ||ϕ||k :=
∑k
l=0 supz∈∆n |ϕzl(z)|. The last statements
of Corollaries 1.2 and 1.6 are a direct consequence of the following lemma.
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Lemma 8.1. The set of holomorphic functions ϕ ∈ Ok(∆n) such that there exists a
polynomial P such that
(8.1) P (z, jkϕ(z)) ≡ 0,
is of first category, namely it can be represented as the countable union of nowhere dense
closed subsets. Conversely, the set of functions ϕ ∈ Ok(∆n) such that there is no al-
gebraic dependence relation like (8.1) is generic in the sense of Baire, namely it can be
represented as the countable intersection of everywhere dense open subsets.
Proof. LetN ∈ N. Consider the set FN of functions ϕ such that there exists a polynomial
of degree N satisfying (8.1). It suffices to show that FN is closed and that its complement
is everywhere dense. Suppose that a sequence (ϕ(m))m∈N converges to ϕ ∈ Ok(∆n). Let
the zero-set of a degree N polynomial P
(m)
N (z, Jk) contain the graph of the k-jet of ϕ
(m).
The coefficients of P
(m)
N belong to a certain complex projective space PA(C), where
the integer A = A(n, k) is independent of m. By compactness of PA(C), passing to a
subsequence if necessary, the P
(m)
N converge to a nonzero polynomial PN . By continuity,
PN (z, j
kϕ(z)) = 0 for all z ∈ O(∆n). We claim that the complement of the union of the
FN is dense in Ok(∆n). Indeed, let ϕ(z) be such that there exists a degree N polynomial
P satisfying (8.1). Fix z0 ∈ ∆n having rational real and imaginary parts. Then the
complex numbers z0, ∂
α
z ϕ(z0), |α| ≤ k, are algebraically dependent. By a Cantorian
argument, there exists complex numbers χα0 arbitrarily close to ∂
α
z ϕ(z0) such that z0, χ
α
0
are algebraically independent. Let χ(z) be a polynomial with ∂αz (z0) = χ
α
0 − ∂αt ϕ(z0).
We can choose χ to be arbitrarily close to zero in the Ck(∆n) norm. Then the function
ϕ(z) + χ(z) is not Nash algebraic. 
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