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0. Introduction
0.1. Motivation and Goal. The problem of finding a natural relative com-
pactification of the relative Jacobian over a family of curves has drawn a lot of
attention since Igusa’s pioneering work [18] in the fifties. (In Subsect. 0.2 the
reader will find a slightly more detailed account of this history, with references.)
In the case where the curves in the family are geometrically integral, a very
satisfactory solution has been found by Altman and Kleiman [4]: their relative
compactification is a fine moduli space; that is, it admits a universal object, after
an e´tale base change. However, reducible curves (especially nodal ones) show
up quite often in applications. For instance, Deligne-Mumford stable curves are
used in the compactification, Mg, of the moduli space of non-singular curves of
genus g. Recently, Caporaso [10] and Pandharipande [25] produced a relative
compactification of the relative Jacobian over Mg. Their construction is strongly
based on Gieseker’s construction [15] of Mg, and does not seem to be adaptable
to different situations. The main disadvantages of the constructions found so far
for reducible curves are the lack of a universal object and the restricted range of
applicability.
Apart from the study of Mg, the relatively compactified Jacobian has been
most recently employed by Beauville [8] in counting the number of rational curves
on K3 surfaces. In his article, Beauville made the simplifying assumption [8, 1.2]
that all curves belonging to a certain linear system on the K3 surface are integral.
The assumption was used in order to guarantee the existence of a fine relative
1Research supported by an MIT Japan Program Starr fellowship and by CNPq, Proc.
300004/95-8.
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compactification of the relative Jacobian over the family of curves belonging to
the linear system. In general, however, certain curves of the linear system may
be reducible, and may have singularities more complicated than ordinary nodes.
These recent developments suggest the urge for a more general approach to the
problem of compactifying the relative Jacobian. One approach was taken recently
by Simpson [29, Sect. 1], who constructed moduli spaces of coherent sheaves on
any family of varieties by means of Geometric Invariant Theory (G.I.T.). The
main disadvantage of his moduli spaces is, again, the lack of a universal object.
Roughly speaking, the present article aims at constructing a natural relative
compactification of the relative Jacobian over a projective, flat family of geomet-
rically reduced and connected curves. In contrast to earlier relative compactifi-
cations, ours admits a universal object, after an e´tale base change. The points of
our compactification correspond to simple, torsion-free, rank 1 sheaves that are
semistable with respect to a given polarization. To compare our relative compact-
ification with that obtained by Seshadri in [27, Part 7], we use theta functions. In
contrast to all the past approaches, we do not use G.I.T.. (The method of theta
functions has been already used by Faltings to construct the moduli of semistable
vector bundles on a smooth complete curve (see [14] or [28]).) It must be said
that our relative compactification is an algebraic space, rather than a scheme. (It
could not be otherwise, as a famous example by Mumford [9, p. 210] shows that
the relative Jacobian is not a scheme, in general.) But we show that it becomes a
scheme, after an e´tale base change. The reader will find a more detailed account
of our results in Subsect. 0.3.
0.2. History. Igusa [18] was probably the first to consider the problem of com-
pactifying the (generalized) Jacobian variety of a reduced curve X . His method
was to construct a compactification as the limit of the Jacobians of smooth curves
approaching X , and he applied his method to the case where X was nodal and
irreducible. He showed also that his compactification, in spite of his construction,
did not depend on the family of approaching smooth curves. Later, Meyer and
Mumford [22] announced an intrinsic characterization of Igusa’s compactification
by means of torsion-free, rank 1 sheaves. Their idea was carried out by D’Souza
in his thesis [11], where he used G.I.T. to construct a compactification of the Ja-
cobian variety, when X is irreducible, and then showed that there is a universal
torsion-free, rank 1 sheaf over it. In the case where X is reducible and nodal, Oda
and Seshadri [24] used G.I.T. to construct several compactifications of disjoint
unions of copies of the Jacobian variety. Finally, Seshadri used G.I.T. to deal
with a general reduced curve X in [27] (where he considered also the higher rank
case).
In the case of families of curves, the (relative) compactification problem is more
difficult, as the relative Jacobian itself does not behave well. Despite that, some
results have been obtained, as I will mention below.
Let S be a locally Noetherian scheme. Let f : X −→ S be a projective, flat
morphism whose geometric fibres are connected, reduced curves. Let
P∗ : (Sch/S)o −→ (Sets)
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be the relative Jacobian functor, defined on an S-scheme T as the set of invertible
sheaves on X ×S T . Let P be the e´tale sheaf associated to P∗. Artin [7] showed
that the functor P is represented by an algebraic space P , locally of finite type
over S. If the geometric fibres of f are integral, then Grothendieck showed that
P is a scheme [17]. Without any assumption on the fibres, Grothendieck showed
also that, if S is integral, then there is an open dense subscheme S′ ⊆ S such that
P ×S S′ is a scheme [26]. In general, P is not a scheme, as a famous example by
Mumford shows [9, p. 210]. But Mumford himself proved that, if the irreducible
components of the fibres of f are geometrically integral, then P is a scheme [9,
p. 210].
The algebraic space P is formally smooth over S, but may not be either sep-
arated or of finite type over S. If the geometric fibres of f are integral, then the
subspace Pd ⊆ P , parametrizing invertible sheaves with Euler characteristic d, is
a separated scheme of finite type over S [17]. In general, however, Pd may not
even be of finite type over S.
The problem of compactifying Pd over S has attracted a lot of attention from
the start. D’Souza himself [11] worked out a compactification of Pd over S, when
S is (the spectrum of) a Henselian local ring with separably closed residue field,
and the geometric fibres of f are integral. More generally though, Altman and
Kleiman realized that Meyer’s and Mumford’s idea could be combined with Mum-
ford’s [23] or Grothendieck’s [17] method of constructing the Picard scheme to
yield a natural relative compactification of Pd over S by means of torsion-free,
rank 1 sheaves, when the geometric fibres of f are integral (see [3] and [4], respec-
tively, where the higher dimesion case is also considered). When the geometric
fibres of f are nodal (possibly reducible) curves, then Ishida [19] adapted Oda’s
and Seshadri’s method to describe several compactifications of subspaces of Pd,
but his hypotheses are numerous.
After a long time without any work on the relative compactification problem,
Caporaso [10] showed how to compactify the relative Jacobian over the moduli of
stable curves by putting invertible sheaves on curves derived from stable curves on
the boundary. One year later, Pandharipande [25] produced the same compacti-
fication, with the boundary points now representing torsion-free, rank 1 sheaves,
following Seshadri’s method in [27]. As we have already mentioned, both Capo-
raso’s and Pandharipande’s construction rely heavily on Gieseker’s construction
of the moduli of stable curves [15], and thus cannot be extended to an arbitrary
family of curves.
Recently, Simpson [29, Sect. 1] constructed moduli spaces of coherent sheaves
over any family of projective varieties.
0.3. The results. We present now a simplified account of the methods and
contributions of the present article. Let S be a locally Noetherian scheme. Let
f : X −→ S be a projective, flat morphism whose geometric fibres are connected,
reduced curves. Let P denote the algebraic space over S parametrizing invertible
sheaves on X/S (see Subsect. 0.2). In order to compactify P over S in general,
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it would be natural, following Meyer and Mumford, to consider the functor
F∗ : (Sch/S)o −→ (Sets),
defined on an S-scheme T as the set of T -flat, coherent sheaves on X ×S T whose
fibres over T are torsion-free, rank 1 sheaves. Defining F as the e´tale sheafification
of F∗, it is clear that F contains P as an open subfunctor. It is also easy to show
that F “contains enough degenerations”. In other words, F meets the existence
condition of the valuative criterion of properness, without necessarily meeting the
uniqueness condition. However, the functor F is not representable by an algebraic
space in general, the obstruction being the existence of torsion-free, rank 1 sheaves
that are not simple (i.e. admit non-trivial endomorphisms). In fact, considering
the subfunctor J ⊆ F, parametrizing sheaves with simple fibres, it follows from
[4, Thm. 7.4, p. 99] that J is represented by an algebraic space J . It is clear that
J contains P as an open subspace, since the geometric fibres of f are reduced and
connected. But does J “contain enough degenerations” over S? The surprising
answer we obtain in Thm. 25 of the present article is: yes! The upshot is that we
do not need to consider all torsion-free, rank 1 sheaves to compactify the relative
Jacobian, but just those that are simple. Of course, J is neither separated nor of
finite type over S in general, since neither is the open subspace P . Nevertheless,
since J is a fine moduli space, it is worthwhile to analyse J and, perhaps, obtain
from J “coarse moduli spaces” that behave better than J . The present article is
thus devoted to the study of J .
Since J is awkwardly “big”, we need to decompose J into simpler “pieces”,
and for that we use polarizations like those defined by Seshadri in [27, Part 7,
p. 153]. As a matter of fact, Seshadri used numerical polarizations but, since we
want to deal with a family of curves, we prefer to use “continuous” polarizations.
For us, a polarization on X over S will be a vector bundle E on X with rank
r > 0 and relative degree −rd over S, for a certain integer d (see Sect. 1). Of
course, there are natural choices of relative polarizations, as the structure sheaf
OX and those constructed from OX and the relative dualizing sheaf ω, when the
fibres of f are Gorenstein. (The latter were used by Pandharipande [25].)
Associated to a polarization E on X over S we have the usual classes of stable
and semistable torsion-free, rank 1 sheaves. In Sect. 1 we define two new classes
of sheaves, those of quasistable and σ-quasistable torsion-free, rank 1 sheaves (see
Subsections 1.2 and 1.5), where σ : S −→ X is a section of f through the S-smooth
locus of X . These new classes of sheaves are important for their cohomological
and degeneration properties (see Subsect. 1.4 and Sect. 2). Let JsE (resp. J
ss
E ,
resp. JqsE , resp. J
σ
E ) be the subspace of J parametrizing sheaves with stable
(resp. semistable, resp. quasistable, resp. σ-quasistable fibres) with respect to
the polarization E . It follows from the cohomological characterizations of Subsect.
1.4 that all the above subspaces are open in J . In general, neither JqsE nor J
ss
E
is separated over S. These spaces are still “too big”. Nevertheless, applying the
method of Langton’s [21] (see Sect. 2), we prove the following theorem.
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Theorem A. The algebraic space JssE is of finite type over S. In addition:
(1) JssE and J
qs
E are universally closed over S;
(2) JsE is separated over S;
(3) JσE is proper over S.
Provided it is convenient to fix a section σ of f through the S-smooth locus of
X (the case of a family of pointed curves), we may restrict ourselves to JσE . We
can always make an e´tale base change to obtain enough sections of f . In fact, a
suitable e´tale base change will also give us schemes, as it follows from the next
theorem.
Theorem B. Assume that there are sections σ1, . . . , σn : S −→ X of f such that:
(1) σi factors through the S-smooth locus of X for i = 1, . . . , n;
(2) for every s ∈ S, every irreducible component of X(s) is geometrically
integral, and contains σi(s) for some i.
Then, J is a scheme.
However, it might not be appropriate, sometimes, to change the base scheme,
or even to fix a section σ of f through the S-smooth locus of X , assuming it
exists. To overcome these problems, we can use theta functions (associated to
vector bundles on X) to construct “approximations” of the algebraic spaces JssE ,
JqsE and J
σ
E that are locally projective schemes over S. For simplicity, assume
that S is locally of finite type over an algebraically closed field k. Let Σ ⊆ JssE be
an open subspace, and denote by π : Σ −→ S the structure morphism. Then, there
is a natural invertible sheaf LE on Σ, uniquely defined from the polarization E .
Moreover, there is a natural quasicoherent graded subsheaf of OS-subalgebras,
VE ⊆ ΓE :=
⊕
m≥0
π∗L
⊗m
E ,
whose homogeneous pieces are coherent. The sheaf VE is generated by the so-
called theta functions (associated to vector bundles on X). Let Σ := Proj(VE),
and consider the natural rational map, ψ : Σ −→ Σ.
Theorem C. Assume that S is locally of finite type over an algebraically closed
field k. Let Σ ⊆ JssE be an open subspace. Then, the following statements hold:
(1) Σ is locally projective over S.
(2) The rational map ψ is defined on Σ, and is scheme-theoretically dominant.
(3) For every closed point s ∈ S, each fibre of ψ(s) is contained in a Jordan-
Ho¨lder equivalence class of Σ(s).
(4) If Σ is universally closed over S, and JsE ⊆ Σ, then the restriction of ψ to
JsE is an open embedding.
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Finally, we compare our compactification with Seshadri’s [27, Part 7], in the
case where S is (the spectrum of) an algebraically closed field k (see Sect. 6).
Roughly speaking, we show that, if X has at most ordinary double points for
singularities, then any structure theta functions detect in Seshadri’s compactifi-
cation is also detected in ours, and vice-versa. (See Thm. 48, and the discussion
before it, for a precise statement.)
Some conventions: by a curve X we shall mean a geometrically reduced scheme
of pure dimension 1, and of finite type over a field k; by a vector bundle we mean
a locally free sheaf of constant rank; all our schemes will be assumed locally
Noetherian.
1. Semistable sheaves
1.1. Preliminaries. Let X be a geometrically reduced curve over a field k. Let
X1, . . . , Xn denote the irreducible components of X . In this section, we shall
assume that X1, . . . , Xn are geometrically integral. A subcurve of X is a reduced
subscheme Y ⊆ X of pure dimension 1. The empty set will also be considered a
subcurve of X . If Y, Z ⊆ X are subcurves, we let Y ∧ Z denote the maximum
subcurve of X contained in Y ∩Z; and we let Z−Y denote the minimum subcurve
containing Z \ Y . If Y ⊆ X is a subcurve, we let Y c := X − Y .
Let I be a coherent sheaf on X . We say that I is torsion-free if I has no
embedded components. We say that I has rank 1 if I has generic rank 1 at every
irreducible component of X . We say that I is simple if EndX(I) = k. If I is
invertible, then I is torsion-free, rank 1, and also simple if X is connected.
Let I be a torsion-free, rank 1 sheaf on X . If Y ⊆ X is a subcurve, then we
will denote by IY the maximum torsion-free quotient of I|Y . Of course, there is
a canonical surjective homomorphism, I ։ IY . We say that I is decomposable
if there are proper subcurves Y, Z $ X such that the canonical homomorphism,
I −→ IY ⊕ IZ , is an isomorphism. In this case, we say that I decomposes at Y (or
Z).
Proposition 1. Let I be a torsion-free, rank 1 sheaf on X. Then I is simple if
and only if I is not decomposable.
Proof. It is clear that, if I is decomposable, then I is not simple. Suppose that I is
not simple. Then, there is an endomorphism h : I −→ I that is not a multiple of the
identity. Let Y ⊆ X be the subcurve such that IY ∼= im(h), and let h′ : IY →֒ I
denote the induced injective homomorphism. Since h 6= 0, then Y is not empty.
Since IW is simple for any irreducible component W ⊆ X , by [4, Lemma 5.4, p.
83], then we may also assume that Y 6= X . It is clear that h′ factors through
J := ker(I ։ IZ), where Z := Y
c. Moreover, since h′ and the composition,
J →֒ I ։ IY , are injective homomorphisms, then h′ is actually an isomorphism
onto J . In particular, I and IY ⊕ IZ have the same Euler characteristic. Thus,
I = IY ⊕ IZ . The proof is complete. 
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The above proposition does not hold in higher rank, even if we assume that
X is smooth. In fact, if X is smooth and not rational, then any vector bundle E
fitting in the middle of a non-split short exact sequence of the form:
0 −→ OX −→ E −→ OX −→ 0
is neither simple nor decomposable. Though easy to state and prove, the above
proposition is the key reason why we are able to obtain fine moduli spaces in the
rank 1 case.
Lemma 2. Let Y, Z ⊆ X be non-empty subcurves covering X. Let M be a
torsion-free, rank 1 sheaf on X. Then, the following statements hold:
(1) If Y ∧ Z 6= ∅, and both MY and MZ are simple, then M is simple.
(2) If there is an exact sequence of the form:
0 −→ I −→M −→ J −→ 0,
where I (resp. J) is a simple, torsion-free, rank 1 sheaf on Y (resp. Z),
then M is simple if and only if the sequence is not split.
Proof. Suppose that there are subcurves X1, X2 ⊆ X such thatM =MX1⊕MX2 .
In addition, suppose that there is a surjective homomorphism, µ : M ։ J , where
J is a simple, torsion-free, rank 1 sheaf on a subcurve Z ⊆ X . Of course, µ is the
direct sum of two homomorphisms,
µ1 : MX1 −→ J and µ2 : MX2 −→ J.
Since µ is surjective, then im(µi) =MZi , where Zi := Z ∧Xi for i = 1, 2, and
J = im(µ) = im(µ1)⊕ im(µ2).
Since J is simple, then either Z ⊆ X1 or Z ⊆ X2.
We prove (1) now. Suppose thatM =MX1⊕MX2 , for subcurves X1, X2 ⊆ X .
Apply the above reasoning twice, to both J := MY and J := MZ . Without loss
of generality, we either have that Y ⊆ X1 and Z ⊆ X2, or Y ∪ Z ⊆ X1. Since
Y ∧ Z 6= ∅, then Y ∪ Z ⊆ X1. Since Y ∪ Z = X , then X1 = X . It follows from
Prop. 1 that M is simple.
We prove (2) now. The (⇒) part is trivial. We show (⇐) now. Suppose by
contradiction that M = MX1 ⊕MX2 , for proper subcurves X1, X2 $ X . Apply
the reasoning in the first paragraph of the proof to the surjection µ : M ։ J . We
may assume, without loss of generality, that Z ⊆ X1. Then µ2 = 0, and hence
I = ker(µ) = ker(µ1) ⊕MX2 . Since I is simple, and X2 6= ∅, then ker(µ1) = 0.
So J = MX1 , and thus the sequence in (2) is split, a contradiction. The proof is
complete. 
We observe that, if I is a torsion-free, rank 1 sheaf on X , and E is a vector
bundle on X of rank r and degree e, then χ(I ⊗ E) = rχ(I) + e.
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1.2. Semistable sheaves. Fix an integer d. Fix a vector bundle E on X of
rank r > 0 and degree −rd. We say that E is a polarization on X . For every
subcurve Y ⊆ X , let eY := − degY E. Note that E induces the polarization E|Y
on Y as long as r|eY .
Let I be a torsion-free, rank 1 sheaf on X with χ(I) = d. We say that I
is stable (resp. semistable) with respect to E if, for every non-empty, proper
subcurve Y $ X ,
χ(IY ) > eY /r (resp. χ(IY ) ≥ eY /r),
or equivalently,
χ(IY ⊗ E) > 0 (resp. χ(IY ⊗ E) ≥ 0).
If X is irreducible, then any torsion-free, rank 1 sheaf I on X with χ(I) = d is
stable with respect to E.
Strictly speaking, the notions of stability and semistability do not depend on
E, but rather on its multi-slope:
µ
E
:= (eX1 , . . . , eXn)/r.
However, in dealing with families of curves, we will find it more convenient to
think of E as the polarization, rather than µ
E
. When the polarization E is clear
from the context, we will seldom make reference to E.
The above notions of stability and semistability coincide with those of [13,
Sect. 3]. We refer to [13, Rmk. 12] for a comparison between our notions of
polarization, semistability and stability with Seshadri’s [27, Part 7].
Let I be a torsion-free, rank 1 sheaf on X with χ(I) = d. For every subcurve
Y ⊆ X , let βI(Y ) := χ(IY ) − eY /r. Of course, I is stable (resp. semistable) if
and only if βI(Y ) > 0 (resp. βI(Y ) ≥ 0) for every non-empty, proper subcurve
Y $ X . If I is semistable, and Y ⊆ X is a subcurve, then βI(Y ) = 0 if and only
if IY is semistable with respect to E|Y .
Lemma 3. Let I be a torsion-free, rank 1 sheaf on X with χ(I) = d. If Y, Z ⊆ X
are subcurves, then
χ(IY ∪Z) + χ(IY ∧Z) ≤ χ(IY ) + χ(IZ),
or equivalently,
βI(Y ∪ Z) + βI(Y ∧ Z) ≤ βI(Y ) + βI(Z).
Proof. The inequalities follow immediately from the following canonical commu-
tative diagram:
IY ∪Z −−−−→ IY ⊕ IZ−Yy y
IZ −−−−→ IY ∧Z ⊕ IZ−Y ,
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when we observe that the vertical homomorphisms are surjective, and the hori-
zontal ones are injective with finite length cokernel. 
Let W ⊆ X be an irreducible component. Let I be a semistable sheaf on X .
It follows from Lemma 3 that there is a minimum subcurve Z ⊆ X containing
W such that βI(W ) = 0. We say that I is W -quasistable with respect to E
if βI(Y ) > 0 for all proper subcurves Y $ X containing W . It is clear that a
semistable sheaf I on X is stable if and only if I is W -quasistable with respect
to E for every irreducible component W ⊆ X .
There is yet another interesting class of sheaves, this time independent of the
choice of an irreducible component. We say that a semistable sheaf I on X is
quasistable with respect to E if there is an irreducible component W ⊆ X such
that I isW -quasistable with respect to E. Note that a quasistable sheaf is simple,
an easy corollary of Prop. 1.
The notion of W -quasistability is not so easy to manage when dealing with
families of curves. We shall often replace it with the equivalent, but more suitable,
notion of p-stability. Let p ∈ X be a non-singular point. We say that a semistable
sheaf I on X is p-quasistable with respect to E if βI(Y ) > 0 for all proper
subcurves Y $ X containing p.
A semistable sheaf I on X is Xi-quasistable (for i = 1, . . . , n) if and only if I
is (rδi)-quasistable (see [13, Sect. 4]), where δi is the n-uple whose only non-zero
component is the i-th component, with value 1.
We shall see in Subsect. 1.4 and Sect. 2 that the notion of quasistability is
natural and useful.
Lemma 4. Let Y, Z $ X be proper subcurves covering X such that Y ∧ Z = ∅,
but Y ∩ Z 6= ∅. Let I (resp. J) be a torsion-free, rank 1 sheaf on Y (resp. Z).
Then, there is a non-split exact sequence of the form:
0 −→ J −→M −→ I −→ 0.
Proof. We need only show that Ext1X(I, J) 6= 0. Since I and J are torsion-free
sheaves supported on subcurves Y and Z, respectively, with Y ∧ Z = ∅, then
HomX(I, J) = 0. Thus,
Ext1X(I, J) = H
0(X,Ext1X(I, J)).
Of course, the topological support of Ext1X(I, J) is contained in Y ∩ Z. Since
Y ∩ Z 6= ∅, there is p ∈ Y ∩ Z. Let Op denote the local ring of X at p, with
maximal ideal Mp. Let MY ⊆ Op (resp. MZ ⊆ Op) be the ideal of Y (resp. Z)
at p. By hypothesis, MY ∩MZ = 0 and MY +MZ is a primary ideal of Mp.
We need only show that Ext1Op(Ip, Jp) 6= 0. Let
(4.1) (
Op
MY
)⊕s1
φ
−→ (
Op
MY
)⊕s0 −→ Ip −→ 0
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be a presentation of Ip. Applying Ext
1
Op
(−, Jp) to (4.1), we obtain a sequence,
(4.2) 0 −→ Ext1Op(Ip, Jp) −→ H
⊕s0 φ
∗⊗idH−−−−−→ H⊕s1 ,
where
H := Ext1Op(
Op
MY
, Jp),
and φ∗ is the dual of φ. The sequence (4.2) is exact, since HomOp(K, Jp) = 0 for
all Op-modules K with MYK = 0. So, we need only show that φ∗ ⊗ idH is not
injective. Suppose, by contradiction, that φ∗⊗ idH is injective. Since H has finite
length, then it follows from a standard argument that φ∗ ⊗ idOp/Mp is injective.
Since φ∗ is a homomorphism of free modules over the local ring Op/MY , then φ∗
is injective. It follows from (4.1) that
HomOp(Ip,Op/MY ) = 0.
Since I is torsion-free, rank 1 on Y , then we have a contradiction. The proof is
complete. 
The above lemma allows us to construct torsion-free, rank 1 sheaves on X with
“prescribed” Jordan-Ho¨lder filtrations, as we shall see in Subsect. 1.3.
Example 5. If X is reducible, then there are semistable sheaves that are not
simple. If X has only two irreducible components, then every simple, semistable
sheaf is quasistable. If X has more than two components, then there might be
simple, semistable sheaves that are not quasistable. For instance, suppose that
there are connected subcurves X1, X2, X3 ⊆ X covering X such that Xi∧Xj = ∅
for i 6= j, but X1 ∩ X2 6= ∅ and X1 ∩ X3 6= ∅. Let I1, I2, I3 be semistable,
simple sheaves on X1, X2, X3, respectively. By Lemma 4, since X1 ∩X2 6= ∅ and
X1 ∩X3 6= ∅, then there is a non-split exact sequence of the form:
0 −→ I2 ⊕ I3 −→ I −→ I1 −→ 0,
whose push-out to I2 (resp. I3) is a non-split exact sequence of the form:
0 −→ I2 −→ IX1∪X2 −→ I1 −→ 0 (resp. 0 −→ I3 −→ IX1∪X3 −→ I1 −→ 0).
It is clear that I, IX1 , IX1∪X2 and IX1∪X3 are semistable. So I is not quasistable.
Moreover, since the latter exact sequences are non-split, then IX1∪X2 and IX1∪X3
are simple by statement (2) of Lemma 2. It follows now from statement (1) of
Lemma 2 that I is simple. We have thus produced a simple, semistable sheaf I
that is not quasistable.
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1.3. Jordan-Ho¨lder filtrations. Let I be a semistable sheaf on X with respect
to E. We describe now a filtration of I. To start with, we let I0 := I and Z0 := X .
Let Y0 ⊆ X be a non-empty subcurve such that IY0 is stable with respect to E|Y0 .
Let I1 := ker(I −→ IY0). Clearly, the sheaf I1 is torsion-free, rank 1 on Z1 := Y
c
0 ,
and semistable with respect to E|Z1 , if not zero. Repeating the above procedure
with I1, in the place of I, and so on, we end up with filtrations:{
0 =Iq+1 $ Iq $ · · · $ I1 $ I0 = I,
∅ =Zq+1 $ Zq $ · · · $ Z1 $ Z0 = X,
with the following properties:
(1) for i = 0, . . . , q, the sheaf Ii is torsion-free, rank 1 on the subcurve Zi ⊆ X ,
and is semistable with respect to E|Zi ;
(2) for i = 0, . . . , q, the quotient Ii/Ii+1 is torsion-free, rank 1 on the subcurve
Yi := Zi − Zi+1, and is stable with respect to E|Yi .
We call the above filtration of I a Jordan-Ho¨lder filtration. A Jordan-Ho¨lder
filtration depends on the choices made in its construction, but
Gr(I) := I0/I1 ⊕ I1/I2 ⊕ · · · ⊕ Iq/Iq+1
depends only on I, by the Jordan-Ho¨lder theorem. In particular, the collection
of subcurves {Y0, . . . , Yq} covering X depends only on I. It is clear that Gr(I)
is torsion-free, rank 1, and semistable with respect to E. In addition, we have
that Gr(Gr(I)) = Gr(I). If I is stable, then Gr(I) = I. We shall say that two
semistable sheaves, I and J , are Jordan-Ho¨lder equivalent (JH-equivalent, for
short) if Gr(I) ∼= Gr(J).
Proposition 6. Let I be a semistable sheaf on X. Let{
0 =Iq+1 $ Iq $ · · · $ I1 $ I0 = I,
∅ =Zq+1 $ Zq $ · · · $ Z1 $ Z0 = X
be a Jordan-Ho¨lder filtration of I. Let W ⊆ X be an irreducible component.
Then, the following statements are equivalent:
(1) I is W -quasistable;
(2) Ii is W -quasistable for i = 0, . . . , q;
(3) W ⊆ Zq, and the short exact sequence:
0 −→ Ii+1 −→ Ii −→
Ii
Ii+1
−→ 0
is not split for i = 0, . . . , q − 1.
Proof. See [13, Prop. 5]. 
The following theorem shows that in every Jordan-Ho¨lder equivalence class
there is a W -quasistable sheaf, for any fixed irreducible component W ⊆ X .
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Theorem 7. Assume that X is connected. Let Y0, . . . , Yq ⊆ X be subcurves
covering X such that Yi ∧ Yj = ∅ for i 6= j. Let J0, . . . , Jq be stable sheaves on
Y0, . . . , Yq, respectively. Let W ⊆ X be an irreducible component. Then, there is
a W -quasistable sheaf I on X such that Gr(I) ∼= J0 ⊕ · · · ⊕ Jq.
Proof. We may assume that W ⊆ Yq. Since X is connected, we may also assume
that (Yq ∪ · · · ∪ Yi) ∩ Yi−1 6= ∅ for i = 1, . . . , q. Let Zi := Yi ∪ · · · ∪ Yq for
i = 0, . . . , q. Let Iq := Jq. We construct recursively a torsion-free, rank 1 sheaf
Ii on Zi for i = q − 1, . . . , 0 as follows: suppose that we are given Iq, . . . , Ii for
a certain i ∈ {1, . . . , q}; then, let Ii−1 be the middle sheaf in a non-split exact
sequence of the form:
0 −→ Ii −→ Ii−1 −→ Ji−1 −→ 0,
whose existence is guaranteed by Lemma 4. It is clear that we have a Jordan-
Ho¨lder filtration {
0 =: Iq+1 $ Iq $ · · · $ I1 $ I0 =: I,
∅ =: Zq+1 $ Zq $ · · · $ Z1 $ Z0 = X
of I := I0. Of course, Gr(I) = J0 ⊕ · · · ⊕ Jq. In addition, it follows from Prop. 6
that I is W -quasistable. The proof is complete. 
1.4. The cohomological characterizations. Assume that k is algebraically
closed. Let ω be the dualizing sheaf on X . Recall that ω is simple, torsion-free,
rank 1.
For the next three results, let E be a vector bundle on X with rank r > 0 and
degree −rd, for some integer d.
Theorem 8. Let I be a torsion-free, rank 1 sheaf on X with χ(I) = d. Then,
I is semistable with respect to E if and only if there is a vector bundle F on X,
with rank mr and detF ∼= (detE)⊗m for some m > 0, such that
h0(X, I ⊗ F ) = h1(X, I ⊗ F ) = 0.
Proof. As in [28, Lemma 3.1, p. 166] for the “only if” part, and [28, Lemma 8.3,
p. 195] for the “if” part. 
Theorem 9. Let p ∈ X be a non-singular point. Let I be a semistable sheaf
on X with respect to E. Then, I is p-quasistable if and only if there is a vector
bundle F on X, with rank mr and detF ∼= (detE)⊗m⊗OX(−p) for some m > 0,
such that:
(1) h0(X, I ⊗ F ) = 0 and h1(X, I ⊗ F ) = 1;
(2) the unique (modulo k∗) non-zero homomorphism I −→ F ∗⊗ω is injective.
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Proof. The “if” part follows directly from [13, Thm. 6]. The “only if” part
follows from loc. cit. and a standard argument. 
Corollary 10. Let I be a semistable sheaf on X with respect to E. Then,
I is quasistable (resp. stable) if and only if for some (resp. for every) non-
singular point p ∈ X there is a vector bundle F on X, with rank mr and
detF ∼= (detE)⊗m ⊗OX(−p) for some m > 0, such that:
(1) h0(X, I ⊗ F ) = 0 and h1(X, I ⊗ F ) = 1;
(2) the unique (modulo k∗) non-zero homomorphism I −→ F ∗⊗ω is injective.
Proof. By definition, I is quasistable (resp. stable) if and only if I is p-quasistable
for some (resp. for every) non-singular point p ∈ X . Thus, the corollary follows
immediately from Thm. 9. 
For every coherent sheaf I on X , we let
e(I) := max
p∈X
dimk I(p).
Proposition 11. Let W ⊆ X be an irreducible component. If I is a simple,
torsion-free, rank 1 sheaf on X, then there is a vector bundle E on X of rank
r := max(e(HomX(I, ω)), 2) such that I is W -quasistable with respect to E.
Proof. Applying the proof of [12, Prop. 1], we get a vector bundle F on X with
rank r and degree −rχ(I)− 1, such that
h0(X, I ⊗ F ) = 0 and h0(X, I ⊗ F ) = 1,
and the unique (modulo k∗) non-zero homomorphism λ : I −→ F ∗⊗ω is injective.
(Note: we use that I is simple in order to apply the proof of loc. cit..) Let p ∈W
be a non-singular point of X . Let
E := ker(F ∗ −→ F ∗(p)
q
−→ k)∗,
where q is a k-linear surjective homomorphism such that q ◦λ(p) 6= 0. (Note that
we chose implicitly a trivialization of ω at p to consider the latter composition.)
It is clear that E has rank r and degree −rχ(I). In fact, detE ∼= (detF )⊗OX(p).
In addition, by our choice of q, we have that
h0(X, I ⊗E) = h1(X, I ⊗E) = 0.
By Thm. 8, the sheaf I is semistable with respect to E. Moreover, it follows from
Thm. 9 that I is W -quasistable with respect to E. The proof is complete. 
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Remark 12. Given an irreducible component W ⊆ X , it seems that a simple,
torsion-free, rank 1 sheaf I on X is W -quasistable with respect to a line bundle.
At least, I can show the latter statement in the following cases:
(1) X is Gorenstein and I is invertible;
(2) X has only ordinary nodes as singularities;
(3) X has at most two irreducible components.
Since this statement is not central to the present work, I will omit the proof of it
in the above three cases.
Corollary 13. If I is a simple, torsion-free, rank 1 sheaf on X, then there is a
vector bundle E on X of rank nr, where r := max(e(HomX(I, ω)), 2), and n is
the number of irreducible components of X, such that I is stable with respect to
E.
Proof. By Prop. 11, for each i = 1, . . . , n there is a vector bundle Ei on X of
rank r such that I is Xi-quasistable with respect to Ei. Then, I is stable with
respect to the direct sum, E := E1 ⊕ · · · ⊕ En. 
Remark 14. If the expectation stated in Rmk. 12 is confirmed, then it will follow
that every simple, torsion-free, rank 1 sheaf on X is stable with respect to a rank
n vector bundle. The expected upper bound n on the rank of the polarization
is sharp: we can easily construct an example of a curve X with n irreducible
components, and a simple, torsion-free, rank 1 sheaf I on X such that I is not
stable with respect to any vector bundle of rank less than n.
Remark 15. The cohomological characterizations, Thm. 8 and Thm. 9, remain
valid if the curve X is defined over an infinite field k. (In Thm. 9 we have
to assume that p is k-rational.) If X is defined over a finite field k, then the
said theorems remain valid after a finite field extension of k. To see that, we
proceed as follows. Let k¯ denote the algebraic closure of k. First, we use Thm.
8 (resp. Thm. 9) to get a vector bundle G on X¯ := X ×k k¯, with rank mr
and detG ∼= L ⊗k k¯, with the required properties, where L := (detE)⊗m (resp.
L := (detE)⊗m ⊗ OX(−p)). Second, we observe that G fits in the middle of a
short exact sequence of the form:
(15.1) 0 −→ (A⊗−c)⊕(mr−1) ⊗k k¯ −→ G −→ L⊗ A
⊗c(mr−1) ⊗k k¯ −→ 0,
where A is an ample invertible sheaf on X , and c >> 0. Let
V := H1(X, (A⊗−cmr)⊕(mr−1) ⊗ L∗).
The affine space A(V ) parametrizes exact sequences of the form (15.1). Thus, G
is “represented” by a geometric point g ∈ A(V ). Since the properties required of
G in Thm. 8 (resp. Thm. 9) are “open”, then there is an open neighbourhood
U ⊆ A(V ) of g where these properties remain valid. If k is infinite, then there is
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a k-rational point f ∈ U . If k is finite, after replacing k by a finite field extension
of sufficiently high degree, if necessary, there will be a k-rational point f ∈ U .
The point f corresponds to an exact sequence of the form:
0 −→ (A⊗−c)⊕(mr−1) −→ F −→ L⊗A⊗c(mr−1) −→ 0,
where the vector bundle F satisfies the requirements of Thm. 8 (resp. Thm. 9).
Remark 16. As it could be expected, we can find the vector bundle F in Thm. 8
and Thm. 9 with rank restricted to a certain range, depending only on numerical
invariants. The existence of such range follows easily from the fact that the family
of all semistable sheaves on X , with respect to E, is bounded.
1.5. Families. Let f : X −→ S be a flat, projective morphism whose geometric
fibres are curves. Let I be an S-flat coherent sheaf on X . We say that I is
relatively torsion-free (resp. rank 1, resp. simple) over S if I(s) is torsion-free
(resp. rank 1, resp. simple) for every geometric point s ∈ S.
Let F be an S-flat coherent sheaf (resp. a vector bundle) on X . We say that
F has relative Euler characteristic d (resp. relative degree d) over S if F(s) has
Euler characteristic d (resp. degree d) for every geometric point s ∈ S.
Let E be a vector bundle on X of rank r > 0 and relative degree −rd over
S, for a certain integer d. We call such an E a relative polarization on X over
S. A relatively torsion-free, rank 1 sheaf I on X over S is relatively stable
(resp. semistable, resp. quasistable) with respect to E over S if I(s) is stable
(resp. semistable, resp. quasistable) with respect to E(s) for every geometric
point s ∈ S. Let σ : S −→ X be a section of f through the S-smooth locus of X .
A relatively torsion-free, rank 1 sheaf I on X over S is relatively σ-quasistable
with respect to E over S if I(s) is σ(s)-quasistable with respect to E(s) for every
geometric point s ∈ S.
2. The valuative criteria
Let S be the spectrum of a discrete valuation ring R. Let s be the special point
of S, and η be its generic point. Let f : X −→ S be a flat, projective morphism
whose geometric fibres are curves. Assume that the irreducible components of
the special fibre X(s) are geometrically integral.
If I is a relatively torsion-free, rank 1 sheaf on X over S, and Y ⊆ X(s) is a
subcurve, then we denote by IY the kernel of the canonical surjective homomor-
phism,
I ։ I(s)Y .
It is clear that the inclusion map, λ : IY →֒ I, is an isomorphism on X \ Y . In
addition, it can be shown, using an argument analogous to the one found in [21,
Prop. 6, p. 100], that IY is relatively torsion-free, rank 1 on X over S.
The following lemma is the main technical tool of this section.
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Lemma 17. Let Y ⊆ X(s) be a subcurve. Let
· · · ⊆ Ii ⊆ · · · ⊆ I1 ⊆ I0 := I
be an infinite filtration of I with quotients
Ii
Ii+1
= Ii(s)Y
for every i ≥ 0. If R is complete, and Ii(s) decomposes at Y for every i ≥ 0,
then there is an S-flat quotient F of I on X such that F(s) = I(s)Y .
Proof. The proof is very similar to the proof of [21, Lemma 2, p. 106], hence we
just outline the construction of F . Let π be a generator of the maximal ideal of
R. For every i ≥ 1, let Si := Spec (R/(πi−1)) and Xi := X ×S Si. Let
Fi := coker(I
i
∣∣
Xi
−→ I|Xi).
We can show the following two properties:
(1) Fi|Xj = Fj if i ≥ j ≥ 1;
(2) Fi is Si-flat for every i ≥ 1.
By Grothendieck’s existence theorem [16, III-1-5.1.7], since R is complete, there
is a quotient F of I on X such that F is the inverse limit of the Fi. Since each
Fi is Si-flat, then F is S-flat. Moreover, F(s) = F1 = I(s)Y . The outline is
complete. 
Fix an integer d, and let E be a vector bundle on X of rank r > 0 and relative
degree −rd over S. We fix E as our relative polarization (see Subsect. 1.5).
Let Z ⊆ X(s) be a subcurve. Let I be a relatively torsion-free, rank 1 sheaf
on X over S. Let
I′ := ker(I −→ I(s)Z) and I
′′ := ker(I′ −→ I′(s)Zc).
We claim that I′′ = πI. In fact, the claim is clearly true on the open subset
U ⊆ X obtained by excluding the singular points of X(s). But U contains all
points of depth less than 2 in X . Thus, the canonical homomorphism K −→ K|U
is an isomorphism for every relatively torsion-free, rank 1 sheaf K on X over S.
The claim follows easily now. Since I′′ = πI, then I′′ ∼= I. Let λ : I′ →֒ I denote
the inclusion homomorphism, and let µ : I →֒ I′ denote the embedding induced
by the inclusion I′′ ⊆ I′ and the isomorphism I′′ ∼= I. It is clear that λ(s) and
µ(s) induce the exact sequences:
(17.1)
0 −→ I′(s)Zc −→ I(s) −→ I(s)Z −→ 0,
0 −→ I(s)Z −→ I
′(s) −→ I′(s)Zc −→ 0,
respectively.
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Lemma 18. Let I be a relatively semistable sheaf on X over S. If Z ⊆ X(s) is
a subcurve, then IZ is relatively semistable on X over S if and only if I(s)Z is
semistable with respect to E(s)|Z . If that is the case, then I
Z(s) is JH-equivalent
to I(s).
Proof. Of course, IZ is relatively semistable if and only if IZ(s) is semistable.
The lemma follows easily now from considering the two exact sequences in (17.1).
The proof is complete. 
Proposition 19. Let I, J be relatively semistable sheaves on X over S such
that I(η) ∼= J (η). Then, I(s) and J (s) are JH-equivalent. In particular, if I(s)
is stable, then I(s) ∼= J (s).
Proof. By the same argument used in [4, Lemma 7.8, p. 100], there is a homo-
morphism λ : I −→ J such that λ(η) is an isomorphism, and λ(s) is non-zero.
Let Y ⊆ X(s) be the subcurve such that I(s)Y ∼= im(λ(s)). Since λ(s) is non-
zero, then Y is non-empty. If Y = X(s), then λ(s) is an embedding. In this
case, since λ(η) is an isomorphism, then so is λ(s). We may thus assume that
Y is a proper subcurve of X . Since I(s) and J (s) are semistable, then so is
I(s)Y . Since I(s)Y and J (s) are semistable, then so is J (s)Z , where Z := Y c.
Let J1 := ker(J −→ J (s)Z). Since J (s)Z is semistable, then J1 is relatively
semistable on X over S, and J1(s) is JH-equivalent to J (s), by Lemma 18.
Moreover, λ factors through J1 by construction. Applying the same procedure
described above to the induced λ1 : I −→ J1, in the place of λ, and so on, we
will eventually find a relatively semistable subsheaf Jm ⊆ J such that Jm(s)
is JH-equivalent to J (s), and the induced homomorphism, λm : I −→ Jm, is an
isomorphism. The proof is complete. 
Proposition 20. Let σ : S −→ X be a section of f through the S-smooth locus of
X. Let I and J be relatively σ-quasistable sheaves on X over S with respect to
E . If I(η) ∼= J (η), then I ∼= J .
Proof. As in the proof of [4, Lemma 7.8, p. 100], there are homomorphisms
λ : I −→ J and µ : J −→ I such that λ(η) and µ(η) are isomorphisms, and λ(s)
and µ(s) are non-zero. Let Y, Z ⊆ X(s) be subcurves such that I(s)Y ∼= im(λ(s))
and J (s)Z ∼= im(µ(s)). Since λ(s) and µ(s) are non-zero, then Y and Z are
non-empty. Since I(s) and J (s) are semistable, then so are I(s)Zc and J (s)Y c .
Since I(s) and J (s) are σ(s)-quasistable, then σ(s) /∈ Y c ∪Zc. So, σ(s) ∈ Y ∧Z.
Since Y ∧ Z 6= ∅, then the composition µ(s) ◦ λ(s) is not zero. Since I(s) is
simple, then µ(s) ◦ λ(s) is a homothety. Thus, λ(s) is injective and, since λ(η) is
an isomorphism, then λ is an isomorphism. The proof is complete. 
Lemma 21. Let I be a relatively torsion-free, rank 1 sheaf on X over S. Let
Z ⊆ X(s) be a subcurve such that I(s) decomposes at Z. Then, for any subcurve
Y ⊆ X, if IZ(s) decomposes at Y , then so does I(s).
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Proof. The lemma follows easily from considering the two exact sequences in
(17.1). The proof is complete. 
Let I be a torsion-free, rank 1 sheaf on X(s). If Y, Z ⊆ X(s) are subcurves
with Y ∧ Z = ∅, we let
δI(Y, Z) := χ(IY ) + χ(IZ)− χ(IY ∪Z).
If Z ′ ⊆ Z is a subcurve, then δI(Y, Z
′) ≤ δI(Y, Z) by Lemma 3. In particular,
δI(Y, Z) ≥ 0, with equality if and only if IY ∪Z = IY ⊕ IZ .
Lemma 22. Let I be a relatively torsion-free, rank 1 sheaf on X with relative
Euler characteristic d over S. Let Y, Z ⊆ X be subcurves. Then,
βIZ(s)(Y ) + βI(s)(Z) ≥ βI(s)(Y ∧ Z) + βI(s)(Y ∪ Z),
with equality if and only if δIZ(s)(Y ∧ Z, Z
c) = δIZ(s)(Y ∧ Z, Y ∧ Z
c).
Proof. The lemma follows from considering the exact sequences in (17.1), together
with an argument analogous to the one found in [21, Lemma 1, p. 105]. The
proof is complete. 
Let I be a torsion-free, rank 1 sheaf on X(s) with χ(I) = d. It follows easily
from Lemma 3 that there is a maximum subcurve Z ⊆ X(s) among the subcurves
W ⊆ X(s) with minimum βI (W ). It is clear that I is semistable if and only if
Z = X(s).
Lemma 23. Let I be a relatively torsion-free, rank 1 sheaf on X of relative
Euler characteristic d over S. Let Z ⊆ X(s) be the maximum subcurve among
the subcurves W ⊆ X(s) with minimum βI(s)(W ). Then, βIZ(s)(Y ) ≥ βI(s)(Z)
for every subcurve Y ⊆ X(s), with equality only if Y ⊆ Z. Moreover, we have
that βIZ(s)(Z) = βI(s)(Z) if and only if I
Z(s) decomposes at Z.
Proof. Let Y ⊆ X(s) be a subcurve. Since βI(s)(Z) is minimum, it follows from
Lemma 22 that
βIZ(s)(Y ) ≥ βI(s)(Y ∧ Z)− βI(s)(Z) + βI(s)(Y ∪ Z) ≥ βI(s)(Z),
with equality if and only if
δIZ(s)(Y ∧ Z, Z
c) =δIZ(s)(Y ∧ Z, Y ∧ Z
c),
βI(s)(Y ∪ Z) =βI(s)(Z),
βI(s)(Y ∧ Z) =βI(s)(Z).
Since Z is maximum among the subcurves W ⊆ X(s) with minimum βI(s)(W ),
then the above middle equality occurs if and only if Y ⊆ Z. The first statement
of the lemma is proved. If Y = Z, then the above last two equalities are obviously
satisfied, whereas the first equality is satisfied if and only if δIZ(s)(Z, Z
c) = 0.
The proof is complete. 
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Lemma 24. Let I be a relatively semistable sheaf on X over S with respect
to E . Let W ⊆ X(s) be an irreducible component, and let Z ⊆ X(s) be the
minimum subcurve containing W such that βI(s)(Z) = 0. Then, I
Z is also
relatively semistable on X over S with respect to E . Moreover, if Z ′ ⊆ X(s)
is the minimum subcurve containing W such that βIZ(s)(Z
′) = 0, then Z ′ ⊇ Z,
with equality Z ′ = Z if and only if IZ(s) decomposes at Z.
Proof. The first statement is a direct application of Lemma 18. As for the second
statement, since I(s) is semistable, βI(s)(Z) = 0 and βIZ(s)(Z
′) = 0, it follows
from Lemma 22 that
0 = βIZ(s)(Z
′) ≥ βI(s)(Z
′ ∧ Z) + βI(s)(Z
′ ∪ Z) ≥ 0.
So, βI(s)(Z
′ ∧ Z) = 0 and, by Lemma 22 again,
(24.1) δIZ(s)(Z
′ ∧ Z, Zc) = δIZ(s)(Z
′ ∧ Z, Z ′ ∧ Zc).
Since Z ′ ⊇ W , and Z is the minimum subcurve containing W with βI(s)(Z) = 0,
then Z ′ ⊇ Z. The rest of the second statement follows now from (24.1). 
Let Iη be a torsion-free, rank 1 sheaf on X(η). We say that a relatively torsion-
free, rank 1 sheaf I on X over S such that I(η) ∼= Iη is an extension of Iη.
Theorem 25. Let Iη be a torsion-free, rank 1 sheaf on X(η). Then, the following
statements hold:
(1) There is an extension I of Iη.
(2) If Iη is simple, then there is an extension I of Iη that is relatively simple
over S.
(3) If Iη is (simple and) semistable with respect to E(η), then there is an
extension I of Iη that is relatively (simple and) semistable over S with
respect to E .
(4) Let σ : S −→ X be a section of f through the S-smooth locus of X. If Iη
is σ(η)-quasistable with respect to E(η), then there is an extension I of Iη
that is relatively σ-quasistable over S with respect to E .
(5) If Iη is quasistable with respect to E(η), then there is an extension I of Iη
that is relatively quasistable over S with respect to E .
Proof. Statement (1) follows immediately from the same argument used in [4,
Lemma 7.8 (i), p. 100].
We prove (2) now. By (1), we may pick an extension I of Iη. If I(s) is simple,
then we are done. If not, it follows from Prop. 1 that there is a non-empty, proper
subcurve Z $ X(s) such that I(s) decomposes at Z. In this case, let
I1 := ker(I −→ I(s)Z) and I
−1 := ker(I −→ I(s)Zc).
By Lemma 21, the set C1 (resp. C−1) of subcurves Y ⊆ X(s) such that I1(s)
(resp. I−1(s)) decomposes at Y is contained in the set C of subcurves Y ⊆ X(s)
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such that I(s) decomposes at Y . If C1 (or C−1) is strictly contained in C, then
we replace I by I1 (or I−1) and start the above procedure again, but now with a
“better” extension. If not, then both I1(s) and I−1(s) decompose at Z. In this
case, let
I2 := ker(I1 −→ I1(s)Z) and I
−2 := ker(I−1 −→ I−1Zc ),
and apply the argument used above for I1 and I−1 to both I2 and I−2. Applying
the above procedure repeatedly, it is clear that we either obtain an extension I
of Iη that is relatively simple over S, or we end up with two infinite filtrations of
a certain extension I,
· · · ⊆ Ii ⊆ · · · ⊆ I1 ⊆ I0 := I,
· · · ⊆ I−i ⊆ · · · ⊆ I−1 ⊆ I0 := I,
with quotients
Ii
Ii+1
= Ii(s)Z and
I−i
I−i−1
= I−i(s)Zc
for i ≥ 0, where Z $ X(s) is a non-empty, proper subcurve such that Ii(s)
decomposes at Z for every integer i. We will show by contradiction that the
latter situation is not possible. We may assume that R is complete. (If not, just
extend the sheaves Ii over the completion of R.) By Lemma 17, there are S-flat
quotients F and G of I such that F(s) = I(s)Z and G(s) = I(s)Zc . Consider the
induced homomorphism, φ : I −→ F ⊕G. By assumption, φ(s) is an isomorphism.
Since being an isomorphism is an open property, then φ is an isomorphism. Thus,
Iη ∼= I(η) is not simple, a contradiction. The proof of (2) is complete.
We prove (3) now. By (1), we may pick an extension I of Iη. Consider the
infinite filtration,
· · · ⊆ Ii ⊆ · · · ⊆ I1 ⊆ I0 := I,
with quotients
Ii
Ii+1
= Ii(s)Zi ,
where Zi ⊆ X(s) is the maximum subcurve among the subcurves W ⊆ X(s)
with minimum βIi(s)(W ), for each i ≥ 0. We claim that I
i(s) is semistable
with respect to E(s) for some i ≥ 0. Suppose by contradiction that our claim
is false. We may assume that R is complete. (If not, just extend E and the
sheaves Ii over the completion of R.) Since Ii(s) is not semistable, then Zi is
a non-empty, proper subcurve of X(s) with βIi(s)(Zi) < 0, for every i ≥ 0. By
Lemma 23, we may assume that both Zi and βIi(s)(Zi) do not depend on i, and
Ii(s) decomposes at Zi for every i ≥ 0. Let Z := Zi and β := βIi(s)(Zi) for every
i ≥ 0. By Lemma 17, there is an S-flat quotient F of I such that F(s) = I(s)Z .
Since F is S-flat and χ(F(s) ⊗ E(s)) = rβ < 0, then also χ(F(η) ⊗ E(η)) < 0.
Thus, Iη ∼= I(η) is not semistable with respect to E(η). This contradiction shows
that there is an extension I of Iη that is relatively semistable with respect to
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E . Suppose now that Iη is simple. It is not necessarily true that I is relatively
simple. Nevertheless, we can apply the construction in the proof of (2) to I to
get a relatively simple sheaf that will still be relatively semistable with respect to
E , by Lemma 18. The proof of (3) is complete.
We prove (4) now. By (3), there is a relatively semistable sheaf I on X over
S with respect to E such that I(η) ∼= Iη. Consider the infinite filtration,
· · · ⊆ Ii ⊆ · · · ⊆ I1 ⊆ I0 := I,
with quotients
Ii
Ii+1
= Ii(s)Zi ,
where Zi ⊆ X(s) is the minimum subcurve of X(s) containing σ(s) such that
βIi(s)(Zi) = 0, for i ≥ 0. We claim that I
i(s) is σ(s)-quasistable with respect to
E(s) for some i ≥ 0. In fact, it follows from Lemma 24 that
Z0 ⊆ Z1 ⊆ · · · ⊆ Zi ⊆ . . . .
Thus, we may assume that Zi does not depend on i. Let Z := Zi for every i ≥ 0.
We will show that Z = X(s). It follows from Lemma 24 that Ii(s) decomposes at
Z for every i ≥ 0. We may now assume that R is complete. (If not, just extend σ,
E and the sheaves Ii over the completion of R.) By Lemma 17, there is an S-flat
quotient F of I such that F(s) = I(s)Z . Since βI(s)(Z) = 0, and F is S-flat,
then χ(F(η) ⊗ E(η)) = 0. Let Y ⊆ X(η) be the maximum subcurve contained
in the support of F(η). Since χ(F(η) ⊗ E(η)) = 0, and I(η) is semistable, then
F(η) = I(η)Y and βI(η)(Y ) = 0. It follows that F is relatively torsion-free on
X over S. So, σ∗F is free. Since σ∗F(s) 6= 0, then also σ∗F(η) 6= 0. Thus, Y
contains σ(η). Since I(η) ∼= Iη is σ(η)-quasistable, then Y = X(η). It follows
that F(η) = I(η), and thus F(s) = I(s). So, Z = X(s), and thus I(s) is
σ(s)-quasistable. The proof of (4) is complete.
The proof of (5) will be left to the reader. Roughly speaking, the proof consists
of applying n times the argument in the proof of (4), where n is the number of
irreducible components of X(s). 
Remark 26. Thm. 25 is not purely existencial. In fact, we have established a
method to produce an extension of Iη with the same “good” properties (semista-
bility, quasistability, etc.) as Iη, given any extension I. We just construct a
filtration,
· · · ⊆ Ii ⊆ · · · ⊆ I1 ⊆ I0 = I,
of I with quotients of the form:
Ii
Ii+1
= Ii(s)Zi ,
where Zi ⊆ X(s) is a suitably chosen subcurve for each i ≥ 0, as described in
the proof of Thm. 25. Then, Ii will be a “good” extension of Iη for some i ≥ 0.
Note however that the minimum such i depends on the original extension I.
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3. The fine moduli spaces
Let f : X −→ S be a flat, projective morphism whose geometric fibres are curves.
Let J∗ denote the contravariant functor from the category of locally Noetherian
S-schemes to sets, defined on an S-scheme T by:
J∗(T ) := {relatively simple, torsion-free, rank 1 sheaves on X ×S T over T}/ ∼,
where “∼” is the following equivalence relation:
I1 ∼ I2 ⇐⇒ There is an invertible sheaf M on T such that I1 ∼= I2 ⊗M.
Let J be the e´tale sheaf associated to J∗. By [4, Thm. 7.4, p. 99], the functor
J is represented by an algebraic space J , locally of finite type over S. Note that
the formation of J commutes with base change.
For every integer d, let Jd ⊆ J be the subspace parametrizing relatively simple,
torsion-free, rank 1 sheaves with relative Euler characteristic d. It is clear that Jd
is an open subspace of J , and that J is the disjoint union of the Jd, for d ranging
through all the integers. The formation of Jd commutes also with base change.
Fix an integer d. Fix a vector bundle E on X of rank r > 0 and relative degree
−rd over S. We consider E our relative polarization on X over S. Let JsE (resp.
JssE , resp. J
qs
E ) denote the subspace of J parametrizing relatively simple, torsion-
free, rank 1 sheaves on X over S that are relatively stable (resp. semistable,
resp. quasistable) with respect to E . If σ : S −→ X is a section of f through the
S-smooth locus of X , we let JσE denote the subspace of J parametrizing relatively
simple, torsion-free, rank 1 sheaves on X over S that are relatively σ-quasistable
with respect to E over S. It is clear from the definitions in Sect. 1 that
JsE ⊆ J
σ
E ⊆ J
qs
E ⊆ J
ss
E ⊆ Jd.
The formations of all the above spaces commute with base change.
Proposition 27. The subspaces JsE , J
σ
E , J
qs
E , J
ss
E ⊆ Jd are open.
Proof. The proposition follows by semicontinuity from the cohomological char-
acterizations of Subsect. 1.4, namely Thm. 8, Thm. 9 and Cor. 10, modified
according to Rmk. 15. We leave it to the reader to work out the details. 
Proof of Theorem A. We may assume that S is Noetherian. It follows straight
from the definitions that the family of all relatively semistable sheaves on X over
S is bounded. Hence, JssE is of finite type over S. Since J
ss
E is of finite type
over S, then statement (1) follows from Thm. 25, statement (2) follows from
Prop. 19, and statement (3) follows from Prop. 20 and Thm. 25. The proof is
complete. 
If Y is a curve over a field k, we let Y := Y ×k k¯, where k¯ denotes the algebraic
closure of k.
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Lemma 28. Let s0 ∈ S be a closed point. Let n denote the number of irreducible
components of the geometric fibre X(s0). Then, there are an e´tale morphism,
S′ −→ S, containing s0 in its image, and sections
σ1, . . . , σn : S
′ −→ X ×S S
′
of the projection morphism X ×S S′ −→ S′, such that:
(1) σi factors through the S
′-smooth locus of X ×S S′ for i = 1, . . . , n;
(2) for every s ∈ S′, every irreducible component of X(s) is geometrically
integral, and contains σi(s) for some i.
Proof. Replacing S by an e´tale neighbourhood of s0, if necessary, we may assume
that the irreducible components, X1, . . . , Xn, of X(s0) are geometrically integral.
For each i = 1, . . . , n, let
Yi := X \ (
⋃
j 6=i
Xj).
By [16, IV-4-17.16.3], for each i = 1, . . . , n there are an e´tale morphism, Si −→ S,
containing s0 in its image, and an S-morphism, σi : Si −→ X , factoring through the
S-smooth locus of Yi. We may assume that S = S1 = · · · = Sn. By construction,
σi(s0) ∈ Xi for i = 1, . . . , n. Thus, OX(s0)(σ1(s0) + · · · + σn(s0)) is ample on
X(s0). Since ampleness is an open property [16, III-1-4.7.1, p. 145], replacing
S by a Zariski neighbourhood of s, if necessary, we may assume that the sheaf
OX(s)(σ1(s)+· · ·+σn(s)) is ample for every s ∈ S. Consequently, for every s ∈ S,
every irreducible component of X(s) is geometrically integral, and contains σi(s)
for some i. The proof is complete. 
Lemma 29. Assume that there are sections σ1, . . . , σn : S −→ X of f such that:
(1) σi factors through the S-smooth locus of X for i = 1, . . . , n;
(2) for every s ∈ S, every irreducible component of X(s) is geometrically
integral, and contains σi(s) for some i.
Then, there are relative polarizations Ej on X over S such that
J =
⋃
j
JsEj .
Proof. Let e := (e1, . . . , en) be a n-uple of integers. For i = 1, . . . , n, let
Li := OX(−eiΣi),
where Σi is the relative effective Cartier divisor on X over S corresponding to σi.
Let r be a positive integer. Let
E(e,r) := L1 ⊕ · · · ⊕ Ln ⊕O
⊕n(r−1)
X .
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It follows from Cor. 13 that
J =
⋃
(e,r)
JsE(e,r) ,
where the union runs through all integers r ≥ 1 and all n-uples e such that
nr|(e1 + · · ·+ en). The proof is complete. 
Remark 30. Let M be an invertible sheaf on X . Let s ∈ S, and F be a vector
bundle on X(s) with detF ∼=M(s). Then, there are an e´tale (Zariski, if k(s) is
infinite) covering S′ −→ S, a point s′ ∈ S′ lying above s, and a vector bundle F ′
on X ×S S
′ such that:
(1) F ′(s′) ∼= F ⊗k(s) k(s
′);
(2) detF ′ ∼=M⊗OS′ .
The proof of the above fact can be carried out using an argument similar to that
in Rmk. 15.
Lemma 31. Let Σ ⊆ J be an open subspace of finite type over S. Then, there
is an e´tale covering S′ of S such that Σ×S S′ is a scheme.
Proof. The statement is clearly local on S for the e´tale topology. We may thus
assume that S is Noetherian. Moreover, in view of Lemma 28 and Lemma 29,
we may assume that there are a section, σ : S −→ X , of f through the S-smooth
locus of X , and a relative polarization E on X over S, and we need only show
that there is an e´tale covering S′ of S such that JσE ×S S
′ is a scheme.
Fix s0 ∈ S. We will show that there is an e´tale neighbourhood S′ of s0 in S
such that JσE ×S S
′ is a scheme. It follows from Thm. 9 (adequately modified by
Rmk. 15), Rmk. 30, and the fact that JσE is Noetherian, that, up to replacing S
by an e´tale neighbourhood of s0 in S, if necessary, there are finitely many vector
bundles F1, . . . ,Ft on X such that
JσE (s0) =
t⋃
i=1
Ui(s0),
where Ui ⊆ JσE is the open subspace parametrizing the relatively σ-quasistable
sheaves I on X over S with respect to E such that
h0(X(s), I(s)⊗Fi(s)) = 0 and h
1(X(s), I(s)⊗Fi(s)) = 1,
and the unique (modulo k(s)∗) non-zero homomorphism I(s) −→ Fi(s)
∗ ⊗ ω(s)
is injective for every s ∈ S. As in [12, Cor. 2], it is clear that the space Ui
is isomorphic to a certain open subscheme of QuotX/S(F
∗
i ⊗ ω), Grothendieck’s
scheme of quotients of F∗i ⊗ω. In particular, Ui is a scheme. Since J
σ
E is universally
closed over S by Thm. A, then there is an open neighbourhood S′ ⊆ S of s0 such
that
JσE ×S S
′ =
t⋃
i=1
Ui ×S S
′.
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Thus, JσE ×S S
′ is a scheme. The proof is complete. 
In Sect. 5 we will drop the hypothesis that Σ is of finite type over S. More
precisely, Cor. 42 asserts the conclusion of Lemma 31 for J , instead of just Σ.
4. Certain special cases
Let X be a connected, reduced curve over an algebraically closed field k. Let g
denote the arithmetic genus of X . Let J denote the algebraic space parametrizing
simple, torsion-free, rank 1 sheaves on X . It follows from Lemma 29 and Lemma
31 that J is a scheme, locally of finite type over k.
Example 32. (Joining two curves) Assume that there are subcurves Y, Z ⊆ X
covering X such that Y ∩Z has length 1. Then, every simple, torsion-free, rank 1
sheaf on X must be invertible on Y ∩Z. Let JX (resp. JY , resp. JZ) denote the
algebraic space parametrizing simple, torsion-free, rank 1 sheaves on X (resp. Y ,
resp. Z). It follows from our above observation that we have a morphism,
JX −→ JY × JZ ,
defined by restriction of sheaves on X to Y and Z. We can show that the above
morphism is an isomorphism.
Example 33. (Abel maps) Let
δX := min
Y$X
χ(OY ∩Y c),
where Y runs through all non-empty, proper subcurves of X . (If X is irreducible,
let δX :=∞.) Since X is connected, then δX > 0. If δX = 1, then we are in the
case of Ex. 32. Let I ⊆ OX be the ideal sheaf of a subscheme D ⊂ X of finite
length m. Let Y $ X be a non-empty, proper subcurve, and let Z := Y c. Then,
there is a natural commutative diagram,
0 −−−−→ I −−−−→ OX −−−−→ OD −−−−→ 0y y y
0 −−−−→ IY ⊕ IZ −−−−→ OY ⊕OZ −−−−→ OD∩Y ⊕OD∩Z −−−−→ 0,
with exact horizontal sequences. It follows that
χ(IY ) + χ(IZ)− χ(I) ≥ χ(OY ∩Z)−m,
with equality if and only if D ⊆ Y ∩Z. Therefore, ifm < δX , then I is simple. On
the other hand, if D = Y ∩Y c, for any non-empty, proper subcurve Y $ X , then
I is not simple. To summarize, there are ideal sheaves of subschemes D ⊂ X
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of length δX which are not simple, and δX is the minimum length where such
phenomenon occurs.
Let m be any non-negative integer with m < δX . Let Hm denote the Hilbert
scheme of X , parametrizing length m subschemes of X . Of course, H1 = X . Let
M be an invertible sheaf on X . For every subscheme D ⊆ X , we let MD ⊆ OX
denote its ideal sheaf. It follows from our above considerations that we have a
well-defined morphism,
ΓmM : Hm −→ Jd
[D] 7→[MD ⊗M ],
where d := χ(M)−m. The morphism ΓmM is called the Abel map in degree m of
X . If δX > 1, we let
ΓM := Γ
1
M : X −→ Jd.
If X is irreducible, then ΓM is a closed embedding [4, Thm. 8.8, p. 108]. If, in
addition, g = 1, then ΓM is an isomorphism [4, Ex. 8.9, p. 109]. In general, I do
not know what ΓM is, but we will treat the case g = 1 below.
Example 34. (Genus 1 curves) Assume that g = 1 and δX > 1. We claim that OX
is the dualizing sheaf ofX . In fact, there is a non-zero section, h : OX −→ ω, where
ω is the dualizing sheaf of X . If we proved that h is injective, then it would follow
from degree considerations that h is an isomorphism. Let Z ⊆ X be the non-
empty subcurve such that OZ ∼= im(h). Then, h factors through ωZ ⊆ ω, where
ωZ is the dualizing sheaf of Z. Since X has genus 1, and OZ →֒ ωZ is injective,
then it follows that Z is connected and has arithmetic genus 1. To prove our claim,
we need only show that X does not admit any proper, connected subcurve Z $ X
of arithmetic genus 1. Suppose, by contradiction, that Z were such a curve. Then,
Y := Zc has arithmetic genus 0, and h0(Y,OY ) = χ(OY ∩Z). It follows that Y
has exactly χ(OY ∩Z) connected components. Then, each connected component
Y0 ⊆ Y intersects Z in a scheme of length 1. Thus, χ(OY0∩Y c0 ) = 1, contradicting
the fact that δX > 1.
Let d be an integer. Let M be an invertible sheaf on X of degree d + 1. Let
JM ⊆ Jd denote the subset parametrizing simple, torsion-free, rank 1 sheaves I
on X such that χ(IY ) ≥ degY M for every non-empty, proper subcurve Y $ X .
We claim that JM ⊆ Jd is a complete, open subscheme, and ΓM factors through
JM .
First, let p ∈ X be any non-singular point, and put E := M∗ ⊗ OX(p). It
follows easily from the definition that a torsion-free, rank 1 sheaf I on X with
χ(I) = d is p-quasistable with respect to E if and only if χ(IY ) ≥ degY M for
every non-empty, proper subcurve Y $ X . Thus, JM = J
p
E . It follows from Thm.
A and Prop. 27 that JM is a complete, open subscheme of Jd.
Second, let q ∈ X and Y $ X be a connected, proper subcurve. Since Y has
arithmetic genus 0, then χ(Mq,Y ) = 1 if q 6∈ Y , and χ(Mq,Y ) = 0 otherwise. At
any rate, we obtain that χ(IY ) ≥ degY M , where I := Mq ⊗M . The upshot is
that ΓM factors through JM , proving our claim.
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We claim now that ΓM is an isomorphism onto JM . To show our claim, we will
construct the inverse morphism, ΛM : JM −→ X , as follows: Let I be a simple,
torsion-free, rank 1 sheaf on X such that χ(I) = d, and
(34.1) χ(IY ) ≥ degY M
for every non-empty, proper subcurve Y $ X . We will show that
(34.2) H0(X, I ⊗M∗) = 0,
and the unique (modulo k∗) non-zero homomorphism, λ : I ⊗ M∗ −→ OX , is
an isomorphism onto the ideal sheaf Mq of a point q ∈ X . We will then let
ΛM ([I]) := q. It is clear that ΛM , if defined, is inverse to ΓM .
In order to show (34.2), suppose by contradiction that there is a non-zero
section, µ : OX −→ I ⊗M∗. Let Z ⊆ X be the subcurve such that OZ ∼= im(µ).
Then, µ factors through J⊗M∗, where J := ker(I ։ IZc). It follows from (34.1),
and the fact that χ(I ⊗M∗) = −1, that χ(J ⊗M∗) ≤ −1. Since OZ →֒ J ⊗M∗,
then it follows that χ(OZ) ≤ −1. But, since Z ⊆ X , and g = 1, then χ(OZ) ≥ 0.
This contradiction proves (34.2).
Since OX is the dualizing sheaf of X , then it follows from (34.2), and the fact
that χ(I ⊗M∗) = −1, that there is a unique (modulo k∗) non-zero homomor-
phism λ : I ⊗M∗ −→ OX . We need only show that λ is injective. Suppose by
contradiction that λ is not injective. Let Z ⊆ X be the subcurve of X such
that IZ ⊗M∗ ∼= im(λ). By contradiction hypothesis, we have that Z $ X is a
non-empty, proper subcurve. It follows from (34.1) that χ(IZ ⊗M∗) ≥ 0. Let J
denote the ideal sheaf of Zc. Since Zc has arithmetic genus 0, then χ(J) = −1.
But, since IZ ⊗ M
∗ →֒ J is injective, then χ(J) ≥ χ(IZ ⊗ M
∗). We have a
contradiction, proving that λ is injective.
We observe that we have naively defined ΛM as a set map, but it is clearly
possible to apply the above argument to a family of torsion-free, rank 1 sheaves
on X , and thus define ΛM as a morphism.
Example 35. (Locally planar curves) Assume that X is a locally planar curve.
In other words, assume that X can be embedded into a smooth surface. Then,
Altman, Kleiman and Iarrobino [2, Cor. 7, p. 7] showed that the Hilbert scheme
Hm of X , parametrizing length m subschemes of X , is m-dimensional, reduced
and a local complete intersection. In addition, the proof of [2, Thm. 9, p. 8] can
be easily adapted to show that J is reduced, a local complete intersection, and
has pure dimension g at every point. Finally, it follows from [2, Thm. 5, p. 5]
that the invertible sheaves form an open dense subscheme of J .
Example 36 (Two-component curves) Assume that X has only two irreducible
components, X1 and X2. Let δ denote the length of X1 ∩ X2. Let E be a
polarization on X of rank r and degree −rd, for an integer d. Let ei := − degXi E
for i = 1, 2. For i = 1, 2, let J iE denote the moduli space of Xi-quasistable sheaves
on X with respect to E. We have two cases:
(1) r 6 |e1: In this case, JsE = J
ss
E , and J
s
E is complete. If X is locally planar,
then JsE has δ irreducible components.
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(2) r|e1: In this case,
JsE $ J
1
E , J
2
E $ J
ss
E .
If X is locally planar, then JssE has δ+1 irreducible components, whereas
J1E and J
2
E have δ components each, and J
s
E has δ − 1 components. As
we had already observed in Ex. 5, we have that JqsE = J
ss
E .
Case 1 corresponds to Caporaso’s general case [10, 7.3, p. 646], whereas Case 2
corresponds to her special case.
Assume now that X1 and X2 are smooth, and intersect at two ordinary nodes.
So, δX = 2, and X is locally planar. Denote by Pd+1 the Jacobian of X ,
parametrizing invertible sheaves of Euler characteristic d + 1, and consider the
(well-defined) morphism:
Γ: X × Pd+1 −→ Jd
(q,M) 7→[Mq ⊗M ].
It is not difficult to show that Γ is surjective, and smooth with relative dimension
1. In Case 1, we have that JsE is the image under Γ of a connected component of
X×Pd+1. In Case 2, we have that JssE = J
1
E∪J
2
E , and both J
1
E and J
2
E are images
under Γ of different connected components of X × Pd+1. In fact, we have that
J iE = Γ(X × P
i
E), where P
i
E is the connected component of Pd+1 parametrizing
invertible sheaves on X with Euler characteristic ei/r+2 on Xi, for i = 1, 2. The
patching of J1E and J
2
E to produce J
ss
E occurs on J
s
E , which is the image under Γ
of both (X1 \X2)× P 1E and (X2 \X1)× P
2
E .
We observe the difference between our description and Caporaso’s in loc. cit..
As we are dealing with fine moduli spaces, without making identifications to
guarantee separatedness, our moduli spaces JssE in Case 2 have more components
than Caporaso’s. In fact, to reach Caporaso’s spaces, we have to identify and
collapse the two non-stable components of JssE through the JH-equivalence into a
positive codimensional locus. Such identification will be carried out in the next
section, by means of theta functions.
5. Theta functions and the separated realizations
5.1. The determinant of cohomology. Let f : X −→ S be a flat, projective
morphism whose geometric fibres are curves. Let F be an S-flat coherent sheaf
on X . The determinant of cohomology of F with respect to f is the invertible
sheaf Df (F) on S constructed as follows: Locally on S there is a complex
0 −→ G0
λ
−→ G1 −→ 0
of free sheaves of finite rank such that, for every coherent sheaf M on S, the
cohomology groups of G• ⊗M are equal to the higher direct images of F ⊗M
under f . The complex G• is unique up to unique quasi-isomorphism. Hence, its
determinant,
detG• := (
rank G1∧
G1)⊗ (
rank G0∧
G0)−1,
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is unique up to canonical isomorphism. The uniqueness allows us to glue together
the local determinants to obtain the invertible sheaf Df (F) on S.
The determinant of cohomology has the following properties:
(1) Functorial property: We can functorially associate to any isomorphism,
φ : F1 ∼= F2, of S-flat coherent sheaves on X an isomorphism:
Df (φ) : Df (F1) ∼= Df (F2).
(2) Additive property: We can functorially associate to any short exact se-
quence,
α : 0 −→ F1 −→ F2 −→ F3 −→ 0,
of S-flat coherent sheaves on X an isomorphism:
Df (α) : Df (F2) ∼= Df (F1)⊗Df (F3).
(3) Projection property: We can functorially associate to any S-flat coherent
sheaf F on X of relative Euler characteristic d over S, and any invertible
sheaf M on S, an isomorphism:
Df (F ⊗M) ∼= Df (F)⊗M
⊗d.
(4) Base-change property: We can functorially associate to any S-flat coher-
ent sheaf F on X , and any Cartesian diagram of the form:
X1
h1−−−−→ X
f1
y fy
S1
h
−−−−→ S,
a base-change isomorphism:
h∗Df (F) ∼= Df1(h
∗
1F).
For a more systematic development of the theory of determinants, see [20]. It
is also possible to adopt a more concrete approach to define Df (F), like the one
used in [6, Ch. IV, §3].
If F is an S-flat coherent sheaf on X of relative Euler characteristic 0 over
S, then there is a canonical global section σF of Df (F), constructed as follows:
Since χ(F(s)) = 0 for every s ∈ S, then the ranks of G0 and G1 in the local
complex G• are equal. By taking the determinant of λ we obtain a section of
detG•. Since the complex G• is unique, such section is also unique, allowing us
to glue the local sections to obtain σF . The zero locus of σF parametrizes the
points s ∈ S such that
h0(X(s),F(s)) = h1(X(s),F(s)) 6= 0.
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(Another way of viewing σF is as a generator of the 0-th Fitting ideal of R
1f∗F .)
The global section σF satisfies properties compatible with those of Df (F). For
instance, if φ : F1 ∼= F2 is an isomorphism of S-flat coherent sheaves on X with
relative Euler characteristic 0 over S, then σF2 = Df (φ) ◦ σF1 . In addition, we
have the additive property: If
α : 0 −→ F1 −→ F2 −→ F3 −→ 0
is a short exact sequence of S-flat coherent sheaves on X with relative Euler
characteristic 0 over S, then
σF1 ⊗ σF3 = Df (α) ◦ σF2 .
We leave it to the reader to state the projection and base-change properties of
σF .
5.2. Theta functions. Fix an integer d, and let Σ ⊆ Jd be an open subspace
of finite type over S. Let E be a vector bundle on X of rank r > 0 and relative
degree −rd over S.
(Notation: If S(n) −→ S is a morphism of schemes, we let X(n) := X ×S S(n)
and Σ(n) := Σ×S S(n). We let D(n) denote the determinant of cohomology with
respect to the projection morphism, X(n) ×S(n) Σ
(n) −→ Σ(n).)
Let S′ −→ S be an e´tale covering such that X ′ ×S′ Σ
′ admits a universal
relatively torsion-free, rank 1 sheaf I′ over Σ′, and Σ′ is a scheme (see Lemma
31). Let L′E := D
′(I′ ⊗ E). We can show, by faithfully flat descent, that the
invertible sheaf L′E on Σ
′ descends to a unique (up to isomorphism) sheaf LE
on Σ. Since the procedure used is quite standard, we just list below the main
properties that allow us to carry out descent, and mention how they are used:
(1) Since I′ is universal and relatively simple over Σ′, then, for any S′-scheme
S′′ and any universal sheaf I′′ on X ′′×S′′Σ′′, there are an invertible sheaf
N on Σ′′ and an isomorphism I′′ ∼= I′⊗N on X ′′×S′′ Σ
′′ (see [4, Lemma
4.3, p. 79]).
(2) Since the relative Euler characteristic of I′ ⊗ E over Σ′ is 0, then, by the
projection and base-change properties of the determinant of cohomology,
there are natural isomorphisms,
D′′(I′ ⊗ E ⊗N) ∼= D′′(I′ ⊗ E ⊗ OS′′) ∼= D
′(I′ ⊗ E)⊗OS′′ ,
for any S′-scheme S′′ and any invertible sheaf N on Σ′′.
(3) Since I′ is relatively simple over Σ′, then, for any S′-scheme S′′, and
any invertible sheaf N on Σ′′, any isomorphism I′ ∼= I′ ⊗ N is just an
isomorphism OΣ′′ ∼= N tensored with I′ [5, Lemma 5, p. 119].
It follows from properties (1) and (2) that there are patching isomorphisms for
L′E over the “double intersection” covering S
′′ := S′ ×S S′ of S. Property (3)
implies that these patching homomorphisms satisfy the “cocycle condition” over
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the “triple intersection” covering S′′′ := S′ ×S S′ ×S S′ of S. Thus, L′E descends
to a sheaf LE on Σ. Properties (1), (2) and (3) show also that the descended
sheaf, LE , does not depend on the choice of an e´tale covering S′ −→ S, or of a
particular universal sheaf I′ on X ′×S′ Σ
′. The sheaf LE will be called the Theta
line bundle on Σ with respect to E .
There is a natural way to produce sections of tensor powers of LE , as we will
show next.
Let F be a vector bundle on X , with rank mr and detF ∼= (det E)⊗m for
some m > 0. Assume that the determinant of cohomology of F with respect
to f is equal to that of E⊕m. In other words, assume that there is an isomor-
phism Df (F) ∼= Df (E)⊗m. Of course, such an isomorphism is defined modulo
H0(S,OS)∗. Assume that Σ is a scheme, and that there is a universal relatively
torsion-free, rank 1 sheaf I on X ×S Σ over Σ. It follows from [14, Thm. I.1, p.
509] that there is a canonical, functorial isomorphism,
D(I ⊗ F)⊗Df (E
⊕m) ∼= D(I ⊗ E⊕m)⊗Df (F),
that is well defined modulo H0(S,OS)∗. Using that Df (F) ∼= Df (E)⊗m, we get
a canonical (modulo H0(S,OS)∗) functorial isomorphism,
ΦF/E : D(I ⊗ F) ∼= L
⊗m
E .
By means of ΦF/E , we may regard the global section σI⊗F of D(I ⊗ F) as a
global section of L⊗mE . More precisely, we let
θF := ΦF/E ◦ σI⊗F ∈ H
0(Σ,L⊗mE ).
The section θF is called the theta function associated with F . It is well defined
modulo H0(S,OS)∗.
We observe that we don’t really have to assume that Σ is a scheme, or that
X ×S Σ admits a universal sheaf over Σ, as we could have argued as before to
obtain the section θF of L
⊗m
E by faithfully flat descent.
The theta functions will allow us to produce a separated realization of Σ, as
we will show next.
5.3. The separated realizations. Let π : Σ −→ S denote the structure mor-
phism. Since S is locally Noetherian, and π is of finite type, then π∗L
⊗m
E is a
quasicoherent sheaf on S for every m ≥ 0. Let
ΓE :=
⊕
m≥0
π∗L
⊗m
E ,
and put
Σ˜ := Proj(ΓE).
Since ΓE is a quasicoherent sheaf of graded OS-algebras, then Σ˜ is a separated
scheme over S.
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Lest ΓE is too big, it can be more convenient to deal with the truncated subsheaf
of graded OS-subalgebras,
ΓE(m) ⊆ ΓE ,
generated by the homogeneous pieces π∗L
⊗i
E , for i = 0, . . . , m. We let
Σ˜(m) := Proj(ΓE(m))
for every m > 0.
Let ψ : Σ −→ Σ˜ denote the canonical rational map associated with ΓE . In
addition, we let ψm : Σ −→ Σ˜(m) denote the rational map associated with ΓE(m),
for every m > 0. The scheme Σ˜ can be regarded as a separated realization of Σ.
Example 37. We go back to Ex. 34, and use the notations therein. We showed
that JM = J
p
E for any non-singular point p ∈ X , where E :=M
∗ ⊗OX (p). Even
though the scheme JM does not depend on the choice of p, the polarization E
does. Therefore, we can expect the rational map, ψ : JM −→ J˜M , to depend on
p. In fact, let LE denote the Theta line bundle on JM with respect to E. It
follows from the base-change property of the determinant of cohomology that
Γ∗M (LE)
∼= OX(p). So, under the identification between X and JM given by ΓM ,
we see that J˜M ∼= Xp, where Xp is the irreducible component of X containing p.
Theorem 38. Let Σ ⊆ JssE be an open subspace. Let
ψm : Σ −→ Σ˜(m)
denote the canonical rational map, for every m > 0. If m >> 0, then the following
statements hold:
(1) ψm is defined on Σ, and is scheme-theoretically dominant.
(2) For every geometric point s ∈ S, each fibre of ψm(s) is contained in a
JH-equivalence class of Σ(s).
(3) If Σ is universally closed over S, and JsE ⊆ Σ, then the restriction ψm|Js
E
is an open embedding.
Proof. We show (1) first. Let [I] ∈ Σ be a geometric point, representing a
semistable sheaf on X(s), where s ∈ S is the geometric point below [I]. We
want to show that ψm is defined at [I]. Since the formation of ΓE commutes with
e´tale base change, we may replace S by any of its e´tale coverings. It follows from
Thm. 8, Rmk. 15, Rmk. 16 and Rmk. 30 that, replacing S by an e´tale covering, if
necessary, there is a vector bundle F on X , with rank mr and detF ∼= (det E)⊗m,
such that
(38.1) h0(X(s), I ⊗ F(s)) = h1(X(s), I ⊗ F(s)) = 0.
We may also assume that Df (F) ∼= Df (E)⊗m. Let θF ∈ H0(Σ,L
⊗m
E ) denote the
corresponding theta function. It follows from (38.1) that θF ([I]) 6= 0. Thus, ψm
is defined at [I]. It is clear that ψm is scheme-theoretically dominant.
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We prove (2) now. Let s ∈ S be a geometric point. Let [I], [J ] ∈ Σ(s) be closed
points such that Gr(I) 6∼= Gr(J). We have to show that ψm([I]) 6= ψm([J ]). We
first note that we may replace S by any of its e´tale coverings. It follows from [13,
Lemma 9 and Rmk. 3] and Rmk. 30 that, replacing S by an e´tale covering, if
necessary, there is a vector bundle F on X , with rank mr and detF ∼= (det E)⊗m,
such that
(38.2) h0(X(s), I ⊗ F(s)) = h1(X(s), I ⊗ F(s)) 6= 0
and
(38.3) h0(X(s), J ⊗ F(s)) = h1(X(s), J ⊗F(s)) = 0.
We may also assume that Df (F) ∼= Df (E)⊗m. Let θF ∈ H0(Σ,L
⊗m
E ) denote the
corresponding theta function. It follows from (38.2) and (38.3) that θF ([I]) = 0,
while θF ([J ]) 6= 0. Thus, ψm([I]) 6= ψm([J ]).
We prove (3) now. We first note that the statement is local on the e´tale
topology of S. Thus, we may assume that Σ is a scheme. Since Σ is universally
closed over S, and ψm is dominant, then ψm is surjective and closed. It follows
from the already proved statement (2) that
ψm(J
s
E) ∩ ψm(Σ \ J
s
E) = ∅.
Hence, ψm(J
s
E) ⊆ Σ˜(m) is open. Moreover, it follows from statement (2) that
JsE = ψ
−1
m (ψm(J
s
E)), and the restriction,
φm := ψm|Js
E
: JsE −→ ψm(J
s
E),
is bijective. Since Σ is universally closed over S, then φm is universally closed.
Since JsE is separated over S, then φm is proper. Since φm is bijective and proper,
then φm is finite. To finish the proof, we need only show that φm separates
tangent vectors. Consider the natural homomorphism,
h : φ∗mΩ
1
ψm(JsE )/S
−→ Ω1Js
E
/S .
Let H := coker(h). We need to show that H = 0. Suppose, by contradiction, that
H 6= 0. Then, there are a geometric point s ∈ S, a closed point [I] ∈ JsE(s), and
a non-zero tangent vector v ∈ T[I],Σ(s) such that (dψm)[I](v) = 0. It follows from
[13, Lemma 11 and Rmk. 3] and Rmk. 30 that, replacing S by an e´tale covering, if
necessary, there is a vector bundle F on X , with rank mr and detF ∼= (det E)⊗m,
such that [I] ∈ ΘF (s), but v 6∈ T[I],ΘF (s), where ΘF ⊆ Σ is the zero-scheme of the
theta function θF on Σ. Thus, (dψm)[I](v) 6= 0, reaching a contradiction. The
proof of the theorem is complete. 
Remark 39. Strictly speaking, Lemmas 9 and 11 in [13] hold for curves defined
over an algebraically closed field k. But, applying the same kind of argument
used in Rmk. 15, we can show that the said lemmas hold for curves defined over
any field k, up to replacing k by one of its separable finite field extensions.
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Corollary 40. JsE is a scheme.
Proof. Apply statement (3) of Thm. 38 to Σ := JssE . 
Proof of Theorem B. By Lemma 29, there are relative polarizations Ej on X over
S such that
J =
⋃
j
JsEj .
By Cor. 40, the algebraic space JsEj is a scheme, for every j. The proof is
complete. 
Remark 41. I conjecture that J is a scheme if the irreducible components of every
fibre of f are geometrically integral. I can prove my conjecture when S is (the
spectrum of) a field, by showing that there are enough polarizations on X . In
this case, the argument for constructing polarizations on X is just an adaptation
of the argument used in the proof of Lemma 29. If one could prove the conjecture
in general, then one would obtain a true generalization of Mumford’s result [9, p.
210].
Corollary 42. There is an e´tale covering S′ −→ S such that J×S S′ is a scheme.
Proof. Immediate from Lemma 28 and Thm. B. 
Remark 43. If π∗L
⊗m
E is coherent for every m ≥ 0, then Σ˜(m) is locally projective
over S. In this case, if S is excellent, then it follows from statement (1) of Thm.
38 that Σ˜ = Σ˜(m) for m >> 0. If Σ is proper over S, then π∗L
⊗m
E is coherent for
every m ≥ 0. That is the case when Σ = JσE . We claim that π∗L
⊗m
E is coherent
for every m ≥ 0 when Σ = JqsE as well. To show our claim, we may replace
S by an e´tale covering, if necessary, and thus assume that there are enough
sections σ1, . . . , σn : S −→ X of f through the S-smooth locus of X such that
JqsE = J
σ1
E ∪ · · · ∪ J
σn
E (see Lemma 28). Since our claim holds for Σ = J
σi
E , for
i = 1, . . . , n, in the place of JqsE , then it holds also for J
qs
E .
We observe that, in the proof of Thm. 38, we used only theta functions. Hence,
we have actually proved a more refined result, to be stated more precisely below,
in a restricted situation.
5.4. The sheaf of theta functions. Assume that S is locally of finite type
over an algebraically closed field k. For every integer m ≥ 0, and every open
subscheme U ⊆ S, let
A∗m(U) ⊆ H
0(Σ×S U,L
⊗m
E )
denote the submodule generated by theta functions, θF , associated with vector
bundles F on X ×S U , of rank mr and detF ∼= (det E)⊗m ⊗ OU , such that
DfU (F) ∼= Df (E)
⊗m ⊗OU , where fU : X ×S U −→ U is the projection morphism.
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Of course, A∗m is a presheaf. Let Am denote the associated sheaf in the Zariski
topology.
Proposition 44. For every m ≥ 0, the sheaf Am is coherent.
Proof. Fix an integer m ≥ 0. Let N be a relatively ample sheaf on X over S. We
may assume that S is an affine scheme of finite type over k. Let c0 be an integer
such that, for every c ≥ c0, and every closed point s ∈ S, the sheaf E(s)⊗N (s)⊗c
is generated by global sections, and
(44.1) H0(X(s),N⊗−cmr(s)⊗ (det E(s))⊗−m) = 0.
We will make use of the following auxiliary sheaves: for every integer c ≥ c0,
and every open subscheme U ⊆ S, let A∗m,c(U) ⊆ A
∗
m(U) denote the submodule
generated by theta functions associated to vector bundles F on X ×S U , with
rank mr and DfU (F)
∼= Df (E)⊗m⊗OU , such that F fits in the middle of a short
exact sequence of the form:
(44.2) 0 −→ (N⊗−c)⊕(mr−1) ⊗OU −→ F −→ (det E)
⊗m ⊗N⊗c(mr−1) ⊗OU −→ 0.
Let Am,c denote the associated sheaf in the Zariski topology.
Fix c ≥ c0. We will first show that Am,c is quasicoherent. Replacing S by an
affine Zariski covering, if necessary, we may assume that E fits in the middle of
an exact sequence of the form:
(44.3) 0 −→ (N⊗−c)⊕(mr−1) −→ E −→ (det E)⊗m ⊗N⊗c(mr−1) −→ 0.
We let Pc denote the collection of vector bundles F on X , with rank mr and
Df (F) ∼= Df (E)⊗m, such that F fits in the middle of a short exact sequence of
the form (44.2), with U = S. Let Pc denote the free OS-module with basis Pc.
Let hc : Pc −→ Am,c denote the OS-module homomorphism mapping F ∈ Pc to
θF , for every F ∈ Pc. Since π∗L
⊗m
E is quasicoherent, in order to show that Am,c
is quasicoherent we need only prove that hc is surjective. Let s ∈ S be a closed
point. Let U ⊆ S be an open neighbourhood of s, and let θ ∈ Am,c(U). Since
Am,c is the sheafification of A
∗
m,c, replacing U by an open neighbourhood of s, if
necessary, we may assume that there are finitely many vector bundles G1, . . . ,Gt
on X ×S U of rank mr, fitting in the middle of short exact sequences of the form:
(44.4) 0 −→ (N⊗−c)⊕(mr−1) ⊗OU −→ Gi −→ (det E)
⊗m ⊗N⊗c(mr−1) ⊗OU −→ 0,
such that
θ = a1θG1 + · · ·+ atθGt ,
for certain a1, . . . , at ∈ H0(U,OU ). We may also assume that U = Sb, for some
b ∈ H0(S,OS). Let
W := H1(X × S, (N⊗−cmr)⊕(mr−1) ⊗ (det E)⊗−m).
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It follows from (44.1) that the formation of W commutes with base change. It
follows from (44.4) that each Gi is “represented” by an element gi ∈Wb. Actually,
we may assume that each gi comes from an element fi ∈ W . In other words, for
each i there is a vector bundle Fi of rank mr on X , fitting in the middle of a
short exact sequence of the form:
(44.5) 0 −→ (N⊗−c)⊕(mr−1) −→ Fi −→ (det E)
⊗m ⊗N⊗c(mr−1) −→ 0,
such that the restriction of (44.5) to X ×S U is (44.4). It follows from (44.3)
and (44.5), and the additive property of the determinant of cohomology, that
Df (Fi) ∼= Df (E)⊗m. Thus, Fi ∈ Pc for i = 1, . . . , t. Since Gi = Fi|X×SU ,
then θGi = θFi |Σ×SU (modulo H
0(U,OU )∗) for i = 1, . . . , t. So, hc is surjective,
completing the proof that Am,c is quasicoherent.
Since Am is generated, as a subsheaf of π∗L
⊗m
E , by the subsheaves Am,c, for
c ≥ c0, then it follows that Am is quasicoherent. We will now show that Am
is coherent. Since Am is quasicoherent, and the formation of π∗L
⊗m
E commutes
with e´tale base change, then we may replace S by any of its e´tale coverings. We
may thus assume (see Lemmas 28 and 29) that there are a section σ : S −→ X
of f through the S-smooth locus of X , and finitely many relative polarizations
H1, . . . ,Ht on X over S, such that
Σ ⊆ Σ′ :=
t⋃
j=1
JσHi .
By Thm. A, the spaces JσHi are proper over S. If Σ = Σ
′, then π∗L
⊗m
E is coherent,
and thus so is Am. At any rate, since theta functions over Σ are restrictions of
theta functions over Σ′, it follows that Am is coherent. The proof is complete. 
Let
VE :=
⊕
m≥0
Am ⊆ ΓE .
It follows from the additive property of the determinant of cohomology, and the
additive property of ΦF/E [14, Thm. I.1, p. 509], that VE is a graded subsheaf
of OS-subalgebras of ΓE . The sheaf VE is called the sheaf of theta functions on Σ
with respect to E . Put
Σ := Proj(VE).
It follows from Prop. 44 that Σ is separated over S. For every m > 0, de-
note by VE(m) the graded subsheaf of OS-subalgebras of VE generated by the
homogeneous pieces of VE of degree at most m. Let
Σ(m) := Proj(VE(m))
for every m > 0. It follows from Prop. 44 that Σ(m) is locally projective over S
for every m > 0.
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Proof of Theorem C. It is a simple observation that the same statements we
proved in Thm. 38 remain valid if we replace Σ˜(m) by Σ(m). Since statement
(1) of Thm. 38 holds for Σ(m) for m >> 0, and Am is coherent for every m, then
it follows that Σ = Σ(m) for m >> 0. In particular, Σ is locally projective over
S. The proof is complete. 
Note that, if Σ′ ⊆ Σ is an open subspace, then there is a natural closed
embedding, Σ
′
⊆ Σ.
6. Comparison with Seshadri’s compactification
Let X be a reduced curve over an algebraically closed field k. Let X1, . . . , Xn
denote the irreducible components of X . Let a := (a1, . . . , an) be a n-uple of
positive rational numbers such that a1 + · · · + an = 1. According to Seshadri’s
definition [27, Part 7], a torsion-free, rank 1 sheaf I on X is a-semistable (resp.
a-stable) if and only if
χ(IY ) ≥ (ai1 + · · ·+ aim)χ(I) (resp. χ(IY ) > (ai1 + · · ·+ aim)χ(I))
for every non-empty, proper subcurve Y = Xi1 ∪ · · · ∪Xim $ X .
Remark 45. We shall observe that Seshadri’s notions of semistability and stability
are equivalent to ours. Let d be a positive integer. Let a be a n-uple of positive
rational numbers such that a1 + · · ·+ an = 1. Let A := (A1, . . . , An) be a n-uple
of positive integers such that
(45.1) Aiaj = Ajai for 1 ≤ i, j ≤ n;
and A := A1 + · · · + An is a multiple of d. Since a1 + · · · + an = 1, then it
follows from (45.1) that ai := Ai/A for i = 1, . . . , n. For each i = 1, . . . , n, let
xi1, . . . , x
i
Ai
∈ Xi be distinct, non-singular points of X . Let
OX(1) := OX(
∑
1≤i≤n
1≤j≤Ai
xij).
Of course, OX(1) is an ample sheaf on X . Let
(45.2) E := (O
⊕(r/t−1)
X ⊕OX(−1))
⊕t
for a certain integer t > 0, to be specified later, and r := tA/d. Then, the reader
can easily verify (see [13, Rmk. 12]) that a torsion-free, rank 1 sheaf I on X
with χ(I) = d is a-semistable (resp. a-stable) if and only if I is semistable (resp.
stable) with respect to E.
Let S(a, d) (resp. S′(a, d)) denote the set of isomorphism classes of a-semistable
(resp. a-stable) torsion-free, rank 1 sheaves of Euler characteristic d on X .
38 EDUARDO ESTEVES
Theorem 46. (Seshadri) There is a coarse moduli space for S′(a, d), whose
underlying scheme is a quasi-projective variety denoted by Us(a, d). Moreover,
Us(a, d) has a natural projective compactification, denoted by U(a, d). The set
of closed points of U(a, d) is isomorphic to the quotient of S(a, d) by the JH-
equivalence relation. 
Proof. See [27, Thm. 15, p. 155]. 
U(a, d) was obtained by Seshadri as a good quotient, φ : R −→ U(a, d), of a
quasi-projective scheme R under the action of a reductive group, using Geometric
Invariant Theory. In Seshadri’s construction, there is a relatively torsion-free,
rank 1 sheaf I on X ×R such that I has the local universal property for S(a, d).
If we take the polarization E in (45.2) with t >> 0, then the determinant of
cohomology, D(I⊗E) (with respect to the projection X ×R −→ R), descends to
an ample invertible sheaf LE on U(a, d) (see [13, Thm. 13] and the argument
thereafter). In addition, the global sections σI⊗F of D(I ⊗ F ), corresponding to
vector bundles F on X , with rank mr and detF ∼= (detE)⊗m for some m > 0,
induce in a natural way (modulo k∗) global sections of D(I⊗E)⊗m that descend
to sections of L
⊗m
E . We shall denote by θF the global section of L
⊗m
E naturally
associated with σI⊗F . We emphasize that θF is well defined modulo k
∗. Let
ΓE :=
⊕
m≥0
H0(U(a, d), L
⊗m
E ),
and let V E ⊆ ΓE denote the graded k-subalgebra generated by the sections θF .
Let
U(a, d) := Proj(V E).
Theorem 47. The rational map,
π : U(a, d) −→ U(a, d),
is defined everywhere, bijective, and an isomorphism on Us(a, d).
Proof. See [13, Thm. 15 and Thm. 16]. 
Let JssE denote the fine moduli space of semistable sheaves on X with respect
to E (see Sect. 3). Let
ψ : JssE −→ J
ss
E
denote the naturally defined rational map (see Sect. 5). Since JssE is a fine moduli
space, there is a naturally defined morphism,
ρ : JssE −→ U(a, d),
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mapping [I] ∈ JssE to [Gr(I)] ∈ U(a, d). It is clear that ρ
−1(Us(a, d)) = JsE ,
and that ρ|Js
E
: JsE −→ U
s(a, d) is an isomorphism. Let LE denote the Theta
line bundle on JssE . Since the relatively torsion-free, rank 1 sheaf I on X × R
has the local universal property for S(a, d), then the morphism ρ factors locally
through the quotient morphism φ : R −→ U(a, d). Thus, LE ∼= ρ∗LE locally on
JssE . Actually, it is easy to show that the local isomorphisms patch to a global
isomorphism,
(47.1) LE ∼= ρ
∗LE .
We can also show that ρ∗θF = θF (modulo k
∗) under the above isomorphism.
Let Σ ⊆ JssE be an open subscheme. Let VE denote the ring of theta functions
on Σ (see Subsect. 5.4). The isomorphism (47.1) induces a surjective graded
homomorphism of k-algebras,
V E −→ VE .
The above surjective homomorphism induces a closed embedding,
ι : Σ →֒ U(a, d).
It is clear that
π ◦ ρ|Σ = ι ◦ ψ.
If Σ ⊇ JpE for a certain non-singular p ∈ X , then it follows from Thm. 7 that
ρ|Σ is surjective. Since π is bijective, it follows that ι is also bijective. If U(a, d)
were reduced, then ι would be an isomorphism. If X has at most ordinary double
points for singularities, then U(a, d) is known to be reduced [1, Cor. 3.5].
Theorem 48. If X has at most ordinary double points for singularities, then
ι : Σ ∼= U(a, d)
is an isomorphism. 
If one had a better handling on the tangent spaces at semistable points of
U(a, d), then one could say more about the morphisms π and ι. Unfortunately
though, Geometric Invariant Theory does not seem to provide good infinitesimal
information about the quotients obtained by its method, in general.
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