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Abstract
We develop an algorithm that forecasts cascading events, by employing a Green’s
function scheme on the basis of the self-exciting point process model. This
method is applied to open data of 10 types of crimes happened in Chicago.
It shows a good prediction accuracy superior to or comparable to the stan-
dard methods which are the expectation-maximization method and prospective
hotspot maps method. We find a cascade influence of the crimes that has a
long-time, logarithmic tail; this result is consistent with an earlier study on
burglaries. This long-tail feature cannot be reproduced by the other standard
methods. In addition, a merit of the Green’s function method is the low com-
putational cost in the case of high density of events and/or large amount of the
training data.
Keywords: Crime forecasting; Green’s function; Near repeat victimization;
self-exciting point process, Expectation-maximization; Crime hotspot;
spatiotemporal forecasting
1. Introduction
Prediction of crimes has been studied by two points of views [1]. The first
one is to predict offenders and victims, by analyzing backgrounds of the indi-
viduals, their social class, and other epidemiological factors [2, 3]. One can
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obtain a set of denotative explanations on relations between crimes and human
aspects, which are used to screen potential criminals or victims from a database
of people recorded in polices. This methodology is developed in the fields of so-
cial psychology [4], sociological criminology, and psychopathology [5, 6, 7]. The
second one focuses on place and time of a future crime. Spatial information
science investigates correlations among geographical information of criminals,
victims, and environments [8, 9, 10, 11] (e.g., weather, demographics, physical
environments like bars, parking lots, security cameras, and even social media
like twitter comments [12]). Mathematical models are used to extract tempo-
ral patterns and tendencies of crime events. For example, the approaches are
composed of pattern formation models [13], space-time autoregressive models
[14], network models for burglary dynamics on streets [15], log-Gaussian Cox
Processes [16, 17, 18], the self-exciting point process models (SEPP) [17, 19, 20].
In this paper, we study the SEPP model to forecast location and time of a
future crime [19, 21]. This SEPP model captures near-repeat victimization that
is a heuristic trend of a past crime to trigger future crimes in its vicinity [22, 23,
24]. This near-repeat victimization is based on a hypothesis in which criminals
typically collect information about local vulnerabilities of the targeted persons
as thoroughly as possible before committing a crime. Once the information is
collected, they tend to repeat crimes in the vicinity of the previous one because
they prefer to benefit from the already gained knowledge.
The SEPP model describes this cascading phenomena, as
λ(t,x) =
∑
ti<t
g(t− ti,x− xi) + λ0, (1)
where λ(t,x) is a conditional intensity of a space-time point process. This
quantity indicates an expected rate of number of the crime events at time t and
position x per unit time and unit area. The g(t− ti,x − xi) term corresponds
to the cascading effect triggered by the past i-th event at (ti,xi), assuming that
it depends only on spatiotemporal spans between (t,x) and (ti,xi). The term
λ0 is a background rate density.
A non-parametric approach to detemine g, originally applied to seismology
2
to predict aftershocks of an earthquake, was achieved by a combination of the
Expectation-Maximization (EM) algorithm [25, 26]. After that, it was opti-
mized to predict where and when crimes will occur [19]. While non-parametric
approaches of spatiotemporal crime forecasting have been proposed [27, 28, 29,
30, 31, 32], a variety of non-parametric methods is still very limited.
In order to improve the crime-prediction tool box so as to adapt to a larger
variety of situations, we present an alternative non-parametric algorithm to
determine g inspired by an idea from material science. A Green’s function
technique is commonly used to correlate many physical properties to external
perturbations as a response of a physical system [33, 34, 35] . Given this feature
of the Green’s function, the method is expected to extract the cascading influ-
ence of crime events in the well-defined mathematical way. Since the Green’s
function is typically very difficult to derive [34], Cai et al. developed a scheme
to reproduce it by output data of the molecular dynamics simulations by means
of fluctuation dissipation theorem [35]. Similarly, here we introduce the concept
of the Green’s function to a data-driven approach combined with the SEPP
model.
2. Theory
In order to design the g(t,x) term by a Green’s function scheme, let us
consider a density field of the crime events as
ρˆ(t,x) =
∑
i
δ(t− ti)δ(x − xi),
where δ is the Dirac delta function. By using this ρˆ(t,x), Eq. (1) becomes
λ(t,x) =
∫ t
0
dt′
∫
dx′g (t− t′,x− x′) ρˆ(t′,x′), (2)
where the background λ0 = 0 because we focus on modeling the cascading
influence. Instead of the field density ρˆ which is composed of Dirac delta
functions, here we use a calculable form of a density defined as ρ(t,x) =∑
i∈D δx,xiδt,ti/(∆S∆t), where a subset D consists of the events in the rect-
angular x cell and |t− ti| < ∆t; ∆t and ∆S are a time interval and discretized
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area, respectively. By replacing ρˆ by the discretized density ρ, Eq. (2) is ap-
proximated as
λ(t,x) ∼
∫ t
0
dt′
∫
dx′g (t− t′,x− x′) ρ(t′,x′). (3)
Because the conditional intensity λ(t,x) is used to expect a crime density
at future t, an ideal λ(t,x) should be proportional to ρ(t,x) at the same t.
Moreover, the key insight is that the right-hand side of Eq. (3) can be seen
as a special solution of a partial differential equation, when we assume the g
as a Green’s function under an external-force field ρ [33]. Therefore, Eq. (3)
suggests that ρ(t,x) is formulated in the framework of a solution of a differential
equation as
ρ(t,x) = γ
∫ t
0
dt′
∫
dx′g (t− t′,x− x′) ρ(t′,x′) + ∆t
∫
dx′g(t,x− x′)ρ(t = 0,x′), (4)
where γ is a coefficient of the feedback of the historical crime to the present;
this parameter will be decided later. The second term in the right-hand side
of Eq. (4) represents the general solution determined by the initial condition
at t = 0 and the boundary condition ρ(t, |x| → ∞) = 0. The coefficient ∆t
is introduced so as to make the dimension of g consistent to the definition in
Eq. (1).
Throughout this paper, following notations of Fourier and Laplace transfor-
mations for an arbitrary function Y are used unless otherwise noted.
Y (k) =
∫
exp(ix · k)Y (x)dx,
Y (z) =
∫ ∞
0
exp(−zt)Y (t)dt,
where k and z are two-dimensional wave-number vector and complex coordinate,
respectively. The Fourier and Laplace transforms make convolution integrals in
Eq. 4 be simple product forms as,∫
exp(ix · k)
∫
Y ′(x − x′)Y (x′)dx′dx = Y ′(k)Y (k),∫ ∞
0
∫ t
0
exp(−zt)Y ′(t− t′)Y (t′)dt′dt = Y ′(z)Y (z).
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By using above the formula, Eq. (4) becomes
ρ(z,k) = γg (z,k)ρ(z,k) + ∆tg(z,k)ρ(t = 0,k), (5)
Equation (5) can be solved as
ρ(z,k) = Φ(z,k)ρ(t = 0,k), (6)
where
Φ(z,k) =
∆tg(z,k)
1− γg(z,k)
. (7)
The Laplace inverse transform of Eq. (6) leads to
Φ(t,k) =
ρ(t,k)
ρ(t = 0,k)
.
The function Φ(t,k) is a time development operator for the density of crime
events. While Φ(t,k) has been derived on the basis of a deterministic equation
assumed in Eq. 4, real crime events occur as a stochastic process. To interpolate
the stochastic feature, we determine Φ(t,k) by means of the statistical average of
the whole dataset with respect to pairs of the densities with the time difference
t as
Φ(t,k) =
〈
ρ(t+ t0,k)
ρ(t0,k)
〉
t0
, (8)
where t0 is the initial time for each sample in the statistical average.
Lastly, we determine the parameter γ so as to make the conditional inten-
sity λ(t,x) numerically equivalent to the density ρ(t,x) in a stationary state.
Suppose that crimes uniformly occur every unit time. The crime density at this
stationary state is
ρst(t,x) =
1
∆t∆S
Through Eqs. (7) and (8), one can yield
gst(t,x) =
δ(x)
∆t
exp(−γ
t
∆t
).
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Thus, Eq. (1) with λ0 = 0 becomes
λst(t,x) =
∞∑
n=1
gst(n∆t, 0) = lim
|x|→0
δ(x)
∆t
×
1
exp(γ)− 1
∼
1
∆t∆S
×
1
exp(γ)− 1
,
where the last approximation uses the descritization of the delta function. As
assumed that λst = ρst, γ = log 2 is obtained.
In short, Φ(z,k) is calculated through the Laplace transform of Φ(t,k) by
Eq. (8). According to Eq. (7), g(z,k) is obtained by
g(z,k) =
Φ(z,k)
∆t+Φ(z,k) log 2
. (9)
The Fourier and Laplace inverse transforms of Eq. (9) give g(t,x), that is used
in Eq. (1) to predict future crimes. In the following, we call this method data-
driven Green’s function (DDGF) method. The DDGF method derives g as a
result of a solution of a partial differential equation. This feature does not need
any iteration steps for maximizing or minimizing likelihood or cost functions as
in EM method and other machine learning techniques.
3. Computational details
A direct calculations of Eq. (8) may arise a numerical instability, because the
denominator ρ(t0,k) happens to be a very small value. This small intensity of
ρ(t0,k) results from interferences of the Fourier components due to simultaneous
events at time t0. However, recalling that the events do not happen at exactly
the same time in reality, one can conclude that this interference is a mathemat-
ical artifact due to assigning the multiple events happened at |t0 − ti| < ∆t to
the same t0 mesh. Based on this argument, the instability can be fixed by a
decomposition of the density field into individual crimes as
Φ(t,k) =
〈Nt0∑
j
ρ(t+ t0,k)
ρj(t0,k)
〉
t0
, (10)
where ρj(t0,k) is the individual j-th event that satisfies ρ(t0,k) =
∑Nt0
j ρj(t0,k),
and Nt0 is the number of crimes at t0.
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The actual steps for the DDGF algorithm are written in the followings.
Step 1 The discretized density ρ(t,x) is generated from a dataset by ρ(t,x) =∑
i∈D δx,xiδt,ti/(∆S∆t), where i runs in a subset D that consists of the
events happened in a cell at x and |t − ti| < ∆t. Then, the discrete
Fourier transform is performed to obtain ρ(t,k).
Step 2 Φ(z,k) is calculated by the Laplace transform of the numerical result
of Eq. (10).
Step 3 The Cartesian coordinates (kx, ky) are converted into the polar co-
ordinates (kr, kθ). Then, Φ(z, kr, kθ) is averaged over the angle kθ as:
Φ(z, kr) = 〈Φ(z, kr, kθ)〉kθ .
Step 4 The g(t, r) is calculated by the Laplace inverse transform [46] and Han-
kel transform of Eq. (9).
Step 5 The density of the predicted crimes is obtained by λ(t,x) =
∑
ti<t
g(t−
ti, |x− xi|).
The performance of the DDGF method is evaluated by comparisons with
two representative methods which determine g(t, r). One is a simple type of
the EM algorithm developed in Ref. [25]. We used the initial guess of g(t) as
a exponential decaying function, and 50 iterations composed of the expectation
and maximization steps are executed to converge it.
It is worthwhile to discuss computational costs between the non-parameteric
methods. Memory allocation of the DDGF method amounts to be O(Nm) where
Nm is total number of spatial-temporal meshes, while that of the EM method
depends on O(N2) where total number of crime events is N . Calculation times
of the DDGF and EM are O(N2m) and O(N
2), which comes from bottlenecks of
the Laplace/Fourier transformations and calculation of transition rates between
two events, respectively. Both Nm and N depend on O(S × T ), where S and
T are area and length history in the training data, respectively. Therefore,
the DDGF method requires the low memory usage in comparison to the EM
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method, especially in the case of high density of events and/or large amount of
the training dataset.
Another method to determine g is a parametric one which is the prospective
hotspot maps (PHM) method [36], where
g(t, r) =
1
(1 + t/7days)(1 + 2r/∆x)
, (11)
where ∆x is the length of the spatial mesh; namely, ∆S = (∆x)2. This method
has cutoff parameters as g(t > tcut, r) = 0 and g(t, r > rcut) = 0. The original
method sets tcut = 60 days and rcut = 0.4 km, which are optimized a priori
so that the PHM method predicts burglaries data of small ∆x accurately [36].
The length of the space and time meshes are ∆x = 0.25 km and ∆t = 1 day.
The total number of the spatial cells is A.
4. Dataset
We choose top-ten crime types that frequently happened in the open data
in Chicago [37], which are theft, battery, criminal damage, narcotics, other
offense, assault, burglary, motor-vehicle theft, deceptive practice and robbery.
We set a center point in the south area of Chicago at 41.765 latitude and -87.665
longitude. Then, the crimes that happened within 5 km from the center point
from 5th May 2010 to 15th September 2011 are selected to create a dataset we
use.
A calculation of the crime prediction uses successive 400-days data (number
of the crime events ranges 1600-8200) chosen from the dataset. Then, one-day-
ahead prediction is performed. Concretely, in the first sample, the successive
400-days data from 5th May 2010 to 8th June 2011 are used as the training
dataset to generate λ on 9th June 2011. In the second sample, the training
400-days data is shifted by 2 days ranging from 7th May 2010 to 10th June 2011
for λ on 11th June 2011. We average 50 samples obtained by this procedure
to evaluate accuracies of crime prediction methods. In the cases of theft,
battery, and narcotics, we use successive 200-days data (number of the crime
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events ∼5000-7800) because the 400-days data are too large especially for the
EM method owing to the large O(N2) memory usage.
5. Results and Discussions
We use two types of metrics: hit rate and predictive accuracy index (PAI).
The cells with the higher crime rate λ(t,x) are selected up to a certain percentage
a/A of the total area, where a is number of the selected cells. Then, the locations
of the selected area and real crimes are checked if they are coincident. The hit
rate is the correctly-predicted number of crimes divided by the total number
of crimes as a function of a/A which indicates percentage of the area selected
[19, 36]. The PAI is defined as the hit rate divided by a/A [38].
Here we compare the performaces of the DDGF, EM, and PHM methods
in two manners with respect to the cutoff length rcut, where g(t, r > rcut) = 0.
Figure 1 shows the hit rate and PAI without the cutoff parameter. Then, we
introduce rcut = 0.4 km to these methods; the results are shown in Fig. 2.
Note that the original PHM method uses rcut = 0.4 km [36], which was decided
so as to be equivalent to the effective length of the near-repeat victimization
[39, 40, 41]. Compared to this effective length of the near-repeat victimization,
∆x = 0.25 km is likely to be too large, in spite of the fact that this mesh is
the finest in the available open data in Chicago. Owing to this large mesh,
the DDGF and EM methods may give an erroneous broadening of g(t, r) in
r direction. The introduction of rcut, therefore, fixes this numerical artifacts
to increase the scores of the DDGF and EM methods, not only of the PHM
method. Indeed, Adepeju et al. [42] studied the same open data, and they used
the cutoff 0.3 km for their calculations of the EM method.
Table 1 shows averages of these metrics over whole range of the area-selected
rate a/A = 1, 2, ..., 30% in each of the crime types. The results shows that rcut
parameter makes the accuracies of the three methods higher. We also evaluate
performace of the one-week-ahead prediction as shown in Table 2. The accura-
cies obtained by the DDGF method are superior to or comparable to the EM
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Figure 1: (a) Hit rate and (b) PAI of the one-day-ahead crime predictions as a function of
area selected. The results of the PHM methods are derived without cutoff radius rcut. The
plots are obtained by averaging 50 calculations in shifting the prediction date once every other
day, in order to increase the statistical reliability.10
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Figure 2: (a) Hit rate and (b) PAI of the one-day-ahead crime predictions as a function
of area selected with the cutoff radius rcut = 0.4 km. The plots are obtained by averaging
50 calculations in shifting the prediction date once every other day, in order to increase the
statistical reliability. 11
Table 1: Averaged hit rate and PAI of the one-day-ahead predictions in (upper table) Fig.1
and (bottom table) Fig.1. The bold number corresponds to the top accuracy between the
three methods for each crime type.
without rcut
Hit rate [%] PAI
DDGF EM PHM DDGF EM PHM
Theft 36.1 34.6 29.3 3.00 2.85 2.33
Battery 34.6 35.0 30.1 2.47 2.49 2.06
Criminal damage 28.3 27.1 24.9 2.01 1.80 1.72
Narcotics 42.9 44.6 36.1 3.18 3.48 2.79
Other offense 33.5 30.5 27.3 2.47 2.07 1.80
Assault 34.7 32.1, 29.3 2.45 2.14 2.03
Burglary 34.3 32.7 30.2 2.52 2.52 2.28
Motor vehicle theft 31.9 30.3 26.7 2.32 2.22 1.95
Deceptive practice 38.5 32.5 29.1 3.57 2.77 2.49
Robbery 37.8 35.1 30.7 2.91 2.72 2.23
rcut = 0.4 km
Hit rate [%] PAI
DDGF EM PHM KDE DDGF EM PHM KDE
Theft 37.9 35.3 35.1 29.3 3.11 2.90 2.91 2.1
Battery 37.3 35.2 36.7 32.6 2.67 2.49 2.61 2.31
Criminal damage 30.8 27.6 29.6 26.2 2.20 1.82 2.05 1.83
Narcotics 45.7 44.2 44.6 36.7 3.46 3.47 3.46 2.57
Other offense 34.9 30.5 30.3 29.6 2.67 2.21 2.18 2.06
Assault 36.4 33.4 34.1 30.9 2.53 2.23 2.33 2.18
Burglary 34.9 32.9 34.4 29.3 2.57 2.49 2.59 2.07
Motor-vehicle theft 32.5 29.8 29.0 28.6 2.36 2.20 2.15 1.9
Deceptive practice 37.5 33.2 32.2 26.9 3.43 2.85 2.97 1.96
Robbery 38.1 34.7 34.7 30.3 3.05 2.68 2.64 1.97
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Table 2: Averaged hit rate and PAI of one-week-ahead prediction. The bold number corre-
sponds to the top accuracy between the four methods for each crime type.
rcut = 0.4 km
Hit rate [%] PAI
DDGF EM PHM KDE DDGF EM PHM KDE
Theft 37.9 34.8 34.8 28.9 3.06 2.77 2.81 2.04
Battery 37.3 34.0 36.4 32.8 2.65 2.4 2.59 2.3
Criminal damage 30.8 26.4 28.7 26.2 2.21 1.81 2.01 1.83
Narcotics 45.3 43.5 43.5 36.6 3.43 3.41 3.36 2.55
Other offense 35.5 30.7 30.8 30.2 2.7 2.19 2.19 2.13
Assault 35.9 31.0 33.5 31.0 2.53 2.1 2.28 2.2
Burglary 34.1 31.0 33.3 29.1 2.53 2.34 2.49 2.05
Motor-vehicle theft 32.6 29.5 29.5 28.2 2.39 2.19 2.19 1.88
Deceptive practice 38.8 32.2 31.4 26.6 3.41 2.68 2.72 1.94
Robbery 39.1 35.5 35.7 30.9 3.17 2.79 2.75 2.05
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Figure 3: Profiles of g(t, r = 0) functions. The long-time-scale feature of the DDGF method
is fitted by a logarithmic function of −a log(bt), where a and b are fitting parameters; the
logarithmic function (black line) is overlaid. The inset figure shows the short-time-scale be-
haviors.
and PHM methods in both one-day and one-week ahead predictions. In addi-
tion, results by the kernel density estimation (KDE) method are also compared
in Fig. 2 and the lower table in Table 1 and Table 2. The prediction scores of
the DDGF, EM, and PHM methods are better performance than those of the
KDE. This result clearly shows that the near-repeat victimization described by
the SEPP model incorporates crime events, which cannot be treated by a simple
mean-field model.
In order to clarify qualitative differences in these methods precisely, g(t, r =
0) is calculated from the larger burglary data using 450 days (from 16th March
2010 to 8th June 2011) extending the radius to 6 km. The total number of the
burglary events is 9360. In the inset of Fig. 2, the DDGF and EM methods
show the peaks at 1, 5, and 9 days and those at 1, 6, and 9 days, respectively.
They give very similar profiles in the short-time region. These results indicate
that the recidivism is likely to occur after the corresponding days counted from
the first event.
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A distinctive feature of the DDGF method can be observed in the long-
time-scale behavior of g(t, r = 0). Fig. 3 shows that g(t, r = 0) of the DDGF
method decays very slowly in comparison to the EM and PHM methods, and
this slow decay is well fitted by a logarithmic function (black line). The long-
time tail feature is also found in earlier studies: some researchers collected cases
of burglary that happened in the same location in order to analyze time intervals
between the events, to shed light on the near-repeat victimization [43, 44, 45].
In particular, Ratcliffe et al. studied the data of burglaries in Nottinghamshire
in UK for the period of 1995-1997 [45]. They found that the long-time-scale
behavior of the observed distribution function of the time interval is well fitted
with − log(t), as observed by the DDGF method here. Therefore, the observed
logarithmic-like tail is an evidence that the DDGF method is able to describe
the causal correlation of the crime events reasonably.
6. Conclusion
We developed an algorithm that forecasts future crimes by learning the
Green’s function from past data, combining the basis of the SEPP model. A sys-
tematic comparison with the standard methods, the EM and PHM is performed
in terms of predicting one-day and one-week-ahead predictions for the 10 types
of the crime in Chicago. The results show that DDGF exhibits a good predic-
tion accuracy superior to or comparable to the standard methods. Furthermore,
the DDGF method provided us with a characteristic long-time, logarithmic cor-
relation of the crimes, which is consistent with the earlier study on burglaries.
This long-tail feature cannot be reproduced by the other methods. Namely, the
DDGF method enables us to mine the buried causal effects of crime events.
The DDGF method can be extended to multivariate in a matrix formal-
ism. This extension enables us to apply cascading network phenomena such as
financial time series, citation networks of scientific papers, and chain-reactive
increase of users of social medias (e.g., Twitter), climatology, anomaly detection,
demand forecasting in e-commerce, and biological signal data. The examples
15
will appear in our future works.
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