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PREFACE 
The differential operator 'D ' has two basic properties namely, («) D{fi + /2) = 
D{fi) + D(/2) and {ii) ^ ( / i / a ) = D{/i)/2 + /i£>(/2) for any two functions / i and 
/2. In case of a ring R, a function D : R —^ R possessing the property (i) for every 
pair of elements of i? is said to be additive and the function possessing (i) and (ii) 
both is termed as derivation in rings. The study of derivations got attention soon after 
Herstein [60] and Pc»ner [83] simultaneously obtained some very striking results for 
prime rings in the year 1957. Since then the subject has been attracting many promi-
nent algebraists. To mention a few, M. Ashraf, K. I. Beidar, H. E. Bell, J. Bergen, 
M. Bresar, I. N. Herstem, B. Hvala, C. Lanski, S. Ligh, P. H. Lee, T. K. Lee, W. S. 
Martindale III, J. Vukman and many others. 
The object of the present dissertation is to collect and arrange some of the research 
works on derivations in rings and near-rings dmring the last few decades. This expo-
sition consists of four chapters and each chapter is subdivided into various sections. 
The definitions, examples, results and remarks etc. have been specified with double 
decimal numbering. The first figiu-e denotes the nmnber of the chapter, second rep-
resents the section in the chapter and the third mentions the nmnber of definition, 
example, lemma or theorem as the case may be in a particular chapter. For example, 
Theorem 2.4.3 refers to the third theorem appearing in the fotuiih section of chapter 
two. Chapter 1 contains preliminary notions, key definitions, some of the properties 
of various topics and ftrndeimental results which are used to develop the theory in the 
subsequent chapters. 
Chapter 2 is devoted to the study of left derivations, Jordan left derivations and 
left (^, </>)-derivations in rings. This chapter includes results from Ashraf [7], Ashraf & 
Rehman [15], Ashraf etal. [19], Bresarfe Vukman [42] and Zaidietal. [95]. An additive 
mapping d : R —> R is called a Jordan left derivation on a ring R if d{x'^) = 2xd{x) 
holds for all X G R. Section 2.2 opens with a result due to Bresar & Vukman [42] 
which states that the existence of a nonzero Jordan left derivation on a prime ring R 
of characteristic different from 2 and 3 forces R to be commutative. Further, besides 
presentmg extension of this result, it has been shown that the above theorem is true in 
certain well behaved subsets of the ring namely, Lie ideals and Jordan ideals. Finally, 
some results regarding left {6,0)-derivations which acts as a homomorphism or as an 
anti-homomorphism have been included. 
Chapter 3 is based on the study of generalized Jordan derivations and generalized 
Jordan {6,0)-derivations in rings. An additive mapping d : R —>• R is called a Jordan 
derivation on a ring R if d(a:^) = d(x)x + xd{x) holds for all x G R. This chapter is 
devoted to the study of various generalizations of the classical Herstein's theorem [60] 
which states that every Jordan derivation on a 2-torsion free prime ring is a derivation. 
Section 3.2 begin with the notion of generalized Jordan derivations in rings and subse-
quently it was shown that a generalized Jordan derivation on a 2-torsion free ring with 
a mild restriction is a generalized derivation. In Section 3.3 similar results have been 
included in case the imderlying generalized Jordan derivations acts on a Lie ideals of 
the prime rings. Finally, Section 3.4 deals with the study of generahzed Jordan {9, (p)-
derivations in prime and semiprime rings. 
Chapter 4 is devoted to the study of derivations in certain near-rings, a concept 
introduced and studied by Bell & Mason [32]. Section 4.2 opens with a result due to 
Bell &; Mason [32] which states that if a prime near-ring N admits a nontrivial deriva-
tion d such that [d(x),d{y)] = 0 for all x, t/ G R, then {N,+) is abeUan. Moreover if 
N is 2-torsion free, N is commutative ring. Further, the extension of Posner's theorem 
and Leibniz' rule in the setting of near-rings have been presented. Section 4.3 includes 
some results regarding commutativity of near-rings which aidmits derivations satisfying 
certain identities has been discussed. In the last section a generalization of well-known 
formula due to Leibniz in the setting of (cr, r)-derivations in near-rings have been pre-
sented. 
In each chapter suitable examples are provided at proper places to illustrate that 
the restrictions imposed on the hypotheses of the various resvdts were not superfluous. 
Also, in each chapter we have included some open problems (or conjectures) that could 
be searched in fiitiu:e. 
At the end, an extensive bibhography of the existing hterature related to the subject 
matter of the dissertation is given. 
IV 
CHAPTER 1 
PRELIMINARIES 
§ 1.1 Introduction 
This chapter introduces basic concepts, preliminary definitions and some funda-
mental results in rings and near-rings, which we shall require for the development of 
the subject in the present dissertation. Although we have no intentions to deal with 
such elementary concepts as those of set, group, homomorphism, endomorphism, 
and zero-divisors etcetera, but beginning with the very definition of ideals, we have 
introduced notations like prime (semiprune) ring, prime ideal, Lie ideal, Jordan 
ideal distributive element, left near-ring, zero symmetric near-ring and derivation 
etcetera. Also properties of "various topics are given as remarks. 
We have used the following hteratures for the material presented in this chapter 
viz.. Clay [49], Herstein [59], Jacobson [63], McCoy [78] and Pilz [82] etcetera. 
§ 1.2 Some Ring Theoretic Notions 
In the present section, we shall give a brief exposition of some important 
terminologies in ring theory. Throughout the dissertation, unless otherwise men-
tioned, R will denote an associative ring having at least two elements. For the sake 
of convenience, the product a.6 of any two elements a and 6 of a ring R will be 
denoted by ah. 
Definition 1.2.1 (Ideal). An additive subgroup I oi R is said to be a left (resp. 
right) ideal of Jl, if ra G / {resp. ar G / ) for all a G 7 and r E R. 7 is said to be an 
ideal of 72 if it is a left as weU as a right ideal of R. 
Example 1.2.1. Let 72 = | ( ° ^ j a, 6,c,d G z l . 
Then 7i = <( 1 a,beZV is a right ideal of R but not a left ideal of R, 
and 72 = -j f , ^ j a, 6 G Z Ws a left ideal of R but not a right ideal of R. 
Definition 1.2.2 (Prime Ideal). A proper ideal P of i? is called a prime ideal of 
R if for any two ideals A and B oi R, AB C P implies ACPovBCP. 
Remark 1.2.1. Equivalently, an ideal P in a ring R is prime if and only if any one 
of the following holds: 
(i) Ua,beR such that aRb C P , then a e P or b G P . 
(a) If (a) and (b) are principal ideals in R such that (a)(6) C P, then a e P or 
be P. 
(Hi) If C/ and y are left (right) ideals in R such that UV C P, then [/ C P or 
V CP. 
Definition 1.2.3 (Pr ime Ring). A ring R is said to be a prime ring if and only 
if the zero ideal is a prime ideal in R. 
Remark 1.2.2. Equivalently, a ring Ris a. prime ring if and only if any one of the 
following holds: 
(i) If A and B are ideals in R such that AB=(0), then A=(0) or B=(0). 
{ii) HI ^ (0) is an ideal of R, then for any a,b ^ R, alb = (0) implies that either 
a = 0 or 6 = 0. 
Definition 1.2.4 (Semiprime Ideal). An ideal P in a ring R is said to be a 
semiprime ideal in i? if for every ideal I oi R, P C P imphes I C. P. 
Remark 1.2.3. (i) A prime ideal is necessarily semiprime but the converse need 
not hold in general. 
(ii) Intersection of prime (semiprime) ideals is semiprime. Thus, in the ring Z of 
integers, ideal (2) D (3) = (6) is semiprime which is not prime. 
Definition 1.2.5 (Semiprime Ring). A ring R which has no nonzero nilpotent 
ideal is said to be a semiprime ring. 
Remark 1.2.4. A ring R is semiprime if and only if for any a e R, aRa = (0) 
imphes that a = 0. 
Definition 1.2.6 (Commutator Ideal). An ideal of a ring R generated by all the 
commutators [x, y] with x,y E Ris called the commutator ideal of R. 
Definition 1.2.7 (Simple Ring). A ring R with more than one element is said to 
be a simple ring if its only ideals are the two trivials, namely, (0) and R. 
Remark 1.2.5. For simple ring, the condition R^ ^ (0) is equivalent to the condi-
tion ^ = R. 
Definition 1.2.8 (Center of a Ring). The center of a ring R is the set of all 
those elements of R which commute with each element of R and denoted as Z{R) 
i.e., 
Z{R) = {x e R\ XT = rx lox &VL r e R}. 
Thus, a ring R is commutative if and only if Z{R) = R. 
Remark 1.2.6. The center of a prime ring is free from zero divisors. 
Remark 1.2.7. The center of a semiprime ring contains no nonzero nilpotent ele-
ment. 
Definition 1.2.9 (Centralizer). Let 5 be a nonempty subset of R. Then the 
centralizer CR{S) of 5 in i?, is defined by 
CR{S) = {X e R\ SX = XS iov BW. S e S}. 
If a G CR{S), then we say that a centralizes S. Evidently, CR{R) = Z{R). 
Definition 1.2.10 (Characteristic of a Ring). The least positive integer n (if 
one exists) such that nx = 0, for every element x in i? is called the characteristic of 
R and is generally expressed as char R = n. If no such positive integer exists, then 
R is said to have the characteristic zero. 
Remark 1.2.8. The characteristic of an integral domain is either zero or a prime. 
Definition 1.2.11 (Torsion firee). An element a: G i? is to be n-torsion free if 
nx = 0 impUes x = 0. 
If nx = 0 imphes x = 0, for every x E R,we say that the ring R is n-torsion free. 
Definition 1.2.12 (Lie and Jordan Structures). Let Rhe a. ring. Then using 
its operations, two new products can be induced as follows: 
(i) for ail x,y E R, the Lie product [x, y] = xy — yx, 
(a) for all X,y G /?, the Jordan product xoy = xy + yx. 
Remark 1.2.9. For any x,y,z e R, the following identities are obvious, 
(i) [xy, z] = x[y, z] + [x, z]y 
(ii) [x,yz] = [x,y]z + y[x,z] 
(iii) [[x,y],z]] + [[y,zlx]] + [[z,x],y]] = 0 (Jacobi's Identity) 
(iv) X o (yz) = {xo y)z - y[x, z] = y{x o z) + [x, y]z 
(v) {x o y)z = x{y oz)- [x, z] = {xo z)y + x[y, z]. 
Definition 1.2.13 (Lie (Jordan) Subring). A nonempty subset yl of i? is said 
to be a Lie (resp. Jordan) subring of i? if A is an additive subgroup of R and for 
any a,b E A, implies that [a,b] ( resp. (a o 6)) is also in A. 
Definition 1.2.14 (Lie (Jordan) Ideal). A nonempty subset U oi R is said to 
be a Lie (resp. Jordan) ideal of i? if f/ is an additive subgroup of R and whenever 
ueU and r E R, then [u, r] EU (resp. (uor) E U). 
Example 1.2.2. Let i ? = < l , | a, 6, c, (iGZ2> Then it can be easily seen that 
a,b,cEli2> is a Lie ideal of R and «^  = •{ I . \ \ c a a,b EZ2 
is a Jordan ideal of R. 
Definition 1.2.15 (Derivation). A mapping d : R —>• R is called a derivation on 
R if it satisfies the following properties: 
(i) d{x + y) = d{x) + d{y), 
(ii) d{xy) — d{x)y + xd{y) for ah x,y E R. 
Example 1.2.3. The most natural example of a nontrivial derivation is the usual 
differentiation on the ring F[x] of polynomials defined over a field F. 
For a fixed a E R, define d : R —> R hy d{x) = [x, a] for all x E R. The 
function d so define can be easily checked to be additive and 
d{xy) = [xy, a] 
= x[y, a] + [x, a]y 
= xd{y) + d{x)y 
Thus, d is a derivation which is called inner derivation of R associated with a and 
is generally denoted by /„. 
Remark 1.2.10. It is obvious to see that every inner derivation on a ring i? is a 
derivation. However, we can find derivations on rings which are not inner derivations. 
Example 1.2.4. Let i? = | ( ^ ^ j a, 6 G Z l be the ring of aU 2 x 2 matrices 
over Z, the ring of integers. Define a mapping d : R —> R as follows: 
Then it can be easily verified that d is a derivation but not an inner derivation on R. 
Remark 1.2.11. If d is a derivation on i? and r G Z{R), then d{r) e Z{R). 
Definition 1.2.16 (Jordan Derivation). An additive mapping d : R —)• R is 
called a Jordan derivation on R if d{x^) — d{x)x + xd{x) holds for all x G R. 
Remark 1.2.12. Clearly every derivation on a ring i? is a Jordan derivation. But 
converse need not be true in general. The following example demonstrates that the 
concept of Jordan derivation is a generalization of the concept of derivation. 
Example 1.2.5. Let i? be a 2-torsion free ring and a E: R such that xax = 0 for all 
X ^  R, but xay ^ 0, for some (x 7^  y) G i? . Define a map d : R —> R as follows: 
d{x) = ax. 
Then, it can be verified that d is a Jordan derivation but not a derivation. 
Definition 1.2.17 (Module). Let R be any ring, a non empty set M is said to 
be a left R-module if M is an additive abeUan group such that for every r E R and 
m E M, there exists an element rm G M subject to: 
(i) r{a + b) = ra + rb; 
(ii) r{sa) — (rs)a] 
(Hi) (r + s)a = ra + sa for all a, 6 G M and r,s E R. 
Similarly we define a right i2-module. 
§ 1.3 Near-Rings and Related Concepts 
This section deals with some preliminary concepts and simple properties of near-
rmgs. Near-fields were the first near-rings considered in the hterature. In the year 
1905, Dickson [53] changed the multipUcation in a field in order to get examples of 
one-sided distributive fields showing that the second distributive law does not follow 
firom the remaining axioms for a (skew-) field. In the year 1936, Zassenhaus [97] 
determined all finite near fields havmg order p", where p is prime and n G N. Ore 
[80], Furtwangler-Taussky [54] and Taussky [86] started axiomatic considerations 
in the thirties for what we now called near rings. The first ones to vise the name 
near-ring were Zassenhaus [97], Blackett [34] and P. Jordan [66]. 
Definition 1.3.1 (Near-Ring). A left near-ring iV is a triple {N,+,.) with two 
binary operations '+ ' and '.' such that if it satisfies the following axioms: 
(i) (N, +) is a group (not necessarily abeUan) 
(n) (AT,.) is a semigroup 
{in) N satisfies left distributive law i.e., 
a.{b + c) = a.b + a.c for all a,b,c E N. 
Analogously, if instead of {Hi) the right distributive law 
{my (a + b).c = a.c + b.c holds for all a, 6, c G AT, then N is said to be a right 
near-ring. 
Example 1.3.1. The most natural example of a near-ring is given by the set A^  of 
identity preserving maps of an additive group G (not necessarily abehan) into itself 
where the two operations are defined as: 
{f + g){x) = f{x) + g{x) 
{f.g){x) = f{g{x)) for aU / , 5 G AT and x G G. 
Then it can be easily seen that A^  is a right near-ring. 
Definition 1.3.2 (Zero Symmetric Near-Ring). A left ne£ir-ring is said to be 
zero symmetric if 0.x = 0 for all x G N. 
Remark 1.3.1. The theory of near-rings in general, runs completely parallel in 
both cases and so one can decide to use just one version. We shaU use left near-ring 
throughout and for simphcity call them as near-rings. Throughout this text, we 
shall denote a zero symmetric left near-ring by N, unless otherwise mentioned. For 
the sake of convenience, we shall call it as a near-ring. Moreover, the product of any 
two element a, 6 G A^  WLU denoted by ab instead of a.b. 
Definition 1.3.3 (Distributive Element). For a left near-ring (A ,^ +, .) , ii a e N 
and (x -f- y)a = xa + ya for all x, y G A^ , then a is a distributive element. (If (A ,^ +,.) 
is a right near-ring, then we would require a{x + y) — ax + ay.) 
Remark 1.3.2. For a left near-ring (A ,^ +, . ) , if 0 is the additive identity of (A, +), 
then aO = 0 and a{-b) = -{ab) for all a, 6 G A^. 
Remark 1.3.3. If d is distributive element of N then Od = 0 and {-x)d = -xd for 
aUxeR. 
Definition 1.3.4 (Distributively Generated Near-Ring). A near-ring N is 
called a distributively generated if N contains a miiltiplicative semi group S whose 
elements generates {N, +) and satisfies the following: 
(a + b)s = as + bs ioT all a,b E N and s G 5. 
Definition 1.3.5 (Near-Field). A (left) near-field is a near-ring (F,+, . ) where 
(F, -1-) is a group and (F* = F \ {0},.) is a group, and a{b + c) = afe -i- ac for all 
a,b,ce F. 
Definition 1.3.6 (Sub-Near-Ring). A near-ring (M, +,.) is a sub-near-ring of a 
near-ring (iV, -I-,.) if M C iV and '-I-' and '.' for M are restriction of '+ ' and '.' for 
N to M X M. 
Remark 1.3.4. If (AT, -I-,.) is a near-ring and (M, -I-,.) is a subgroup of (AT, +), then 
(M, -I-,.) is a sub-near-ring of (N, +,.) if and only ii a,b E M imphes that ab G M. 
Definition 1.3.7 (Near-Ring Homomorphism). Let (M, ©, *) and (AT,+,.) 
be near-rings. A mapping / : M —> N such that f(x ® y) = f{x) + f{y) and 
f{x *y) = f{x)f{y) for all x, y e M is a near-ring homomorphism. 
Definition 1.3.8 (Ideal). For a near-ring {N, +, .) , let (/, +) be a normal subgroup 
of (AT, -I-). Then / is said to be 
(z) a right ideal oi N ii (x + r)y - xy e I for each r G / and for aH x,y e N. 
(ii) a left ideal oi N ii xr e N for each r e I and x e N. 
(iii) an ideal if both («) and (ii) hold. 
Remark 1.3.5. The kernels of near-ring homomorphism £ire called ideal. 
Definition 1.3.9 (Prime Ideal). An ideal P oi N is a. prime ideal UUCP 
imphes / C P or J C F for all ideals / and J of N. 
Definition 1.3.10 (Multiplicative Center). The multiplicative center of a, near-
ring AT is defined to be 
Z{N) = {zeN I zx = xz for aR X e R}. 
Definition 1.3.11 (Additive Center). The additive center of a near-ring N is 
defined to be 
rj{N) = {zeN I z + X = X + z ioT a]l X e N}. 
Definition 1.3.12 (Commutators). For any x,y e N, the symbol {x,y), denotes 
the additive commutatorx + y-x-y while the symbol [x,y] stands for the multi-
plicative 
commutator xy — yx. 
Definition 1.3.13 (Prime Near-Ring). A near-ring iV is called a prime near-ring 
if for a, 6 G TV and aNh = (0) impHes that a = 0 or 6 = 0. 
Remark 1.3.6. Some authors also used term 3-prime near-ring instead of prime 
near-ring (For reference see [25], and [68]). 
Definition 1.3.14 (Semiprime Near-ring). A near-ring N is called a semiprime 
near-ring if (0) is a semiprime ideal. 
Definition 1.3.15 (Semigroup Ideal). A non-empty subset I oi N is said to be 
a semigroup ideal of TV, if IN C / and NI C / . 
Remark 1.3.7. If IN C / , then / is a semigroup right ideal of N and if NI C / , 
then / is a semigroup left ideal of TV. 
§ 1.4 Some Weil-Known Results 
In the present section, we give some weU-known results which will be used 
frequently in the subsequent chapters. 
Lemma 1.4.1. Let 72 be a prime ring of char R^2 and suppose that a,b e R such 
that arb -I- bra = 0 for all r G R. Then either a = 0 or 6 = 0. 
Proof. By assimiption, we have arb -I- 6ra = 0 for all r G R. Replace r by sat for 
all s, i G R, to get asatb -I- bsata = 0. But bsa = -asb and atb = -bta, thus we find 
that ~2asbta = 2asbta = 0 for all s,t G R. This imphes that 2aRbRa = (0). As 
char R^2,it follows that aRbRa = (0). Since R is prime, we find that a = 0 or 
6 = 0. 
Lemma 1.4.2. Let i? be a 2-torsion free ring. Then the following are equivalent: 
(i) Ris a, prime ring. 
(a) Let a,be R and axb + ftxa = 0 for all x G R. Then a = 0 or 6 = 0. 
{in) Let a,b e R and axa = bxb for all x G R. Then a = b or a = -b. 
Proof, (i) ^ (a). This follows from Lemma 1.4.1. 
{ii) => (i). Let (ii) holds. Suppose that axb = 0 for all a; G R. Then, 
{bxa)y{bxa) + {bxa)y{bxa) = 2{bxa)y{bxa) 
— 2bx{ayb)xa 
= 0. 
This impUes that bxa = 0 for all x G il (by (n)). Hence, axb+bxa = 0 for all x G R. 
Thus, a = 0 or 6 = 0 (by(M)), so we have axb = 0 for all x G R. Hence axb = 0 for 
all X G -R impUes that a = 0 or 6 = 0 which gives that R is prime. 
{ii) => {Hi). Suppose {ii) holds and let axa = bxb for all x G i?. Then we have 
(a - b)x{a + b) + {a + b)x{a - 6) = 0 for all x G i?, which yields that a - 6 = 0 or 
a + 6 = 0. This impUes a = 6 or a = -& and {Hi) is established. 
{Hi) =^ (ii) Let {Hi) holds and suppose that axb + bxa = 0, for all x G -R. Conse-
quently, {a—b)x{a—b) = {a+b)x{a+b), for all x G R. This imphes that a — b^a+b 
and a - 6 = — (a + 6). This impUes that 26 = 0 or 2a = 0. Since R is 2-torsion free, 
we have a = 0 or 6 = 0 which is {ii). 
Lemma 1.4.3. Let i2 be a 2-torsion free semiprime ring and a,b E R. Then the 
foUowing are equivalent: 
{i) axb = 0 for all X G i2. 
{ii) bxa = 0 for aU X G R. 
{Hi) axb + bxa = 0 for all x G i?. 
Proof, {i) => {ii). Suppose {i) holds. Then, we find that 
{bxa)y{bxa) = bx{ayb)xa 
— bxOxa (by {i)) 
= 0. 
Since R is semiprime, the last relation impUes that bxa = 0 for aU x G /2. 
{ii) => {i). Let {ii) holds. Then, 
{ayb)x{ayb) = ay{bxa)yb 
= ayOyb (by {ii)) 
= 0 
This impUes that ayb = 0 for aU j / G i?. 
{ii) =J> {Hi). Suppose {ii) holds. Then {i) also holds i.e., bxa = 0 for aU x G R. This 
impUes that axb = 0 for aU x G R. Hence axb + bxa = 0 for aU x G R, which is {Hi). 
{in) ^ (a). We have axb + 6xa = 0 for all x G R. Using this identity three times, 
{ayb)z{ayb) = -{bya)z{ayb) {by{m)) 
= —{byaza)yb 
= {ayazb)yb 
= —ay{bza)yb 
= -{ayb)z{ayb). 
This yields that, 2{ayb)z{ayb) = 0 i.e., {ayb)z(ayb) = 0 (as char R ^ 2) for all 
z E R. Thus, {ayb)R{ayb) = (0) and hence ayb = 0 for all y E R. 
Remark 1.4.1 Let Rhe a. semiprime ring, if axb = 0 for all a; G i?, then bxa = 0. 
Remark 1.4.2. If i? is a prime ring with no nonzero nilpotent elements then R has 
no zero divisor. 
Proof. Suppose that a,b E R such that ab = 0. Since (ba)^ — {ba)(ba) = b{ab)a — 0. 
Then by the given hypothesis ba — 0. However, if ah = 0, then {ab)x = 0. This im-
phes that a(b2;) = 0 for aU x G i? i.e., (6x)a = 0 for all a; G J? and hence bRa = (0). 
Since R is prime, either a = 0 or 6 = 0. Hence, R has no zero divisors. 
Remark 1.4.3 Let i? be a semiprime ring and aER such that a{ax - xa) = 0 for 
all a; G i?, then a G Z{K). 
Proof. If X and r E R, then a{a{xr) — {xr)a) = 0. This can be rewritten as 
a{xr) — {xr)a = {ax - xa)r + x{ar - ra) for aH x,r E R. 
Thus we get ax{ar - ra) = 0 for all x, r G i2 that is, aR{ar - ra) = (0) for all r G i?. 
But this gives {ar - ra)R{ar - ra) = (0). Since R is semiprime, we conclude that 
ar - ra = 0 for all r G i2 and hence, a E Z{R). 
Lemma 1.4.4. Let U a nonzero ideal of a prime ring R and d^^Q derivation on R. 
liaER such that ad{U) = (0), then a = 0. 
Proof. U a E R such that ad{U) = (0), then replacing U by UR we obtain 
ad{UR) = (0) = ad{U)R + aUd{R). This imphes aUd{R) = (0) or aURd{R) = (0). 
Smce R is prune and d is nonzero on R, we find that aU = (0) or aRU = (0). As 
U ^ {0), hence the primeness of R yields that a = 0. 
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Lemma 1.4.5. Let a and ab be in the center of a prime ring R. If b is not zero, 
then a G Z{R). 
Proof. 0 = [ab,r] = a[b,r] + [a,r]b = [a,r]b for all r G i?. By Lemma 1.4.4, 6 = 0 
or a G Z{R). Hence a must be in Z{R). 
Lemma 1.4.6. Let / be a nonzero right ideal in a prime ring R. If R admits a 
derivation d which is zero on / , then d is zero on R. 
Proof. If d{I) = (0), then (0) = d{IR) = d{I)R + Id{R) = Id{R). By Lemma 
L4.4, d must be zero since / is nonzero. 
Lemma 1.4.7. Let / be a nonzero left ideal in a prime ring R. If R admits a 
nonzero derivation d on R, then d is nonzero on / . 
Proof. Suppose on contrary that d{x) = 0 for all x G / . Replacing x by rx and 
using the fact that d{x) = 0, we obtain d{r)x = 0 for aU x G / and r E R and hence 
d{R)I = (0). Since R is prime £ind / a nonzero ideal of i?, the last relation yields 
that d{R) = (0). The proof of the lemma is complete. 
Remiark 1.4.4. Let i? be a prime ring. If R contains a nonzero conxmutative ideal, 
then R is commutative. 
Lemma 1.4.8. Let i? be a prime ring of characteristic not two and U a Lie ideal 
of R.liU^ Z{R) is a Lie ideal of R, then CR{U) = Z{R). 
Proof. We know that CR{U) is both a sub-ring and Lie ideal of R. Hence CR{U) 
cannot contain any nonzero ideal of R otherwise, U centralizes a nonzero ideal of 
R so it is in Z{R). Thus, we conclude that CR(U) C Z{R) and hence CR{U) = Z{R). 
Remiark 1.4.5. Let i? be a prime ring of characteristic not two and U a Lie ideal 
of R. liU <^ Z{R) is a Lie ideal of R, then there exists an ideal, M oi R such that 
[M,R] C U, but [M,R] % Z{R). 
Lemma 1.4.9. Let i? be a prime ring of characteristic not two and U a Lie ideal 
of R&ndU % Z{R) is a Lie ideal of i? and if allb = (0) then a = 0 or 6 = 0. 
Proof. By Remark 1.4.5, there exists an ideal M oi R such that [M,R] % Z{R) 
but [M,R] C U. liu e U, m e M amdy e R then [mau, y] G [M, R] C U, 
thus 0 = a[mau, y]b = a{ma, y]ub + ama[u, y]b = a{may - yma)ub — amayub, since 
a[u,y]b G aUb = (0). Thus aMaRUb = (0). If a ^^  0, since R is prune we obtain 
Ub = (0) \£, X e R,u e U then (ux - xu) G U, whence {ux - xu)b = 0, and so 
uxb = 0. In other words , uRb = (0), since U ^ (0), we get 6 = 0. 
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Lemma 1.4.10. Let i? be a 2-torsion free semiprime ring. Suppose that U ^ (0) 
is both a Lie ideal and a subring. Then, either U C Z{R) or U contains a nonzero 
ideal of R. 
Proof. Let U be non commutative as a ring. Then, there exist x,y EU such that 
xy -yx ^ 0. Thus for any r e R, x{yr) - {yr)x G U for all x, y G U. This impUes 
that y{xr — TX) + {xy — yx)r G C/ for all x, y G C/ and r E R. Since U is also a 
subring of R, y{xr — rx) G U. Hence, {xy — yx)R C U. This imphes that 
{{xy — yx)r)s — s{{xy — yx)r) G [/ for aU r, s G -R and x,y EU. 
But, as {xy — yx)rs G U, we find that s{xy — yx)r G U for all r, s G R. This implies 
that R{xy — yx)R C U and R{xy — yx)R is an ideal of R. If R{xy — yx)R ^ (0), 
then U has a nonzero ideal of R. If R{xy — yx)R — (0), then {{xy — yx)R)'^ = (0), 
a contradiction. 
On the other hand, suppose that U is commutative. For any a E U and r G 
-R, [a, r] G U. Since C/ is commutative, [a, [a, r]] = 0 for all r G R. Replacing r by 
rs, we find that 
0 = [a, [a,rs]] 
= a[a,rs] — [a,rs]a 
= a(r[a, s] + [a, r]s) — {r[a, s] + [a, r]s)a 
= {ar — ra)[a, s] + [a, r]{as — sa) 
= [a,r][a,s] + [a,r][a,s] 
= 2[a,r][a, s] for all r, s G R. 
Since R is 2-torsion free, we get 
[a, r] [a, s] = 0 for all r , s G i2. (1-4.1) 
Now, replace s by sr and use (1.4.1), to get 
0 = [a, r] [a, sr] 
= [a,r]{s[a,r] + [a,s]r) 
= [a,r]s[a,r] + [a,r][a,s]r 
= [a, r]s[a, r] for all r, s G R. 
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Therefore, ([a, r]Rf = (0) for all r e i?. Since R has no nonzero nilpotent ideal, 
the last expression yields that [a, r] = 0 for all r G i? and a e U. Thus, U C Z{R). 
Lemma 1.4.11. Let d be a derivation of a prime ring R and a be an element of R. 
If ad{x) = 0 for all X E R, then either a = 0 or d is zero. 
Proof. If ad{x) = 0 for all a; G R, replace x by xy. Then 
ad{xy) = 0 = ad{x)y + axd{y) imphes axd{y) — 0 for all x, y G i?. 
Since d{x) 7^  0 for all x G i2, the primeness of R yields that a = 0. 
In the year 1957, E. C. Posner [83] proved the following classical theorem: 
Theorem 1.4.1. Let Rhe a prime ring of char R^ 2 and di, ^2 derivations of R 
such that the iterate did2 is also a derivation, then at least one of di, ^2 is zero. 
Proof. Since did2 is a derivation, we have 
^1^2(06) = did2{a)b + adid2{b) for all a, 6 G R. 
However, di and ^2 are each derivations and hence, we find that 
did2{ab) = di{d2(ab)) 
= di{d2{a)b + ad2{b)) 
= did2{a)b + d2{a)di{b) + di(0)^2(6) + adid2(b) for all a, 6 G R. 
But did2{ab) = did2{a)b + ad\d2{b), so the last expression yields that 
da{a)di{b) + di(0)^2(6) = 0 for aU a, 6 G R. (1.4.2) 
Replace a by adi(c) in (1.4.2), to get 
d2{adi{c))di{b) + di{adi{c))d2{b) = 0 for aU a,b,ce R. 
This imphes that 
d2(a)di(c)rfi(6) + ad2di{c)di{b) + di(a)di(c)d2(b) + ad\d2{b) = 0. 
Now, a(d2(di(c))di(6) + di(di(c))d2(6)) = 0, since d2(rfi(c))di(6)+ di(di(c))d2(6)) = 
0, which is merely equation (1.4.2) with a replaced by di{c). Thus, we have 
d2{a)di{c)di{b) + di{a)di{c)d2{b) = 0 for all a,b,ce R. (1.4.3) 
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Again, replace a by c in (1.4.2) to get di{c)d2{b) = -^2(0)^1(6). Then (1.4.3) be-
comes d2{a)di{c)di{h)-di{a)d2{c)di{b) = 0 i.e., di on the right, we have {d2(a)di{c)-
di{a)d2{c)) di{b) = 0 for all a, 6, c G R. Lemma 1.4.11 is just what we need to tell 
us that 
d2(a)di(c) - di{a)d2{c) = 0 for all a, c G R, (1-4.4) 
imless di is zero. Now, replacing b by c in (1.4.2), we get 
d2(a)di{c) + di{a)d2ic) = 0 for aU a, c G R. (1.4.5) 
Adding (1.4.4) and (1.4.5), we obtain 2d2{a)di{c) = 0 for aU a,c G R. Since R is of 
characteristic different from two, so we have ^2(0)^1(0) = 0 for all a, c G R. Appli-
cation of Lemma 1.4.11 yields that di = 0 or else d2{a) = 0 for aU a G i? (replaciug 
^2(0) by a) i.e., either di = 0 or 0^2 = 0-
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CHAPTER-2 
ON LEFT DERIVATIONS IN RINGS 
§ 2.1 Introduction 
This chapter has been devoted to the study of left derivations in prime rings. 
Most of the results of this chapter are based on the work of Ashraf [7], Ashraf &; 
Rehman [15], Ashraf et al. [19], Bresar & Vukman [42] and Zaidi et al. [95]. 
In the year 1990, Bresar & Vukman [42] introduced the notion of a left derivation 
(resp. Jordan left derivation) as follows: An additive mapping d : R —> R is said 
to be a left derivation (resp. Jordan left derivation) if d{xy) = xd{y) + yd{x) (resp. 
d{x^) = 2xd{x)) holds for aH x,y G R. It is easy to see that every left derivation 
on a ring i? is a Jordan left derivation but the converse need not be true in general 
(see Example 2.2.1). Section 2.2 opens with the result due to BresEir &: Vukman [42, 
Theorem 1.2] which states that the existence of a nonzero Jordan left derivation on a 
prime ring R of characteristic different from 2 and 3 forces R to be commutative. It 
was also remarked that the notion of Jordan left derivations is some what different 
from left derivations. 
Further, in Sections 2.3 and 2.4, the result of the previous section has been 
extended to certain well behaved subsets of a prime ring R viz., Lie and Jordan 
ideals. In fact, it was shown that if U is a. Lie ideal of a 2-torsion free prime ring 
R and d : R —y i? is an additive mapping such that d{x^) = 2xd{x) holds for all 
xeU then either U C Z{R) or d{U) = (0). 
Let 5 be a non-empty subset of a ring R and d a derivation of R. If d{xy) = 
d{x)d{y) (resp. d{xy) = d{y)d{x)) holds for all x, y G 5, then we say that d acts 
as a homomorphism (resp. as an anti-homomorphism) on S. In a paper [29], Bell 
& Kappe initiated the study of derivations which act as homomorphisms or anti-
homomorphisms on certain well behaved subsets of the ring. In Section 2.5, a study 
of left {6,0)-derivation has been made which acts either as a homomorphism or as 
an anti-homomorphism on certain subsets of the ring R. 
§ 2.2 Left Derivations and Commutativity of Prime Rings 
A mapping / : R —^ R is said to be commuting on R if f{x)x = xf{x) holds 
for all x G R. Comparing Jordan left derivation with commuting mapping on a ring 
R, it turns out that the notion of Jordan left derivation is in a close connection with 
the commuting mapping on R. There has been considerable interest for conunuting 
mappings on prime rings. The fundamental result in this direction is due to Posner 
[83] which states that if a prime ring R admits a nonzero derivation that is commut-
ing on R, then R is commutative. Using rather weak hypotheses Bresar & Vukman 
[42] obtained a similar result for Jordan left derivation. 
Theorem 2.2.1. Let i? be a ring and X be a 2-torsion free and 3-torsion free 
left i?-module. Suppose that aRx = 0 with a €: R, x ^ X impUes that either 
a = 0 or X = 0. If there exists a nonzero Jordan left derivation d : R —> X, then E' 
is commutative. 
We begin with the following definitions due to Bresar &: Vukman [42]. 
> i? is called a left derivation if Definition 2.2.1. An additive mapping d : R 
d{xy) = xd{y) + yd{x) for all x, y G i2. 
Definition 2.2.2. An additive mapping d : R -
tion if d(x^) = 2xd(x) for all x G R. 
R is called a Jordan left deriva-
Remark 2.2.1. It is easy to see that every left derivation on a ring is a Jordan left 
derivation. However, in general, a Jordan left derivation need not be a left deriva-
tion. The following example justifies the fact. 
Example 2.2.1. Let 5 be a ring such that the square of each element in S 
is zero, but the product of some nonzero elements in 5 is nonzero. Next, let 
' /O a 6\ 
R=( 10 0 a a,beS 
\o 0 0/ 
•. Define a map d : R —>• R such that 
It is straightforward to check that rf is a Jordan left derivation but not a left deriva-
tion. 
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The following lemma is essential for developing the proof of the above theorem. 
Lemma 2.2.1. Let R he a ring and A" be a 2-torsion free left /^-module. If 
d : R —> X is a Jordan left derivation then for all a,b,cE R; 
(i) d{ab + ba) = 2ad{b) + 2bd{a), 
(ii) d{aba) = a^d{b) + 3abd{a) — bad{a), 
{in) d{abc + cba) = {ac + ca)d(b) + 3abd{c) + 3cbd{a) - bad{c) - bcd{a), 
(iv) {ab — ba)ad{a) = a{ab — ba)d{a), 
(u) {ab - ba){d{ab) - ad{b) - bd{a)) = 0. 
Proof, {i) Since d : R —> X is a Jordan left derivation, then 
d(a^) = 2ad{a) for all a e i2. 
Replacing a by a + b, we get 
d{{a + bY) = 2{a + b)d{a + b) 
= 2ad{a) + 2ad{b) + 2bd{a) + 2bd{b) for aU a, 6 G i2. (2.2.1) 
On the other hand, we have 
d((a + 6)2) = d(a2 + a6 + ba + 62) 
= 2ad{a) + d{ab + 6a) + 26d(6) for all a, 6 6 R. (2.2.2) 
Combming (2.2.1) and (2.2.2), we get 
d{ab -\-ba) = 2ad{b) + 26rf(a) for aU a, 6 G R. 
{ii) Linearizing (i), we have 
rf(a(a6 + 6a) + (a6 + 6a)a) = 2arf(a6 + 6a) + 2(a6 + 6a)d(a) 
= 2a(2ad(6) + 26d(a)) + 2a6d(a) + 26ad(a) 
= Aa^d{b) + 6a6d(a) + 26ad(a) for aU a, 6 G R. (2.2.3) 
On the other hand, we have 
d(a(a6 + 6a) + (a6 + 6a)a) = d{a% -\-aba-\- aba + ba^) 
= d{a% + b'^a) + 2d{aba) 
= 2a^d{b) + 46ad(a) + 2d(a6a) for all a,b e R. (2.2.4) 
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Combining (2.2.3) and (2.2.4), we get 
2d{aba) = 2{a^d{h) + Zabd{a) - bad{a)) for aU a, 6 G R. 
Since X is 2-torsion free, the last relation reduces to 
d{aba) — a^d{h) + 3a6d(a) - had{a) for all a, 6 € R. 
{in) Replacing a by a + c in part (ii), we get 
d{{a + c)h{a + c)) = (a + 0)^^(6) + 3(a + c)6d(a + c) - h{a + c)d(a + c) 
= (a^ + ac + ca + 0^)^(6) + 3abd{a) + 3abd{c) + 3cbd{a) 
+3cbd{c) — had{a) — bad{c) — bcd{a) - bcd{c) 
= a'^d{b) + 3abd{a) — bad{a) + {ac + ca)d{b) + 3abd{c) 
+3cbd{a) - bad{c) - bcd{a) + c'^d{b) + Scbd{c) - bcd{c) 
foraUa,6 ,c6 i2 . (2.2.5) 
On the other hand, we have 
d{{a + c)b{a + c)) = d{aba 4- abc + cba + cbc) 
= d{aba) + d{abc + cba) + d{cbc) for all a,b,ce R. (2.2.6) 
Combining (2.2.5), (2.2.6) and using (zi), we obtain 
d{abc + cba) = {ac + ca)d{b) + 3abd{c) + 3cbd{a) — bad{c) — bcd{a). 
{iv) Let W = d{ah{ah) + {ab)ba) and compute it ia two diflFerent ways. 
On the one hand, we have 
d{ab{ab) + {ab)ba) = {a{ab) + {ab)a)d{b) + 3abd{ab) + 3{ab)bd{a) - bad{ab) 
-b{ab)d{a) for all a, 6 G R. (2.2.7) 
On the other hand, W = d{{ab)^ + ab'^a), iising {i) and (n), we find 
rf((a6)2 + ab'^a) = 2{ab)d{ab) + a^d{9) + 3ab^d{a) - b'^ad{a) 
= 2{ab)d{ab) + 2a'^bd{b) + 3ab'^d{a)-b'^ad{a). (2.2.8) 
FVom (2.2.7) and (2.2.8), we have 
{ab - ba)d{ab) = a{ab - ba)d{b) + b{ab - ba)d{a) for all a, 6 G R. (2.2.9) 
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Replacing 6 by a + b in (2.2.9), we get 
(ab - ha)d{ah) + {ah - ba)d{a?) = a{ab - ba)d{a) + a{ab - ba)d{b) 
+b{ab — ba)d{a) + a{ab — ba)d{a). 
Application of (2.2.9) yields that 
2{ab — ba)ad{a) = 2a{ab — ba)d{a) for all a, & G R. 
Since X is 2-torsion free, the last expression forces that 
{ab — ba)ad{a) = a{ab — ba)d{a) for all a, 6 G R. 
{v) Replace a by a + 6 in {iv) to get 
{{a + b)b - b{a + b)){a + b)d{a + b) = {a + b){{a + b)b - b{a + b))d{a + b). 
Combining this relation with (2.2.9), we get 
{ab - ba){d{ab) - ad{b) - bd{a)) = 0 for all a, 6 G R. 
Proof of Theorem 2.2.1. The proof goes through the several steps: 
Step 1. If d{a) ^ 0 for some a E R, then {a{ax — xa) — {ax — xa)a)^ = 0 for 
all a: G i?. Let a G i l be a fixed element and let a; i->^  x' be a mapping defined by 
x' — ax — xa. Now the statement (it;) of Lemma 2.2.1 can be written in the form 
x"d{a) = 0 for all x e R. (2.2.10) 
Since the mapping x H4 x' is a derivation, we have {xy)" — x"y + 2x'y' + xy" and, 
from (2.2.10), it follows that {x"y+2x'y')d{a) = 0 hold for all pairs x,y e R. Replace 
y by {yz)' in the last relation to get 
{x"{yz)' + 2x'{yz)")d{a) = 0 for all x,y,ze R. 
Using (2.2.10), we get 
{x"y'z + x"yz')d{a) = 0 for all x, y, z G R. (2.2.11) 
Substituting z! for z in (2.2.11), we obtain x"y'z'd{a) = 0. Finally, using this relation 
in (2.2.11) where we replace y by y' we have that 
x"y"zd{a) = 0 for all x,y,zE R. (2.2.12) 
Since (2.2.12) holds for all 2; G i? we are forced to conclude that d{a) j^ 0 impUes 
x"y" = 0 for aU X, t/ G R. In particular, (x")^ = 0, that is, {a{ax-xa)-{ax~xa)ay = 
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OiovaHxeR. 
Step 2. If a^ = 0, then d{a) = 0. 
Now we shall compute W = d{a{xay + yax)a) m two different ways. Using Lemma 
2.2.1 (a), we have 
W = a'^d{xay+yax)+3a{xay+yax)d{a)-{xay+yax)ad{a) for ailx,y e R. (2.2.13) 
Since a^  = 0, we also have 0 = d(a^) = 2ad{a). We have assimaed that X is 2-torsion 
free and so ad{a) = 0. Hence (2.2.13) reduces to 
W = 3axayd{a) + 3ayaxd{a) for all x, y G R. (2.2.14) 
On the other hand, in view of Lemma 2.2.1 (iii), we have 
W = d{ax{aya) + {aya)xa) 
= {a^ya + aya^)d{x) + 3axd{aya) + 3ayaxd{a) — xad{aya) — xayad{a) 
= {a^ya + aya'^)d{x) + 3axa?d{y) + 9axayd{a) — 3axyad{a) + 3ayaxd{a) 
—xa^d{y) — 3xa?yd{a) + xayad{a) — xayad(a) 
= {a^ya + aya^)d{x) + 3ax{3ayd{a)) + 3ayaxd{a) — xa{3ayd{a)) — xayad{a) 
for all x, y G R. 
This impUes that 
W = 9axayd{a) + 3ayaxd{a) for aW x,y E R. (2.2.15) 
By comparing (2.2.14) and (2.2.15), we arrive at 6axayd(a) = 0 for all a;,y e R. 
Since X is 2-torsion free and 3-torsion free, we finally have axayd{a) = 0 for all x, y G 
R. Thus the primeness of R forces that either a = 0 or d{a) — 0. 
Step 3. Finally we show that R is commutative. 
Rrom Steps 1 and 2 it follows immediately that 
d{a{ax - xa) - {ax - xa)a) = 0 for all x G R. (2.2.16) 
In view of Lemma 2.2.1 (i) and (ii), we find that 
0 = d(a^x + xa^) - 2d{axa) 
= 2a^d{x) + 4xad{a) - 2{3axd{a) + a^d(x) - xad{a)) 
= 6(xa — ax)d{a) for all x G i?. 
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This implies that {xa - ax)d{a) = 0 for all x 6 R. But then for all x, y G /? we have 
0 = ((yx)a - a{yx))d(a) = y{xa - ax)d{a) + {ya - ay)xd{a) = {ya - ay)xd{a). i.e., 
[y,a\Rd{a) = (0). Since R is prime, the last expression yields that either d{a) = 0 
or [y, a] = 0. Now let A = {a G i? | d{a) = 0} and B = {a 6 i? | [y, a] = 0 for aU y € 
R}. Clearly, A and B are additive subgroups of R whose union is R. But a group 
cannot be written as a union of two of its proper subgroups and hence by Brauer's 
trick either R = A ox R = B. \i R = A, then d{a) = 0, a contradiction. Hence, the 
remaining possibihty that [j/,a] = 0 for all a,y G i? i.e., R is commutative. This 
completes the proof of the theorem. 
The corollary below is an immediate consequence of Theorem 2.2.1. 
Corollary 2.2.1. Let /? be a prime ring of characteristic different from 2 and 3. If 
R admits a nonzero Jordan left derivation d : R —> R, then R is commutative. 
The following example shows that in the hypothesis of Corollary 2.2.1, if we 
replace the prime ring by a semiprime ring, then R may not be commutative. 
Example 2.2.2. Let Ri be a non-commutative prime ring and R2 be a commutative 
prime ring that admits a nonzero derivation S : R2 —y i?2- Then R = Ri® R2 is a 
non-commutative semiprime ring and a mapping d : R —> R, d{ri,r2) — {0,5{r2)) 
is a nonzero Jordan left derivation. Note also that d is in fact a derivation that maps 
R into its center. 
This example leads us to the following question: Does every Jordan left deriva-
tion map R into Z{R)? 
In this direction, Bresar & Vukman [42] succeeded in establishing the following 
result. 
Theorem 2.2.2. Let Rhea ring, X be a left i2-module, and d : R —)• X he a left 
derivation. 
(i) Suppose that aRx = 0 with a e R, x e X impUes a = 0 or x = 0. If rf 7^  0 
then R is commutative. 
(n) Suppose that X = R is a semiprime ring. Then d is a derivation which maps 
R into its center. 
Proof. Consider d{aba), a,be R. On the one hand, we have 
d{a{ba)) = ad{ba) + bad{a) = abd{a) + a^d{b) + bad{a) for all a, 6 G R. 
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On the other hand, we find 
d{{ab)a) = a6d(a) + ad{ab) = abd{a) + a^d(6) + abd{a) for all a, 6 G R. 
Comparing the two expressions for d{aba) we arrive at (ab—ba)d{a) = 0 for aU a, 6 G 
R. Replace b by c6 in the last relation, we have 0 = {a{cb) - {cb)a)d{a) = (ac -
ca)bd{a) + c{ab - ba)d{a) = {ac - ca)bd{a). Thus 
{ac - ca)bd{a) = 0 for aU a,b,ce R. (2.2.17) 
{i) From (2.2.17) it follows immediately that for each a e R either a G Z{R) or 
d{a) = 0. But then, since Z{R) and Ker d^ {a e R\ d{a) = 0} are additive sub-
groups of R we have either R = Z{R) or R = Ker d. Thus, if rf ^^  0 then R = Z{R) 
and hence R is commutative. 
(u) Now let X = i? be a semiprime ring. A hnearization of (2.2.17) gives 
{ac — ca)bd{e) + (ec — ce)bd{a) = 0. Hence in view of (2.2.17), we have 
{{ac — ca)bd{e))x{{axi — ca)bd{e)) = —{ac —ca)bd{e)x{ec —ce)bd{a) 
— 0 for ail a, 6, c, e, x G R. 
Thus, the semiprimeness of R yields that {ac — ca)bd{e) = 0 for all a, 6, c, e G R. 
In particular, {ad{e) — d{e)a)b{ad{e) — d{e)a) = 0 which imphes ad{e) — d{e)a by 
the semiprimeness of R. That is, d{e) G Z{R) for every e ^ R. Consequently rf is a 
derivation. Hence, we get the required resiilt. 
Corollary 2.2.2. Let i? be a ring, A" be a left i2-module. li d : R —)• X be a Jor-
dan left derivation. Suppose that ax = 0 with a G i?, x e X imphes a = 0 or x = 0. 
If d 7^  0, then R is commutative. 
Proof. Prom Lemma 2.2.1 {v), we find that for each pair a,b E R either ab — 
ba or d{ab) = ad{b) + bd{a). Given a G i2, let Ga = {6 G i? | a6 = ba} and 
Ha = {b E R \ d{ab) = ad{b) + bd{a)}. We see that R is the union of its additive 
subgroups Ga and Ha. Hence R = Ga or R ^ Ha- In other words, R is the union of 
its subsets G = {a e R\ Ga = R} = Z{R) and H = {a e R\ Ha = R} = {a e R\ 
d{ab) = ad{b) + bd{a) for all & G i?}. Clearly G and H are additive subgroups of R, 
hence G = R or H = R. U G = R then R is conunutative. li H = R, then d is a 
left derivation and R is commutative by Theorem 2.2.2 {i). Thus, in any case R is 
commutative. 
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§ 2.3 Lie Ideals and Jordan Left Derivations in Prime Rings 
An additive mapping d : R —^ R is called a Jordan left derivation if d{x^) — 
2xd{x) holds for all X e R. It is easy to see that every left derivation is a Jordan left 
derivation. Thus, it is natural to question that: Whether every Jordan left deriva-
tion on a ring is a left derivation? Recently, Ashraf & Rehman [15] established that 
the answer to the above question is aflSruiative in the case when the underlying ring 
R is 2-torsion free and prime. In fact, the result which we refer to states as follows: 
Theorem 2.3.1. Let iZ be a 2-torsion free prime ring and let U he a, Lie ideal of 
R such that w^  e f/ for all tt G C/. If d : i2 —> Ris an additive mapping such that 
d{u'^) = 2ud{u) for all it G C/, then d{uv) = ud{v) + vd{u) for all w, u 6 U. 
In order to prove the above theorem we need the following lemmas. 
Lemma 2.3.1. Let i? be a 2-torsion free ring and let U he a. Lie ideal of R such 
that u^ E U ioT aH u E U. li d : R —>• R is an additive mapping satisfying 
d{u^) = 2yd{u) for all w G C/, then 
(i) d{uv + vu) = 2ud{v) + 2vd{u) for all w, u G C/. 
(a) d{uvu) = u^d{v) + 3uvd{u) — vud{u) for all u,v EU. 
(m) d{uvw+wvu) = {uw+wu)d{v)+3uvd{w)+3wvd{u) — vud{w) — vwd{u) for all 
u,v,w E U. 
(iv) [u, v]ud{u) = u[u, v]d{u) for all u, ?; G f/. 
(v) [u, v]{d(uv) — ud{v) — vd{u)) = 0 for all it, u G C/. 
Proof, (i) Since C/ is a Lie ideal of R such that w^  G t/ for all tt G C/, so uv-\-vu = 
{u + vf -V^-V'^EU for all u, u G U. Hence our hypothesis yields the requirec 
result. 
(ii), (m), {iv) and (u) are easily obtained in the way similar to that of Lemma 2.2.L 
Lemma 2.3.2. Let i2 be a 2-torsion free ring and let U he a Lie ideal of R such 
that M^  G f/ for all It G f/. If rf : i2 —y i l is an additive mapping satisfying 
d{u^) = 2ud{u) for all w G f/, then 
(i) [M, r;]rf([tt, v\) = 0 for all it, u G C/. 
(M) {U^V - 2uvu + vv?')d{v) = 0 for all u, u G U. 
Proof, (i) Prom Lemma 2.3.1 (i) and (v), we have 
d(uv + vu) = 2{ud{v) + vd{u)} and [u, v]{d{uv) - ud{v) - vd(u)) = 0. 
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Combining these two expressions we find that 
[it, v]{d{vu) - ud{v) - vd{u)) = 0 for all u, f € U. 
Further, combining of above expression and Lemma 2.3.1 (v) we obtain 
[w, u]d([ii, v]) = 0 for all w, u G U. 
(a) For any u,v e U, we have d{[u,vf) = 2[u,v]d{[u,v]). Now appUcation of (i), 
gives that 
d{[u, vf) = 0 for all M, u G U. (2.3.1) 
Since 2uv G U, replacing u by 2vu inuv + vu eU and uv — vu eU and adding the 
results so obtained we find that 4vuv G U for all u, v G U. Thus in view of Lemma 
2.3.1 (i), we have 
^d{u{vuv) + {vuv)u) = 8{ud{vuv) + vuvd{u)} for all u, v G U. 
This imphes that d{u{vuv) + {vuv)u) = 2{iui{vuv) + t;uud(ti)} for all u,v eU. Now 
appUcation of (2.3.1) yields that 
0 = d{[u,vf) 
= d{u{vuv) + {vuv)u) — d{uv^u) — d{yu^v) 
— 2{ud{vuv) + vuvd{u)) — u^d{v'^) — 3uv^d{u) 
+v'^ud{u) — v^d{v?) - 3vu^d{v) + v?vd{v) 
— —3{y?v — 2uvu + vv?)d{v) — {uv^ — 2vuv + v^u)d{u) for aU tt, u G U. 
Hence, we obtain 
(uv"^ - 2vuv + v^u)d{u) + S{u\ - 2uvu + vu^)d{v) = 0 for all u, w G U. (2.3.2) 
In view of Lemma 2.3.1 {iv), we have 
{u^v - 2uvu + vu^)d{u) = 0 for all w, u G U. (2.3.3) 
Replacing it by w +1; in (2.3.3), we find that 
{{u^v - 2uvu + vu^) - {v^u - 2vuv + uv'^)}{d{u) + d{v)) = 0 for all M, i; G U. 
Now using (2.3.3) in the above expression, we have 
{u^v - 2uvu + vu'^)d{v) - {v\ - 2vuv + uv^)d{u) = 0 for all u,v eU. (2.3.4) 
Combming (2.3.2) and (2.3.4), and using the fact that R is 2-torsion free, we obtain 
{v?v - 2uvu + vu'^)d{v) = 0. Thus in view of (2.3.4), we get the required restilt. 
Lemma 2.3.3. Let Rhe a. 2-torsion firee ring and let U he a Lie ideal of R such 
that u^ G £/ for all u G C/. If i2 admits a Jordan left derivation d : R —>• i?, then 
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(z) d{u^v) = u^div) + {uv + vu)d{u) + tul{[u, v]) for all w, v e f/. 
(ii) d{vu^) = u^d{v) + {3vu - uv)d{u) - iui{[u, v]) for all u, t; € U. 
Proof, (i) Since {uv + vu) = (it + u)^ - ti^ - v^, we find that uw + UM G f/ for all 
u,v e U and uv - vu € U and hence we get 2uti G U. Now, replace u by 2vu in 
Lemma 2.3.1 (i), and use the fact that char R^2,to get 
d{uvu + vu^) = 2{ud{uv) + t;it<i(u)) for all u, v G t/. (2.3.5) 
Again, replacing v by 2wu in Lemma 2.3.1 (i), we get 
d{v?v + ut;ti) = 2{ud{uv) + uvd(u)) for all w, -y G C/. (2.3.6) 
Now, subtracting (2.3.5) from (2.3.6) we find that 
d{u'^v - vu^) = 2{ud{[u, v]) + [M, u]rf(M)) for aU M, w G U. (2.3.7) 
Replacing w by M^ ta Lemma 2.3.1 (i), we have 
^(ti^t; + vu^) = 2{u^d{v) + 2vud{u)) for aU «, u G f/. (2.3.8) 
Hence, adding (2.3.7) and (2.3.8) and using the fact that char i? 7^  2, we obtain 
d{u^v) = u^div) + {uv + vu)d{u) + ud{[u, v]) for all w, u G C/. 
(n) Subtracting (2.3.7) firom (2.3.8), we find that 
2d{vu^) = 2{u^d{v) + {Zvu - uv)d{u) - urf([u, v])) for aU 
Since i? is 2-torsion free, the last relation gives that 
d{vu^) = u^d{v) + {Zvu — uv)d{u) — vui{[u, v\) for all u, u G U. 
Now, we are well set to prove the above theorem. 
Proof of Theorem 2.3.1. If C/ is a commutative Lie ideal of R, then by using 
the same arguments as used in the proof of Lemma 1.4.10, U C Z{R). Hence using 
Lemma 2.3.1 (z), we find that 2d{uv) = 2{ud{v) + vd{u)}. But since char i? / 2, we 
find that d{uv) = ud{v) + vd{u) for all w, u G f/. Hence onward we shall assume that 
t/ is a non-commutative Lie ideal of R i.e., U % Z{R). 
Now, by Lenuna 2.3.1 (it;), we have 
{u^v - 2uvu + vu^)d{u) = 0 for all u, u G f/. (2.3.9) 
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Replacing u by [wi,w] in (2.3.9), we get 
{[uiM^v)d{[u^M) - 2([ui,«)lt;[ui,iu])d([ui,'«;]) + {v[u^,wf)d{[u^M) = 0 ^ r aU 
w, u, ui, w; G C/. Now, application of Lemma 2.3.2 (i), yields that [ui,wfUd{[ui,w\) = 
0 for all ui,w G f/. Hence by Lemma 1.4.9 either [u^wf = 0 or d{\ui,w\) = 0. If 
for some Ui, w G f/, d([iti, tw]) = 0 i.e., d{uiw) = d{wui), then by using Lenuna 2.3.1 
(i) and the fact that char R ^ 2, we get d(uiw) = Uid{w) + wd{ui). On the other 
hand let [ui,wf = 0, for some Ui,w eU.By Lemma 2.3.2 (ii), we get 
{u'^v - 2uvu + vu'^)d{v) = 0 for aU w, i; G U. (2.3.10) 
Replacing v by [ui,w] in (2.3.10), we get 
(u^[ui,w])d([ui, w]) - 2{u[ui,w]u)d{[ui, w]) + {[ui,w]u^)d([ui, w]) = 0 for all M G U. 
Again apply Lemma 2.3.2 (i), to get 
{[uuw]u'^)d{[uuw]) - 2{u[uuw]u)d{[ui,w]) = 0 for aU M G U. (2.3.11) 
Linearizing (2.3.11) on u and using (2.3.10), we have 
{[ui,w]uv)d{[ui,w]) + {[ui,w]vu)d([ui,w]) - 2{{u[ui,'w]v) 
+{v[uuw]u)}d{[ui,w]) = 0 for all it,'y G [/. (2.3.12) 
Replace u by 2uvi in (2.3.12) and use the fact that R is 2-torsion free, to get 
{[ui,w]uviv)d{[ui,w]) + {[ui,w]vuvi)d{[ui,w]) — 2{{uvi[ui,w]v) 
+{v[ui,w]uvi)}d{[ui,w]) = 0 for all u,v,Vi G U. 
Further, replacing Vi by [ui,w] in the above expression and applying Lemma 2.3.2 (i) 
together with the fact that [ui, w^ = 0, we find that ([ui, i(;]u[wi, w])vd{[ui,w]) = 0 
i.e., {[ui,w]u[ui,w])Ud{[ui,w]) = (0) for all u G U. Thus by Lemma 1.4.9 either 
d{[ui,w]) = 0 or [iii,u;]w[Mi,iy] = 0. If d{[ui,w]) = 0, then using the similar argu-
ments as above we get the required result. On the other hand if [ui,M;]W[WI, w] = 0 
for all w G f/, then again by Lemma 1.4.9 we have [ui,w] = 0. Further, application 
of Lemma 2.3.1 (i) yields that 2d{uiw) = 2{uid{w) + wd{ui)} and hence d{uiw) = 
Uid{w) + wd{ui). Hence in both the cases we find that d{uv) •= ud{v) + vd{u) for all 
u,v GU. This completes the proof of the theorem. 
Corollary 2.3.1. Let Rhea 2-torsion free prime ring and d : R —> Rhe a Jordan 
left derivation. Then, d is a left derivation. 
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The following example shows that the conclusion of Theorem 2.3.1 need not be 
true in the case of arbitrary rings. 
Example 2.3.1. Consider the rings S and R, as in Example 2.2.1, and de-
fine maps d : R —> R in sunilar maimer. Then, it can be easily seen that 
d{r^) = rd{r) = rd{s) = 0 for all r, s G i? but d{rs) / 0 for some nonzero ele-
ments r, s G -R. 
We close this section with the following result due to Ashraf et al. [19]. 
Theorem 2.3.2. Let il be a 2-torsion free prime ring and U he & Lie ideal of R 
such that u^ e U for aRu e U.If d : R —> i? is an additive mapping such that 
d{u^) = 2ud{u) for aU u G U, then either U C Z{R) or d{U) = (0). 
Proof. Suppose that on the contrary U % Z{R). By Lemma 2.3.1 (iv) we have 
(u^v - 2uvu + vu^)d{u) = 0 for aU M, w G U. (2.3.13) 
Replacing u by [u,w] in (2.3.13), we get 
[u, w\'^vd{[u, w]) - 2[u, w]v[u, w]d{[u, w]) + v[u, w]'^d{[u, w]) = 0 for all u,v,'w e U. 
Now, apphcation of Lemma 2.3.2 (i) yields that [u,w]'^Ud{[u,w]) = (0). Hence by 
Lemma 1.4.9 either [u, w]'^ = 0 or d{[u, w]) = 0. If [u, w]'^ = 0 for all M, w G U, then 
linearizing the above relation on ty, we get 
[u, w] [u, v] + [u, v] [u, w] =0 for aii.u,v,w eU. (2.3.14) 
For any u,v E U, uv + vu = (u + vf — u^ — v"^ e U and uv — vu E U and hence 
2vu G U. Replacing v by 2vu in (2.3.14) and since char R^2,we find that 
[u, w][u, v]u + [u, v]u[u, w] = 0 for aU u,v,w E U, 
and hence by apphcation of (2.3.14), we obtain [u, v] [u, [u, w]] — 0. Now, replace v by 
2 ^ 1 , to get [u, v]vi[u, [w, w]] = 0 for all w, u, t;i, ly G U, that is, [u, v]U[u, [u, w]] = (0). 
Thus by Lemma 1.4.9, we find that for each u EU, either [u, D] = 0 or [u, [u, w]] = 0. 
If [w, [u, tw]] = 0 for all lu G C/, then replacing w by 2vw, we get [w, u][w, ty] = 
0 for all u,«; G U. Again replace w by 2wv, to get [u, v]w[u, v] = 0 for a.\lv,wE U, 
that is, [u, v]U[u, v] = (0) for all i; G C/ and hence by Lemma 1.4.9, we get [it, v] = 0. 
Thus, in both the cases we find that [u,v] = 0. Therefore, U is a. commutative 
Lie ideal of R and hence by using the same arguments as used in the proof of 
Lemma 1.4.10, U C Z{R), a contradiction. Hence, we consider the case d([u,w]) = 
0 for all w, w G U. So, we have 
2d{{wu)u) = d({wu}u + u{wu)) 
= 2{v?d{w) + uwd{u) + wud{u)}. 
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Since i? is a 2-torsion free, we obtain 
ddwuju) = v?d{w) + uwd{u) + wud{u) for all w, w G U. (2.3.15) 
Using Lemma 2.3.3 {ii) and (2.3.15), we get 
[M, w\d{u) = 0 for aU u, iw e U. (2.3.16) 
Now, replacing w by 2wv in (2.3.16) and since char R^2,we get [u,w]vd{u) = 0, 
that is, [u,w]Ud{u) = (0). Thus by Lemma 1.4.9, we find that for each u e U, either 
[w, tu] = 0 or d{u) — 0. If [u, w] = 0, then by using the similar arguments as above we 
get U C Z{R), again a contradiction. Hence the remaining possibility that d{u) — 0 
that is, d{U) = (0). This completes the proof of the theorem. 
§ 2.4 Jordan Ideals and Left {$, 0)-Derivations in Prime Rings 
Jacobson [63] in his classical work "Structinre of rings" has given a passing 
reference of (si,S2)-derivation which was later more commonly referred as {(T,T)-
derivation or (a, /3)-derivation by some authors and (9,0)-derivation by others like 
Argac et al. [6], Bresar k Vukman [41], Chang [46], to mention a few. Let 6 and 
(f> be endomorphisms of R. An additive mapping d : R —> R is called a {6, (j))-
derivation (resp. Jordan {6, (/))-derivation) on J? if d{xy) — d{x)6{y) + (f){x)d{y) 
(resp. d{x^) = d{x)9{x) + 4>{x)d{x)) holds for all x, r/ G R. 
Motivated by the definition of {6,0)-derivation, Zaidi et al. [95] introduce the 
notion of left {6, ^)-derivation as follows: 
Definition 2.4.1. An additive mapping d : R —> R is called a left {6,(j)y 
derivation (resp. Jordan left {6, (f))-derivation) if d{xy) — 6{x)d{y) + <j){y)d{x) (resp. 
d{x^) = e{x)d{x) + (t>{x)d{x)) holds for aU x, y G i?. 
Remark 2.4.1. Clearly for /« , the identity map on R, every left (7^, /H)-derivation 
(resp. Jordan left (/R, /fi)-derivation) is a left derivation (resp. Jordan left deriva-
tion) on R. 
In the year 2003, Zaidi et al. [95] generalized Theorem 2.3.2 for Jordan left 
{6, ^)-derivation which acts on a Jordan ideal of the ring as follows: 
Theorem 2.4.1. Let i2 be a 2-torsion free prime ring and let J be a Jordan ideal 
and a subring of i?. If 0 is an automorphism of R and d : R —>^  i? is an additive map-
pmg satisfying ^(w^) = 2e{u)d(u) for all w G J, then either J C Z{R) or d(J) = (0). 
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We begin with the following lemmas which are essential in developing the proof 
of the above theorem. 
Lemma 2.4.1 ([41, Lemma 4]). Let G and H be additive groups and let R be 
a 2-torsion free ring. Let f : G x G —> H and g : G x G —)• R he biadditive 
mappings. Suppose that for each pair a,b e G either /(a,6) = 0 or g{a,hf = 0. In 
this case, either / = 0 or g{a, hf = 0 for all a, 6 G G. 
If J is assmned to be a Jordan ideal and a subring of R, then using similar 
techniques as used in the proof of Lemma 2.2.1, one can easily obtain the following 
lemma. 
Lemma 2.4.2. Let i2 be a 2-torsion free ring, let J be a Jordan ideal and a subring 
of i2. If ^ is £in endomorphism of R and d : R —> i? is an additive mapping satisfying 
d{u^) = 2e{u)d{u) for all u G J, then 
(i) d{uv + vu) = 2d{u)d{v) + 2e{v)d{u) for all u, u G J, 
(n) d(uvu) = e{u^)d{v) + Se{u)e{v)d{u) - e{v)e{u)d{u) for aU u, u G J, 
(m) d{uvw+wvu) = {e{u)e{w)+e{w)e{u))d{v)+3e{u)e{v)d{w)+3e{w)e{v)d{u)-
9{v)e{u)d{w) - d{v)6{w)d{u) for aU «, -y, w G J, 
{iv) [d{u), 6{v)\e{u)d{u) = e{u)[e{u), 6{v)\d{u) for all w, v G J, 
{v) [e{u), e{v)\{d{uv) - e{u)d{v) - e{v)d{u)) = O for all u,veJ. 
The proof of the following lemma rims on the same hues with the necessary 
variations as those employed in the proof of Lemma 2.3.2. 
Lemma 2.4.3. Let i? be a 2-torsion free ring, J a Jordan ideal and a subring of 
il. If ^ is an endomorphism of R and d : R —> R is an additive mapping satisfying 
d{u^) = 2e{u)d{u) for all it G J, then 
{i) [e{u), 6{v)]d{[u, v]) = 0 for aU tt, i; G J, 
(u) {e{u^)e{v) - 2e{u)6{v)e{u) + e{v)e{v?))d{v) = O for aU «, ?; G J. 
Lemma 2.4.4. liRisa rmg and J a nonzero Jordan ideal of R, then 2[R,R]J C J 
and 2J[R, R] C J. 
Proof. Letx,y G Ra.ndu G J. Thenuo[x,y]-{uox)oy+{uoy)ox G J. This implies 
that uxy - uyx + xyu - yxu - uxy - xuy - yux - yxu •\- uyx -f yux -\- xuy -f xyu G J 
and hence 2[x, y\u G J for aU x, y G i? and M G J, that is, 2[R, R]J C J. 
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Similarly, it is easy to see that 2u[x, y] = {u o y) o x - u o [x,y] - {u o x) o y e 
J for all X, y G J? and w G J, and hence 2J[R, R] C J. 
Lemma 2.4.5. Let i2 be a prime ring and J a nonzero Jordan ideal oi R.U ae R 
and aJ = (0) (or Ja = (0)). Then a = 0. 
Proof. Since J is a Jordan ideal of R, u o x G J for all x e R and u e J. 
By hypotheses, we have a{u o x) = 0 for aR x E R,u e J, and hence we get 
axu = 0 ioT aH X E R,u e J, that is, aRJ = (0). Since J is a nonzero Jordan ideal 
and R is prime, the above relation yields that a = 0. 
If J a — (0), then using similar argiunents with necessary variations, we get the 
required result. 
Lemma 2.4.6. Let i? be a 2-torsion free prime ring and J a nonzero Jordan ideal 
of R. If aJb = (0), then a = 0 or b = 0. 
Proof. By Lemma 2.4.4, we find that 2[R,R]J C. J. Thus, for any x,y E R and u E 
J, we have 2a[x,y]ub = 0. This impUes that 
a[x,y]ub = 0 for all x, y G i?, u E J. (2-4.1) 
Replacing y by ya in the above expression, we get a[x, ya]ub = 0 for all x, y E 
R and u E J OT ay[x, a]iih+a[x, y]aub = 0 for all x, y G i? and u E J. Now, using the 
fact that aJb = (0), we find that ay[x, a]ub = 0 for all x, y G i? and u E J and hence 
aR[x,a\iih = (0). Thus, pruneness of R forces that either a = 0 or [x,a]it6 = 0. If 
[x, a]u6 = 0 for all X G i2, tt G J, then by our hypotheses we have axub = 0 for all x G 
R,u E J, that is, aRub = (0). Again, primeness of R gives that either a = 0 or ub = 0. 
If w6 = 0 for all u E J, then by Lemma 2.4.5, we get 6 = 0 
Lemma 2.4.7. Let i2 be a 2-torsion free prime ring and J a nonzero Jordan ideal 
of i?. If J is a commutative Jordan ideal, then J C Z{R). 
Proof. By Lemma 2.4.4, we have 2[i?, R\J C J. Thus, for any x,y E R and u,v E J, 
we find that [2[x,y]u,i»] = 0 and hence 2[[x,y],t;]u + 2[x,y][w,u] = 0 for all x,y G 
R and u,v E J. By hypotheses,we obtain [[x, y],v]u = 0 for all x, y G i? and u,v E J. 
Using Lemma 2.4.5, we get [[x,y],t;] = 0 for all x,y G i? and v E J. Now, re-
place y by xy to get [x,v][x,y] = 0 for all x,y G i? and v E J. Further replac-
ing y by yv, we have [x, v]y[x, v] = 0 for all x, y G R and v E J. This imphes 
that [x, v]R[x, v] = (0) for all x G i?, v E J. Now, primeness of R forces that 
V E Z{R) for aHvEJ. Hence, J C Z{R). 
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Lemma 2.4.8. Let Rhe a. 2-torsioii free prime ring and let J be a Jordan ideal 
and a subring of R such that [u, vf - 0 for all u,v ^ J. Then J is conunutative and 
hence central. 
Proof. By hypothesis, we have [u, v]"^ = 0 for all u, u G J. On Unearizing, we get 
[w, u][u,i(;] + [u,«;][it,u] = 0 for all u, u, iw G J. Replacing v hy vu m the above 
expression and usmg it, we obtain [ii,t;][M, [tt,w]] = 0 for all u,v,w e J. Again, 
replacing v by vvi in latter relation, we find that [u,v]vi[it, [M,W;]] = 0, that is, 
[u,?;]J[ti, [u,w]] = (0) for all u,v,w € J. Thus by Lenuna 2.4.6, we have for each 
u G J either [u, u] = 0 or [u, [u, w]] = 0 for all u, w G J. If [u, [u, w]] = 0 for all w G J, 
then on replacing w by wv, we get [w, «;][u, v] = 0 for all u,w; G J. Again, replac-
ing V by vw, we have [u, ti;]f [w, iw] = 0 for aU u, to G J and hence [tt, u;]J[u, w] = 
(0) for all w G J. Agadn, by Lemma 2.4.6, we obtain [u,w] = 0. Thus in both cases 
we find that [u, w] = 0 for aH u,w G J. Thus J is commutative, and by Lemma 
2.4.7, J is central, that is, J C Z{R). 
Lemma 2.4.9. Let i? be a 2-torsion free ring, J a Jordan ideal and a subring of 
R.IidiR —y i l is an additive mapping satisfying d(ti^) = 29{u)d{u) for all u G J, 
then 
(i) d{u'^v) = e{u'^)d{v) + {e(u)e(v) + e{v)e{u))d{v) + e(u)d{[u, v]) for all w, i; G J, 
{ii) divu"^) = e{u'^)d{v) + {39{v)e{u) -e{u)e{v))d{u) -e{u)d{[u, v]) for aU u, y G J. 
Proof, (i) Replacing v by vu and uv in Lemma 2.4.2 (z), we find that 
d{uvu + vu^) = 2{e{u)d{vu) + e{v)e{u)d{u)) for aU ti, w G J, (2.4.2) 
d{v?v + uvu) = 2{e(u)d(uv) + e{u)e{v)d{u)) for aU it, -y G J. (2.4.3) 
Now, subtracting (2.4.2) from (2.4.3), we get 
diu^v - vu^) = 2{e{u)d{[u, v]) + [e{u), e(v)]d{u)) for all w, u G J. (2.4.4) 
Replacing u by u^ in Lemma 2.4.2 (i), we have 
d{u% + vu^) = 26{u^)d{v) + 2e{v)d{v?) 
= 2e{u^)d{v) + W{v)e{u)d{u) for aU w, u G J. (2.4.5) 
Hence adding (2.4.4), (2.4.5) and using the fact that char i? ^ 2, we obtain 
d{u\) = e{u^)d{v)^e{u)e{v)^e{v)6{u))d{u)+e{u)d{[u,v]) for aUu,?; G J. (2.4.6) 
{a) As m the proof of the case (i), subtractmg (2.4.4) from (2.4.5), we find that 
d{vu^) = e{u')d{v) + {Ze{v)e{u) - e{u)d{y))d{u) - e{u)d{[u,v]) for aU t/,^; G J. 
(2.4.7) 
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Now, we are equipped well to prove our theorem. 
Proof of Theorem 2.4 1- Suppose that J ^ Z{R). By Lemma 2.4.2 (iv), we 
have 
[eiu),e{v)]9{u)d{u) = e{u)[e{u\6{v)]d{u) for aMu,veJ. (2.4.8) 
This impUes that 
{9iu'^)0{v) - 20iu)e{v)e{u) + d{v)6{v?))d{u) = 0 for all w, u G J. (2.4.9) 
Replacing u by [u,w] in (2.4.9), we get 
e{\u, wf)e{v)d{[u, w\) - 20(K w])d{v)e{[u, w])d{\u, w]) 
+ 6{v)d{[u, wf)d{\u, w\) = 0 for aU M, w G J. (2.4.10) 
Now, appUcation of Lemma 2.4.3 (i) jdelds that d{[u, w]^)6{v)d{[u, w\) = (0) for all u 
v,w E J. Since 0 is an automorphism of R, the latter expression gives 
[u,w]'JO-\di[u,w])) = {0). 
Hence, by Lemma 2.4.6, we find that for each pair u,w G J, either [«, w]^ = 
0 or 0''^{d{[u,w\)) = (0). Note that the mappings {u,w) ^^ [u,w] and {u,w) »-> 
6~^{d{[u,w])) satisfy the requirements of Lemma 2.4.1. Hence, either [w, w]^ = 0 for 
all u,iu G J or 0~^{d{[u,w])) = 0 for all TX,t(; G J. If [u,w]'^ = 0 for all u,«; G J, 
then by appUcation of Lemma 2.4.8, J is commutative and hence central, that is, 
J C Z{R), a contradiction. Now, we consider the case 9~^{d{[u, w])) = 0, then 
d{[u, w]) = 0 that is, d{uw) = d{wu) for all w, u; G J. In view of Lemma 2.4.2 (i), we 
have 
2d{{wu)u) = d{{wu)u + u{wu)) 
= 26{w)e{u)d{u) + 2e(u)d{wu + uw) 
= 2{e{u'^)d{w) + e{u)e{w)d{u) 
+e(w)e{u)d{u)} for all w, w G J. (2.4.11) 
Since R is 2-torsion free, we get d{{'um)u) = 6{u^)d{w)+9(u)9{w)d{u)+6{w)6{u)d(u) 
for all u, w; G J. By Lemma 2.4.9 [ii), we obtain [6{u), ${w)]d{u) = 0 for all u, w G J. 
Replacing w by wu in the latter expression, we get [9{u), 9{w)]6{v)d{u) = 0, that is, 
[u,w]J9^^{d{u)) = (0). Thus, by Lemma 2.4.6, we find that for each u e J either 
[u,w\ = 0 or 9~^(d{u)) = 0. Since 0 is an automorphism, we have either [u,w] = 0 
or d{u) = 0 for all ly G J. Now let Ji = {u E J \ [u,w] = 0 for all w G J } and 
J2 = {w G J I d{u) = 0}. Clearly, Jj and J2 are additive subgroups of J whose union 
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is J. Hence, by Brauer's trick, either J = Ji or J = J2. If J = Ji , then [u,w] = 0 
for all u,w G J, that is, J is commutative, and hence by Lemma 2.4.7, J C Z{R), 
again a contradiction. Hence, we have the remaining possibiUty that d{u) ^ 0 for 
all u G J, that is, d{J) = (0). This completes the proof of the theorem. 
Remark 2.4.2. In the hypotheses of the above theorem, if we assume only that 
J is a subring of R, then neither J is central nor d{J) = (0). This is shown by the 
following example. 
Example 2.4.1. Let 5 be a ring such that the square of each element in S is 
zero, but the product of some elements in S is nonzero. Further, suppose that 
^ " { ( 0 0 ) ^^y^^\- Consider • ^ = { ( 0 o ) l ^ ^ ' ^ } ' *^^" "^  '^ ^ ^^^ 
ring of R. Define mappings d : R —">• R and 6 : R —y R as follows: 
,f X y \ f 0 y \ ( X y \ { X -y 
n 0 0 j = l 0 0 J' ^l 0 0 j - l 0 0 
It is easy to verify that d is a Jordan left {6, ^)-derivation, but neither J C Z{R) 
nor d{J) = (0). 
Corollary 2.4.1. Let i? be a 2-torsion free prime ring. If rf : i? —>^  i? is a nonzero 
additive mapping satisfying d(x^) = 2xd{x) for all x G -R, then R is conunutative. 
The following example demonstrates that the above corollary is not true for 
arbitrary rings. 
Example 2.4.2. Let 5" be a ring such that the square of each element in 5" is zero, 
but the product of some nonzero elements in 5 is nonzero. Further, suppose that 
x,y E S\ . Define mappings d : R —> R and 9 : R —> R as 
follows: 
Then, with J = /?, it can be easily seen that d{x'^) = 26{x)d{x) for all x e R, but 
R is not commutative. 
Conjecture A. Let i? be a 2-torsion free prime ring and let [/ be a Lie ideal of R 
such that w^  G C/ for all w G f/. Suppose that 6 and 0 are automorphisms of R. U d : 
R —y i? is an additive mapping such that d{y?) = 6{u)d{u)+(l){u)d{u) for all w G C/, 
then d{uv) = 9{u)d(v) + (f)(v)d{u) for all u, u G U. 
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§ 2.5 Left Derivations acts as a Homomorphism or as an 
Anti-homomorphism 
Derivation which acts as an endomorphism or as an anti-endomorphism of a 
ring R may behave as such on certain subsets of R, for example, any derivation d 
behaves as the zero endomorphism on the subring C consisting of all constants (i.e., 
elements x for which d(x) = 0). In fact, in a semiprime ring R, d may behave as 
an endomorphism on a proper ideal of R. As an example of such R and d, let S 
be any semiprime ring with a nonzero derivation di, take R = S ® S and define 
d by d((ri, T2)) = (di(ri),0). However, in case of prime rings Bell & Kappe [29] 
established that if / is a nonzero right ideal of a prime ring R and d : R —>^  i? is a 
derivation of R such that d acts as a homomorphism or as an anti-homomorphism 
on / , then d = 0 on i2. This result was extended by Ashraf et al. [21] for {6,4>)-
derivation as foUows: 
Theorem 2.5.1. Let /2 be a prime ring, / a nonzero right ideal of R and let d,(f) 
be automorphisms of R. Suppose that d : R —> Ris a, {6,0)-derivation of R. 
(i) If d acts as a homomorphism on / , then d = 0 on R. 
(a) If d £icts as an anti-homomorphism on I, then d = 0 on R. 
The above result of Bell & Kappe [29] was further generalized by Zaidi et al. 
[95] in the setting of left {9, ^)-derivation as follows: 
Theorem 2.5.2. Let i2 be a 2-torsion free prime ring and J a nonzero Jordan ideal 
and a subring of R. Suppose that ^ is an automorphism of R and d : R —^ R is a 
left (6, ^ )-derivation of R. 
(i) If d acts as a homomorphism on J, then d—0 on R. 
{ii) If d acts as an anti-homomorphism on J, then d = 0 on R. 
Proof, (i) By our hypotheses, we have 
d{u)d{v) = d{uv) = e{u)d{v) -h e{v)d{u) for all tx, u e J. (2.5.1) 
Replacing u by wu in (2.5.1), we find that 
d{uv)d{v) = 6{uv)d{v) + e{v)d{uv) for all tx, u G J. (2.5.2) 
Now, apphcation of (2.5.1) yields that e(u)d(v)d{v) = d{uv)d{v) for all u,v G J. 
This imphes that 
e{u){d{v) - e(v))d{v) = 0 for aU M, i; G J. (2.5.3) 
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Thus, e{J){d{v) - e{v))d{v) = (0) for all t; 6 J. Since 0 is an automorphism and 
J is a nonzero Jordan ideal of R, 6{J) is also a nonzero Jordan ideal of R. Ap-
plication of Lemma 2.4.6 yields that {d{v) - 6(v))d{v) = 0 for all u G J and 
hence d{v'^) = 6{v)d{v) for all u G J. Since d is a left {6, ^)-derivation, we have 
0{v)d{v) = 0 for all V G J- On Unearizing the latter relation, we find that 
e{v)d{u) + d{u)d{v) = 0 for all w, u G J. (2.5.4) 
Again, replacing it by vw in (2.5.4), we get 6{v)9{u)d{v) = 0 for all tt, w G J, that 
is, vJ6~^{d{v)) = (0) for all •?; G J. AppUcation of Lemma 2.4.6 yields that ei-
ther V = 0 or e-^{d{v)) = 0. But V = 0 also yields that e-^{d{v)) = 0, that is, 
d{v) = 0 for all u G J. Further, replace u by u o r to get 26{v)d{r) = 0 for all v G 
J and r ^ R. Since R is 2-torsion free and 9{J) is a nonzero Jordan ideal of R, and 
hence 0{J)d{r) = (0) for aU r G R. By Lemma 2.4.6 we get d{r) = 0 for aU r G R, 
that is, d = 0 on /?. 
{ii) If d acts as an anti-homomorphism on J, then 
d{u)d{v) = d{vu) = e{v)d{u) + e{u)d(y) = e{u)d{v) + e{v)d{u) = d{uv) = e{v)d{u) 
and hence d also acts as a homomorphism on J. Therefore, in view of (z) we get the 
required result. 
In the year 2005, Ashraf [7] extended well known result due to Bell & Kappe 
[29] for left {6,0)-derivation and obtained the following result: 
Theorem 2.5.3. Let i? be a prime ring and / a nonzero ideal of R, and let 6, <f) be 
automorphisms of R. Suppose d : R —)• Ris a, left {6, ^)-derivation of R. 
(i) If d acts as an anti-homomorphism on / , then d = 0 on i?. 
(a) If d acts as a homomorphism on / , then d = 0 on i?. 
Proof, (i) Let d act as an anti-homomorphism on I. By our hypothesis, we have 
d{xy) = e{x)d{y) + (f>{y)d{x) for aU x, y G / . (2.5.5) 
In (2.5.5) replacing y by xy, we get 
d{xy)d{x) = d(x(xy)) = 6{x)d{xy) + (l){xy)d{x) for all a:, ?/ G / . (2.5.6) 
Now, multiplying (2.5.5) in the right by d{x) and using the fact that d is an anti-
homomorphism on / , we get 
d{xy)d{x) = e{x)d{xy) + (t>{y)d{x)d(x) for all x, ?/ G / . (2.5.7) 
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Combining (2.5.6) and (2.5.7), we get 
(t>{x)(t>{y)d{x) = 4>{y)d{x)d{x) for aU a;, y G / . (2.5.8) 
In (2.5.8) replacing y by ry, we get 
<t){x)(l){r)(t>{y)d{x) = (t>{r)(l){y)d{x)d{x) for aU x, y G / and r G R. (2.5.9) 
Multiplying (2.5.8) on the left by (j>{r) and combining with (2.5.9), we obtain 
[</>(r),0(x)](/.(y)d(x) = O. (2.5.10) 
In (2.5.10) replacing y by sy, we get 
[0(r),(f){x)]^{s)(t){y)d{x) = 0 for all a;,y G / and r,s E R, 
and hence, [r,x]Ry^^^{d{x)) = (0) for all x,y E I and r E R. Thus for each x G / , 
the primeness of /2 forces that either [r, x] = 0 or (f){y)d{x) = 0. Let /i = {x G 
/ I </>(y)d(x) = 0 for all 2/ G / } and /2 = {x G / I [r,x] = 0 for aU r G i?}. 
Then clearly / i and /2 are additive subgroups of / whose union is / . By Brauer's 
trick, we have (j>{y)d{x) = 0 for all x, y G / or [r, x] = 0 for all x G / and r £ R. 
If [r, x] = 0, replace x by sx, to get [r, s]x = 0 for all x G / and r,s e R, this 
impUes that [r, s]Rx = (0). The primeness of R forces that either x = 0 or [r, s] = 0 
but / 7^  (0), we have [r,s] = 0 for all r , s G R, that is, R is commutative. So, 
d{xy) = d(x)(/>(y) + 9{x)d{y) for all x, y G / , that is, rf is a {9,0)-derivation which 
acts as an anti-homomorphism on / . Hence by Theorem 2.5.1 (ii), we have d = 0 
on R. Henceforth, we have remaiauig possibihty that 
(/)(y)rf(x) = 0 for aU X, y G/ . (2.5.11) 
Replace y by yr in (4.5.11) to get </>(y)0(r)d(x) = 0 for all x,y G / and r e R, and 
hence yR(l>-^(d{x)) = (0). This imphes that 0-^(d(x)) = 0, that is 
d{x) = 0 for all X G / . (2.5.12) 
Replace x by sx in (2.5.12), to get 
(f){x)d{s) = 0 for all X G / and s G i?. (2.5.13) 
Replacmg x by xr in (2.5.13), we get (f){x)^{r)d{s) = 0 for all x G / and r,s e R, 
and hence xR(f)~^{d{s)) = (0). Since R is prime, and / a nonzero ideal of R, we find 
that d = OonR. 
(ii) If d acts as a homomorphism on / , then we have 
d{x)d{y) = d{xy) = 6{x)d{y) + (^(y)d(x) for all x, y G / . (2.5.14) 
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Replacing a: by xt/ in (2.5.14), we get 
d{xy)d{y) = e{x)e{y)d{y) + (t>{y)d{xy) for aU x, ?/ e / . 
Now, application of (2.5.14) yields that 6{x)d{y)d{y) = e{x)9{y)d{y). This implies 
that 
eix){diy) - e{y))d{y) = 0 for aU x,t/ G / . (2.5.15) 
Replace x by xr in (2.5.15), to get e{x)e{r){d{y) - e{y))d{y) = 0 for aU x,?/ G 
/ and r G R, and hence, xRe-\{d{y) - e{y))d{y)) = (0) for aU x,?/ G / . The 
primeness of R forces that either a; = 0 or 6^^{{d{y) — 9{y))d{y)) = 0. Since / is 
a nonzero ideal of R, we have 0~^((d(y) - 0(y))d(y)) = 0, this yields that (d{y) -
6{y))d{y) = 0, that is, d(y^) = 6{y)d{y). Since d is a left (^, 0)-derivation, we find 
that (f){y)d{y) = 0. Linearizing the latter relation, we have 
(l>{y)d{x) + (l){x)d{y) = 0 for aU x, y G / . (2.5.16) 
Replace x by i/x in (2.5.16), to get 
(f){y)(l){x)d{y) = 0 for aU x, y G / . (2.5.17) 
Substitutrag sx for x in (2.5.17), we get 4>{y)4){s)(i){x)d{y) = 0 for all x, y G / and s G 
R, and hence yRx(j)~^{d{y)) = (0). Thus for each y E K; the primeness of R forces 
that either y = 0 or x(f)~^{d{y)) — 0. But y = 0 also implies that x(f)~^{d{y)) = 0, 
that is 
(j){x)d{y) = 0 for all x, y G / . (2.5.18) 
Replacing x by xr in (2.5.18), we get <f){x)(f>{r)d{y) = 0 for all x,y G / and r e R, 
and hence xR<f>~^{d{y)) = (0). This imphes that (j)''^{d{y)) = 0, that is, 
d{y) = 0 for all y G / . (2.5.19) 
Again, replace y by ys in (2.5.19), we obtain 
e{y)d{s) = 0 for all X G / and s G R. (2.5.20) 
Further, replacing y by yr in (2.5.20) and using it, we get 6{y)0{r)d{s) = 0 for all 
y G 7 and r , s G i?, and hence yRe-^{d{s)) = (0) for all s G i2. Since R is prime 
and / a nonzero ideal of R, we find that d = 0 on R. This completes the proof of 
the theorem. 
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CHAPTER-3 
ON GENERALIZED JORDAN DERIVATIONS IN RINGS 
§ 3.1 Introduction 
This chapter deals with the study of generahzed Jordan derivations in prime 
and semiprime rings. Results of this chapter are based on the work of Ashraf & 
Rehman [14], Ashraf et al. [16], [18], Jing & Lu [64], Lanski [70] and Vukman [87] 
etc. 
Recall that a derivation of a ring Ris an. additive mapping d : R —^ R so that 
for all a;, y G R, d{xy) = d{x)y + xd{y), rf is a Jordan derivation when this equaUty 
is assumed only for x = y. Clearly every derivation is a Jordan derivation but not 
conversely. A classical result of Herstein [60] asserts that any Jordan derivation on 
a 2-torsion free prime ring is a derivation. A brief proof of Herstein's result C8in be 
foimd in [43]. Cusack [50] generalized Herstein's result to 2-torsion free semiprime 
rings (see also [40] for an alternative proof). In the present chapter, we present 
various generalizations of the classical result due to Herstein mentioned above. 
Section 3.2 of the chapter deals with the study of generalized Jordan derivations, 
a concept introduced and studied by Ashraf & Rehman [14]. It has been shown that 
a generalized Jordan derivation on a 2-torsion free ring with a mild restriction is a 
generalized derivation. Further, a generalization of the above result by Jing & Lu 
[64] has also been presented. 
Further, Section 3.3 deals with the study of generalized Jordan derivations de-
fined on certain subsets of prime rings. In fact, it is shown that if [/ is a Lie ideal 
of R with V? EU foT aHu EU and Risa prime ring of characteristic diflFerent from 
2 such that F(M^) = F{u)u + ud{u) for all w G f/, then F{uv) = F{u)v + ud{v) for 
all M, f G U. 
In Section 3.4, some results due to Ashraf et al. [16] have been presented and 
subsequently it is shown that every generalized Jordan {6, (fy-dexiwaXxon on a Lie ideal 
of a prime ring of characteristic different from 2 is a generalized {6, (/»)-derivation. 
Finally, we conclude the last section with a result due to Lanski [70]. 
§ 3.2 Generalized Jordan Derivations in Prime and Semiprime Rings 
With a view to make our text self contained, we begin with the following defi-
nition due to Bresar [38]. 
Definition 3.2.1 (Generalized Derivation). An additive mapping F : R —> R 
is called a generalized derivation if there exists a derivation d : R —v R such that 
F{xy) = F{x)y + xd{y) holds for all x, y G R. 
Motivated by the definition of generalized derivation, Ashr£if & Relmi£in [14] 
introduced the concept of generalized Jordan derivation as follows: 
Definition 3.2.2 (Generalized Jordan Derivation). An additive mapping 
F : R —^ R is called a generalized Jordan derivation if there exists a derivation 
d : R —> R such that F(x^) = F(x)x + xd{x) holds for aH x e R. 
It can be easily observe that every generalized derivation on a ring R\s a. gen-
eralized Jordan derivation. However, the converse need not be true in general. The 
following example due to Shakir [2] justifies the fact: 
Example 3.2.1. Let Rhe a. non-commutative ring and a^b E: R such that xax = 
0 and x'^a = 0 for all x e i2 but xay ^ 0 for some x and y, x ^ y. Define maps 
F : R —> R and da : R —>• R as follows: 
F{x) = xa + bx and da = [x, a]. 
It is readily verified that F is a generalized Jordan derivation but not a 
generalized derivation on R. However, Ashraf &; Rehman [14] proved that the con-
verse is true when the imderlying ring R is 2-torsion free and R has a commutator 
which is not a zero divisor. In fact, they obtained the following result: 
Theorem 3.2.1. Let R he a. 2-torsion fi-ee ring such that R has a commutator 
which is not a divisor of zero. Then every generalized Jordan derivation on i? is a 
generalized derivation. 
Following Herstein [60], we introduce the abbreviation x*' = F{xy) - F{x)y ~ 
xd{y). Here we list some elementary properties of the symbol x". Since F and d both 
are additive, we have for any x,y,z G R, 
(i) xy = -r; 
(a) x^y+'^ = xy + X'; 
(m) {x + yY — xf ^y". 
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We begin with the following important results which are essential for developing 
the proof of the main theorem of this section. 
Lemma 3.2.1 ([96, Proposition 1.4]). Let J? be a semiprime ring of characteristic 
not two and T : R —> i2 be an additive mapping such that T(x^) = T{x)x for all 
X ^  R. Then T is a left centralizer on R. 
Lemma 3.2.2 ([50, Theorem]). Let i? be a 2-torsion free semiprime ring. Then 
every Jordan derivation is a derivation on R. 
Lemma 3.2.3. Let i2 be a 2-torsion free ring and let F : R —y Rhe a, generalized 
Jordan derivation. Then for all x,y,z E R, the following statements hold: 
(z) F{xy + yx) = F{x)y + F{y)x + xd{y) + yd{x); 
(ii) F{xyx) = F{x)yx + xd{y)x + xyd{x); 
(m) F{xyz + zyx) — F(x)yz + F{z)yx + xd{y)z + xyd{z) + zd{y)x + zyd{x); 
(iv) x''^[x,y] = 0. 
Proof, (i) For any x, y G i?, we have 
F((x + j/)2) = F{x-\-y)(x + y) + {x + y)d{x + y) 
= F{x)x + F{x)y + F{y)x + F{y)y 
+xd{x) + xd{y) + yd{x) + yd{y). (3.2.1) 
On the other hand, we have 
F{{x-^yf) = F{x^ + xy + yx + y'^) 
= Fix^) + F{xy + yx) + F{y^) 
= F{x)x + xd{x) + F{xy + yx) + F{y)y + yd{y). (3.2.2) 
Comparing (3.2.1) and (3.2.2), we get 
F{xy + yx) = F(x)y + F{y)x + xd{y) + yd{x) for all x, ?/ G R. 
{ii) Let w = F{x{xy + yx) + {xy + yx)x), then on the one hand, using (i), we get 
w = F{x){xy + yx) + F{xy + yx)x + xd{xy + yx) + (xy + yx)d{x) 
= F{x)xy + F{x)yx + F{x)yx + F{y)x^ + xd{y)x + yd{x)x + xd{x)y 
+x^d(y) + xd{y)x + xyd{x) + xyd{x) + yxd{x) for aU x, t/ G R. (3.2.3) 
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On the other hgmd, we find that 
w = F{x{xy + yx) + {xy + yx)x) 
= F{x^y + xyx + xyx + yx^) 
= F{x^y + yx"^ + 2xt/x) 
= F{x^y + yx^)^-F{2xyx) 
= F{x^)y + F(y)x2 + a;2%) + yrf(a;2) + 2F{xyx) 
= F{x)xy + xd{x)y + F{y)x^ + x^d{y) + yd{x)x 
+yxd{x) + 2F{xyx) for aU x, y e i?. (3.2.4) 
The last two equations yield that 
2F{xyx) — 2{F{x)yx + xd{y)x + xyd{x)) for all x, ?/ G i?. 
Since R is 2-torsion free, to get 
F{xyx) = F{x)yx + xd{y)x + xyd{x) for all x, y G /2. 
(in) Replacing a; by x + z in (zi), we have 
F((x + z)y{x + z)) = F{x + z)y{x + z) + {x + z)d{y)(x + z) + {x + z)yd{x + z) 
= F{x)yx + F{x)yz + F{z)yx + F(z)yz + xd{y)x + xd{y)z 
+zd(y)x + zd{y)z + xyd{x) + xyd(z) + zyd{x) + zyd{z) 
ioTailx,y,zeR. (3.2.5) 
On the other hand, 
F((x + 2)y(x + z)) = F{xyx + xyz + zyx + zyz) 
= F{xyx) + F{xyz + zyx) + F{zyz) 
= F{x)yx + xd{y)x + xyd{x) + F{xyz + zyx) 
+F(z)i/z + z % ) z + zj/d(z) for all x, y, z G i2. (3.2.6) 
Comparing (3.2.5) and (3.2.6), we obtain 
F(x?/z + zyx) = F{x)yz + F{z)yx + xd(y)z + xyd(z) + zd{y)x + zyd{x). 
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(iv) Replace 2; by xy in {Hi), to get 
F{xy{xy) + {xy)yx) = F{x)y{xy) + F{xy)yx + xd{y){xy) + xyd{xy) 
+ {xy)d{y)x + {xy)yd{x) for all x, y G i2. (3.2.7) 
On the other hand, we have 
F((a:y)2 + xy2x) = F{{xyf) + F{xy^x) 
= F{xy)xy + xyd{xy) + F{x)y'^x + xd{y^)x + xy^d{x) 
= F{xy)xy + xyd{xy) + F{x)y^x + xd{y)yx 
+xyd{y)x + xy'^d(x) for all x, y G /?. (3.2.8) 
Combinmg last two expressions, we get 
(F(xy) - F{x)y - xd(y)){xy - yx) = 0, 
and hence, we obtain 
x^[x, y] = 0 for aU x, y 6 R. 
Lemma 3.2.4. If il is a semiprime ring, then d'xya,6] = 0 for arbitrary a,h,x G R. 
Proof. Let w = F{abxba + baxab), then we find 
w — F{ab)xba + abd{x)ba + abxdiha) + F{ba)xab + bad{x)ab + baxd{ab). 
On the other hand, 
w = F{a{bxb)a + b{axa)b) 
= F{a)bxba + ad{bxb)a + abxbd{a) + F(b)axab + bd{axa)b + baxad{b). 
Since i? is a semiprime ring, and so d is a derivation by Lenuna 3.2.2. Compar-
ing the above two expressions, we obtain a''xba + b°xab = 0 and hence a''x[a, b] = 
0 for all a, 6, X e i2. 
Lemma 3.2.5. If i2 is a semiprime ring, then a'' € Z{R). 
Proof. For arbitrary a, b,c,x G R, by Lemma 3.2.4, we have a'^'^x[a, b + c] = 0 , 
and so a''x[a,c] + a'^x[a,b] = 0 for all a,b,c,x G R. Further, apphcation of Lemma 
3.2.4 imphes that a^yla, c] = 0 for all a, c, y G -R. In view of Remark 1.4.1, we have 
[a, clya'^ = 0, and so 
{a^x[a,c])y{a''x[a,c]) = -a!'x[a,c]ya''x[a,b] = 0 for all a,b,c,x,y G R. 
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This implies that a^x[a, c] = 0 for all a, c, x G i?. 
Similarly, we obtain a''x[e, c] = 0 for all e G i?. Hence, in particular, we have 
[a^ c]x[a\ c] = {a^c - ca^)x[a\ c] = a\cx)[a\ c] - ca^x[a\ c] - 0. 
This yields that [a^,c] = 0 for all a,6,c G i? i.e., a* G Z{R). 
We are now well equipped to prove the main theorems of this section. 
Proof of Theorem 3.2.1. Let a and b be fixed elements of R such that c[a, b] = 0 
or [a, b]c = 0 implies that c = 0. Then by Lemma 3.2.3 (iv), we have 
a* = 0. (3.2.9) 
Our aim is to show that x" = 0 for all x,y G R. Prom Lenuna 3.2.3 (iv), we have 
x*'[x, T/] = 0 for aU X, y G R. (3.2.10) 
Replacing x by x + a in (3.2.10) and using (3.2.10), we get 
x^[a, y] + a^lx, y] = 0 for all x,y e R. (3.2.11) 
Now replace yhyy + bvn (3.2.11) and use (3.2.11) and (3.2.9), we get 
x*[a, b] + x*[a, y] + x''[a, b] + a^[x, 6] = 0 for aU x, ?/ G R. (3.2.12) 
Replacing x by a in (3.2.12) and using (3.2.9) together with the fact that charac-
teristic of i? is different from two, we have a''[a, b] — 0 for all y G i? and hence our 
hypotheses yields that 
a^ = 0 for anyeR. (3.2.13) 
Again replace y by 6 in (3.2.11) and use (3.2.9), to get x'fa, 6] = 0 for all x G R. 
Since [a, 6] is not a zero divisor, we find that 
x** = 0 for all X G it!. (3.2.14) 
Combining (3.2.12), (3.2.13) and (3.2.14) we find that x*'[a,6] = 0 for aU x,y G i? 
and hence x^ = 0 for aU x, r/ G R, that is, F is a generalized derivation. 
The next result for domains was proved by Jing & Lu [64] which states as follows: 
Theorem 3.2.2. Let R he a. 2-torsion free prime ring. Then every generaUzed 
Jordan derivation on i2 is a generalized derivation. 
43 
Proof. Suppose that F : R —> i? is a generalized Jordan derivation and d is a 
Jordan derivation on R. By the proof of Lemma 3.2.5, we have that a''x[c,e] = 0 
for all a, b, c,e,x e R. We have two cases: 
Case 1. Ris not commutative. 
Then there exist c,e & R such that [c,e] / 0, by the primeness of R, we conclude 
that a* = 0, that is, F is a generalized derivation. 
Case 2. Ris commutative. 
Let w = F{a% + 6a^), then we have 
w = F{a{ab) + b{ab)) 
= F{a)ab + ad{ab) + F{ab)a + abd{a) 
= F{a)ab + ad{a)b + a^d{b) + F{ab)a + abd{a) for all a, 6 G i?. 
On the other hand, we find 
w = F{a% + ba'^) 
= F{a'^)b + a'^d{b) + F{b)a'^ + bd{a^) 
= F{a)ab + ad{a)b + a?d{b) + F{b)a^ + bd{a)a + bad{a) for all a, 6 G i2. 
These two expressions yield that 
(F(a6) - F{b)a - bd{a))a = 6"a = 0 for all a, 6 G R. 
A hnearization of the above expression with respect to a gives 
b^a + 6°c = 0 for aU a, 6, c G i2. 
Then (6"c)a;(6°c) = -b'^axbf'c = -{¥c)x{b''a) = 0, hence 6"c = 0 for all a, 6, c G R. 
Furthermore, we have 6"c6" = 0, and so 6° = 0. Hence a** = 0 for all a, 6 G R, that 
is, F is a generalized derivation on R. 
In the same paper, Jing & Lu [64] conjectured that every generalized Jordan 
derivation on a 2-torsion free semiprime ring is a generalized derivation. Very re-
cently, Vukman [87] established this conjecture as follows: 
Theorem 3.2.3. Let Rhe a 2-torsion free semiprime ring and let F : R —> R be 
a generalized Jordan derivation. Then F is a generalized derivation. 
Proof. We have 
F{x'^) = F{x)x + xd{x) for aU a; G R, (3.2.15) 
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where rf is a Jordan derivation of R. Since R is a. semiprime ring and in view of 
Lemma 3.2.2, one can conclude that d is a derivation. Let us denote F - d hy 
T. Then we have T{x'^) = F{x'^) - d(a;2) = F{x)x + xd{x) - d{x)x - xd{x) = 
{F{x) - d{x))x = T{x)x. We have therefore T{x^) = T{x)x for aU x G i2. In other 
words, T is a Jordan left centralizer of R. Since i? is a 2-torsion free semiprime ring, 
one can conclude that T is a left centralizer by Lemma 3.2.1. Hence F is of the form 
F = d + T, where d is a derivation and T is a left centralizer of R, which means that 
F is a generalized derivation. The proof is complete. 
§ 3.3 Lie Ideals and Generalized Jordan Derivations 
In [18], Ashraf et al. proved the following theorem which is a generalization of 
Theorem 3.2.1 in the setting of a Lie ideal U oi a, prime ring R. 
Theorem 3.3.1. Let i2 be a 2-torsion free prime ring and U a nonzero Lie ideal of 
R such that w^  G t/ for all it G C/. If F is an additive mapping of R into itself satisfy-
ing F(u^) = F{u)u+ud{u) for all u eU, then F{uv) = F(u)v+ud{v) for all u,v eU. 
The proof of the following lemma rims on the same hues with the necessary 
variations as those employed in the proof of Lemma 3.2.3. 
Lenuna 3.3.1 ([18, Lemma 2.2]). Let R be 2-torsion free ring and U he a nonzero 
Lie ideal of R such that u^ ^ U ioi a\l u E U. If F : R —>• R is an additive mapping 
satisfying F(u^) = F{u)u -h ud{u) for all w G f/, then 
(z) F{uv + vu) = F{u)v + F{v)u + ud{v) -\- vd{u) for all w, u € U; 
(ii) F{uvu) — F{u)vu -(- •ud{v)u + uvd{u) for all w, u e U\ 
{in) F{uvw + wvu) = F{u)vw -\- F{w)vu -h ud{v)w + uvd{w) + wd{v)u + wvd{u) 
for all u, w, u; G t/. 
Lemma 3.3.2 ([18, Lemma 2.3]). Let 72 be a 2-torsion free ring and [/ be a nonzero 
Lie ideal of R such that M^ G f/ for all it G C/. If F : i? —>• i l is an additive mappmg 
satisfying F{u^) = F(it)w-I-itd(it) for all it G f/, then it"iyit, u] = 0 for all u,v,w e U. 
Proof of Theorem 3.3.1. If f/ is a commutative Lie ideal of R, that is, [it, v] = 
0 for all It, i; G U, then using the same arguments as used in the proof of Lemma 
1.4.10, we obtain U C Z{R). Now by Lemma 3.3.1 (iii), we have 
F{uvw + wvu) ^ F{u)vw + F{w)vu + yd{v)w + uvd{w) + wd{v)u + wvd{u). (3.3.1) 
Smce y? GU for all it G t/, we find that uv + vu G U for all w, u G U. This yields 
that 2iti; G U for all it, i; G ?7. As the ideal U is commutative, in view of Lemma 
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3.3.1 (i), we have 
2F{uvw + wvu) = F{{2uv)w + w{2uv)) 
= F{2uv)w + 2uvd{w) + 2F{w)uv + wd{2uv) 
= 2{F{uv)w + uvd{w) + F{w)uv + wd{u)v + wud^v)}. 
This shows that for all «, v € C/ 
F{uvw + wvu) = F{uv)w + uvd{w) + F{w)uv + wd{u)v -{; wud{v). (3.3.2) 
Combining (3.3.1) and (3.3.2) and using the fact that uv = vu, we obtain 
w"w = 0 for aU u, u,«; G U. (3.3.3) 
Now, replacing w by [w,r] in (3.3.3) and using (3.3.3), we get w^riu = 0 for all 
u,v,'W £ U,r e R and hence u"RU = (0) for all w,u G U. Since [/ ^ (0) and i? is 
prime, the above expression yields that it" = 0 for all w, w, w; G C/. Hence, we get the 
required result. 
Hence, onward we shall assume that C/ is a non-commutative Lie ideal of R, that 
is, C/ ^ Z{R). By Lemma 3.3.2, we have u^'w[u,v] = 0 for all «, u, w e U, that is, 
u"U[u, v] = (0) for all u, w e [/. Thus in view of Lemma 1.4.9, we find that for each 
pair u,v eU either it" = 0 or [u,v] = 0. For each u e U, let Ui = {v e U \ u^ = 0} 
and 1/2 = {v EU \ [u, v] = 0}. Hence, Ui and U2 are additive subgroups of U whose 
imion is U. By Brauer's trick, we have either U = Ui or U = U2- Again by using the 
same method we find that either U = {UEU\U = UI} OT U = {U eU \U = C/2} 
Since U is non-commutative, we find that w" = 0 for all u, u G U, that is, F is a 
generaJized derivation on U. 
Corollary 3.3.1. Let R he a, 2-torsion fi-ee prime ring and F : R —>• R he a 
generalized Jordan derivation. Then F is a generalized derivation on R. 
The following example shows that the primeness is necessary in the hypotheses 
of the above theorem. 
Example 3.3.1. Let 5 be a ring such that the square of each element in 5 is zero, 
but the product of some nonzero elements in 5 is nonzero. Next, let 
R^i(^ y x,yeS\ 
. ^0 0^  
Define a map F : R —>• R such that 
'x y\ ^ /O x' 
0 Oy \P 0^ 
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Then with d = 0 andU = R,it can be easUy seen that Fir"^) = F{r)r = F{r)s = 0 
for all r, s G i? but F{rs) / 0 for some r,s e R. 
§ 3.4 Lie Ideals and Generalized Jordan {9,0)-Derivations 
Inspired by the definition of {6,0)-derivation, Ashraf et al. [16] mtroduced the 
concept of generalized {0, </))-derivation as follows: 
Definition 3.4.1 (Generalized (0,0)-derivation). Let 6 and 0 be endomor-
phisms of R. An additive mapping F : R —> R is called a generalized {9,(f))-
derivation on R ii there exists a {0, (/>)-derivation d : R —^ R such that F{xy) = 
F{x)e{y) + (j){x)d{y) holds for all x, y G i2. 
Definition 3.4.2 (GeneraUzed Jordan (^,(/))-derivation). Let 6 and 4> be en-
domorphisms of R. An additive mapping F : R —^ R is called a generalized Jor-
dan {6, (py derivation on R \i there exists a (^, 0)-derivation d : R —> R such that 
F(x2) = F{x)e{x) + (t){x)d{x) holds for all x E R. 
Clearly, the notion of generalized {6, (/))-derivation includes those of generalized 
(^, (/>)-derivation when F = d, of derivation when F = d and (f) = 6 — IR (i.e., 
the identity mapping on R) and of generalized derivation, which is the case when 
6 = (f) = IR. Maps of the form F{x) = ax + xb for fixed a,b ^ R with d{x) — xb — bx 
and 6 = (f) = IR, are generaUzed derivations, and more generally, maps F{x) = 
a6{x) + 0(x)6 are generalized {6,0)-derivations. To see this observe 
F{xy) = ae{x)0{y) + ^{x)(/>{y)b 
= ia9{x) + (t>{x)b)6{y) + 0(x)(0(y)6 - b6{y)) 
= F{x)e{y) + <j>{x)d{y) 
where d{y) = ^{y)b - b0{y) is a {6, (/))-derivation of 72, so F is a generalized in-
ner {6, </>)-derivation and hence F is a generalized (9,0)-derivation on R. Thus, the 
concept of generalized Jordan (0,0)-derivation covers both the concepts of {9,<j))-
derivation and generalized inner (^, 0)-derivation. Moreover, generalized Jordan 
{9,0)-derivation with d = 0 covers the concept of Jordan left 9- centralizers that is, 
an additive mapping satisfying F(x^) = F{x)9{x) for all x G i2. 
In the year 2004, Ashraf et al. [16] generalized the Theorem 3.3.1 in the setting 
of generalized Jordan {9, </))-derivation as follows: 
Theorem 3.4.1. Let i? be a 2-torsion free prime ring and U a non-commutative Lie 
ideal of R such that it^  G f/ for all w G f/. Suppose that 9,4> are endomorphisms of R 
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such that 6 is one-one, onto and d is a (0,0)-derivation oiR.liF : R —>• i? is a gen-
eraUzed Jordan {6, (/>)-derivation on U, then F is a generahzed (6, <^)-derivation on U. 
For the pinT>ose of this section we shall write u" = F{uv) - F{u)9{v) - (p{u)d{v). 
Smce F, 6, (/> and d are additive, for any u,v,w e R, we have u" = -u" , M"+"' = 
u" + vT and (w + v)'" = M'" + v"". 
The following lemmas are required for developing the proof of the above theo-
rem: 
Lemma 3.4.1 ([70, Theorem 2]). Let i? be a 2-torsion free semiprime ring and 
d a Jordan {6,0)-derivation of R with ^ or 0 an automorphism of R. Then d is a 
(6, (/))-derivation of R. 
Lemma 3.4.2 ([16, Lemma 2.2]). Let Rhe a, 2-torsion free ring and U a Lie ideal 
of R such that it^ G t/^  for all it € C/. Suppose that 6,4> are endomorphisms of R 
and d is a (^, 0)-derivation of R. li F : R —y i? is an additive mapping satisfying 
F{u^) = F{u)e{u) - 0(w)d(u) for all w G U, then the following hold: 
(i) F{uv + vu) = F{u)e{v) + (f){u)d{v) + F{v)e{u) + (f){v)d{u) for aU u, t; G U; 
{ii) F{uvu) = F{u)6{vu) -\- (f){uv)d{u) -t- (f){u)d{v)6{u) for all tt, w G U; 
(m) F{uvw -\- wvu) = F{u)d{vw) -\- F{w)6{vu) -t- <}){uv)d{w) -\- (j){wv)d{u) 
-\- ^{u)d{v)6{w) + (l){w)d{v)9{u) for all u,v,w e U; 
(iv) u''[e{u),e{v)] = 0 for aU M, w G U; 
(v) vy9{w)[e{u\ 6{v)] = 0 for all u, v, ly G U. 
Proof, (i) For any u,v eU 
F{uv + vu) = F{{u + vf)-F{v?)-F{v'^) 
= F{u)e{v) + (t>{u)d{v) + F{v)6{u) + (j){v)d{u). 
{ii) For any u,veU, uv + vu={u + vf -u^ -v^ for all u, u G t/. Replacing v by 
uv -\- vu in (i), we get 
F{u{uv + vu) + {uv + vu)u) = F{u)6{uv + vu) + (l){u)d{uv + vu) 
+F{uv + vu)6{u) + (j){uv + vu)d{u). 
Since d : R —y R'ls a. {6,0)-derivation, we have 
d{uv + vu) = d{u)e{v) + 4>{u)d{v) + d{v)e{u) + (f){v)d{u) for all u,veU. 
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This implies that 
F{u{uv + vu) + {uv + vu)u) = F{u)e{uv) + 2F{u)0{vu) + F{v)e{u^) 
+2(l){u)d{v)e{u) + (f){v)d{u)6{u) 
+(j){u)d{u)e{v) + 4>(u^)d{v) + 24){uv)d{u) 
+(j){vu)d{u) for aU «, t; e U. (3.4.1) 
Also, 
F{u{uv + vu) + {uv + vu)u) = F{v?v + vu"^) + 2F{uvu) 
= F{u)e{uv) + (t>{u)d{u)e{v) + F(v)0{u^) 
+(l){v)d{u)9{u) + <p{vu)d{u) + 4>{u^)d{v) 
+2F{uvu) for all w, v e U. (3.4.2) 
Comparing (3.4.1), (3.4.2) and using the fact that char i? 7^  2, we obtain the required 
result. 
(iii) Replace uhy u + w in (ii), to get 
F{{u + w)v{u + w)) = F{u + w)0{vu + vw) + (j)[uv + wv)d{u + w) 
+e(u + w)d{v)e{u + w) 
= F{uvu) + F{wvw) + F{u)e{vu) + F{w)9{vu) 
-\-(}){uv)d{w) + (f)(wv)d{u) + (j){u)d{v)6{w) 
-\-(j){w)d{v)6{u) for all w, V, •»; G t/. (3.4.3) 
On the other hand, we have 
F{{u+w)v{u-\-w)) = F{uvu) + F{wvw)+F{uvw+wvu) for all u,v,w E U. (3.4.4) 
On combining last two relations, we find that 
F{uvw + wvu) = F{u)0{vw) + F{w)6{vu) + (f){uv)d{w) + (j){wv)d{u) 
+(l){u)d{v)6{w) + (j){w)d{v)d(u) for all u,v,w e U. 
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{iv) For any u,v GU,UV + VU and uv - vu both are in [/ and hence 2uv e U for all 
u,v eU. Since char R^2, our hypothesis yields that 
F{{uvf) = F{uv)e{uv) + ^{uv)d{uv) for all w, u G C/. 
Replacing w by 2uv in (ni), and using the fact that char i? / 2, we get 
F{uv{uv) + uv{vu)) = F{u)6{vuv) + F{uv)6{vu) + (j){uv)d{uv) 
+(j){uv^)d{u) + (t>{u)d{v)6{uv) 
+(l){uv)d{v)e{u) for all w, u G U. (3.4.5) 
On the other hand, we have 
F{uv{uv) + uv{vu)) = F{{uv)'^) + F{uv^u) 
= F{uv)6{uv) + (t>{uv)d{uv) + F{u)e{v^u) 
+^{uv'^)d{u) + ^{u)d{v)9{vu) 
+<l){uv)d{v)0{u) for all M, u e U. (3.4.6) 
Comparing (3.4.5) and (3.4.6), we get the required result. 
(v) Prom (Hi), we have 
F{{uv)w{vu) + {vu)w{uv)) = F{uv)0(wvu) + F{vu)0{wuv) + (f){uvw)d{v)6{u) 
+(p{uvwv)d{u) + (j){vuw)d{u)6{v) + 4>(vuwu)d{v) 
+(j){uv)d{w)6{vu) + (f){vu)d{w)d{uv) 
for all u, u, w G £/. (3.4.7) 
On the other hand, we have 
F{{uv)w(yu) + {vu)w{uv)) = F{u{vwv)u) + F{v(uwu)v) 
= F{u)6{vwvu) + 0(it?;iwv)d(u) + (f){u)d{vwv)6{u) 
+F{v)9{uwuv) + (j){vuwu)d{v) 
+(j){v)d{uwu)e{v) for all u, u, w; e t/. (3.4.8) 
Further, since 2itu; G U for all w, w; G t/, we find that 4uwu G f/ for all w, w G C/ 
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and hence 
d{4uwu) = id{u{wu)) = A{d{u)e{wu) + (l){u)d{w)0{u) + 4>{uw)d{u)} for aU u, w G U. 
Since, R is 2-torsion free, we have 
d{uwu) = d{u)e{wu) + (f>{u)d{w)e{u) + (l){uw)d{u) for all u, w 6 U. 
Hence, the relation (3.4.8) reduces to 
F{{uv)w{vu) + {vu)w{uv)) = F{u)6{vwvu) + (p{uvwv)d{u) + 4>{u)d(v)d{wvu) 
+(l){uvw)d{v)9{u) + (j){uv)d{w)6{vu) 
+F{v)9{uwuv) + (f){vuwu)d{v) + (j){v)d{u)6{wuv) 
+(f){vuw)d{u)6{v) + (f){vu)d{w)6{uv) 
for aU u, ?;, w G C/. (3.4.9) 
Notice that in view of (i), u" = —u", and hence combining (3.4.7) and (3.4.9), 
we get the required result. 
Proof of Theorem 3.4-1' By Lenuna 3.4.2 (u), we have 
vre{w)\e{u),d{v)] = O for all u,v,we U. 
This yields that 
e~\vr)U[u,v] = (0) for all w,i; G t/, 
and hence by Lemma 1.4.9, we find that for each pair u,v EU either 9~^{vy) = 0 
or [u, v] = 0. This impUes that u" = 0 or [it, v] = 0 for aH u,v G U. Now, for 
each It G f/, we put U^ = {v e U \ u" = 0} a,nd U2 = {v e U \ [u,v] = 0}. 
Clearly, both Ui and f/2 axe additive subgroups of U whose union is U. By Brauer's 
trick, we have either i7 = t/i or t/ = f/2- By usiag similar procedure we can see 
that either U = {u e U \ U ^ Ui} or U = {u e U \ U = U2} that is, ei-
ther tt" = 0 for all w, t; G t/ or [u, v\ = 0 for all rx, u G U. If it" ^ 0, then 
[u, v] — 0 for all u, u G [/, a contradiction. This completes the proof of theorem. 
If f/ is a commutative Lie ideal of R, then the above result is true for 6 = (p. 
Theorem 3.4.2 ([16, Theorem 2.2]). Let Rhea. 2-torsion free prime ring and U a 
nonzero commutative Lie ideal of R such that it^  G f/ for all « G C/. Suppose that 
^ is an automorphism of R and d is a (0, ^)-derivation of i?. If F : i? —^ R is a, 
generalized Jordan {9,0)-derivation on U, then F is a generalized {9,0)-derivation 
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onU. 
Proof. Since C/ is a commutative Lie ideal of R that is, [u, v] = 0 for all u, u € U, 
using the same argimients as used in the proof of Lemma 1.4.10, we find that 
U C Z{R). Now, by Lemma 3.4.2 {in), we have 
F{uvw + wvu) = F{u)e{vw) + F(w)6{vu) + e{uv)d{w) + e{wv)d{u) 
-\-e{u)d{v)e{w) + e{w)d{v)6{u) for aU u,v,w ^ U. (3.4.10) 
Smce u^ £U for all u G (7, we find that uv+ vu G U ioT aR u,v e U. This yields 
that 2uv G U for ail u,v e U. As the ideal U is commutative, in view of Lemma 
3.4.2 (i) we have 
2F{uvw + wvu) = F{{2uv)w + w{2uv)) 
= F{2uv)e{w) + 2e{uv)d{w) + 2F{w)e{uv) + e{w)d{2uv) 
= 2{F{uv)e{w) + e{u)9{v)d{w) + F{w)e{u)d{v) 
+e(w)d{u)e{v) + e{w)e{u)d{v)} for aU u,v,we U. 
This shows that 
F{uvw + wvu) = F(uv)e{w) + e{u)9{v)d{w) + F{w)e{u)e{v) 
+6{w)d{u)e{v) + 6{w)e{u)d{v) for all u,v,w ^ U. (3.4.11) 
Combining (3.4.10) and (3.4.11) and using the fact that uv = vu, we obtain 
u^eiw) = 0 for aU w, u, w e U. (3.4.12) 
Since 0 is an automorphism and w is central, we find that 6{w) is central. But the 
central elements in a prime ring are not zero divisors and thus (3.4.12) imphes that 
u" = 0 ior aH. u,v E U. Hence we get the required result. 
Following are the immediate consequences of Theorem 3.4.2. 
Corollary 3.4.1. Let Rhe a. 2-torsion firee prune ring and let F : R —> Rhe a. 
generalized Jordan derivation on R. Then F is a generalized derivation on R. 
If the underlying ring R is arbitrary, then we have the following result: 
Theorem 3.4.3 ([16, Theorem 2.3]). Let R he a 2-torsion fi-ee ring and f/ a Lie 
ideal of R such that it^ G t/ for all it G C/- Suppose that 6, (p are endomorphisms of R 
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such that 9 is one-one, onto and rf is a (0,0)-derivation of R. Suppose fiurther that 
[/ has a commutator which is not a zero divisor. li F : R —> R \s a. generahzed 
Jordan {9,0)-derivation on U, then F is a generalized {9,0)-derivation on U. 
Proof. Since F : R —> R is a generalized Jordan (^, 0)-derivation, there exists a 
(0, </»)-derivation d : R —> R such that Fiu^) = F{u)9{u) + (j){u)d{u), holds for all 
ueU. Thus for any u,v eU iiu" = F{uv) - F{u)9{v) - (f){u)d{v), then by Lemma 
3.4.2 (iv), we have u''[9{u), 9{v)] = 0 for all u, u G C/. Since ^ is an automorphism of 
R, we find that 
9-\u'')[u, v] = 0 for aU w, V G U. (3.4.13) 
Let a, b be fixed elements of U such that c[a, &] = 0 or [a, b]c = 0. This imphes that 
c = 0. Hence in view of above equation, we get 9~^{a^) = 0 i.e., 
a^ = 0. (3.4.14) 
Replacing it by u + a in (3.4.13), we get 
9-\u'')[a,v] + 9-\a'')[u,v] = 0 for all U,T; G U. (3.4.15) 
Again replace t; by 6 in (3.4.15), to get 9~^{u'')[a, b] — 0. Since [a, b] is not a divisor 
of zero, we have 
9-\u'') = 0 for aU w G t/. (3.4.16) 
Further, replace vhyv + b'm (3.4.15) and use (3.4.14), (3.4.15) and (3.4.16), to get 
9-\u'')[a,b] + 9-\ay)[u,b] = 0 for aU w,u G U. (3.4.17) 
In particular, with u = a in (3.4.17) and using the fact that char R 7^  2, we have 
9-\ay)[a,b] = 0, and hence ^-^a") = 0 that is, 
a" = 0 for aU t; G t/. (3.4.18) 
Combinmg (3.4.17) and (3.4.18), we find that 9~\u'')[a,b] = 0. This impUes that 
9~'^{u") = 0 that is, u" = 0 for all u,v eU. Hence, F is a generahzed {9,0)-derivation 
onU. 
Corollary 3.4.2. Let i? be a 2-torsion free ring and let F : i? —^ Rhe a. general-
ized Jordan derivation. If i? has a commutator which is not a zero divisor, then F 
is a generalized derivation on R. 
Remark 3.4.1. One can ask whether Theorem 3.4.1 is also true for arbitrary Lie 
ideals of a prime ring? This is an open problem and could be searched in future. 
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Conjecture. Let i? be a 2-torsion free prime ring and U a Lie ideal of R. Suppose 
that 9, (j) are endomorphisms of R such that 9 is one-one, onto and d is a (6*, (fy-
derivation oiR.liF .R —^ JR is a generaUzed Jordan {9,0)-derivation of U, then 
F is a generalized {9,0)-derivation of U. 
We conclude this section with the result due to Lanski [70] which extends The-
orem 3.4.1 in the case when n > 2 and for [/ = i2. In fact, he obtained the following 
result: 
Theorem 3.4.4. For n > 2, let i? be an n!-torsion free semiprime ring with 1, let 
F,d: R —^ R be additive, let (f) be an endomorphism of R with 0(1) = 1, and let 
9 be an automorphism of R. Assume that for all a: G i?, F(a;") = F(x)9{x"'~^) + 
E"=i (t>{x^)d{x)9{x''-^-^), where (/.(a;°) = 1 = 9(x^). Then d is a {9,0)-derivation of 
R and F is a generalized {9, </>)-derivation of R with respect to d. Further, if d is 
assumed to be a (^, 0)-derivation of R, then one need assume only that 0 is a unital 
endomorphism of R. 
Proof. When n = 2, then we have F{x^) = F{x)9{x) + (l){x)d{x) for all x e il and 
we reduce the general situation to this case. Substituting 1 for a; in our assmned 
relation gives F{1) = F{1)9{1) + {n- l)(t>{l)d{l)9{l), so (j) and 9 imital homomor-
phisms yield 0 = (n— l)d(l). The torsion assmnption on R shows that d{l) = 0. 
Next, replace x with x + z • 1 ior any integer z and note that {fc • 1 | 1 < A; < n!} 
contains n! different elements in the center of R. The result of this substitution, 
using the additivity of F and of d, and that d(l) = 0 is 
F((2; + z - l ) " ) = {F{x) + zF{l))9{{x + z • l)''-'^) 
+ E <t>ii^ + z • iy)d{x)9{{x + z • 1)"-^-^). (3.4.19) 
i=i 
Expand (3.4.19), now using the additivity of 0 and of 9, and collect terms con-
taming z' to write Y2=o z''Pk{x) = 0. Note that Po(x) is the relation assumed in 
the theorem, so is zero. When I < z < n the torsion assmnption on R leads to 
Efc=i z''~^Pkix) — 0. Since R is n!-torsion free and z can vary from 1 to n, a Van-
dermonde determinant argument shows that each Pi{x) = 0. In partictdar, smce 
Pn-i{x) = 0 we get 
n - l 
nF{x) = F{x)9{l) + in- l)F{l)9{x) + J^ (l>{i)d{x)9{l) for a,n x E R. (3.4.20) 
Our assumption on 0 and 9 yield that (n - l)F{x) = {n- l){F{l)9{x) + d(x)), so 
the torsion assmnption on R results in 
F{x) = F{l)9{x) + d{x) for all X G R. (3.4.21) 
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From Pi(x) = 0 and 9(1) = 1 we get 
3=1 
and the terms in the summation in this expression combine to yield 
nF(3;"-i) = („ _ i)F(a;)^(a;"-2) + F(l)^(x"-i) + d(x)^(x"-2) 
+nX:0(a:J")d(a;)0(a;"-2-J). 
j = i 
Consequently, using (3.4.21), 
nFix^-^) = {n- l)F(a;)^(x"-2) + F{x)e{x"-^) + n " ^ 0(a:^)rf(a;)^(x"-2-^) 
i= i 
= nF(a;)^(x"-2) + n"f] 0(x^')rf(2;)^(2;""^"^) 
and since R is n-torsion free we get 
ra-2 
F(x"-^) = F{x)e{x''-^) + Y^ (l){x^)d{x)e{x''-'^-i) for all a: G i?. 
j=i 
But i? is (n — l)!-torsion free so when n > 2, by induction, and by repeating the 
argimient to reduce the exponents in this expression frirther, we eventually obtain 
that 
F(a:2) = F(x)e(x) + (l>(x)d(x) for SLII x e R. (3.4.22) 
Prom (3.4.21), F{x'^) = F{l)eix^) + d{x% so d{x^) = F{x)e{x) + (t>{x)d{x) -
F(l)e(a;)^(x) by (3.4.22). But F{x) - F{\)e{x) = d{x) by (3.4.21), so ^(a:^) = 
d(x)6{x) + (l){x)d{x), and d is a Jordan (0,0)-derivation. By Lemma 3.4.1 d is 
a {6,0)-derivation when ^ is an automorphism; if we asstune that d is a (^, (/>)-
derivation then 9 may be any imital endomorphism of R. Using (3.4.21), F{xy) = 
F{\)9{xy) + d{xy) and we then can write F{xy) = F{l)9{x)9{y) + d{x)e{y) + 
(t>{x)d{y) = {F{\)e{x) + d(x))9{y) + (l){x)d{y). Another appUcation of (3.4.21) yields 
F{xy) = F(x)9{y) + <j){x)d(y) for all x,y e R. Thus F is a generalized (^,0)-
derivation of R, for the (9,0)-derivation d of R. This proves the theorem. 
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CHAPTER-4 
ON DERIVATIONS IN NEAR-RINGS 
§ 4.1 Introduction 
This chapter is devoted to the study of derivations in near-rings. Most of the re-
sults of this chapter are based on the work of Ashraf &: Shakir [9], [10], Ashraf et al. 
[17], Bell [25], Bell &; Mason [32], and Wang [93]. There are several results asserting 
that prime near-rings with certain constrained derivation have ring like behaviour. 
Recently, many authors have studied commutativity and structures of prime and 
semiprime rings with derivations, {a, T)-derivations and other kind of derivations. 
In view of these results, it is natural to look for comparable results on near-rings and 
some results have already been done during last two decades ( see for example [24], 
[25], [31] and [32] where further references can be fomid). The aim of this chapter 
is to study ring like behaviotir in the setting of derivations and (a, r)-derivations in 
near-rings. 
Section 4.2 opens with the notion of derivation in near-rings and subsequently 
it is shown that if a prime near-ring N admits a nontrivial derivation d such that 
[d{x),d{y)\ = 0 for all ar, y G iV, then (AT, -I-) is abehan. Moreover, if iV is 2-torsion 
free, then iV is a commutative ring. In the end of this section the analog of well 
known Posner's theorem [83] and Leibniz' formula for near-ring are also given. 
Section 4.3 deals with the commutativity of prime near-ring admitting suitably 
constrained derivation on some proper subset. Section 4.4 is devoted to the study 
of (a, T)-derivations in near-rings. Besides proving some results of commutativity, 
extension of Posner's theorem for (<T, T)-derivation in near-ring has been given. Fur-
ther, a generalization of Leibniz' rule in the setting of {a, T)-derivation in near-rings 
is presented. 
§ 4.2 Posner's Theorem for Derivations in Near-Rings 
Motivated by the definition of derivation in ring, Bell & Mason [32] introduced 
concept of derivation in near-ring as follows: 
Definition 4.2.1 (Derivation in near-ring). Let iV be a left near-ring. An 
additive endomorphism d of N is called derivation on N if 
d{xy) = xd{y) + d{x)y for a\lx,y e N. {*) 
Remark 4.2.1. (i) By [93], the last condition (*) is equivalent to d{xy) = d{x)y + 
xd(y) for all x, ?/ G TV. 
(ii) Elements x oi N for which d{x) = 0 are called constants. 
(in) The derivation d will be called commuting if [x, d{x)] = 0 for all x G iV. 
(iv) For x,y e N, the symbol [x, y] will denote the commutator xy - yx while the 
symbol (x, y) will denote the additive group commutator x + y - x - y. 
We begin with the following important lemmas due to Bell & Mason [32] which 
are essential for developing the proof of the main theorems of this section. 
Lemma 4.2.1. Let d be a derivation on a near-ring N. Then N satisfies the following 
partial distributive law: 
{ad{b) + d{a)b)c = ad{b)c + d{a)bc for all a, 6, c G iV. 
Proof. Using product rule, we have 
d{{ab)c) = abd{c) + {ad{b) + d{a)b)c for all a,6,c G N 
and 
d{a{bc)) = a{bd{c) + d{b)c) + d{a)bc 
= abd{c) + ad{b)c + d(a)bc for all a, 6, c G N. 
Equating these two expressions for d{abc), we get 
(ad{b) + d{a)b) c = ad{b)c + d{a)bc for all a,b,ce N. 
Lemma 4.2.2. Let d be a derivation on N, and suppose it G AT is not a left zero 
divisor. If [u, d{u)] = 0, then (x, tt) is a constant for every x ^ N. 
Proof. Prom u(u + x) = u'^ + ux, by product rule and left distributive property, we 
obtain 
ud{u + x) + d(u){u + x) = ud{u) + d{u)u + ud{x) + d{u)x for all x G iV, 
and 
ud{u + x) + d{u){u + x) = ud{u) + ud{x) + d{u)u + d{u)x for all x G A^ . 
Equating these two expressions, we get 
d{u)u + ud{x) = ud{x) + d{u)u for all x G iV. 
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Using [it, d{u)] = 0, the last expression reduces to 
u(d{x) + d(u) - d{x) - d{u)) = 0 = u{d{x, u)) for aU a; G N. 
Snce u is not a left zero divisor, we get d((x,it)) = 0 for all x € A/^  i.e., (x,w) is 
constant for aU x G N. 
Theorem 4.2.1 ([32, Theorem 1]). Suppose N has no nonzero divisor of zero. If 
AT admits a nontrivial corrunuting derivation d, then (iV, +) is abelian. 
Proof. Let c be an additive commutator. Then in view of Lemma 4.2.2, c is a 
constant. Moreover, for any iw G iV, wc is also an additive commutator, hence also 
a constant. Thiis, 
0 = d{wc) = wd{c) + d{w)c = d{w)c. 
Since d{'w) ^ 0 for some ty G A^ , we conclude that c = 0 i.e., x + y = ?/ + x for all 
x,y E N and hence we get the required result. 
Since prime rings are the setting in which derivations in rings have been most 
fruitfully studied, we proceed to consider prime near-rings. 
Lemma 4.2.3 ([32, Lemma 3]). Let iV be a prime near-ring. 
(i) If 2 G Z{N) \ {0}, then z is not a zero divisor. 
(ii) If Z{N) contains a nonzero element z for which z + z £ Z{N), then (A'^ , +) is 
abelian. 
(iii) Let d be a nonzero derivation on AT. Then xd{N) — (0) implies x = 0 and 
d{N)x = (0) imphes x = 0. 
{iv) If AT is 2-torsion free and d is a derivation on AT such that d^  = 0, then d = 0. 
Proof, (i) li z e Z{N) \ {0} and zx = 0, then zNx = (O)for aU x G A^ , hence 
X = 0 for all X G N. 
(a) Let z G Z{N) \ {0} be an element such that z + z e Z{N) and let x,y e N. 
Since z + z'ls distributive, we get 
(x -I- y){z + z) = x{z^-z) + y{z-\-z)^xz^-xz + yz^yz = {x + x + y^- y)z. 
On the other hand, 
(x + y){z -\-z) = {x + y)z'{-{x + y)z = {x + y + x + y)z. 
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Thus, X+ x+ y+ y = x + y + x + y a.nd therefore, x+ y = y + x ioT ail x,y e N. 
Hence, (N, +) is abeUan. 
(iii) Let xd{N) = (0) and let r, s be arbitrary elements of N. Then 
0 = xd{rs) = xrd{s) + xd{r)s = xrd{s). 
Thus, xNd{N) = (0) for all x G AT; and since d{N) ^ (0), x = 0. A similar ar-
gument works if d{N)x — (0) since Lemma 4.2.1 provides enough distributivity to 
carry it through. 
{iv) For arbitrary x,y E^ N, we have 
0 = d:'ixy) 
= d{xd{y) + d{x)y) 
= x(f{y) + d{x)d{y) + d{x)d{y) + <fi{x)y 
= 2d{x)d{y). 
Since N is 2-torsion free, d{x)d{N) — (0) for all x e AT and {Hi) yields d = 0. 
Theorem 4.2.2 ([32, Theorem 2]). If a prime near-ring N admits a nontrivial 
derivation d for which d{N) C Z(iV), then (-/V,+) is abeUan. Moreover, if N is 
2-torsion free, then A^  is a commutative ring. 
Proof. Let c be an arbitrary constant, £ind let x be a non-constant. Then d{xc) = 
xd{c) + d{x)c = d{x)c e Z{N). Smce d{x) G Z{N) \ {0}, it follows easily that 
c G Z{N). Since c + c is constant for all constants c, it follows from Lemma 4.2.3 (u) 
that {N, +) is abehan, provided that there exists a nonzero constant. 
Assmne that 0 is the only constant. Since d is obviously commuting, it fol-
lows from Lemma 4.2.2, that all u which are not zero divisors belong to the center 
•q{N) of (AT,-!-). In particular, if x y^  0, d{x) G •q^N). Then for all y G N, we get 
d{y) -\- d(x) - d{y) - d{x) = d{{y, x)) = 0, and hence {y, x) = 0 for all x, y G A'^ . 
We complete the proof by assuming that AT is 2-torsion free and showing that N is 
commutative. By Lemma 4.2.1, {ad{b) + d(a)b)c = ad{b)c + d{a)bc for all a, 6, c G A'^ ; 
and usmg the fact that d(a6) G Z{N), we get cad{b) + cd{a)b = ad{b)c + d{a)bc 
for all a,b,c e N. Since (AT, -|-) is abehan and d{N) C Z{N), this equation can be 
rearranged to yield 
d{b)[c, a] = d{a)[b, c] for all a,b,ce N. 
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Suppose now that N is not commutative. Choosing b,c E N with [6,c] / 0 and 
letting a = d{x), we get (f{x)[b,c] = 0 for all a; G N; and since the central ele-
ment (f{x) can not be a nonzero divisor of zero, we conclude that dP{x) = Q for all 
X e N. Thus, by Lemma 4.2.3 (iv), d = 0, a contradiction. Hence, N is commutative. 
In 1978, Herstein [58] proved that if i2 is a prime ring of characteristic not 2 
which admits a nonzero derivation d such that d{x)d{y) = d{y)d(x) for all x, y G -R, 
then R is commutative. Later, Bell &: Mason [32] obtained the above mentioned 
result in the setting of near-rings as follows: 
Theorem 4.2.3 ([32, Theorem 3]). Let iV be a prime near-ring admitting a non-
trivial derivation d such that [d{x), d{y)] = 0 for all x, y G N. Then {N, +) is abeUan. 
Moreover, if AT is 2-torsion free, then iV is a commutative ring. 
Proof. The argument used in the proof of Lemma 4.2.3 (ii) shows that if both z 
and z + z commute elementwise with d{N), then zd{c) = 0 for all additive com-
mutator c. Thus, taking z = d{x), we get d(x)d{c) = 0 for aU a; G A^ , so d{c) = 0 
by Lemma 4.2.3 (iii). Since wc is also an additive commutator for any iw G TV, we 
have d{wc) = 0 = d(w)c\ and another appUcation of Lemma 4.2.3 (iii) gives c — 0. 
Hence, we get the required result. 
Assiune now that N is 2-torsion free. By the partial distributive law, we find 
that d{d{x)y)d{z) = d{x)d{y)d{z) + (f{x)yd{z) for all x,y,z e N; and hence 
(f{x)yd{z) = d{d(x)y)d{z) - d(x)d{y)d{z) 
= d{z){d{d{x)y) - dix)d{y)) 
= d{z)d^{x)y 
= d^{x)d{z)y for all x, y, z G AT. 
Thus 
d^{x){yd{z) - d{z)y) = 0 for all x,y,ze N. 
Replacing y hy yt in the last relation, we obtain 
d^{x)ytd{z) = d^{x)d{z)yt = (£^{x)yd{z)t for all x, r/, z, t G iV 
so that 
d^{x)N[t, d{z)] = (0) for all X, t, 2 G TV. 
The primeness of N shows that either (P = Q OT d{N) C Z{N). Since the first of 
these conditions is unpossible by Lemma 4.2.3 {iv), the second must hold and N is 
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a commutative ring by Theorem 4.2.2. 
A well known result due to Posner [83] states that if a 2-torsion free prime ring 
admits derivations di and ^2 such that their iterate did2 is also a derivation, then 
at least one of them mtist be zero. This result was generalized by many authors in 
several directions. Motivated by this result Wang [93] obtained the following result 
in the setting of near-ring. 
Theorem 4.2.4 ([93, Theorem 1]). Let AT be a 2-torsion free prime near-ring, and 
let di and ^2 be derivations on N such that did2 is also a derivation. Then the 
following two conditions are equivalent: 
(i) either di = 0 or ^2 = 0; 
(M) [di(x), d^{y)] = 0 for all X, y G AT. 
In order to develop the proof, we need following lemmas due to Wang [93]: 
Lemma 4.2.4. Let d be an arbitrary additive endomorphism of N. Then d{xy) — 
xd{y) + d{x)y for all x, y G iV if and only if d(xy) = d{x)y + xd{y) for all x, y G A. 
Therefore, d is a derivation if and only if d{xy) = d{x)y + xd{y) for all x, y G N. 
Proof. Suppose d{xy) — xd{y) + d{x)y for all x, y G A^ . Since x(y + y) ^ xy + xy, 
we have 
d{x{y + y)) = xd{y + y) + d{x){y + y) 
= xd{y) + xd{y) -\- d{x)y -\- d{x)y for all x, y G A^ . 
Also, 
d{xy + xy) = d{xy) + d(xy) 
= xd{y) -I- d{x)y + xd{y) + d{x)y for all x, y G A^ . 
On Combining last two relation, we get xd{y) + d{x)y = d{x)y + xd{y), and hence 
d{xy) = d{x)y -|- xd{y) for all x, y G AT. 
The converse can be proved in a similar way. 
Lemma 4.2.5. Let d be an arbitrary derivation on AT. Then N satisfies the following 
partial distributive law; 
{d{x)y -\- xd{y))z = d{x)yz + xd{y)z for all x,y,ze N. 
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Proof. Prom the associative law and Lemma 4.2.4, we have 
d{{xy)z) = d{xy)z + xyd{z) 
= {d{x)y + xd{y))z + xyd{z) for a.\\.x,y,z e N 
and 
d{x{yz)) = d{x)yz + xd{yz) 
= d{x)yz + x{d{y)z + yd{z)) 
= d{x)yz + xd{y)z + xyd{z) for all x,y,z e N. 
Comparing the two expressions, we obtain 
{d{x)y + xd{y))z = d{x)yz + xd{y)z for all x,y,z e N. 
Proof of Theorem 4-^-4- (*) ^ {H) is obvious. Now we prove that (u) => {%). 
Noting that did2 is a derivation, we have 
didiixy) = xdid2{y) + did2{x)y for &W.x,y e N. 
On the other hand, dx and ^2 are both derivations, so 
dMxy) = di(d2{xy)) 
= di{xd2{y) + d2{x)y) 
= di{xd2iy)) + di{d2{x)y) 
= xdid2(y) + di{x)d2{y) + d2{x)di{y) + did2{x)y for all x, y G iV. 
The above two expressions for d\d2{xy) yield 
di{x)d2{y) + d2{x)dx{y) = 0 for aU x,y G A^ . (4.2.1) 
Replacing x by xd2{z) in (4.2.1), by using Lemmas 4.2.4 and 4.2.5, we have 
0 = dx{xd2{z))d2{y) + d2{xd2{z))dx{y) 
= {di{x)d^{z) + xdid2{z))d2{y) + {xd^{z) + d2(x)d2(-z))di(y) 
= di(a;)d2(2)rf2(?/) + a:did2(-z)d2(2/) + x(P^{z)di{y) + d2(a;)d2(-z)di(y) 
= rfi(a;)d2(2;)rf2(2/) + x{did2{z)d2{y) + di{z)di{y)) + d2{x)d2{z)dx{y) 
for all x,y,z ^ N. 
In this equahty 
x{did2{z)d2(y) + dl{z)di{y)) = 0 for a.l[ x,y,zeN 
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because the second factor di4(2)^2(2/) + d:2{z)diiy) = 0 by (4.2.1), with x replaced 
by d2{z). Thus we get 
di{x)d2{z)d2{y) + d2{x)d2{z)di{y) = 0 for aU x,y,ze N. (4.2.2) 
Replacing x and y by 2 in (4.2.1), respectively, we obtain 
d2{z)di{y) = -di{z)d2{y) for all y,2 G iV 
and 
di{x)d2{z) = -d2{x)di{z) for ailx,z e N. 
Since iV is a zero-symmetric left near-ring, so (4.2.2) becomes 
0 = {-d2{x)d,iz))d2iy) + d2{x){-di{z)d2iy)) 
= d2ix){-diiz))d2{y) + d2{x){-d,{z)d2{y)) 
= d2{x){{-di{z))d2iy) - di{z)d2iy)] for aU x,y,ze N. 
If ^2 7^  0, by Lemma 4.2.3 we have 
(-di(z))d2(y) - di{z)d2iy) = 0 for all y, z G AT 
that is, 
d^{z)d2{y) = {-di{z))d2{y) for all y,^ G iV. (4.2.3) 
Hence, by condition (iz), we have 
{-d^{z))d2{y) = d,{-z)d2{y) 
= d2{y)di{-z) 
= d2{y){-d,{z)) 
= -d2{y)dx{z) 
^ -di{z)d2{y) for all y, z G iV, 
that is, 
{-d^{z))da{y) = -di{z)d2{y) for a\ly,zeN. (4.2.4) 
Prom (4.2.3) and (4.2.4), we find that 
2di{z)d2{y) = 0 for all y, 2 G N. 
Since N is 2-torsion free, the last expression yields that di(z)d2(y) = 0 for all 
y,z e N. Hence di{z)d2{N) = (0) for aU z G TV, but 4 ^ 0 so di{z) = 0 for aU 
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z e N. Thus di = 0. This completes the proof of the theorem. 
Corollary 4.2.1 ([93, Corollary 1]). Let iV be a 2-torsion free prime near-ring, and 
let d be a derivation on N such that cP =^0. Then d = 0. 
Proof. It is clear that d^  = 0 is a derivation on N, we have 
0 = di^ixy) 
= d{xd{y) + d{x)y) 
= d{xd{y)) + did(x)y)) 
= xd?{y) + d{x)d{y) + d{x)d{y) + d[^{x)y 
= 2d{x)d{y) for all x, t/ G iV, 
Since N is 2-torsion free, so we have 
d{x)d{y) = 0 for all x, y G A'^ . 
Therefore [d{x),d{y)] = 0 for all ar, y G AT. Hence, d = 0 by Theorem 4.2.4. 
Remark 4.2.2. Let integer n > 2, and let A'^  be an n!-torsion free prime near-ring. 
If d is a derivation on N such that d"(iV) = (0), then in view of Corollary 4.2.1, it 
is natural to ask that whether one can conclude that d(A'^ ) = (0)? 
The answer is negative even for rings. A simple coimter example due to Chung 
et al. [48] is given as follows: 
Example 4.2.1. Let R be the ring of 2 x 2 matrices over GF{p), where p is a prime 
integer greater than 3 and d be the inner derivation induced by 
3!-torsion free and d^{R) = (0), but d{R) ^ (0). 
0 0 . Then A^  is 
In order to discuss the Remark 4.2.2, Wang [93] extended Leibniz' rule for deriva-
tions of rings to near-rings as follows. 
Proposition 4.2.1 (Leibniz' rule). Let A'^  be a near-ring. For any integer n > 2 
and any x,y £ N, 
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dr{xy) = r{x)y + Q dr-\x)d{y) + ... + Q dJ^-\x)d^{y) 
Proof. Using Lemma 4.2.4 and elementary facts about centralizers of elements in 
group, one can easily prove that 
d{x)y + nxd{y) = nxd{y) + d{x)y for all x, y G A/^ . 
Further, we can prove 
nd{x)y + nxd{y) — n{d{x)y + xd{y)) for aH x,y E N. (4.2.5) 
Next we prove Leibniz' rule by induction on n. When n = 2, we have 
c^(xy) = d{d{x)y + xd{y)) 
= d{d{x)y) + d{xd{y)) 
= d:^{x)y + d{x)d{y) + d{x)d{y) + xcP(y) 
= dP{x)y + 2d{x)d{y) + x(P{y) for all x, y G N. 
Assimie Leibniz' rule holds for n — 1. That is, if AT is (n — l)!-torsion free, then 
d^-\xy) - dr-^ix)y +... + [^zl)dr'Kx)(^~\y) 
+ \ ~ ] dr-'-\x)d}{y) + ... + xdr-\y) for aU x,y G N. 
Smce n!-torsion freeness imphes (n - l)!-torsion freeness, by (4.2.5) we have 
dr-ixy) = d{dr'\xy)) 
= d{dr-\x)y + ... + (^.^l^ dr-\x)d^-\y) 
+ (^~i^^ d^-'-\x)d}{y) + ... + xd--\y)) 
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= d{r-'{x)y) + ... + h I) di(P-'{x)(P-\y)) 
+ (''~i^) d{dr-'-\x)d^{y)) + ... + d{xdr-\y)) 
= dr{x)y + dr-\x)d{y) 
'n-l 
+... + ("_ n{dr-'+\x)d^-\y) + dr-\x)d^{y)) 
+ 
'n-r {dr-\x)^{y) + dr-'-\x)d'+\y)) 
+... + d{x)dr'\y) + xd^{y) 
d-{x)y + ... + hzl)<^-'^\^)<^-\y) + ClZl)d^~'('^)d'i^ 
+ 
'n-1 
^ dr-\x)S{y) + ( " ^ ^) dr-'-\x)d^+\y) + ... + xd-{y) 
= d!^{x)y + ... + {^._ I ) d^-Kx)S{y) + ("" i ^) d^-\^)d^{y) 
= rf"(a:)y + ... + [{^^1^^ + i^'i^ dr-^(^)d^iy) 
+... + xdr{y) 
= d^{x)y + ... + ( ^  J dr-'{x)d^{y) + ... + xd^{y) for a\lx,yeN. 
The proof is completed. 
Lemma 4.2.6. Let AT be a near-ring with center Z{N), and let d be a derivation 
on N. Then d{Z{N)) C Z{N). 
Proof. Prom Lemma 4.2.4, for any z G N and x £ N, we have xd(2) + 2;d(x) = 
xd{z) + d{x)z = d(a;z) = d{zx) = d{z)x + zd{x). It foUows that xd(2) = d{z)x for 
aU X, 2 G AT, that is, d{z) G Z(iV). Hence, d{Z{N)) C Z(7V). 
Lemma 4.2.7. Let n > 2, and let A'^  be a n!-torsion free near-ring and rf be a 
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derivation with (P{N) = (0). Then for each y ^ N, either d{y) = 0 or there exists 
0 < A; < n such that d''{y) is nonzero divisor of zero. 
Proof. Since n!-torsion freeness impUes (n — l)!-torsion freeness, we may assume 
that (f*~^(iV) ^ (0), in which case we choose XQ such that (P~^{xo) ^ 0. Assmne 
d{y) / 0. Then there exists k with 0 < fc < n for which d'=(y) ^ 0 and d''-^^{y) = 0. 
Using Leibniz' rule, we obtain 
0 = drixod^-'iy)) 
= dJ^{xo)d''-\y) + (fj d^-\xo)d''{y) 
+ Q (r-2(xo)d'=+H2/) + -
= (j^ dr-\xo)d''{y) 
= ndr-\xo)d''{y) for aU y G N. 
We get <r~^(xo)d*(y) = 0 for all y G iV, since AT is n!-torsion free. So d''{y) is 
a nonzero divisor of zero. 
We are now in a position to prove the following theorem: 
Theorem 4.2.5 ([93, Theorem 2]). Let n > 1 be an integer and AT be a prime 
near-ring with center Z{N). Next, let AT be n!-torsion free and rf be a derivation 
with d^{N) - (0). Then d{Z{N)) = (0). 
Proof. If n = 1, there is nothing to prove. If n > 2, suppose d{Z{N)) / (0). We 
choose z G Z{N) such that d{z) ^ 0. By Lemmas 4.2.6 and 4.2.7, there exists a 
positive integer k such that d''{z) is a nonzero divisor of zero contained in Z{N). 
On the other hand, d{z) could not be a divisor by Lemma 4.2.3. The contradiction 
proves that d{Z{N)) = (0). 
In view of Lemma 4.2.7 and Theorem 4.2.5, one can prove the following result: 
Theorem 4.2.6. Let n be a positive integer and N be an n!-torsion free near-ring 
with no divisor of zero, then AT admits no nonzero derivation d with d" = 0. 
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§ 4.3 Derivations and Commutativity of Near-Rings 
The literature on near-rings contains a number of theorems asserting that cer-
tain conditions implying commutativity in rings also imply multiplicative or additive 
commutativity in special classes of near-rings. Bell [25], Bell & Mason in [32] added 
to this body of results several commutativity theorems for near-rings admitting 
suitably constrained derivations. In the present section, we study commutativity of 
near-rings in the case when constrains are assumed to hold on some proper subset 
of the near-ring. 
We begin with the following lemmas due to Bell [25], which are essential for 
developing the proofs of the theorems: 
Lenuna 4.3.1. Let N be prime near-ring. If ^ G Z{N) \ {0} and a; is an element 
of N such that xz G Z{N) or zx G Z{N), then x G Z{N). 
The proof is straightforward. 
Lemma 4.3.2. Let iV be a prime near-ring, and let d be a nonzero derivation on 
N. 
(i) If t/ is a nonzero semigroup right ideal (resp. semigroup left ideal) and x is 
an element of N such that Ux = (0) (resp. xU = (0)), then x = 0. 
(a) If [/ is a nonzero semigroup right ideal or semigroup left ideal, then d{U) / (0). 
{iii) If [/ is a nonzero semigroup right ideal and a; is an element of N which cen-
tralizes U, then x G Z{N). 
Proof, (i) This part is immediate from the definitions. 
(ii) Let [/ be a semigroup right ideal, and suppose d{U) = (0). Then for all u G f/ 
and X G iV, d{ux) = 0 = ud{x) + d{u)x = udlx); thus Ud{x) = (0) and rf = 0 by 
(i). The argument for semigroup left ideals is similar. 
{in) Let U he a, semigroup right ideal and suppose that x centralizes U. Then for 
all w G C/ and J/ G AT, {uy)x = x{uy) = {xu)y = {ux)y = u{xy). This imphes that 
U{xy - yx) = (0) for all y G TV and hence x G Z{N) by (z). 
Lemma 4.3.3. Let AT be a prime near-rmg, and U a nonzero semigroup ideal of N. 
Let d be a nonzero derivation on N. 
(i) lix.yeN and xUy = (0), then x = 0 or y = 0. 
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(ii) lix^N and d{U)x = (0), then x = 0. 
{Hi) lixeN and xd{U) = (0), then x = 0. 
Proof, (i) Suppose xUy = (0). Then xUNy = (0) for aU x,y G AT. Thus the 
pruneness of N yields that either y = OoTxU = (0) for all x € iV. In the latter case 
a: = 0 by Lemma 4.3.2 (i). 
(M) Suppose d{U)x = (0). With the help of Lemma 4.2.1, we see that for a.\l x e U 
amdy e N, d{yu)x = 0 = {yd{u) + d(y)u)x = yd{u)x + d{y)ux = d{y)ux. Thus, 
d{y)Ux = (0) for all T/ e iV and hence z = 0 by (i). 
Similarly, we can prove {Hi). 
Remark 4.3.1. To obtain any of the conclusions of Lemma 4.3.3, it is not sufficient 
to assume that f/ is a semigroup right ideal, even in the case that TV is a ring. The 
following example due to Bell [25] justifies the fact: 
Example 4.3.1. Let Rhe a. prime ring M2{F), where F is £in arbitrary field. Let 
R, and let d be the inner derivation of R given by U 0 0 
d{w) = w 0 1 0 0 
0 1 
0 0 w. 
Then d{U) = {[o olh^4 so that for X = y — 0 1 0 0 we have 
xUy = xd{U) = d{U)x = (0). 
Lemma 4.3.4. If AT is a prime near-ring, and Z{N) contains a nonzero semigroup 
left ideal or semigroup right ideal, then N \s a. commutative ring. 
Proof. Since a central semigroup left ideal is a semigroup right ideal, we may assume 
that [/ 7^  (0) is a semigroup right ideal contained in Z{N). MultipUcative commu-
tativity of N (and hence right distributivity) is immediate from Lemma 4.3.2 {Hi). 
To obtain additive commutativity, note that U"^ ^ (0) by Lemma 4.3.2 (z), so there 
exist z,w eU such that zw ^ 0. Since zw + zw =^ z{w + w) eU C Z{N), {N, +) 
is abehan by Lemma 4.2.3 {ii). 
Theorem 4.3.1 ([25, Theorem 2.1]). Let AT be a prime near-ring, and let U be 
a nonzero semigroup right ideal or a nonzero semigroup left ideal. If N admits a 
nonzero derivation d for which d{U) C Z{N), then TV is a commutative ring. 
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Proof. Since near-rings lack left-right synunetry, we would expect to have to deal 
with semigroup right ideals and a semigroup left ideals separately. 
Let U 7^  (0) be a semigroup right ideal or a semigroup left ideal such that 
d{U) C Z{N). Then d{uv) = ud{v) + d{u)v e Z{N) for all w, v G U; and commuting 
this element with v gives 
d{v){uv -vu)=0 for all it, u G U. (4.3.1) 
By Lemma 4.2.3 (z), we see that 
for each v eU either v centralizes U or d{v) = 0. (4.3.2) 
Suppose that u G f/ and d{v) = 0. Then d{uv) = tid{v) + d{u)v = d{u)v G Z{N) 
for aU It G U, so that d{u)vx = xd{u)v = d{u)xv for all li G f/ and x e N. Thus 
d{U){xv - wx) = 0 for all X G iV; and by Lemma 4.2.3 (i) and 4.3.2 {ii), v G Z(A/'). 
We have now shown that 
iiveUand d{v) = 0, then v G Z{N). (4.3.3) 
If we now assume that f/ is a semigroup right ideal, we can apply Lemma 4.3.2 [iii) 
together with (4.3.2) and (4.3.3), to get U C Z(N). Hence, A'^  is a commutative ring 
by Lemma 4.3.4. 
Henceforth, we assiune that U is a nonzero semigroup left ideal. By (4.3.2) and 
(4.3.3), U is commutative. It follows that if U contains a nonzero central element 
w, we have xwu — uxw = wux, and therefore w{ux — xu) — 0, for aU x G A^  and 
u GU. Thus U C Z{N), and AT is a commutative ring by Lemma 4.3.4. 
We may now assmne that U n Z(N) = (0), in which case (4.3.3) shows that 
d{u) / 0 for all u G f/ \ {0}. For each such w, d{u^) = d{u){2u) G Z{N) and 
hence, by Lemma 4.3.1, 2u G Z{N). Suppose that 2u ^ 0 ioT aR u E U \ {0}. 
Lemma 4.3.2 (i) guarantees that for each x E N \ {0}, there exists an element 
Ux eU such that xux ^ 0. Since xu^ G U, we have 2xUx = x{2ux) G Z{N); and by 
Lemma 4.3.1, we get x G Z{N). Therefore N isa commutative ring by Lemma 4.3.4. 
The only remaining possibility is that UnZ(N) = (0) and there exists u G U\{0} 
such that 2M = 0; and we complete our proof by showing that this cannot oc-
cur. Suppose, u e U\{0} and 2M = 0. We have ^(M^) = 3u'^d{u) G Z{Ny, and 
since 2u'^d{u) = 0, we get v?d{u) G Z{N) which implies that v? G Z{N). Since 
U n Z(N) = (0), M2 = 0. Now d(xu) = xd(u) + d{x)u G Z{N) for all a; G TV, hence 
u{xd{u) + d(x)u) = {xd{u) + d{x)u)u = xd{u)u; and left multiplying by M gives 
uxd{u)u = 0. This imphes that d{u)u = 0 for all M G f/; and since ^(M) G Z(7V) \ {0}, 
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we conclude that w = 0, a contradiction. 
Theorem 4.3.2 ([25, Theorem 3.1]). Let AT be a prune near-ring and U a nonzero 
semigroup ideal of AT. If AT admits a derivation d such that (P ^0 and [d{U), d{U)] = 
(0), then AT is a commutative ring. 
To prove the above theorem, we need following lemmas due to Bell [25]: 
Lemma 4.3.5. Let N he A prime near-ring and U a nonzero semigroup ideal. If d 
is a nonzero derivation on AT such that (P{U) = (0), then cP = 0. 
Proof. For all u,u G U, we have 0 = (f{uv) = udP{v) + 2d{u)d(v) + (f{u)v\ thus 
d{U){2d{v)) = (0) for all i; e U, and by Lemma 4.3.3 (zi), we have 2d{U) = (0). Now 
ioxyeN and v G f/, (P{yv) = 0 = ydP{v)-\-2d{y)d{v)^rd[^{y)v, hence (fi{y)U = (0) 
for all y G AT. Thus, c? = 0. 
Lemma 4.3.6. Let AT be a prime near-ring and U a nonzero semigroup ideal of A^  
and let d be a derivation on AT such that (P{U) ^{0).liae N and [a, d{U)] = (0), 
then a e Z{N). 
Proof. Let C{a) = {x e N \ ax = xa}. Note that d{U) C C{a). Thus, iiye C{a) 
and u E U, both d(yu) and d{u) are in C{a); hence {yd{u) + d{y)u)a = a(t/<i(M) -|-
d{y)u) and yd{u)a + d{y)'ua = ayd{u) + ad(y)u. Since r/d(u) G C(a), we conclude 
that d{y)ua = ad{y)u. Thus 
d(C(a))t/ C C(a). (4.3.4) 
Choose z e U such that ^^(a;) ^ 0, and let y = d{z). Then y G C{a); and by 
(4.3.4), (i(y)tx G C{a) and d(y)MU G C{a) for aU it, u G t/. Thus, 0 = [a, d(t/)txr;] = 
ad(y)uv - d{y)uva = d{y)uav - d{y)uva = d{y)u{av - va). Thus d{y)U{av -va) = 0 
for all u G f/; and by Lemma 4.3.3 (i), a centralizes U. By Lemma 4.3.2 (iii), a G 
Z(Ar). 
Proof of Theorem 4.3.2. By Lemma 4.3.5, d?{U) / (0); therefore d{U) C Z(Ar) 
by Lemma 4.3.6. The result now foUows by Theorem 4.3.1. 
If we drop the hypothesis that d^  ^^  0 m Theorem 4.3.2, then we have the fol-
lowing result: 
Theorem 4.3.3 ([25, Theorem 3.2]). Let AT be a prune near-ring, U a nonzero 
semigroup ideal, and d a nonzero derivation on N. Let K = {a e N \ \a, d(U)] = 
(0)}. 
(i) UaeK, then a G Z{N) or d(a) = 0. 
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(a) K is a. commutative semigroup wader multiplication. 
(Hi) d{K) C Z{N). 
(iv) If there exists a e K for which d{a) ^  (0), then (iV, +) is Abehan. 
(v) If K contains a nonzero semigroup right ideal or a nonzero semigroup left 
ideal, then iV is a commutative ring. 
Proof, (i) Let ae K. Then ad{au) = d{au)u for all w G f/, hence a{ad{u)-\-d{a)u) = 
{ad(u) + d{a)u)a and ad{a)u = d{a)ua. Thus, a centralizes the semigroup right ideal 
d{a)U] and by Lemma 4.3.2 (in), a e Z{N) if d{a)U ^ (0). On the other hand if 
d{a)U = (0), then d{a) = 0 by Lemma 4.3.2 {%). 
{a) Let a,b E K with d{b) = 0. Then the condition that ad{bu) = d{bu)a for all 
ueU reduces to abd{u) = bd{u)a. Hence d{U){ab — ba) = (0), so a6 = 6a by Lemma 
4.3.3 (ii). 
(Hi) Since a G Z{N) imphes d{a) E Z{N), this result is immediate from (i). 
(iv) Let a E K with d{b) ^ 0. By (iii), ^(a^) E Z{N); and since a E Z{N) and 
d{a) E Z{N), we have 2d{a)a = d{a){2a) E Z{N). Thus 2a E Z{N) by Lemma 
4.3.1, and (N, +) is abeUan by Lemma 4.2.3 (ii). 
(v) Let H he & nonzero semigroup right ideal or semigroup left ideal contained in 
K. Then d{H) C Z{N) by (iii), and the result follows from Theorem 4.3.1. 
Theorem 4.3.4 ([25, Theorem 3.3]). Let iV be a prime near-ring, let f/ be a nonzero 
semigroup ideal, and let d be a nonzero derivation on N. If [d{U), d{U)] — (0), then 
(N, +) is abehan. 
Proof. It is straightforward to show that if 2 G iV is such that [z, d{U)] = [z + 
z, d{U)] = (0) and u,v E t/ are such that u + v E U, then zd{c) = 0, where 
c is the additive commutator v + u - v — u. U r, s E U, we have rs E U and 
rs + rs = r{s + s) E U; and since [d{U),d{U)] = (0), taking z = d{rs) gives 
d(U'^)d{c) — (0). But C/^  is a nonzero semigroup ideal, so by Lemma 4.3.3 (M), we 
have 
d(u + u - u - It) = 0 for all w, u G i7 such that u^v EU. (4.3.5) 
Now take u = rx and v = ry, where r EU and x,y E N,so that u, v and M + u are 
all in [/. It follows from (4.3.5) that 
d(rx + ry -rx -ry) =0 for aR r E U and all x, ?/ G A/^ . 
72 
Replacing r by wr, weU,we get d{U){rx-hry-rx- ry) = (0) for all r G U, and all 
x,yeN. Thus, by Lemma 4.3.3 (M) and Lemma 4.3.2 (i), we get x + y - x - y = 0 
for all X, y G AT. This proves the theorem. 
Theorem 4.3.5 ([25, Theorem 4.1]). Let N he a prune near-ring, and U a nonzero 
semigroup ideal. If N admits a derivation d such that cP / 0 and d{uv) = d{vu) for 
all u, u E [/, then iV is a commutative ring. 
Proof. Let c be a constant in U that is, an element of U for which d{c) — 0. The 
condition that d{cu) = d{uc) for all M G C/ yields [c,d{U)] = (0), so by Lemmas 
4.3.5 and 4.3.6, we get c G Z{N). Now for aJl u,v e U, u{uv) - {uv)u = u[u, v] is 
an element of U and is a constant; hence 
u[u, v] G Z{N) for all It, u G f/. (4.3.6) 
Suppose that there exists u,v e U such that u[u,v] G ^(iV) \ {0}. Since u{u^v) -
{v?v)u = u^[u,v] is also a constant in U, Lemma 4.3.1 gives u G Z{N) which is 
incompatible with the assiunption u[u, v] ^ 0. Thus, (4.3.6) yields 
u[u, u] = 0 for aU It, i; G U. 
But a u ^ 0, this statement gives that u centralizes the nonzero semigroup right 
ideal uU; hence Lemma 4.3.2 (in) gives U C Z{N), and our theorem follows from 
Lemma 4.3.4. 
§ 4.4 (cr, T)-Derivatioiis in Near-Rings 
Throughout this section, a and r wiU denote automorphisms of N. In the year 
2001, Kamal [68] define the notion of a-derivation as follows: 
Definition 4.4.1. An additive mapping d : N —> N is called a a-derivation 
if 
d{xy) = a{x)d{y) + d{x)y holds for aRx,y e N. 
Inspired by the definition of a-derivation, the notion of {a, r)-derivation was 
introduced by Ashraf et al. [17] as follows: 
Definition 4.4.2. An additive mapping d : N —>• N is called a {a, T)-derivation if 
d{xy) = a{x)d{y) + d{x)T{y) holds for aH x,y e N. 
In case a — IN, the identity mapping on AT, d is known as (7^ ,^ r ) derivation or r-
derivation. Similarly, if r = /jv, d is called a {a, I^) derivation or o--derivation. It is 
straight forward to see that an {IN, /jv)-derivation is ordinary derivation. Clearly, the 
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notion of a {a, T)-derivation include the concepts of a-derivation (resp. r-derivation) 
given by Kamal [68]. 
Remark 4.4.1. For any x,y £ N, the symbol [x,y]tr,r will denote the {(7,T) com-
mutator a{x)y — yrix). Also, a (a, r)-derivation d : N —> N is said to be {(T,T)-
commuting if [x, d{x)\„,r = 0 for all a; G AT. 
We begin with the following important lemmas obtained by Ashraf et al. [17] 
which are essential for developing the proof of the main theorems of this section. 
Lemma 4.4.1. An additive endomorphism dona, near-ring N is a (a, r)-derivation 
if and only if d{xy) = d{x)T{y) + a{x)d{y) for ail x,y E N. 
Proof. Let d be a {a, r)-derivation on a near-ring N. Since x{y + y) = xy + xy, we 
obtain 
d{x{y + y)) = a{x)d{y + y) + d{x)T{y + y) 
= a{x)d{y) + (j{x)d{y) + d{x)T{y) + d{x)T{y) for all x, y 6 A/^ .(4.4.1) 
On the other hgind, we have 
d{xy + xy) = d{xy) + d{xy) 
= a{x)d{y) + d{x)T{y) + a{x)d{y) + d{x)T{y) for aHx,ye N.{AA.2) 
Combining (4.4.1) and (4.4.2), we find that 
a{x)d{y) -I- d{x)T{y) = d{x)T{y) + (T{x)d{y) for all x,ye N. 
Thus, we have 
d{xy) = d{x)T{y) + a{x)d{y) for ai[x,yeN. (4.4.3) 
Conversely, let d{xy) = d{x)T{y) + a{x)d{y) for all x,ye N. Then, we have 
d{x{y + y)) = d{x)T{y + y) + a{x)d{y + y) 
= d(x)r{y) + d{x)T{y) -|- o{x)d{y) + (j{x)d{y) for a\lx,ye iV. (4.4.4) 
Also, 
d{xy + xy) = d{xy) + d{xy) 
= d{x)T{y) + a{x)d{y) + d{x)T(y) + a{x)d{y) for all x, ye A^ . (4.4.5) 
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Combining (4.4.4) and (4.4.5), we obtain 
d{x)T{y) + a{x)d{y) = a{x)d{y) + d{x)T{y) for aU x, y G N. 
Lemma 4.4.2. Let d be a (cr, T)-derivation on the near-ring N. Then AT satisfies 
the following partial distributive laws: 
(i) {(T{x)d{y) + d{x)T{y))z = a{x)d{y)z -I- d{x)T{y)z for all x, y, z G iV. 
(M) (d(x)r(y) + (T{x)d{y))z = d{x)r{y)z + a{x)d{y)z for all x, y, 2; G A^ . 
Proof. Note that for all x, y, 2; G iV we have 
d((xy)z) = a{x)a{y)d{z) + {a{x)d{y) + d(x)r(y))T(z). (4.4.6) 
On the other hand, we have 
d{x{yz)) = a(x)a(y)d{z) + a{x)d(y)T{z) + d(x)r(y)r(z) for all x,y,ze N. (4.4.7) 
Equating (4.4.6) and (4.4.7), we find that 
(cr(x)d(y) + d(x)r{y))z = a{x)d{y)z + d{x)T{y)z for all x,y,z e N. 
In the similar manner, (ii) can be proved. 
Lemma 4.4.3. Let rf be a (a, T)-derivation on N and suppose u G A'^  is not a left 
zero divisor. If [it, d(u)]„,r = 0, then (x, w) is a constant for every x G iV. 
Proof. Since u(u + x) = u^ + ux, so we obtain 
a{u)d{x) + d(w)r(it) = d{u)T{u) + a(u)rf(x) for all u, x G TV. 
Due to [u, d(u)]a,T = 0, the above expression can be written as 
a(u){d{x) + d{u)) = a{u){d{u) + d{x)) for all w,x G AT 
that is, 
a{u){d{x,u)) = 0 for all X G AT. 
Since a is an automorphism of N, a{u) is not a left zero divisor. Thus d{x, u) = 0. 
Hence (x, M) is constant for aU x G N. 
Theorem 4.4.1 ([17, Theorem 2.1]). Let N have no nonzero divisors of zero. If N 
admits a nontrivial (cr, r)-commuting {a, T)-derivation d, then (AT, +) is abeUan. 
Proof. Let c be any additive commutator. Then apphcation of Lemma 4.4.3 yields 
that c is a constant. Moreover, for any x G AT, xc is also an additive commutator, 
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hence a constant. Thus, 0 = d{xc) = a{x)d{c) + d{x)T{c) that is, d{x)T{c) = 0 for 
aRx e N and additive commutators c. Since d{x) ^ 0 for some x G iV, so T{C) = 0, 
and thus c = 0 for all additive commutators c. Hence {N, +) is abehan. 
Lemma 4.4.4 ([17, Lemma 3.1]). Let AT be a prime near-ring. 
(i) Let d be a nontrivial {a, T)-derivation on N. Then xd{N) = (0) or d{N)x = (0), 
impUes x = 0. 
(ii) If TV is 2-torsion free and d is {a, r)-derivation on iV such that dP = 0 and a, r 
commute with d, then d = 0. 
{Hi) If N admits a non trivial (a, T)-derivation d for which d{N) C Z{N), then 
c e ^(iV) for each constant element c of N. 
Proof, {i) Let xd{r) = 0 for all r G AT. Replace r by yz, to get x(7(y)d(2) + 
xd{y)T{z) = 0 for all y, 2; G iV. Hence we have xa{y)d{z) = 0 for all y, 2 G N. Since 
<T is an automorphism of N, xNd{N) = (0). Again N is prime and d{N) / (0), we 
have X = 0. Arguing as above, we can show that d{r)x = 0 for all r G N, imphes 
that X = 0. 
(a) For arbitrary x,y G N, we have cP{xy) = 0. After a simple calculation, we 
obtain 2d{a{x))d{T{y)) = 0. Since N is 2-torsion free, so d{(j{x))d{N) = (0) for each 
X € N. Hence d = 0 by using (i) and the fact that cr is an automorphism. 
{Hi) Let c be an arbitrary constant and let x be a non constant element of A^ . 
Then d{x)T{c) = d{xc) G Z{N) for each non constant element x of N. This imphes 
that d{x)T{c)y = yd{x)T{c) for all y G N. Since d{x) G Z{N)\{Q}, it follows that 
d{x)T{c)y = d{x)yT{c) for all y G AT and we conclude that d{x){yc — q/) = 0 for 
all T/ G A/^  and additive commutator c. Hence, using Lenmia 4.2.3 (i), we get the 
required result. 
Theorem 4.4.2 ([17, Theorem 3.1]). Let AT be a prime near-ring admitting a non-
trivial (a, T)-derivation d for which d{N) C Z{N). Then (A/^ , +) is abehan. Moreover, 
if AT is 2-torsion free and o", r commute with d, then AT is a commutative ring. 
Proof. Since d(Ar) C Z{N) and d is nontrivial, there exists a nonzero element 
X G AT such that z = d(x) G Z(Ar)\{0} 8indz + z = d{x + x) G Z(N). Hence (A/^ , +) 
is abelian by Lemma 4 .2.3(M). 
Assume now that, N is 2-torsion free and a,T commute with d. AppUcation of 
Lemma 4.4.2(z) yields that, 
(o-(x)d(t/) -I-d{x)T{y))r = a{x)d{y)r + d{x)T{y)r for aU x,y,r ^ N. (4.4.8) 
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Since d{N) C Z{N), it foUows that d{xy) G Z{N) for aM x,y e N. Thus, d{xy)r = 
rd{xy) for all x, y, r G iV and hence 
{(T{x)d{y) + d{x)T{y))r = r{a{x)d{y) + d{x)T{y)) 
= r(T{x)d{y) + rd{x)T{y) for all x,y,r e N. (4.4.9) 
Combine (4.4.8) and (4.4.9) and use the fact that {N, +) is abehan, to get 
a(x)d{y)r - ra{x)d{y) = rd{x)T{y) - d{x)T{y)r for all r,x,y e N. (4.4.10) 
Since a is an automorphism and d{N) C Z{N), the equation (4.4.10) can be re-
arranged to yield 
d{y)a{x)r — rd{y)a{x) = d{x)rT{y) — d{x)r{y)r for a.!! x,y,r e N 
or 
d{y){a{x)r — ra{x)) — d{x){rT{y) — r{y)r) for all x, y, r G iV. (4.4.11) 
Suppose on contrary that N is not commutative and choose r,y E N with rT{y) — 
r{y)r / 0. Let x = d(a), a E N. This yields that a{x) = (T{d{a)) = d{a{a)) G Z(A^). 
Now (4.4.8) becomes d{y){d{a{a))r — rd{a{a))) = d!^{a){rT{y) — T{y)r), that is, 
dJ^{a)(rT{y) — T{y)r) = 0 for all a G iV. By Lemma 4.2.3 (i), we see that the central 
element cP{a) can not be divisor of zero, we conclude that d^  (a) = 0 for all a G N. 
But by Lemma 4.4.4 (ii), this can not happen for nontrivial derivation d. Thus, 
rT{y) — T{y)r = 0 for all r, y G iV. Since r is an automorphism of N, the above 
expression impUes that r ;^ — zr = 0 for all r, z G N. Hence AT is a commutative ring. 
Theorem 4.4.3 ([17, Theorem 3.2]). Let AT be a prime near-ring admitting a 
nontrivial (CT, T)-derivatioh d such that d{x)d{y) = d{y)d{x) for all a;,y G A'^ . Then 
(AT, -I-) is abehan. Moreover, if AT is 2-torsion free and a, r commute with d, then AT 
is a commutative ring. 
Proof. In view of om hypothesis, we have d{x+x)d{x+y) = d{x+y)d{x+x) for all 
x,yeN. This imphes that d{x)d{x)+d{x)d{y) = d{x)d{x)+d{y)d{x) for all x,y G A^  
and hence d{x)d{x, y) = 0 for all x, y G N, that is, d{x)d(c) = 0 for all x G AT and ad-
ditive commutator c. Now, appUcation of Lemma 4.4.4 (i) yields that d(c) = 0 for all 
additive commutator c. Since AT is a left near-ring and c is an additive commutator, 
xc is also an additive commutator for any x £ N. Hence d{xc) = OioT aUx e N and 
additive commutator c. Thus by Lemma 4.4.4 (i), c = 0 and hence (AT, +) is abeUan. 
Assume now that N is 2-tors.ion free and a, r commute with d. Then apphcations 
of Lemmas 4.4.1 and 4.4.2(i) yield that, 
d{d{x)y)d{z) = {d^{x)r{y)^cj{d{x))d{y))d{z) 
= d[^{x)T{y)d{z) + a{d{x))d{y)d{z) for aU x, y, z G AT. 
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This implies that 
d\x)T{y)d{z) = d{d{x)y)d{z) - a{d{x))d{y)d{z) for aU x, y, 2 G N. (4.4.12) 
Also, since d{x)d{y) = d{y)d{x) for all a;, y G iV, we find that 
did{x)y)d{z) = d{z)did{x)y) 
= d{z){(P{x)T{y) + a{d{x))d{y)) 
= d{z)(P{x)T{y) + d{z)dia{x))d{y) 
= d2(a;)d(z)T(y) + a{d{x))d{y)d{z) for all x,y,ze N. (4.4.13) 
Combme (4.4.12) and (4.4.13) to get 
d2(x)(r(y)d(z) - d{z)T{y)) = 0 for all x, y, 2 G N. (4.4.14) 
Now replacing y by yr in (4.4.14), we get 
d^(x)r(y)(r(r)d(2) - d{z)T{r)) = 0 for all r, x,y,z e N. 
Thus, (f{x)N{T{r)d{z) - d(2;)r(r)) = (0) for all r,x,z G N. Since A'^  is prime and 
r is an automorphism, rd{z) — d{z)r = 0 or (P{x) = 0 for aH x e N. But the last 
conclusion is impossible by Lemma 4.4.4 (ii). Hence, we have rd{z) — d{z)r — 0 for 
all r, z G AT. This impUes that d{N) C Z{N). Hence, AT is a commutative ring by 
Theorem 4.4.2. 
Lemma 4.4.5 ([10, Proposition 2.1]). Let AT be a prime near-ring. If d is a (cr, cr)-
derivation on AT, then d{Z{N)) C Z{N). 
Proof. For arbitrary x G AT and z G Z{N), we have d{xz) = a{x)d(z) + d{x)a{z) 
for all X G iV. Since cr is an automorphism and z is central, the above expression 
can be rewritten as 
d{xz) = a{x)d{z) + a{z)d{x) for aU x G A^  and z G Z(N). (4.4.15) 
On the other hand, in view of Lemma 4.4.1, we have 
d{xz) = d{zx) = d{z)a{x) + a{z)d{x) for all x G AT and 2 G Z{N). (4.4.16) 
Combining (4.4.15) and (4.4.16), we get (T{x)d{z) = d{z)a{x) for all x G N. Taking 
X = (T~^{y) in the last expression, we find that yd{z) = d{z)y for all y G A^ , that is, 
d{z) G Z{N). Hence, we get the required resiilt. 
Theorem 4.4.4 ([10, Theorem 2.1]). Let AT be a 2-torsion free prime near-ring and 
a, T be automorphisms on N. Suppose di and ^2 are (CT, r ) - derivations on TV such 
that the iterate ^1^2 is also a (cr, T)-derivation on N. If a"^ = a, T^ = r and a, r 
commute with di and ^2, then the following are equivalent 
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(i) either di = 0 or ^2 = 0 
(n) [di(x), d2{y)] = 0 for aU X, y G iV. 
Proof. Clearly, (i) ^ (ii). We prove that (ii) => {i). By our hypothesis, we have 
did2{xy) = a{x)did2{y) + did2{x)T{y) for a-W x,y e N. (4.4.17) 
Also, di and ^2 both are (a, T)-derivatioiis, so for all x, y G iV, we have 
did2{xy) = di{d2{xy)) 
= di{a{x)d2{y) + d2ix)T{y)) 
= di{a{x)d2{y)) + diid2ix)T{y)) 
= cT\x)dMy) + d^{cT{x))T{da{y)) + a{d2{x))dMy)) + d^d2{x)T''{y). 
Siace, o^ = a, T^ = T and a, r commute with di and d2-, the above expression implies 
that 
dxd2{xy) = a{x)did2{y) + di{a{x))d2{T{y)) + d2{a{x))di{T{y)) + did2{x)T{y) 
ioval\x,yeN. (4.4.18) 
Combining (4.4.17) and (4.4.18), we obtain 
di{a{x))d2{r{y)) + d2{a{x))di{T{y)) = 0 for aU x,?/ G N. (4.4.19) 
Setting x = a~^{d2{z)) in (4.4.19), we find that 
did2{z)d2{r{y)) + dl{z)di{T{y)) = 0 for aU y, z G iV. (4.4.20) 
Replacing x by ^•"^(z) and y by T~^(2;) in (4.4.19), we find that 
diiz)d2ir(y)) + d2{z)dMy)) = 0 for aU j / , 2 G N, (4.4.21) 
and 
<ii((7(x))d2(-2) + d2{a{x))di{z) = 0 for all x, z G A^ . (4.4.22) 
Again replacmg x by <7(x)d2(-2;) in (4.4.19) and using the given hypothesis, we obtain 
0 = [a\x)dxd2{a{z)) + di{a{x))d2{T{aiz)))]d2{T{y)) 
+ [a^ix)d^{a{z)) + d2{a{x))d2{T{a{z)))]di{T{y)) for all x,y,ze N. (4.4.23) 
Taking z = a~^(f) in (4.4.23), using Lemma 4.4.2 and the fact that a"^ = a and 
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cr, r commute with di, ^2, we get 
0 = a{x)did2{t)d2ir{y)) + di(a(x))d2(T(t))d2(r(y)) 
+ a{x)4it)di{T{y)) + d2{a{x))d2{Tit))di{T{y)) for aU x,y,f G iV. (4.4.24) 
Combining (4.4.20) and (4.4.24), we find that 
dM^))d2{r{t))d2{T{y)) + d2{a{x))d2{T{t))dMy)) = 0 for all x,y, t G N. (4.4.25) 
Setting t = T'^{z) in (4.4.25), we have 
di{a{x))d2iz)d2{T{y)) + d2{a{x))d2{z)di{T{y)) = 0 for aU x,y,ze N. (4.4.26) 
Application of relations (4.4.21) and (4.4.22) yield that 
0 = {-d2{a{x))d,{z))d2{T{y)) + d2{a{x)){-di{z))d2{T{y)) 
= d2{a{x)){-di{z)d2{riy)) - di(z)d2(r(t/))) for aU x, y, 2 G iV. (4.4.27) 
Since a is an automorphism of N, the above expression imphes that 
d2{N){-di{z)d2iTiy)) - d,{z)d2ir{y))) = (0) for a.\ly,ze N. 
AppUcation of Lemma 4.4.4(i) yields that 
diiz)d2{r{y)) + di{z)d2ir{y)) = 0 for aU y, z G TV. (4.4.28) 
Using our hypothesis and the fact that N is zero-symmetric left near-ring, we find 
that 
d,iz)d2iriy)) = {-d,{z))d2{T{y)) 
= d,{-z)d2{riy)) 
= d2{T{y))d,{-z) 
= d2{T{y)){-d^{z)) 
= -d2{T{y))d^{z) 
= -di(z)d2{T{y)) for aU y, ^ G AT. 
That is, 2di{z)d2{T{y)) = 0 for all y,2 G AT. Since N is 2-torsion firee and r is an 
automorphism of N, the last expression gives that di{z)d2{yi) = 0 for all yi, z e N. 
This imphes that di{z)d2{N) = (0) for aU z e N. But if da ^ 0, then we find di = 0. 
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Corollary 4.4.1 ([10, Corollaxy 2.1]). Let N be a 2-torsion free prime near-ring and 
a, T be automorphisms on N with a"^ = a, T^ = r. Suppose d is a {a, r)-derivation 
on N and a, r commute with rf. If d^  = 0 then d = 0. 
Proof. By hypothesis, we have (P{xy) = 0 for aH x,y 6 N. Since rf is a {(T.T)-
derivation and N is 2-torsion free, a simple calculation yields that d{a{x))d{r{y)) — 0 
for ai\.x,y e N. This implies that d{r)d{s)=0 for all r, s G AT and hence [d{r), d{s)] = 
0 for all r, s € AT. Thus, by Theorem 4.4.4, we obtain d = 0. 
Remark 4.4.2. The following example shows that the conclusion of the above re-
sult need not be true if A'^  is n-torsion free with n> 2 even for rings. 
Example 4.4.1 ([10, Example 2.1]). Let R = I P ^ J x,y,z,w G GF{p) I be 
a ring of 2 x 2 matrices over GF{p), where p > 3 prime integer. Let d be an inner 
derivation of N determined by ei2 and a, r be identity automorphisms of R. Define 
a mapping d : R —>• R such that d{a) = [ei2, a] for all a G R. Then, it can be easily 
seen that R is 3-torsion free and d^(R) — (0), but d{R) ^ (0). 
Theorem 4.4.5 ([10, Theorem 2.2]). Let iV be a 2-torsion free prime near-ring and 
a, T be automorphisms of N. Suppose di and ^ 2 are (a, T)-derivations on A'^  such that 
a and r commute with di and d2 both. If did2{N) = (0), then either di = 0 or d2 = 0. 
Proof. Assume that di ^ 0. By otu: hypothesis, we have 
did2(a;) = 0 for aU x G AT. (4.4.29) 
Replacing a; by xy in last equation and using the fact that a, r commute with di 
and d2, we get 
(72(x)did2(y) + a(di(x))r(d2(?/)) + a(d2ix))r(d,{y)) + d^^^^y) - 0 
forallx,y G AT. (4.4.30) 
AppUcation of (4.4.29) yields that 
a{di{x))T{d2{y)) + a{d2{x))T{di{y)) = 0 for aU x, y G AT. (4.4.31) 
Taking x = a-\d2{x)) in (4.4.31) and using (4.4.29), we find that (^(x)r(di(t/)) = 
0 for aU x, t/ G AT. This unplies that T-\d^(x))di{y) = 0, that is, T-\d^{x))di{N) = 
(0) for aUx e N. By apphcation of Lemma 4.4.4(i), we obtain T-'^{(^{X)) = 0 for 
all X G AT and hence d|(x) = 0 for all x G AT. Thus, by Corollary 4.4.1, we get d2 = 0. 
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Corollary 4.4.2 ([10, Corollary 2.2]). Let AT be a 2-torsion free prime near-ring 
and cr, r be automorphisms on N. Suppose d is a (cr, T)-derivation on A^  and cr, r 
commute with d.Ii(f = 0, then rf = 0. 
Theorem 4.4.6 ([10, Theorem 2.3]). Let iV be a prime near-ring and a,T be au-
tomorphisms of N. Suppose di and ^2 are {a, r)-derivations on N such that iterate 
did2 is also a (cr, T)-derivation on N. If a"^ = a, T^ = T and a, r commute with di 
and ^2, then didi is also a (a, T)-derivation on N. Moreover, if d2d\{N) = (0), then 
either di = 0 or ^2 = 0. 
Proof. For aurbitrary x,y & N, we have 
d2di{xy) = d2{di{xy)) 
= d2{(T{x)di{y) + di{x)T{y)) 
= a\x)d2di{y) + d2{a{x))di{T{y)) 
+di(cr(x))d2(r(y)) + d2di{xy{y) for all x, y G iV. (4.4.32) 
Combining (4.4.19) and (4.4.32) and using the fact that cP' — a and r^ = r, we get 
d2d\{xy) = a{x)d2di(y) + d2di{x)T{y) for all x, y G N. 
Hence, d/idi is a derivation. 
If, d2di{x) = 0 for aJl X G iV, then using the sinular techniques as we have used in 
the proof of Theorem 4.4.5 with necessary variations, we get the required result. 
Ashraf & Shakir [9] extended Leibniz' rule in the setting of near-ring for (CT, r ) -
derivation as follows: 
Theorem 4.4.7 ([9, Theorem 3.1]). Let iV be a near-ring and d a (cr, T)-derivation 
on N. If both a and r commute with cP for all positive integer n > 1, then for all 
x,y G TV 
dr{xy) = J2 f ^ ) or-'-(a-(x))d^(r'^-'-(y)). 
Proof. In view of Lemma 4.4.1, we have 
d{x)T{y) + na{x)d{y) = na{x)d{y) + d(x)T{y) for all x, y G TV. (4.4.33) 
This impUes that 
nd{x)T{y) + ncr(x)cZ(y) = n(d(x)r(y) -|- a{x)d{y)) for aU x, j / G N. (4.4.34) 
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Now, we apply induction on n. When n = 2, we get 
(P(xy) = d{d{xy)) 
= d{d{x)T{y) + a{x)d{y)) 
= d?{xy{y) + aid{x))d{T{y)) 
-\-d{a{x))T{d{y)) + a\x)d:^{y)) for aU x, y G N. (4.4.35) 
Since a and r commute with d, equation (4.4.35) reduces to 
d^{xy) = d\x)T\y) + 2d(a(a;))d(r(y)) + (T'^{x)d^{y) for all X,T/ G N. 
This impUes that 
S{xy) = Yl (^\ d^-%a'-{x))dr{T'^-\y)) for aU x, y G N. (4.4.36) 
r=0 ^''^ 
Assimie that Leibniz' rule holds for n — 1, then 
d--\xy) - X^ ("" ~ ^) dr-'-\a'-{x))dr{r^-^-\y)) for all x,yeN. (4.4.37) 
r=0 ^ ^ 
That is, 
dr-\xy) = dr-\x)T^-\y) +... + {^-Z i ) < -^'(^ '-Ha:))^ ~H^""'(y)) 
.„-! j (f*-^-i(o-^(x))cr(r"-*-i(2/)) + ... + a^-\x)d^-\y) 
for aU x, y G iV. (4.4.38) 
By appUcation of (4.4.34), the above expression yields that 
dr{xy) = d{dr-\xy)) 
= d{dr-\x)T^-\y) + ... + i^^Z^^ dr-\a'-\x))(^-\T--\y)) 
+ f" 7 ^) dr-'-\Ax))^{r''-'-\y)) + ... + a--\x)d^-\y)) 
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+ C" ~ ^"j d{dr-'-\a'{x))(P{r''-'-\y))) + ... + dia--\x)d^'\y)) 
for all x,y ^ N. 
This implies that 
r{xy) = dr{x)r-iy) + ... + ^Zl^ ( r - ' (a ' (x))cf(T"-(2/)) 
+ ("" 7 0 dr-'{a'{x))d^{T"-'iy)) + ... + a^{x)d!^{y) 
::;V"7^ dr-\a\x))d}{T''-\y)) = d"(x)r"(y) + ... + 
= d^ix)T^{y) + ... + (fj d"-*(a'(x))cf(T"-'(y)) + ... + (r^{x)dr{y) 
for all X, y G A'^ . 
Hence, 
dr{xy) = ^ h^ (r-'-(o-'-(a;))<f (T"-'-(?/)) for a.nx,ye N. 
r=0 ^ ^ 
This completes the proof of the theorem. 
Theorem 4.4.8 ([9, Theorem 3.2]). Let n > 1 be a fibced positive integer and 
let A'" be an n-torsion free near-ring. Suppose that a, r are automorphisms of A^  
and d a {a, r)-derivation on N such that a, r commute with d'' for all integers fc > 1. 
If d^{N) = (0) then for each x ^ N either d(x) = 0 or there exists an integer 
i, 0 < i < n such that <f (x) is a nonzero divisor of zero. 
Proof. The result is obvious for n = 1. By our hj^othesis, we have d^{N) ~ (0). 
We may assxmie that d"~^(iV) j^ (0) with d^~^{xQ) j^ 0 for some XQ e N. Further, 
suppose that d(x) ^ 0. Then there exists i with 0 < z < n for which cf (x) ^ 
0 and rf*"'"^(a;) = 0. By apphcation of Theorem 4.4.7 and simple calculations for 
d^{xod^-\x)) = 0 for all X G N, we find that nd^-\a{xQ))d{T''-\d^-\x))) = 0 for 
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all X G AT. This implies that 
n(r-\a{xo))T''-\(r{x)) = 0 for aU X G N. 
Since r is an automorphism of N and AT is n-torsion free, the above expression yields 
that a{dr-^{xo))T''-^{d^{x)) = 0 for aU x G AT. Thus, it follows that 
{r''~')-\a{dr-\xo)))(r{x) = 0 for aU X G N. 
Since a and r are automorphisms of N and rf"~^(xo) ^ 0, it follows that d'{x) is a 
nonzero divisor of zero. Hence, we get the required restdt. 
Theorem 4.4.9 ([9, Theorem 3.3]). Let n > 1 be a fixed positive integer and let 
iV be an n-torsion free prime near-ring. Suppose that a is an automorphism of N, 
and d a (<T, cr)-derivation on N such that a commutes with d'' for all integers fc > 1. 
If <r(iV) = (0), then d{Z{N)) = (0). 
Proof. The result is obvious for n = 1. Now let n > 2 and d{Z(N)) ^ (0). Choose 
z G Z{N) such that d{z) ^ 0. By Lemma 4.4.5 and Theorem 4.4.8, there exists a 
positive integer z, 0 < i < n such that <f (z) is a nonzero divisor of zero contained in 
the center Z{N). Since AT is a prime near-ring, d^{z) cannot be a zero divisor. This 
contradiction shows that d(Z{N)) = (0). 
The following example shows that the conclusion of the above result need not 
be true even for arbitrary rings with a = I^, the identity mapping on N. 
Example 4.4.2. Let S be any ring. Next, let i? = < 0 0 0 a,be S 
Define a mapping d : R —y R such that d 
Then, it can be easily seen that d is a derivation on R such that d^{R) = (0) but 
d{Z{N)) ^ (0). 
To conclude this chapter, let us mention few problems concerning such possible 
extensions of Theorem 3 and Theorem 1 due to Bell & Mason [32] and Wang [93], 
respectively. 
Open Problem 4.4.1. Let N he a semiprime near-ring admitting a nontrivial 
derivation d such that [d(x),d{y)] = 0 for all x,y G N. Then iN,-\-) is abehan. 
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Moreover, if AT is 2-torsion free, then iV is a commutative ring. 
Open Problem 4.4.2. Let N he a 2-torsion free semiprime neair-ring, and let di 
and ^2 be derivations on N such that did2 is also a derivation. Then the following 
two conditions are equivalent: 
(i) either di = 0 or ^2 = 0; 
(n) [di(x), d2{y)] = 0 for all x, y € N. 
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