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ABSTRACT
In this paper, we present a set of extensions to the defor-
mable template model: Active Appearance Model (AAM)
proposed by Cootes et al. AAMs distinguish themselves by
learning a priori knowledge through observation of shape
and texture variation in a training set. This is used to obtain
a compact object class description, which can be employed
to rapidly search images for new object instances. The pro-
posed extensions concern enhanced shape representation,
handling of homogeneous and heterogeneous textures, re-
finement optimization using Simulated Annealing and ro-
bust statistics. Finally, an initialization scheme is designed
thus making the usage of AAMs fully automated. Using
these extensions it is demonstrated that AAMs can segment
bone structures in radiographs, pork chops in perspective
images and the left ventricle in cardiovascular magnetic res-
onance images in a robust, fast and accurate manner. Sub-
pixel landmark accuracy was obtained in two of the three
cases.
Keywords: Deformable Template Models, Snakes, Robust
Statistics, Initialization, Metacarpal Radiographs, Cardio-
vascular Magnetic Resonance Imaging, Segmentation.
1. INTRODUCTION
In recent years, the model-based approach towards im-
age interpretation named deformable template models has
proven very successful. This is especially true in the case of
images containing known objects with large variability.
Among the earliest and most well known deformable tem-
plate models is the Active Contour Model – known as
Snakes proposed by Kass et al. [20]. Snakes represent ob-
jects as a set of outline landmarks upon which a correlation
structure is forced to constrain local shape changes. In order
to improve specificity, many attempts at hand crafting a pri-
ori knowledge into a deformable template model have been
carried out. These include parameterization of a human eye
using ellipsis and arcs by Yuille et al. [28].
In a more general approach, while preserving specificity
Cootes et al. [7] proposed the Active Shape Models (ASM)
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where shape variability is learned through experimental ob-
servation. In practice, this is accomplished by a training
set of annotated examples followed by a Procrustes analysis
combined with a principal component analysis.
A direct extension of the ASM approach has lead to the
Active Appearance Models (AAMs) [4]. Besides shape in-
formation, the textural information, i.e. the pixel intensi-
ties across the object, is included into the model. AAMs
have been further developed in [5, 6, 9, 23]. Quite simi-
lar to AAMs and developed in parallel herewith, Sclaroff
& Isidoro suggested the Active Blob approach [24]. Ac-
tive Blobs is a real-time tracking technique, which captures
shape and textual information from a prototype image using
a finite element model, to model shape variation. Compared
to AAMs, Active Blobs deform a static texture, whereas
AAMs deforms both texture and shape during the optimiza-
tion. Early modeling of texture includes the eigenfaces by
Turk & Pentland [27], where face recognition was accom-
plished using a PCA-based texture model similar to the one
integrated into AAMs.
Other general deformable template models include the
ones proposed by Grenander [15] and Jain [19]. For fur-
ther information on deformable template models, refer to
the surveys given in [10, 18, 22].
2. ACTIVE APPEARANCE MODELS
Below is presented the outline of the Active Appearance
Model approach. AAMs distinguish themselves from many
other segmentation methods in the sense that segmentation
can be carried out using the approach as a black box. The
user only needs to provide a training set of annotated shapes.
For further details refer to [4, 6, 26].
2.1. Shape & Landmarks
AAMs handle shapes as a finite set of landmarks. Here
the term shape is defined as "All the geometrical informa-
tion that remains when location, scale and rotational effects
are filtered out from an object." [8] and the concept of a
landmark as "A point of correspondence on each object that
matches between and within populations." [8].
A mathematical representation of a shape with n-points in
k dimensions could be a concatenation of each dimension
in a kn-vector. The vector representation used for planar
shapes is then:
x = (x1, x2, . . . , xn, y1, y2, . . . , yn)T (1)
Notice that the above representation does not contain any
explicit information about point connectivity. In the pre-
sented framework, point connectivity is added as auxiliary
data.
2.2. Shape Formulation
When dealing with redundancy in multivariate data – such
as shapes – AAMs utilize the linear orthogonal transforma-
tion; principal component analysis (PCA). In our applica-
tion for describing shape variation by PCA – a shape of n
points is considered one observation, xi, in a 2n dimen-
sional space.
In practice the PCA is performed as an eigenanalysis of
the covariance matrix of the shapes aligned w.r.t. position,
scale and rotation, i.e. after a Procrustes analysis. As shape
metric in the alignment procedure the Procrustes distance
[14] is used. Other shape metrics such as the Hausdorff
distance [17] could also be considered.
Consequently it is assumed that the set of N shapes con-
stitutes some ellipsoid structure of which the centroid – the
mean shape – can be estimated as: x = 1N
∑N
i=1 xi. The
ML estimate of the covariance matrix can thus be given as,
Σ = 1N
∑N
i=1(xi − x)(xi − x)T The principal axes of
the 2nth dimensional shape ellipsoid are then given as the
eigenvectors, Φs, of the covariance matrix, Σ (where Λs is
a diagonal matrix of eigenvalues):
ΣΦs = ΦsΛs (2)
A new shape instance can then be generated by deform-
ing the mean shape by a linear combination of eigenvectors,
weighted by bs:
x = x+Φsbs (3)
Essentially, the point or nodal representation of shape has
now been transformed into a modal representation where
modes are ordered according to the percentage of variation
that they explain. To regularize and improve performance
modes are included until the cumulated variation is above a
certain threshold (e.g. 95%).
2.3. Texture Formulation
Contrary to the prevalent understanding of the term texture
in the computer vision community, this concept will be used
somewhat differently below. Here we define texture as "The
pixel intensities across the object in question (if necessary
after a suitable normalization)." A vector is chosen, as the
mathematical representation of texture, where m denotes
the number of pixel samples over the object surface:
g = (g1, g2, . . . , gm)T (4)
In the shape case, the data acquisition is straightforward
because the landmarks in the shape vector constitute the
data itself. In the texture-case one needs a consistent
method for collecting the texture information between the
landmarks, i.e. an image sampling function needs to be es-
tablished. This can be done in several ways. Here, a piece-
wise affine warp based on the Delaunay triangulation of
the mean shape is used. Alternatively thin-plate splines
[2] could substitute the piece-wise affine warp to obtain a
smooth warp. For details on the Delaunay triangulation and
image warping refer to [12, 25].
Following the warp from an actual shape to the mean
shape, a normalization of the g-vector set is performed to
avoid the influence from global linear changes in pixel in-
tensities. Hereafter, the analysis is identical to that of the
shapes. Hence, a compact PCA representation is derived to
deform the texture in a manner similar to what is observed
in the training set:
g = g +Φgbg (5)
Where g is the mean texture; Φg represents the eigenvec-
tors of the covariance matrix and finally bg are the modal
texture deformation parameters.
For all practical purposes there will always be far more di-
mensions in the texture vectors than observations (annotated
examples) thus leading to rank deficiency in the covariance
matrix. Hence, to efficiently compute the eigenvectors of
the covariance matrix one must reduce the problem through
use of the Eckart-Young theorem.
2.4. Combined Model Formulation
To remove correlation between shape and texture model pa-
rameters – and to make the model representation even more
compact – a 3rd PCA is performed on the shape and texture
PCA scores of the training set, b to obtain the combined
model parameters, c:
b = Qc (6)










ΦTg (g − g)
)
(7)
A suitable weighting between pixel distances and pixel in-
tensities is obtained through the diagonal matrix Ws [6].
An alternative approach is to perform the two initial PCAs
based on the correlation matrix as opposed to the covariance
matrix.
Now, a complete model instance including shape, x and
texture, g, is generated using the c-model parameters.
x = x+ΦsW−1s Qsc (8)
g = g +ΦgQgc (9)
Regarding the compression of the model parameters, one
should notice that the rank of Q will never exceed the num-
ber of examples in the training set.
Another feasible method to obtain the combined model
is to concatenate both shape points and texture information
into one observation vector from the start and then perform
PCA on the correlation matrix of these observations.
2.5. Optimization
In AAMs the search is treated as an optimization problem
in which the difference between the synthesized object de-
livered by the AAM and an actual image is to be minimized.
By adjusting the AAM-parameters (c and pose) the model
texture, gmodel, can be deformed to fit the image, gimage, in
the best possible way. The quadratic error norm is applied




(gmodel − gimage)2 =
m∑
i=1
(δgi)2 = |δg|2 (10)
Though the parameterization of the object class in ques-
tion can be compressed markedly by the principal compo-
nent analysis – by leaving out the principal axes that ex-
plain little variation – it is far from an easy task to optimize
the system. This is not only computationally cumbersome
but also theoretically challenging since it is not guaranteed
that the search-hyperspace is convex. However, AAMs cir-
cumvent these potential problems in a rather untraditional
fashion, assuming a linear relationship between parameter
changes, δc, and pixel differences, δg.
δc = Rδg (11)
Since the matrix R is estimated once at model build-
ing time, this is very run-time efficient by avoiding any
computationally expensive and potentially unstable high-
dimensional optimization. In practice R is estimated by a
set of experiments using the training set, which are fed into
a multivariate principal regression framework. In the AAM
optimization, this prediction scheme is applied iteratively.
Fig. 1 shows a prediction plot for one pose parameter. For
details refer to [6, 26]. It should be noticed that the Active
Blobs approach [24] is optimized using a method quite sim-
ilar to that of AAMs named difference decomposition [13].
3. EXTENSIONS
3.1. Enhanced Shape Representation
Basic AAMs using the piece-wise affine warping, rely on
the Delaunay triangulation of the shape points. This results
in a triangular mesh covering the convex hull of the point
set. For concave shapes this might not be the optimal solu-
tion. For example there could be substantial texture noise in
the area outside the actual shape – but still inside the convex
hull – thus leading to a less compact model.
To avoid this we suggest removing the triangles outside
the shape. This is trivially accomplished by traversing the
triangles; testing if the triangle centroid should be outside
the shape polygon. If so, remove the triangle. To test if
a point is inside the shape polygon we utilize the simple
geometrical fact that, if a line from the point, p, to infinity
crosses the polygon an odd number of times, then the point
p is inside the polygon.
Despite the above, problems remain where greater flexi-
bility is required. Objects can contain areas where the tex-
ture variation might be considered noise. One thus wants
to exclude such areas due to arguments similar to the above
given. Another situation is that of having several structured
objects, but in between those, the texture is highly unstruc-
tured. Features to accommodate such situations are imple-
mented in the current AAM framework. Shapes are defined
in terms of paths, which is a subset of the shape points with
a given point connectivity. Each path can have a combina-
tion of the following properties:
• Open/closed path – Open path: a path where all
points are connected to two points each.
• Inner/outer path – Outer path: a path where only the
inside is included into the shape surface.
• Original/artificial path – Artificial path: a path
added after the original annotation.
• Hole/non-hole – Hole: a path where the inside is ex-
cluded from the shape surface.
This provides a high degree of freedom, resulting in a
more optimal AAM representation of the given problem.
For further details, refer to [26].























Fig. 1. Displacement plot for a series of model predications versus
the actual displacement. Error bars are equal to one std.dev.
Fig. 2. Shape neighborhood added using an artificial border
placed along the normal vectors of the original model points.
(a) (b)
Fig. 3. (a) Shape annotated using 150 landmarks. (b) Shape with a
neighborhood region added resulting in 2×150 = 300 landmarks.
3.2. Neighborhood AAMs
While the removal of convex triangles gave greater shape
control it also increases the risk of what we coin the shrink-
ing problem. During matching of objects with a relatively
homogeneous texture, matches sometimes tend to lie inside
the real object. This is due to the fact that the AAMs evalu-
ate the fit on the object texture only.
To avoid this we suggest including some neighboring re-
gion of the object. This will usually lead to more texture
contrast in the model, since objects (often) are identified as
something that stands out from its surroundings.
Neighborhood adding must be done carefully to avoid in-
troducing new shape information. More precisely the shape
PCA must retain its eigenvalue distribution. To accom-
plish this, we generate shape points fully correlated with the
original points. The curvature is estimated at each original
point. Then each new point is placed on the normal vector
in a distance proportional to the relative size of the shape.
See fig. 2. However, the texture PCA will suffer since the
goal is to add new information, namely background pixels,
of which one could expect a substantially higher degree of
variation than across the object.
The metacarpal bones in fig. 3 serve as a good example
of a shape with a relative homogeneous surface. By adding
neighborhood the texture in fig. 3 (b) is substantially more
specific than the shape without, fig. 3 (a).
3.3. Border AAMs
While the previous section provided a method for handling
homogeneous objects, this section concerns the counter-
example; heterogeneous objects.
For the described texture model, it is not possible to cap-
ture objects with large heterogeneity i.e. high texture vari-
ation. Think of this as a signal with a lack of structure. In
such cases, we suggest to capture only an area around the
outer rim, thereby excluding the "noisy" part of the object.
This approach should be feasible since we (often) percep-
tually identify the outer rim due to it is structured behavior
(often an abrupt change in intensity). We call this a border
AAM. Using the enhanced shape representation, a border
AAM is simply achieved by adding an interior path, which
defines a hole and by adding an outer path as described in
the previous section.
(a) (b)
Fig. 4. (a) Shape annotated using 83 landmarks. (b) Border shape
with 3× 83 = 249 landmarks.
By using this rationale AAMs can be made insensitive to
large-scale texture noise inside the shapes, which otherwise
would lead to a poor texture fit and a low landmark accu-
racy. The pork chops of fig. 4 constitute a good example of
this situation, due to the heterogeneity of the complex struc-
ture of fat and meat from one training example to another.
To conclude this section, we stress that border AAMs also
should be substantially faster than basic AAMs, since only
a fraction of the original pixels is considered.
3.4. Fine-tuning the model fit
The AAM search provides a fast way of optimizing the
AAM using prior knowledge. However, this might not
lead to the optimal solution, primarily due to weakness in
the assumption that the optimization problems in an AAM
search are strictly similar to those observed in a training
set. Thus, we suggest fine-tuning the model fit by using
a general-purpose optimization method. This approach is
feasible since it is reasonable to assume that we are close to
the optimum after the traditional AAM search. Hence, the
optimization fine-tuning should be possible in a reasonable
amount of time. Though one is not guaranteed that the hy-
perspace is smooth at the position where the AAM search
has converged, it is still more probable that we are near a
well-behaved manifold in the hyperspace. The considered
optimization methods are:
• Gradient based methods: Steepest descent, Conju-
gate gradient, Quasi-Newton (BFGS) [11]
• Non-gradient based methods: Pattern search [16]
• Random-sampling based methods: Simulated an-
nealing [3, 21]
Preliminary experiments have shown that the random-
sampling based method simulated annealing has best per-
formance. Hence, this is the only optimization method con-
sidered in the experimental section. However, investigations
are not conclusive since the performance of these meth-
ods is quite sensitive to configuration parameters – i.e. step
sizes, standard deviations, stop criterions etc. Nevertheless,
the decision is motivated by the observation that our objec-
tive function, |δg|2, is most likely non-convex. Thus, de-
terministic optimization techniques have a high risk of be-
ing caught in spurious minima’s, whereas random-sampling
techniques are more likely to escape.
3.5. Applying Robust Statistics
As seen earlier, AAM optimization is driven by texture dif-
ferences, i.e. |δg|2. The measure, with which the optimiza-
tion evaluates itself, is here forth named the similarity mea-
sure. However, the term similar is inherently vague in a
mathematical sense. This section, will dwell on interpre-
tations of the term similar that mimics the human ability
of compensating for small numbers of gross errors, thus
achieving robustness in recognition. These are called ro-
bust similarity measures where the term robust refers to the
insensitivity to outliers. Cootes et al. [9] previously ex-
tended the basic AAM with learning-based matching to ob-
tain robustness. This is achieved using a threshold for each
element in δg estimated from the training set.
We suggest using robust similarity measures. To formal-
ize the model fitting problem, a set of parameters, c =
[c1, . . . , cp]T, are adjusted to fit a set of measurements (e.g.
an image), g = [g1, . . . , gm]T. This is done by a minimiza-








where u is a function that returns the model reconstruction
of the ith measurement and σs is the scale parameter that
determines what should be deemed outliers. The ρ-function
determines the weighting of the residuals, and is also called
the error norm where the most common error norm is the
quadratic norm: ρ(ei) = e2i . This is often referred to as the
L2 norm, which is the one used by basic AAMs, see (10).
It is easily seen, that the quadratic norm is notoriously sen-
sitive to outliers, since these will contribute highly to the
overall solution due the rapid growth of the x2 function. It
is therefore preferable to use a norm where the growth is
more controlled. A smooth norm where the first derivative
actually goes towards zero is the Lorentzian estimator [1]:
Fig. 5. Example of AAM search and Simulated Annealing fine-
tuning, without (left) and with (right) the use of a robust similarity
measure (Lorentzian error norm). Landmark error decreased from
7.0 to 2.4 pixels (pt.crv. error).




The Lorentzian norm has been integrated into the basic
AAM to supplement the quadratic norm of Cootes et al.
However, one should notice that even though the AAM-
search evaluate its predictions using a robust measure, the
predictions themselves are done using the pixel differences
directly. To address this problem Cootes et al. [9] perform
a thresholding of the texture vector before the prediction.
This could be viewed upon as a robust preprocessing step.
The threshold limit is estimated from the training set.
To demonstrate the effect of a robust error norm, an AAM
search with fine-tuning using Simulated Annealing has been
done with and without the Lorentzian estimator. Since ra-
diographs are 2D projections of density, people wearing fin-
ger rings will have high-white outliers on one or more pha-
langes.1 In the case given in fig. 5 the Lorentzian error norm
was used. To simulate outliers the radiograph has been ma-
nipulated so that it appears as if the metacarpal is wearing
a finger ring.2 While not perfect, the robust AAM provides
a substantially better fit compared to that of the basic AAM
(both using simulated annealing).
For a further treatment of robust error norms and line pro-
cesses in vision refer to [1].
3.6. Initialization
The basic AAM optimization scheme is inherently depen-
dent on good initialization. To accommodate this, we devise
the following search-based scheme thus making the use of
AAMs fully automated. The technique is inspired by the
work of Cootes et al. [9] who use a pixel difference evalua-
tion criteria and a threshold estimation for detecting multi-
ple object instances.
1Other outlier examples include highlights in perspective images and
absence of interior parts, occlusion etc.
2Though this is highly unlikely since the metacarpals are situated in the
middle of the hand.
The fact that the AAMs are self-contained is exploited
in the initialization – i.e. they can fully synthesize (near)
photo-realistic objects of the class that they represent con-
cerning shape and textural appearance. Hence, we use the
model without any additional data to perform the initializa-
tion.
The idea is to exploit an inherent property of the AAM-
optimization – i.e. convergence within some range from the
optimum. See e.g. fig. 1. This is utilized to narrow down
an exhaustive search from a dense to a sparse population of
the hyperspace spanned by pose- and c-parameters. In other
words, normal AAM-optimizations are performed sparsely
over the image using perturbations of the pose and model
parameters.
This has proven to be both feasible, fast and robust. A set
of relevant search configuration ranges is established and
the sampling within this set is done as sparsely as possible.
Any available prior knowledge about pose is utilized when
determining search ranges.
The crucial part of this algorithm is somewhat inspired
from the class of Genetic Algorithms.3 The total set of
search configurations constitutes the initial population of
candidates. From this we let the n fittest survive. These
are then reproduced into more evolved guesses. From these
the best is drawn and deemed the initial configuration. In
pseudo-code, the initialization scheme for detecting one ob-
ject per image is:
1. Set m to a suitable low number (we use m = 3)
2. Establish a candidate set, {K}, containing n result
entries
3. Obtain application specific search ranges within each
parameter (e.g. −σ1 ≤ c1 ≤ σ1, xmin ≤ x ≤ xmax,
etc.)
4. Populate the space spanned by the ranges – as
sparsely as the linear regression allows – by a set of
search configurations V = {v1, . . . ,vn}.
5. For each vector in V
6. Do AAM optimization (max m iterations)
7. Calculate the fit, E = |δg|2
8. If E < max
E
{K} add (vi, E). If the number of




10. For each element in {K}
11. Do AAM optimization (max k iterations, k > m)
12. Calculate and update the fit, E = |δg|2
13. End
The element in {K} with the minimum E will now hold
the initial configuration.
We stress that the application specific search ranges in step
3 are merely a help to increase initialization speed and ro-
bustness rather than a requirement. If no prior is known,
step 3 is eliminated and an exhaustive search is performed.
3Notice however, while GAs are probabilistic, our technique is deter-
ministic. Further, are the aspects of mutation and crossover in GAs not
utilized here.
This scheme is readily extended into more than one ob-
ject per image by a clustering of the candidate set using
overlap tests. The approach in general can be accelerated
substantially by searching in a multi-resolution (pyramidal)
representation of the image. For a detailed treatment of ini-
tialization of deformable template models refer to [10].
4. EXPERIMENTAL RESULTS
Segmentation in medical images has always posed a diffi-
cult problem due to the special image modalities (CT, MRI,
PET etc.) and the large biological variability. Thus, AAMs
and the proposed extensions have been assessed on the three
different modalities; see fig. 6 and below:
• A – Radiographs of Metacarpals
Training set: 23 images (240×275 pixels)
Shape model: 150 landmarks
Texture model: ∼ 13.000 pixels
95% variation explained using: 18 parameters
• B – Cardiovascular MRIs
Training set: 13 images (256×191 pixels)
Shape model: 83 landmarks
Texture model: ∼ 15.000 pixels
95% variation explained using: 10 parameters
• C – Perspective images of Pork Chops4
Training set: 13 images (256×256 pixels)
Shape model: 66 landmarks
Texture model: ∼ 2.200 pixels
95% variation explained using: 11 parameters
Common for all three cases is a relatively small training
set (<30). Using larger training sets the chances of over con-
straining the model can be reduced, leading to more (repre-
sentative) flexibility. However, since the actual construction
of the training sets is done by manually placing landmarks
on the images – a tedious and error prone task – one wants to
keep the training sets relatively small. Methods for (semi)-
automatic extraction of landmarks are reviewed in [26].
Each experiment consisted of building an AAM leaving
one image, I, out. Subsequently the model was used to
perform automatic segmentation in I using the proposed
initialization scheme.5 Each experiment was assed using
the mean point to curve (point to associated border) mea-
sure and the mean intensity deviation measure [10]. Im-
ages were in grayscale 8-bit format. All figures in table 1
are means over all leave-one-out experiments. Failure was
declared when the point to curve error exceeded 10 pixels.
Performance-wise each MRI-optimization took 200 ms on
average (PII 350 MHz).
4Due to controlled nature of these images (background is totally black),
far simpler methods could have been used for segmentation. However, the
large changes in texture and shape in these images lead to challenges suit-
able for evaluating the AAM approach. Therefore, from a strictly solution-
oriented point of view, a cluttered background would have justified the use
of AAMs more – and presumably achieved comparable accuracy.
5The sparse sampling in the initialization was done at a frequency of 12
pixels x and y. c-parameters were kept constant zero.
Fig. 6. Collage of the considered cases with successful segmen-
tations. Upper left: A – Radiographs of Metacarpals. Upper right:
B – Cardiovascular MRIs. Lower: C – Perspective images of Pork
Chops. All images cropped to show details.
The minimum and maximum error for the tests with lowest
average error in each case was:
• A 3: min. 0.53 / max. 1.01 pixels (point to curve)
• B 5: min. 0.60 / max. 1.34 pixels (point to curve)
• C 3: min. 0.65 / max. 2.43 pixels (point to curve)
In case A, the adding of neighborhood made the model
more specific, removing the single failure in A1. Further
fine-tuning using simulated annealing increased not only
the explicit optimization criteria, but also the landmark ac-
curacy. The neighborhood adding in case B also yielded
higher landmark accuracy. Due to large-scale texture noise
inside the object, the border AAM yielded the highest ac-
curacy. Notice that the rather large texture error in B5 is
not comparable to B1 – B4, since it is a completely differ-
ent texture model. Contrary to case A, the cardiac AAM in
case C possessed substantial structured contrast inside the
object (the left ventricle), hence neighborhood-adding lead
to a poorer fit. In all three cases, fine-tuning using simulated
annealing improved both texture and landmark fit.
The lack of improvements using the robust Lorentzian
similarity measure suggests that significant outliers as in fig.
5 were not present.
5. FUTURE WORK
We are currently investigating several methods, which ex-
tend the AAM scheme. Flexibility of the shapes are being
enhanced by unifying Finite Element Models and AAMs
by adding artificial interior points, which are deformed by
Table 1. Leave-one-out test results for case studies.




1 Basic AAM 0.88 4.9 1
2 1+Neighborhood 0.84 5.2 0
3 2+SA 0.82 5.0 0
4 3+Lorentzian 0.83 5.0 0
B – Pork Chops
1 Basic AAM 1.12 13.2 0
2 1+Neighborhood 0.91 13.9 0
3 2+SA 0.89 13.6 0
4 3+Lorentzian 0.91 13.6 0
5 Border AAM 0.86 23.5 0
C – Cardiac MRIs
1 Basic AAM 1.18 7.1 0
2 1+Neighborhood 1.73 7.5 0
3 1+SA 1.06 5.9 0
4 3+Lorentzian 1.13 6.0 0
an FEM. Further an Active Texture Weighting scheme is
being designed which will add more flexibility to the tex-
ture model representation. Each texture pixel is given a
weight, which is determined 1) manually, by drawing a
semi-transparent mask or 2) automatically, by some func-
tion of the pixel variance over the training set. In the lat-
ter case, we expect this automatic method to supersede the
manual decision of using a normal, neighborhood or border
AAM. AAMs also extend to higher spatial dimensions [9],
which will be the topic of our long-term future research.
6. IMPLEMENTATION
All experiments, illustrations etc. have been made using our
Active Appearance Models Application Programmers Inter-
face (AAM-API) developed in the C++ language. The API
is released under the open source initiative, which means
that others freely can download, use and elaborate on the
AAM-API. Effort has been put into providing documenta-
tion and educational features such as movie generation of
the modes of variation, model search etc. Further infor-
mation on AAMs, source code and documentation can be
obtained at http://www.imm.dtu.dk/∼aam/.
7. CONCLUSION
In this paper, we have presented a set of extensions which
all yield higher landmark accuracy when applied to the type
of situations they address. The proposed extensions are an
enhanced representation of shape used for handling of ho-
mogeneous and heterogeneous textures and a fine-tuning of
the AAM optimization with and without the usage of robust
error norms. Finally, the usage of AAMs is fully automated
by the presented initialization scheme.
The performance has been assessed on three different im-
age modalities – i.e. radiographs, perspective images and
magnetic resonance images, reaching a mean landmark lo-
cation accuracy of 0.82, 0.86 and 1.06 pixels (pt.crv.), re-
spectively, all using a relatively small training set of 23, 13
and 13 examples. The experiments were accomplished with
no manual interaction. The implementation was unchanged
in all three cases. No parameters were adjusted to produce
the results.6
The three cases stress the fact that the AAM approach with
the proposed extensions is a fully automated, general vision
technique that captures domain knowledge through obser-
vation. Furthermore, we have experienced the AAM ap-
proach with the proposed extensions to be data-driven, self-
contained and fast.
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