Algorithm visualization (AV) technology graphically illustrates how algorithms work. Despite the intuitive appeal of the technology, it has failed to catch on in mainstream computer science education. Some have attributed this failure to the mixed results of experimental studies designed to substantiate AV technology's educational effectiveness. However, while several integrative reviews of AV technology have appeared, none has focused specifically on the software's effectiveness by analyzing this body of experimental studies as a whole. In order to better understand the effectiveness of AV technology, we present a systematic meta-study of 24 experimental studies. We pursue two separate analyses: an analysis of independent variables, in which we tie each study to a particular guiding learning theory in an attempt to determine which guiding theory has had the most predictive success; and an analysis of dependent variables, which enables us to determine which measurement techniques have been most sensitive to the learning benefits of AV technology. Our most significant finding is that how students use AV technology has a greater impact on effectiveness than what AV technology shows them. Based on our findings, we formulate an agenda for future research into AV effectiveness.
Introduction
BY GRAPHICALLY representing computer algorithms in action, algorithm visualization (AV) technology aims to help computer science students understand how algorithms work. Since its advent in the late 1970s, AV technology has evolved from batch-oriented software that enable instructors to construct animated films [1] ; to highlyinteractive systems that enable students to explore dynamically-configurable animations of algorithms on their own (e.g., [2, 3] ); to interactive programming environments that enable students to quickly construct their own visualizations (e.g., [4, 5] ). Over the past two decades, this evolution of software has endeavored to enhance computer science education in a variety of capacities. For example, AV software has been used
• to help instructors illustrate algorithm operations in a lecture (e.g., [2] );
• to help students as they study and learn about fundamental algorithms in a computer science course(e.g., [6] );
• to help instructors track down bugs in students' linked-list programs during office hours (e.g., [7] ); and
• to help students learn about the basic operations of an abstract data type in a computer science laboratory (e.g., [8] ).
Despite its intuitive appeal as a pedagogical aid, algorithm visualization technology has failed to catch on in mainstream computer science education [4, 9] . While those few educators who are also AV technology developers tend to employ their own AV technology, the majority of computer science educators tend to stick to more traditional pedagogical technologies, such as blackboards, whiteboards, and overhead projectors.
Why do computer science educators tend not to use AV technology? Instructors commonly cite several reasons, including:
• They feel they do not have the time to learn about it.
• They feel that using it would take away time needed for other class activities.
• They feel that creating visualizations for classroom use requires too much time and effort. Note that, in the AV technology literature, this reason is frequently used to motivate new technology that is easier to use, and that supports the more rapid creation of visualizations (see, e.g., [10] [11] [12] ).
• They feel that it is simply not educationally effective.
All of these reasons certainly contribute, in some way, to AV technology's failure to be adopted. However, the fourth reason-that AV technology does not help students learn algorithms better than conventional teaching methods-stands out as particularly important. Indeed, the underlying purpose of AV technology is to be educationally effective, so there certainly is no reason to adopt the technology if it is not effective.
Given that the underlying purpose of AV technology is to be educationally effective, it is noteworthy that eight extant taxonomic reviews of AV and software visualization technology (see Table 1 ) have focused largely on system expressiveness. In particular, these taxonomies have focused on three main questions:
(1) What kinds of programs can be visualized with a given visualization system? (2) What kinds of visualizations can a given visualization system produce? (3) What methods can one use to produce and interact with visualizations?
Notably, in focusing on system expressiveness, these integrative reviews of AV technology have largely ignored a substantial body of over 20 experimental studies that have attempted to substantiate the educational value of AV technology. A casual review of these studies suggests that their results have been, as Gurka [7] aptly puts it, "markedly mixed." Indeed, while some of the studies have demonstrated a pedagogical advantage for students using AV technology (e.g., [13, 14] ), others have found either (a) no advantage at all (e.g., [15] , [16] , ch. 2), or (b) an advantage that can be only partially attributed to AV technology (e.g., [17] ).
While computer science educators and technology critics tend to view the "markedly mixed" results of these studies as a reason not to adopt AV technology, we believe that, if we are willing to look below the surface of "markedly mixed," there are deeper lessons to be learned from trends in these studies. However, as we just pointed out, existing reviews of AV technology have neglected to systematically analyze this body of AV empirical studies for the purpose of gaining further insight into AV effectiveness.
In this article, we aim to fill this gap in the research by presenting a meta-study of past experimental studies of AV effectiveness. Specific research questions to be explored by our meta-study include
• What factors have the studies posited to influence educational effectiveness? Have certain factors had more impact than others? Are there any notable trends?
• How have studies defined and measured "educational effectiveness?" Have those definitions and measurement techniques influenced the results?
In light of our answers to those questions, we are ultimately interested in addressing two broader questions:
• Is AV technology educationally effective?
• What are fruitful directions for future AV technology and effectiveness research?
We begin, in section 2, by defining the boundaries of the meta-study-that is, by specifying what research falls within and outside of its scope. Section 3 briefly overviews the 24 experimental studies that form the central data of our meta-study. In section 4, we outline the methods we employ to analyze our corpus of studies. Section 5 presents the main findings of our analysis. Finally, in section 6, we synthesize those findings into a set of conclusions and an agenda for future research.
Scope
The focus of this meta-study is on algorithm visualization effectiveness. We adopt a standard definition of algorithm visualization: a subclass of software visualization [18] concerned with illustrating computer algorithms in terms of their high-level operations, usually for the purpose of enhancing computer science students' understanding of the algorithms' procedural behavior. The notion of effectiveness, as it will be used here, concerns the union of humans and technology within the context of a scenario of use. Associated with such a scenario of use is (a) a particular objective to be fulfilled (e.g., "learn how the target algorithm works"); (b) a particular individual or group having that objective; (c) a particular algorithm visualization artifact that will be enlisted; and 
AV scenarios of use
Given that the notion of effectiveness derives its meaning from the peculiarities of a scenario of use, as just described, what scenarios of use might be the focus of studies of AV effectiveness? One of the original scenarios of AV use envisioned by its pioneers was algorithms research. For example, Brown [2] reports that his BALSA system was used to analyze a novel, stable version of Mergesort. However, since such scenarios have not been widely reported, and since we are unaware of effectiveness studies of such scenarios, we will not focus on them in this metastudy. Rather, our focus will be on scenarios of AV use within computer science education. Indeed, AV technology has seen by far its most use within computer science education, and educational scenarios of use have been by far the most widely studied. • Lectures. In high school classrooms and college lectures, computer science instructors use graphic representations to help them explain aspects of the algorithms under study (see, e.g. [2] , Appendix A; [19] ). As Gurka and Citrin [20] put it, SV in lectures is essentially "an extension of the blackboard, but with more capabilities available" (p. 183).
• Assignments. Students work on course assignments on their own time, and hand them in before established deadlines. Several computer science educators have described their use of assigments in which students construct their own visualizations of the algorithms under study [2] , App. A; [4, 5] . Goldenson and Wang [21] describe course assignments for which students use the Pascal Genie programming environment, which has built-in design-and run-time SV tools.
• Class Discussion. After completing assignments in which they construct their own visualizations, students might use AV technology to present their visualizations to their classmates and instructor for feedback and discussion [5] . In such scenarios, AV technology serves both to enable greater student participation in the class, and to mediate student-instructor interaction.
• Laboratories. In AV laboratories, students interactively explore algorithms and data structures through structured laboratory exercises [8] . Like assignments, laboratory sessions have a concrete goal, embodied in a deliverable assignment. However, unlike assignments, labs are constrained by both a location (a laboratory containing graphic workstations) and a contiguous block of time (a session or sitting).
• Study. Students enrolled in computer science courses have the opportunity to study for tests at any time.
Depending on their individual preferences, students may elect to enlist AV in their study by drawing their own visualizations, by examining hard copies of visualizations constructed by others (professors or book authors), or by using interactive SV software to which they have access.
• Office Hours. In college courses, professors and teaching assistants schedule weekly office hours, during which students in need of assistance may visit them. In this setting, instructors may use AV to help them diagnose bugs in students' programs [20] , or to help them answer student questions. In the latter case, AV plays an explanatory role, akin to its role in lectures.
• Tests. In closed test-taking conditions, AV can be used to help pose questions. For example, Brown ([2], Appendix A) reports that exams in the algorithms courses at Brown often included stills of algorithm animations discussed in class; students would be asked to "name-that-algorithm," just as students in an art history class might be asked to identify paintings. Alternatively, one can imagine a test question that has students indicate the behavior of an algorithm by drawing a series of data structure snapshots.
AV research techniques
The above scenarios of use provide a focal point for a body of research with a common interest in studying, evaluating, and ultimately improving the effectiveness of AV technology. Figure 2 presents a taxonomy of the general research techniques that this body of research has employed:
• Anecdotal techniques aim to appeal to reader intuition by presenting instances and examples of AV system use, as recounted by the system's authors. Nearly every paper and article reporting on a novel AV system includes such an analysis.
• Programmatic techniques use the actual programs required to produce visualizations within a given AV system as a basis for assessment. For example, Cox and Roman [22] evaluate their Pavane system by summing the number of lines of code that are sufficient to specify a visualization within the system-the lower that number, the better.
• Analytic evaluation techniques (e.g., [23, 24] ) aim to provide a principled assessment of an interactive system's effectiveness, while avoiding the overhead of extensive empirical data collection. Effectiveness, in the case of analytic evaluation, boils down to usability-the fewer usability problems identified, the more effective the system.
• Empirical evaluation, in contrast to the other techniques, involves the collection of actual data on humans involved in tasks with AV systems. An analysis process attempts to transform the data into a set of statements that respond to the research questions posed by the evaluation.
In this meta-study, we focus on effectiveness evaluations that employ empirical techniques. Our position is that empirical techniques are ultimately the most informative of the techniques, because they are rooted in observ-able, and often measurable, phenomena. Although we believe that studies that employ any of the numerous empirical techniques (see [25] for a review) have something potentially important to say about AV effectiveness, we restrict the analysis in this meta-study to those studies that use controlled experimentation. Controlled experiments aim to assert a causal relationship between factors (i.e., independent variables) and measures (i.e. dependent variables). While there are many variants on controlled experiments, all of the published AV experiments have been between-subjects experimental comparisons, in which two or more groups of participants use alternative means to learn about an algorithm. If statistically significant differences can be detected between the groups' performances, then experimenters may conclude that the factors significantly affect the measures.
We limit our scope to experimental evaluations for two reasons: first, because they constitute the largest, most mature subset of the empirical studies; and second, because the evolution of their design reveals an evolution in thinking about why and how AV technology is effective, implying that we can gain considerable insight from considering the legacy of these experiments as a whole.
Data
Our meta-study's data consist of 24 experimental studies that have considered AV effectiveness. To the best of our knowledge, this corpus comprises close to the entire population, if not the entire population, of published AV effectiveness experiments. Table 2 provides a synopsis of these studies. For each experiment, the factors (independent variables) appear in column 2; the measures (dependent variables) appear in column 3; and a summary of the experiment's key results appears in column 4.
Twenty-two of the 24 of the experiments attempt to determine whether various factors affect learning within the "study" scenario of use described in Section 2. In these experiments, learning is operationalized in terms of some sort of post-test, which participants take upon completing their study session. The two other experiments [26, 27] consider "assignment" scenarios in which participants use AV to solve problems. In these experiments, problem-solving efficacy is operationalized in terms of whether the problems were solved, and how much time was needed. Figure 3 summarizes the results of the 24 experiments. As the figure illustrates, the results have been widely mixed. Eleven of the 24 studies yielded a "significant" result-that is, a statistically-significant difference between the performance of (a) a group of students using some configuration of AV technology, and (b) another group of students using either an alternative configuration of AV technology, or no AV technology at all. For example, Lawrence ( [16] , Ch. 6 and 9) found, in two separate experiments, that students who explored algorithm animations driven by self-constructed input data sets scored significantly higher than students who either watched the same animations driven by data supplied by the experimenter, or who had no access to such animations. Likewise, Crosby and Stelovsky [28] found that students who interacted with an algorithm animation performed significantly better than students who listened to a lecture, and that "concrete" learners (as measured by the Myers-Briggs Type Indicator) benefited significantly more from the algorithm animation than did "abstract" learners. Finally, Hansen, Schrimpsher, and Narayanan [14] found that students who learned an algorithm using their HalVis hypermedia environment, which provides its viewers with multiple views and engages them in input data set design, interactive prediction, and queston-answering, significantly outperformed students who learned the same algorithm using (a) textual materials (Study I), (b) a lecture (Study II), or (c) a conventional, one-view algorithm animation environment with no facilities for interactive prediction or question-answering (Study V). In follow-up studies, Hansen, Schrimpsher, and Narayanan [14] additionally found that students who interacted with the HalVis conceptual and detailed views performed significantly better than students who did not have access to these views (Studies VII and VIII).
In contrast, a roughly equal number of studies (10) did not have a significant result. In other words, in these studies, no statistically significant differences could be found between the performance of (a) groups of students using some configuration of AV technology, and (b) groups of students using either an alternative configuration of AV technology, or no AV technology at all. For instance, Price [26] had two groups of students debug a 7,500 program using a debugger with and without an animated view. He found no significant differences in debugging efficacy between the two groups. Similarly, Stasko, Badre, and Lewis [15] had two groups of students learn the pairing heap data structure (a) by interacting with an algorithm animation, and (b) by studying textual materials. Although the animation group performed better on a post-test, the difference was not statistically significant. Finally, Lawrence ( [16] , ch. 4 & 5) compared the post-test performance of students who learned algorithms using animations with alternative representational characteristics: sticks versus dots; 9 vs. 24 vs. 41 data elements; and labels vs. no labels. She found no significant differences among the groups.
Two studies found a significant result in which the positive impact of visualization could not be disentangled from another factor. In these studies, Byrne, Catrambone, and Stasko [17] found that students who made predictions regarding future animation frames while viewing algorithm animations performed significantly better than students who did not view animations or make predictions; however, the individual effects of prediction and animation could not be disentangled statistically.
Finally, one study yielded a "negative" result in which students who used AV technology actually performed significantly worse than students who used text-based tools. In particular, Mulholland [27] found that, in Prolog tracing tasks, participants who used any of three textual tracers solved significantly more problems than participants who used TPM, a graphical tracer.
Method
In the field of psychology, meta-analytical techniques (see, e.g., [29] ) have been developed for statistically analyzing a body of related experimental studies with similar independent and dependent variables. The goal of these meta-analytical techniques is to infer invariant cause-effect relationships based on the findings of a corpus of related studies. To do so, a statistical meta-analysis systematically combines and compares the studies in order to determine the effect size and significance level of their independent variables.
For example, in order to build a "task-feature taxonomy" that can guide the effective use of information visualization technology, Chen and Yu [30] perform a statistical meta-analysis of a sample of 35 experimental studies of information visualization. However, the diversity of the studies in their sample makes it difficult to apply metaanalytic techniques; they are ultimately forced to reduce their sample to six sufficiently homogeneous studies focusing on information retrieval tasks. Interestingly, their analysis determines that individual differences have a larger and more consistent effect on human performance than does information visualization technology itself.
We considered using statistical meta-analytic techniques in this meta-study, but ultimately decided against them for two reasons. First, like the sample of Chen and Yu, the corpus of experimental studies on which we are focusing is quite diverse. Indeed, while their independent and dependent variables may appear similar on the surface, the ways in which those variables are manipulated and operationalized vary considerably. For example, while some studies compare the use of AV technology against the use of conventional learning materials (e.g., [15, 17, 28] ), others compare competing versions of AV technology (e.g., [16, 31, 32] ). Likewise, while some studies operationalize learning in terms of a post-test consisting of exam-style questions (e.g., [15] [16] [17] ), others opt to measure performance in terms of accuracy on programming [31, 33] , tracing [31] , and prediction [14, 17] tasks. Second, even if, like Chen and Yu, we were able to find a small number of sufficiently homogenous studies on which to perform a statistical meta-analysis, we do not believe that such a meta-analysis would be informative. This is not only because the sample that we would ultimately consider would be small, but also because large discrepancies in the results of the studies in our sample would give rise to statistically uninformative conclusions.
For these reasons, we believe that any meta-analysis of this corpus of studies must find a principled way to classify the studies into smaller groups, such that each group's results, when taken as a whole, is more uniform.
What might be the basis of such a principled classification? In scrutinizing the studies in our corpus, we have observed (see also [5] ) notable differences in their choices of both independent variables (i.e., the factors they posit to cause effectiveness) and their choices of dependent variables (i.e., the ways in which they measure effectiveness).
For example, some studies manipulate representational features of visualizations (e.g., color, shading, geometry), while others manipulate the learner's level of activity (e.g., learner views visualization; learner designs input data; learner makes predictions regarding future visualization states). Likewise, the studies measure effectiveness in terms of differing kinds of knowledge acquisition-both conceptual and procedural.
The analysis method we employ in this meta-study, then, involves first classifying the studies in various principled ways based on their independent and dependent variables, and then scrutinizing the results of the studies vis-à-vis these classifications. Our analysis of study results includes both quantitative comparisons of the numbers of statistically significant and non-significant results in opposing classes of studies, and qualitative assessments of trends.
It is important to note that our analysis will not make judgments about the validity of each experiment-that is, the extent to which each experiment's results can be trusted. Rather, we will make the simplifying assumption that the results of each experiment in our corpus can be trusted roughly equally. While the experimental results on which we base our analyses are clearly tempered by the soundness of their experimental designs, and while there clearly are differences in the soundness of the experiment designs in our corpus, we believe that the differences are minor.
Hence, critiquing experimental design would, we believe, constitute an unnecessary distraction from our focus on results.
Analysis

Independent variables
We begin our analysis by scrutinizing the studies' independent variables-that is, the factors they have posited to cause effectiveness. We argue that the studies' differences in independent variables actually reflect deeper differences in underlying theories of effectiveness: the studies' assumptions about how and why AV might be effective.
In the studies in our corpus, AV technology is enlisted as a pedagogical tool; its goal is to enhance learning. It follows that the theories of effectiveness underlying the studies in our corpus correspond with alternative theories of learning.
This section begins by presenting the four alternative learning theories adopted by the studies in our corpus.
Next, we link each study to a particular theory based on its choice of independent variables. Following that, we quantitatively assess the robustness of each theory by considering the number of significant versus non-significant results of the studies associated with it. Finally, we perform a reality check on our findings by assessing the extent to which the empirical results of competing theories actually lend support to the theory that our analysis found to have the greatest support. This finer-grained analysis enables us to draw more definitive conclusions about the robustness of that theory.
Four theories of effectiveness
The varied designs of the AV experimental studies reflect a variety of underlying theories of effectiveness.
While finer distinctions may certainly be made among these studies' theoretical underpinnings, the broad-brush analysis presented here places them into four broad theoretical camps, which we label Epistemic Fidelity, DualCoding, Individual Differences, and Constructivism. Below, we briefly describe these theories; for a fuller treatment, see [5] .
Epistemic Fidelity. Epistemic Fidelity theory [5, 34, 35] has its roots in a representationalist epistemological framework (see, e.g., [36] ), which assumes that humans carry around in their heads symbolic models of the physical world, and that such symbolic models are the basis for all of their reasoning and action. The key assumption of Epistemic Fidelity theory, then, is that graphics have an excellent ability to encode an expert's mental model of an algorithm, leading to the robust, efficient transfer of that mental model to the viewer (see Figure 4) . Thus, Epistemic Fidelity theory emphasizes the value of a good denotational match between the graphical representation and the expert's mental model. The higher the "fidelity" of the match, the more robust and efficient is the transfer of that mental model to the viewer of the visualization, who non-problematically decodes and internalizes the target knowledge.
Dual-coding. Based on Mayer and Anderson's [37] integrated dual-code hypothesis, Dual-Coding theory proceeds from Paivio's [38] assumption that "cognition consists largely of the activity of two partly interconnected but functionally independent and distinct symbolic systems" (p. 308). One encodes verbal events (words); the other encodes nonverbal events (pictures). According to Mayer and Anderson's hypothesis, visualizations that encode knowledge in both verbal and non-verbal modes allow viewers to build dual representations in the brain, and referential connections between those representations. As a consequence, such visualizations facilitate the transfer of target knowledge more efficiently and robustly than do visualizations that do not employ dual-encoding.
Individual differences. A legacy of psychological experiments have attempted to operationalize, and to better understand, individual differences in human cognitive abilities and learning styles (see, e.g., [39] ). The key contribution of this research has been not only a battery of instruments for rating and classifying individuals along several dimensions, but also empirical results that make important statements about human performance relative to individual differences so measured. Thus, in the context of this analysis, Individual Differences theory asserts that measurable differences in human abilities and styles will lead to measurable performance differences in scenarios of AV use. For example, within the scope of Epistemic Fidelity theory's knowledge transfer model (see Figure 5 ), Individual Differences with respect to learning style (see, e.g., [40] ) might enable some individuals to decode visualizations more efficiently and robustly than other individuals. Note that Cognitive Constructivism's emphasis on active learning has important implications for the effective use of AV technology. In particular, it suggests that individuals do not stand to benefit from the technology by merely passively viewing visualizations, no matter how high the level of their epistemic fidelity. Instead, AV technology users must become more actively engaged with the technology in order to benefit most from it. The technology, on this view, is seen not as a conveyer of knowledge, but as a tool for knowledge construction.
In order to highlight the key distinctions among the four theories just discussed, Table 3 synopsizes the theories and the role they ascribe to an AV.
Linking studies to theories
The independent variables chosen by each of the 24 experimental studies summarized earlier, as well as the ways in which those independent variables are manipulated, provide insight into each study's theoretical underpinnings. By examining each study's experimental manipulation, we can link it to one of the theories of effectiveness just discussed. [14] , Study VI), a study is linked to two underlying theories, because the study defined independent variables, or performed experimental manipulations, that were judged to support multiple underlying theories.
As this table indicates, we judged ten studies to be aligned with Epistemic Fidelity theory. These studies manipulated either (a) representational features of visualizations, or (b) the order in which visualizations are presented.
The hypothesis that these studies are positing is that certain representational features, or certain orderings of features, will promote the knowledge decoding process more robustly and efficiently than others.
In two separate studies, Lawrence ([16] , Ch. 5 & 7) compared the efficacy of representations in which information is singly-encoded (graphics only) and doubly-encoded (graphics and textual labels). These studies are clearly inspired by Dual-Coding theory, which holds that the dually-coded representations will promote more robust and efficient knowledge transfer.
Lawrence [16] and Crosby & Stelovsky [28] considered the impact of spatial abilities, cognitive abilities, and learning styles on one's ability to learn from a visualization. These studies were clearly influenced by Individual Differences theory.
Finally, fourteen studies manipulated the way in which humans are engaged with their environment to accomplish some task for which AV is assumed to be beneficial. By varying primarily the kinds of activities and forms of engagement, and not the representation, these studies demonstrate a loyalty to Cognitive Constructivism, which views the benefits of AV technology not in its ability to transfer knowledge, but in its ability to promote the construction of knowledge through active engagement.
Coarse-grained analysis of theory robustness
Given that each study shows a loyalty to one of the theories of effectiveness, an important question arises: 
Finer-grained analysis of Cognitive Constructivism
Clearly, the conclusion reached by the above analysis must be considered tentative, because the analysis fails to consider the global case for a given theory-that is, whether study results outside of a given theoretical camp lend support to, or weaken, a given theory. Focusing on the case for Cognitive Constructivism, the analysis that follows scrutinizes its support across the entire corpus of studies. As we shall see, this analysis lends further credence to the theory by illustrating its broader predictive success.
An important assumption of Cognitive Constructivist theory is that learner activity matters; active learning is assumed to be superior to passive learning. Rather than passively viewing algorithm visualizations, active learners augment their viewing with such activities as
• constructing their own input data sets (e.g., [16] , ch. 9);
• making predictions regarding future visualization states (e.g., [17] );
• programming the target algorithm (e.g., [33] );
• answering strategic questions about the visualization (e.g., [14] ); and
• constructing their own visualizations (e.g., [31] ).
1 Note that the one study that obtained negative significant result [27] is counted as a non-significant result in the Epistemic Fidelity bar.
On the Cognitive Constructivist view, then, AV technology is seen as educationally effective to the extent that it actively engages learners in such activities.
Given this, an obvious question arises: Does the precise form of the activity matter? In other words, are some activities better at promoting "active learning" than others? The Cognitive Constructivist position is that, as long as the learner's activity is salient to the target knowledge or skill, the effort required to engage in the activity is more important than its actual form. Thus, assuming equal salience, Cognitive Constructivist theory would predict that the more effort required to engage in the activity, the more robust the learning.
Applying this reasoning to controlled experimental comparisons, we find that Cognitive Constructivism predicts an educational advantage only in cases in which the activity of one treatment group is more effortful than that of the other treatment group(s). Conversely, if all treatment groups' activity is roughly equivalent in terms of necessary effort, then the theory does not predict any learning differences.
To further scrutinize the robustness of Cognitive Constructivism, we can examine the results of the 24 experiments in our corpus vis-à-vis the equivalence of the effort required to perform the activities in their competing treatment groups. As a first step, we must judge the equivalence of the effort required to perform the activities in competing treatment groups (see Table 5 ). If, in a given experiment, the competing learning activities require roughly equivalent cognitive effort, we classify them as "Effort equivalent." For example, we judge that viewing two alternative visualizations ( [16] , Ch. 4.4) requires roughly equivalent effort. Likewise, we estimate that paperand-pencil problem-solving exercises require effort roughly equivalent to that of interacting with the HalVis hypermedia system ( [14] , Study III), which engages users in equivalent problem-solving activities. If, on the other hand, a notable difference exists in the effort levels required to engage in the competing treatment groups of a given experiment, we classify the experiment as "Effort not equivalent." For example, in our judgment, reading textual materials, listening to a lecture, and passively viewing a visualization all require markedly less effort than actively using a visualization in conjunction with some sort of learning exercise-for example, prediction [17, 32] , input data selection ( [16] , ch. 9], or programming [33] .
An important implication of Cognitive Constructivism is that experiments rated as "Effort not equivalent" will show a significant learning advantage for the more effortful group . Conversely, the theory suggests that experi-ments rated as "Effort equivalent" will show no significant differences between the treatment groups. 2 The next step in the analysis is to see whether these predictions are actually borne out. Under the assumption that each experimental study has equal weight, Figure 6 carries out this step by plotting the number of results and significant results vis-à-vis the "Effort not equivalent/Effort equivalent" classification presented in Table 5 . In six of nine studies in which competing treatment group activities required roughly equivalent effort, no significant results were found. In contrast, in 10 of 14 studies in which one of the treatment groups required more effort, the group expending the higher level of effort significantly outperformed the other group. These results accord reasonably well with the the- This quantitative finding is further reinforced by contrasting two studies classified as "Effort equivalent" with similarly-designed studies classified as "Effort not equivalent." Gurka [20] attempted to replicate one of the experiments of Byrne, Catrambone, and Stasko [17] , which obtained a significant result in favor of participants who made predictions and viewed an animation. However, Gurka eliminated the prediction conditions from her experiment, opting instead to compare a group of participants who used an animation against a group of participants who did not, with no substantial differences in the groups' levels of engagement. Both groups of participants, for example, engaged in group study as part of their learning session. As would be predicted by Cognitive Constructivist theory, Gurka's de facto equalization of participants' activities led to a non-significant result.
Likewise, in a series of studies, Hansen, Schrimpsher, and Narayanan [14] found that participants who used their HalVis multimedia environment, which actively engages its users by having them construct their own input data sets, answer questions, and make predictions, significantly outperformed participants who learned from textual materials (Studies I and II), and viewed a lecture (Study IV). In one of their studies (Study III), however, the researchers attempted to equalize the activities of the HalVis and text-only groups by having students in the text-only group not only read articles on an algorithm, but also complete a series of paper-and-pencil exercises. As would be predicted by Cognitive Constructivist theory, the researchers' decision to engage the text-only participants as ac-2 Of course, these predictions assume that an experiment's learning materials are well designed and contain enough information to enable participants to perform well on the post-test. Indeed, if the experimental materials are deficient-for example, if the algorithm animation is poorly designed or lacks necessary information-then no amount of effort is likely to lead to a measurable learning difference.
tively as participants in the HalVis group led to their failure to find a significant difference between the two groups' learning outcomes.
In sum, our finer-grained analysis shows that Cognitive Constructivism predicts not only the greatest percentage of significant results (77%), but also a majority (60%) of the non-significant results. This analysis lends further credence to our coarse-grained conclusion that Cognitive Constructivist theory is the most robust. In contrast, Epistemic Fidelity theory has had the least predictive success, having predicted just 30% of the significant results, with another significant result running completely counter to the theory's predictions. Finally, due to low numbers of supporting studies, it is fair to say that the jury is still out on Dual-Coding and Individual Differences theories.
Dependent variables
We now move to an analysis of the studies' dependent variables-that is, the ways in which they have measured effectiveness. The two studies in our corpus that examined "assignment" scenarios measured effectiveness in terms of participants' success at solving debugging and tracing problems with the help of AV technology [26, 27] .
Neither of these experiments yielded a significant result. A survey of the remaining 22 studies' dependent variables suggests that they measured effectiveness in remarkably similar ways. Indeed, all of these experiments elected to measure effectiveness in terms of knowledge acquisition. The underlying hypothesis was that the experimental manipulation will lead some experimental treatments to acquire target knowledge more robustly than others.
On closer inspection of the 22 studies that measure effectiveness in terms of knowledge acquisition, we find notable differences both in terms of what they measure, and how they measure it. Below, we further investigate these two key differences, in an attempt to determine whether certain choices of dependent variables have led to greater success in detecting learning differences.
Differences in what knowledge is measured
The first notable difference among the studies' dependent variables lies in the precise types of knowledge they attempt to measure. Consistent with typical college exams in computer science, the studies have aimed to measure two distinct types of knowledge:
• conceptual or declarative-an understanding of the abstract properties of an algorithm, e.g., its Big-O efficiency, its range of output, or limits on the input data that it can process. A sample test question might be "What is the worst-case efficiency of the algorithm?"
• procedural-an understanding of the procedural, step-by-step behavior of an algorithm, that is, how it operates on a set of input data. A sample test question might involve tracing an algorithm's key variables and data structures for a given set of input data.
It is important to note that these two forms of knowledge are not necessarily distinct. Frequently, a high level of conceptual knowledge is needed to be able to understand an algorithm's procedural behavior. For example, in order to understand how the Quicksort algorithm works, one needs a conceptual understanding of recursion. Conversely, understanding procedural operations can help with conceptual questions. For example, grasping the pattern of Quicksort's divide-and-conquer strategy can give one insight into the algorithm's efficiency. Under the assumption that each experimental study has equal weight, Figure 7 carries the analysis further by graphically presenting the number of significant and non-significant results vis-à-vis the three classes of experiments categorized in Table 6 . As the figure illustrates, all three knowledge measures garnered comparable levels of experimental support; no one measure appears to be more sensitive to learning effects than any other. Given that algorithm visualizations illustrate the procedural behavior of algorithms, it is perhaps somewhat surprising that two out of the three studies that measured conceptual knowledge exclusively obtained significant results. However, the sample size (3) is clearly too small for general conclusions to be drawn.
Of the other two knowledge measurements, procedural knowledge only appears to have been more sensitive to learning differences than conceptual and procedural knowledge, although this result is difficult to interpret. One might speculate that the conceptual portion of the conceptual-and-procedural tests is what diminished their sensitivity. If that were the case, we would expect the conceptual-only tests to be even less sensitive than procedural-andconceptual tests. That is not the case, however. Indeed, we find that combining the conceptual-only results with the conceptual-and-procedural results actually raises the overall sensitivity of conceptual-and-procedural tests to 45%
(5 of 11 significant results). In spite of these inconsistent results, procedural test questions still appear to be somewhat more sensitive to AV technology's educational benefits than conceptual questions.
Differences in how knowledge acquisition is measured
The methodology employed to measure knowledge acquisition constitutes the second notable difference in the studies' dependent variables. In thirteen of the 22 studies (see Table 7 ), a post-test designed to measure knowledge acquisition formed the sole basis of measurement. Post-test scores constituted the data that are statistically analyzed.
In contrast, the other nine studies (see Table 7 ) gave participants both a pre-test and a post-test. In these studies, pretest to post-test improvement formed the basis of the statistical analyses.
As Figure 8 illustrates, the results of experiments employing these two alternative measurement techniques differ noticeably. Seven of 13 (54%) of the studies that measured learning using a single post-test found a statistically significant difference between treatment groups. In contrast, seven of nine (78%) studies that measured learning based on pre-test to post-test improvement found statistically significant differences. In interpreting the 78% success rate of pre-to post-test improvement, one should keep in mind that it is based almost entirely on the work of a single line of studies. Nonetheless, given the difference in success rates, one can cautiously conclude pre-test to posttest improvement may be more sensitive to learning differences than simple post-test performance.
Viewing these results in light of Cognitive Constructivism's predictions lends further credence to this finding.
Just two experimental studies ( [14] , Study III and VI) that measured pre-test to post-test improvement actually failed to obtain a significant difference. Of those two studies, Cognitive Constructivism would have predicted only one of the studies to find a significant difference between treatment groups. Thus, according to Cognitive Constructivism, the pre-test to post-test improvement measure failed just once. In contrast, the post-test only measure failed three times. Indeed, of the six "post-test only" studies that failed to find a significant difference, Cognitive Constructivism would have predicted three [15, 31, 32] to have found a significant difference.
Conclusions
In this article, we have presented an integrative review of empirical studies of algorithm visualization effectiveness, in order to uncover trends in the research that might help us better understand how and why AV technology is effective. The focus of our review has been on one particular class of empirical studies: controlled experiments of AV technology in educational scenarios of use. We have pursued two separate analyses of 24 such ex-perimental studies. Our first analysis examined their results vis-à-vis their independent variables in an attempt to better understand what factors have most consistently caused effectiveness. Conversely, our second analysis looked at the studies' results vis-à-vis their dependent variables, in order to understand both how effectiveness has been defined, and what measures are best able to detect it. What exactly have we learned from our meta-study's review and analysis? We conclude by revisiting our four original research questions in light of our results.
What factors have had the most impact on effectiveness?
Four 
What measures have been most sensitive to effectiveness?
Twenty-two of the 24 studies in our corpus operationalize effectiveness in terms of conceptual knowledge, procedural knowledge, or both. An analysis of experimental results based on type of knowledge measured suggests that procedural knowledge may serve as a more sensitive measure of AV technology's benefits than conceptual knowledge. We take comfort in the fact that this finding is borne out in other non-experimental studies of AV technology not included in our corpus (e.g., [42] ).
Closer inspection of the studies' dependent variables suggests that they have measured knowledge using two different techniques: post-test performance only, and pre-to post-test improvement Assuming that a learning difference truly exists between treatment groups, our analysis suggests that pre-test to post-test improvement will be more likely to find such a difference than post-test performance alone. It is important to qualify this finding in two ways. First, it is biased in the sense that it is based largely on the results of one particular line of studies [14] . Second, we believe that measuring pre-test to post-test improvement introduces a methodological problem that has not been addressed by the studies that employed it: The pre-test may give participants knowledge of the target algorithm outside of the treatment condition. Thus, we believe that studies that use this method to measure effectiveness need to address this methodological issue.
Finally, we would be remiss not to point out that our conclusions are limited in that they are based on a corpus of studies that considered an extremely limited range of dependent variables. A few studies employed alternative measures-for example, time spent learning [32] , the time spent taking the post-test [31] , and success on graphical versus textual questions [28] . By and large, however, the studies in our corpus operationalized learning in terms of conceptual and procedural knowledge acquisition.
Is AV technology effective?
Clearly, answers to the previous two questions provide a backdrop for addressing the all-important question of whether AV technology is educationally effective. In light of our meta-study findings, our answer to this question would have to be a qualified "yes." In what ways is AV technology educationally effective, and in what ways is it not educationally effective?
Let us begin with the ways in which it is not effective. With few exceptions, we found that studies in which students merely viewed visualizations did not demonstrate significant learning advantages over students who used conventional learning materials. Perhaps contrary to conventional wisdom, this observation suggests that the mere presence of AV technology-however well-designed and informative the visual representations it presents may appear to be-does not guarantee that students will learn an algorithm. To state this in terms of the learning theory (Epistemic Fidelity) underlying this form of AV technology use, our findings suggest that algorithm visualizations do not merely transfer an expert mental model of an algorithm to a student's brain. In successful applications of AV technology, something else appears to be going on.
In particular, our meta-study suggests that the most successful educational uses of AV technology are those in which the technology is used as a vehicle for actively engaging students in the process of learning algorithms. For example, as we have seen, AV technology has been successfully used to actively engage students in such activities as
• what-if analyses of algorithmic behavior (e.g., [16] , ch. 9);
• prediction exercises (e.g., [17] ); and
• programming exercises (e.g., [33] ).
Notice that, in such cases, rather than being an instrument for the transfer of knowledge, AV technology serves as catalyst for learning. To state this in terms of the learning theory (Cognitive Constructivism) underlying this form of AV technology use, our results suggest that algorithm visualizations are educationally effective insofar as they enable students to construct their own understandings of algorithms through a process of active learning.
In sum, our meta-study suggests that AV technology is educationally effective, but not in the conventional way suggested by the old proverb "a picture is worth 1,000 words." Rather, according to our findings, the form of the learning exercise in which AV technology is used is actually more important than the quality of the visualizations produced by AV technology. This is not to say that visualization quality does not matter-in a successful learning activity, a well-designed visualization certainly contributes-but rather to say that the form of activity is more important than the form of the visualization.
What directions for future research appear most fruitful?
Finally, our meta-study findings suggest several directions for future research into AV effectiveness. We con-
clude by highlighting what we see as the most important of these, organizing our discussion around the topics of independent variables, dependent variables, and scope.
Independent variables
As we have seen, the majority of AV effectiveness research over the past decade has been guided by just two theories: Epistemic Fidelity and Cognitive Constructivism. In the interest of gaining deeper insight into AV effectiveness, we believe that future research would do well to explore other alternatives. One obvious place to start is with Dual-Coding and Individual Differences theories, both of which have already garnered support by studies in our corpus. Dual-Coding theory has, in fact, had predictive success in a legacy of experimental studies investigating the pedagogical benefits of instructional hypermedia (e.g., [37] ); we would be interested to see it pursued further within the scope of pedagogical AV.
We believe another promising source of theoretical inspiration is recent anthropological research into the social and situated nature of learning and communication. In the style of Table 3 (p. 33), Table 8 outlines two other general theories of effectiveness that come from that line of work. Building on Situated Action Theory (see, e.g., [43] ), Roschelle [35] argues that visualizations are one of a multitude of mediational resources that help groups of people to negotiate a shared understanding of the topics under study. Alternatively, Sociocultural Constructivism (e.g., [44] ) views AV effectiveness at the level of the community of practice, rather than the individual. In particular, AV technology is seen as effective insofar as it provides students with access to the kinds of expert activities normally carried out by algorithms teachers. Hundhausen [5] uses Sociocultural theory to guide his study of the use of AV technology in an undergraduate algorithms course.
Dependent variables
Measuring procedural and conceptual knowledge in terms of test performance has a solid foundation in practice; indeed, it is the same measure used in traditional computer science courses to evaluate student performance.
However, in order to obtain a deeper understanding of AV technology's educational benefits, future empirical studies should, in our opinion, have the courage to explore alternative measures-preferably in concert with traditional measures so as not to disenfranchise themselves from the mainstream.
Since a study's dependent measures are a logical consequence of the learning theory that informs it, alternative measures can be explored within the context of alternative theories. In stark contrast to the learning theories that influenced the studies in our corpus, the two alternative learning theories introduced above (see Table 8 ) situate
knowledge not in the head, but in the broader realms of social interaction (Situated Action) and community reproduction (Sociocultural Constructivism). According to these theories, individual knowledge acquisition does not serve as an adequate measure of learning, which must be measured within the broader context of social interaction within communities of practice. Likewise, Sociocultural Constructivism would recommend evaluating an algorithm visualization within the scope of its use as a cultural artifact in a community of practice such as the one being reproduced in an undergraduate algorithms course. In such a setting, the effectiveness of the visualization would be judged according to its ability to enable learners gradually to participate more fully in the community-that is, to increasingly take on the identity and roles of the course instructor. For example, within the scope of a junior-level algorithms course, Hundhausen [5] uses ethnographic field techniques to qualitatively evaluate effectiveness in this way.
Scope
We intentionally limited the scope of our meta-study to experimental studies of AV in educational scenarios of use. In so doing, we clearly neglected important lines of related empirical work that are grist for future analysis.
Below, we describe three of the most important of these.
Other research techniques. Our meta-study focuses exclusively on experimental studies of AV effectiveness.
However, as we pointed out in section 2.2, controlled experimentation is just one of several empirical evaluation techniques that one might use to study AV effectiveness. Four other relevant empirical techniques that have been employed by past AV effectiveness research include:
• Usability tests-these endeavor to identify, diagnose, and ultimately remedy problems with an interactive system's user interface by videotaping a small number of participants as they complete representative tasks with the system (see, e.g., [46] ).
• Ethnographic field techniques-these include any of the qualitative techniques one might use to conduct a field study [47] in a naturalistic setting-e.g., participant observation, interviews, and artifact collection.
• Questionnaires and surveys-these are often used as a complementary source of data in empirical studies.
They elicit written responses to a set of questions in which the researcher is interested (see, e.g., [48] ).
• Observational studies-these investigate some activity of interest in an exploratory, qualitative fashion, often through analysis of videotaped footage of humans interacting with AV technology (see, e.g., [25] ).
We believe that each of these alternative empirical methods can play a valuable role in helping us to gain insight into AV effectiveness. For example, usability tests can tell us whether an AV system's user interface is preventing its users from reaping the benefits of a visualization (see, e.g., [49] ). Likewise, ethnographic field techniques and observational studies can help us understand how and why AV technology might be effective in a real classroom (e.g., [5] ), or in a realistic study session (e.g., [42] ). Questionnaires and surveys can help us understand AV technology users' preferences, opinions, and advice regarding AV technology design and use (see, e.g., [50] ).
Thus, an important area for future research is to perform a meta-study that includes the published empirical studies that employ these alternative techniques to study AV effectiveness. According to our estimates, close to 30 such studies have been published. .
Other aspects of scenarios. The experimental studies in our corpus have maintained a narrow focus on specific parts of a given scenario of use. For example, in the "study" scenario considered by most of the experiments, the focus has been on students' use of the technology. The other tasks that must be done "behind the scenes," such as preparing the visualizations for student use and integrating the technology into a course curriculum, are left unexplored.
While the actual use of AV technology for learning is plainly the crux of any scenario of AV use, the studies' narrow focus on that use has prevented them from obtaining a broader perspective of effectiveness. Even if AV technology is found to be effective as a learning aid, a whole host of other considerations could figure equally prominently in an overall assessment of effectiveness. For example, how long did it take to prepare and set up the AV technology? Given the choice between using conventional materials and AV technology, which will instructors choose, and what considerations do they deem important in making that choice? In his ethnographic fieldwork, Hundhausen [5] began to address these questions within the broader scope of an undergraduate algorithms course.
Other scenarios. Although AV has applications outside of educational scenarios-for example, in algorithms analysis and software engineering-our meta-study has neglected those scenarios. We are, in fact, unaware of a body of research that has empirically evaluated AV technology in non-educational scenarios. We suspect that this is because such research does not, in fact, exist. The empirical evaluation of AV effectiveness in non-educational scenarios is thus an important open area of research.
Notice also that AV is a subarea of software visualization, which encompasses not only the visualization of algorithms, but also the visualization of entire software systems. Visualizations of software systems are designed to help members of programming teams do such things as improve system performance [51] , comprehend the structure and evolution of software systems [52] , and track down bugs [53] . A future meta-study would do well to consider the effectiveness of software visualization in such industrial scenarios. Pertinent guiding questions include:
• To what extent has software visualization been effectively applied in industry?
• Has software visualization increased productivity?
• Has software visualization benefited the large software teams typical in industry?
• Has software visualization benefited the kinds of distributed programming teams that are common today?
Our suspicion is that few empirical studies that address such questions have been published. If this is indeed true, then an important direction for future research is to subject industrial software visualization systems to the same kind of systematic effectiveness evaluation that educational AV technology has undergone. Tables   SV TAXONOMY  D ESCRIPTIVE DIMENSIONS Myers, [54] Aspect (code, data, algorithms) × Form (static, animated)
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