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1第1章 序論
1.1 研究背景
物体検出 [1]は、画像認識タスクの内のひとつであり、入力画像の中から検出対象の
物体の位置とクラスを特定するものである。物体検出の中でも、特に人物検出に関する
研究が近年盛んに行われている。人物検出技術はロボットビジョンや監視システム [2]、
自動車運転補助システムに代表される、Intelligent Transport System (ITS) [3{5]な
どの様々な分野で応用されており、非常に重要な基盤技術となっている。
人物検出技術の応用例としては、上述した監視システムの他に、マーケティング利
用を目的とした人物行動流解析システムにおける人物追跡処理の前処理として用いる
事例も挙げられる [6]。ITS分野における応用事例では、各自動車メーカーから人物
検出技術を用いた衝突被害軽減ブレーキシステム [7{12]を搭載した車両が販売され、
人物検出技術が実用化されるにまで至っている。
物体検出では、背景差分法 [13{17]に代表されるような背景の見え方を基準に背景
ではない前景を検出対象物体として検出する方法と、検出対象物体の見え方を基準に
検出対象物体を検出する方法が存在する。これらはそれぞれ背景モデル、物体モデル
と呼ばれている [1]。背景モデルに基づく手法では、カメラ自身の位置や視点が変化
しない、つまり大きな背景の変動が起こらないことを前提としているものが多く、旋
回を行うパンチルトカメラや車載カメラ、移動ロボット搭載カメラなどのような移動
観測系においては適用が困難である。一方で、物体モデルに基づく手法では物体自身
の見え方を基準に検出を行うものであるため、前述した観測系や様々な環境に適した
手法であると言える。
しかしながら、実際の環境下において観測される検出対象は、姿勢・形状の変化、
照明変動や個体差による色、模様の変化、輝度コントラストの低下といった見え方の
変動が起こりうる。人物検出技術の高精度化、高信頼性の確保のためには、このよう
な検出対象の見え方の変動に対しても頑健である手法の確立が望まれている。
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1.2 先行研究
近年の物体モデルに基づく人物検出手法では、対象物体の局所的な情報である局所
特徴量と、Adaboost [18]やReal Adaboost [19]に代表されるブースティング、サポー
トベクタマシン (Support Vector Machine : SVM) [20]、ランダムフォレスト (Random
Forest) [21]などの統計的学習法を組み合わせた手法が数多く提案されている。このよ
うな局所特徴量と統計的学習法を組み合わせた手法の代表的な例として、Violaらの
顔検出法 [22]が挙げられる。Violaらは、局所領域内の輝度差を算出し、これを特徴
量とするHaar-like特徴量を提案している。Haar-like特徴量は顔検出におけるデファ
クトスタンダードな特徴量となっている。
人物検出に有効な局所特徴量として、輝度に基づく勾配特徴量が提案されている。
Leviらによって提案されたEdge Orientation Histograms (EOH)特徴量 [23]は、ソー
ベルフィルタにより得られたエッジ画像からエッジ強度とエッジ方向を算出し、局所
領域内における、任意の方向同士の累積エッジ強度の累計の比を特徴量としている。
また、定義された形状パターンに基づき、エッジの繋がりを捉えるEdgelet特徴量 [24]
も提案されている。
これらの中で最も成功を収めている局所特徴量として、Histograms of Oriented
Gradients (HOG) 特徴量 [25]が挙げられる。HOG特徴量は、局所領域内における輝
度の勾配方向と強度をヒストグラム化した特徴量であり、検出性能の高さと実装のし
やすさにより、多数の拡張がなされている。EHOG特徴量 [26]は、HOG特徴量の特
徴である、複数の隣接する局所領域による正規化処理を単純化することによって、特
徴量の次元削減と計算量削減を行っている。Co-occurrence Histograms of Oriented
Gradients (CoHOG)特徴量 [27]は、勾配方向の組み合わせを利用して、ヒストグラム
を作成することにより共起特徴量を算出し、より高精度な検出を可能にした。S-HOG
特徴量 [28]は、入力画像を 3つの領域に分割し、それらの領域で勾配方向ヒストグラ
ムを作成することにより、物体の対称性を捉える特徴量を算出している。また、HOG
特徴量やHOGベースの特徴量は、船舶検出 [28]、歩容認識 [29]、地雷検出 [30]など
様々なアプリケーションに応用されている。
上記のように、人物検出では輝度情報に基づいた特徴量が多数提案されている。物
体検出においては、輝度情報以外に色情報も一般的に使用されている [31{35]。しか
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しながら、人物検出の場合では、人物が着用している衣服の色が個人で異なっており、
色情報を特徴量として検出に利用するのは困難である。
この問題を解決し、色情報を人物検出に適用した例として Color Self-Similarity
(CSS) 特徴量 [36]が挙げられる。CSS特徴量は、局所領域間の色の類似度を算出し、
特徴量とする。これにより、同一物体らしさや非同一物体らしさを表現することが可
能で、人物検出に有効な色情報を捉えることができる。
これまでに説明したHOG特徴量とCSS特徴量は、ともに人物検出に有効な特徴量
である。しかしながら、HOG特徴量は輝度コントラストによるエッジ情報を捉える
ことが可能だが、色情報は捉えることができない。CSS特徴量は色の相関情報を捉え
ることが可能だが、色コントラストによるエッジ情報は捉えることができない。つま
り、両者はともに色コントラストによる色エッジ情報を捉えることができない。
図 1.1(b),(c)に示すように、輝度コントラストが低下した画像では、赤枠で囲まれ
た部分のように輝度差による勾配が消失する部位も発生し、人物検出にとって重要
なエッジ情報を検出することが不可能になる。対照的に輝度コントラストが低下し
ても、図 1.1(a)のように色の境界、つまり色コントラストによる勾配は消失せず、色
差によって生まれる色エッジ情報を検出することが可能である。後述するように、色
エッジ情報は心理学的観点、工学的観点からにおいても重要な情報であることが指摘
されている。
人間の視覚システムに関する心理学的研究においては、色は境界の認識に重要な役
割を果たしていると報告されている [37, 38]。また、色エッジはより信頼性の高い物
質境界の指標になるとも報告されている [39]。
工学分野における画像処理研究では、エッジの 90%がグレイスケール画像とカラー
画像で一致しており、輝度勾配で検出できない色エッジが 10%存在すると報告されて
いる [40]。これらのエッジには、図 1.1(a)からわかるように人体部分のエッジも含ま
れており、人物検出において有効な特徴となるものも含まれているため、これらを検
出可能にすることで、人物検出精度が向上すると予想される。
これまで、画像処理分野では、カラー画像の各色チャネルでのエッジ検出結果を統
合する、シングルチャネルベースの手法、色情報をベクトルとして扱い、偏微分や順
序統計によりエッジ検出する、ベクトルベースの手法といった多数の色エッジ検出手
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(a) 入力画像
(b) グレースケール画像
(c) 勾配画像
図 1.1 輝度コントラストが低下した画像
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法が提案されてきた [40{43]。しかしながら、これらの研究は色エッジ検出法の提案
のみに留まっており、人物検出を含む、物体検出に適用した例は存在しない。Wang
らは、色の情報を利用した HOG拡張の特徴量である color HOG特徴量 [44]を用い
た交通標識検出手法 [45]を提案している。color HOG特徴量は画像のRGB各チャネ
ルでHOGを算出している。上記で挙げた色エッジの検出法の中では、各色チャネル
で得られた結果を統合することで色エッジの検出を行う手法が存在する。color HOG
は画像のRGB各チャネルに対してHOGを算出するのみで、これらを統合する処理
は含まれておらず、色エッジを検出しているとは言い難い。また、明るさの要素が独
立していないRGB色空間を使用しているため、照明変動に対して頑健でないと考え
られる。
色エッジを人物検出に適用した例として、後藤ら [46]の取り組みが挙げられる。後
藤らは色の類似度に基づくHOG特徴量であるCS-HOG特徴量 [46]を提案している。
CS-HOG特徴量は、注目領域と画像中の全てのピクセル間での色類似度を算出し、注
目領域ごとに類似度画像を作成する。そして、それらに対してHOG特徴量の算出を
行う。これは、注目領域の色に基づいた、前景と背景を分離する領域分割画像を作成
していると考えられ、この画像に対して勾配計算を行うことにより、色エッジの検出
を行っているものである。人物検出はHOG特徴量よりも高精度に行えるが、64128
ピクセルの画像に対して、特徴計算を行うと特徴量は約 97万次元という膨大な次元
数となってしまう。倍精度実数で特徴量を保持することを考えると、1枚の画像につ
き、約 8MバイトのRAM使用量となる。
Adaboost、Real AdaboostのようなブースティングやSVM、ランダムフォレストは、
学習時に全入力画像の特徴量を保持しなければならない、バッチ学習である。INRIA
データセット [25]を用いた学習では、解像度 64  128ピクセルの画像を 7,428枚使
用する。これを考慮すると、学習時に特徴量のみで約 60GバイトのRAMを使用する
ことになる。実際に、後藤らもRAMを 256Gバイト搭載したコンピュータで学習を
行っており [46]、汎用的な性能のコンピュータでは学習が行えないことが事実として
挙げられる。
この他に color-CoHOG特徴量 [47]が提案されている。color-CoHOGはCoHOGを
拡張した共起特徴量であり、上記と同様に色エッジを人物検出に適用した例となって
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いる。本特徴量は、RGB色空間を用いて色エッジの検出を行っている。RGBの各
チャネルで勾配計算を行い、それらを平均することで勾配方向を決定している。color-
CoHOGも color HOGと同様にRGB色空間を用いているため、照明変動に対して頑
健でないと考えられる。
また、近年ではConvolutional Neural Network (CNN)に代表される、ディープラー
ニングを用いた高精度な物体検出が実現されている。人物検出においても、ディー
プラーニングを用いた手法が提案されており [48,49]、高精度な検出を実現している。
文献 [48, 49]はともに、Region proposal ベースの検出手法であり、フレーム画像中
から物体候補領域を検出した後に、それらをネットワークへ入力することで人物か
否かの識別を行っている。[48]では、Single Shot MultiBox Detector (SSD) [50]で検
出された候補領域を入力とするネットワークによる検出結果と、Fully Convolutional
Networkによるセグメンテーション結果を統合することにより、人物検出を行う。[49]
は、Selective Search [51]を候補領域検出に用いた Fast R-CNN [52]による人物検出
を行っている。
しかしながらディープラーニングは、学習された特徴はネットワークの重みとして
表現されるため、どのような特徴が学習されているのか解析するのが困難だという
問題がある。1節で述べたように、人物検出技術は監視システムや自動車運転補助シ
ステム等で用いられている。上記のシステムにおいてディープラーニングを用いた場
合、誤認識によって重大な事故・事件が発生した際に、誤認識要因の対策をとること
やシステムを利用するユーザに対して判断根拠の説明を行うことが困難となる。
1.3 研究目的
2節で述べたように、人間の視覚システムにおいて色エッジは重要な役割を果たして
おり、工学的な観点からも重要な情報であることがわかる。これまでに色エッジを人
物検出に適用している例は少なく、CS-HOG特徴量 [46]や color-CoHOG特徴量 [47]
が挙げられるのみである。
しかしながら、CS-HOG特徴量は特徴量の次元数が膨大となってしまう問題を抱え
ている。実際に、後藤らもRAMを 256Gバイト搭載したコンピュータで学習を行っ
ており [46]、汎用的な性能のコンピュータでは学習が行えないことが事実として挙げ
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られる。color-CoHOG特徴量は、前節で述べたように色エッジの検出に、明るさの要
素が独立していないRGB色空間を用いるため、照明変動に対して頑健でないと考え
られる。また、RGB各チャネルで得られた結果を平均化して統合しているため、エッ
ジの方向が正確に検出できない可能性も考えられる。
人物検出技術を、より実用的、汎用的な技術にするには、検出精度を向上させるが
重要である。局所特徴量を用いた物体検出手法が提案されて以降、局所特徴量同士の
関連を捉える共起特徴量 [53{55]が提案されている。2節で挙げたCoHOG特徴量及
び、上記した color-CoHOG特徴量も共起特徴量であり、人物検出においても共起特
徴量が精度向上に有効であると報告されている。これらの共起特徴量は、局所特徴量
の拡張手法であり、基となる局所特徴量を高精度化することで、更なる精度向上が見
込める。
上記に加えて、人物検出を利用するシステムのコストを削減することが実用化に
とって重要であると考えられる。また、組み込み機器などでは、搭載RAMが少ない
ことも考えらえるため、特徴量次元を削減することも重要である。
本研究では、色コントラストに基づく勾配特徴量の提案を行い、色エッジの人物検
出への適用を行う。提案手法は、色相 (Hue)、彩度 (Saturation)、明度 (Value)で表さ
れるHSV色空間上での色差により算出される色の類似度を色コントラストと捉え、こ
れに対して勾配計算を行うことで色エッジ検出を可能にする。加えて、提案手法にお
ける特徴計算法により、CS-HOGと比較して、特徴次元数の削減を可能とする。人物
検出実験により、提案手法が低輝度コントラスト条件下でのエッジ検出を可能とし、
色エッジ及び色エッジを用いた提案手法が検出精度向上に有効であること、輝度エッ
ジに基づいた既存手法よりも高精度な検出が可能なことを示す。加えて、複数のデー
タセット及び学習法を用いて提案手法の精度検証を行い、提案手法による精度向上が
データセット依存、学習法依存ではないことを示す。
また、本研究で提案する特徴量は、ブースティング、SVM、ランダムフォレストな
どの学習法において、どのような特徴が学習されたか、どのような特徴が識別に寄与
したかを解析することが容易であるため、この点がディープラーニングに対して優位
な点になると言える。
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1.4 論文構成
本論文の構成を以下に示す。本論文は全 7章からなる。第 1章は序論であり、研究
背景と先行研究、研究目的、ならびに論文の構成について述べた。第 2章では、提案
手法の基となった HOG特徴量と CSS特徴量、及び物体検出における性能評価手法
について述べる。第 3章では、提案手法で採用した色コントラストの定量化手法につ
いて述べる。第 4章では、色コントラストに基づく勾配特徴量である、局所色相関分
布に基づくHistograms of Oriented Gradientsを提案し、提案手法と既存手法の性能
比較実験を行い、提案手法に対する考察を述べる。第 5章では、色コントラストに基
づく勾配特徴量である、ピクセル間色コントラストに基づくHistograms of Oriented
Gradientsを提案し、提案手法と既存手法の性能比較実験を行い、提案手法に対する
考察を述べる。第 6章では、全体を通しての考察として、他手法との比較やディープ
ラーニングとの比較、提案手法の今後の発展性を述べ、今後の課題を述べる。第 7章
は結論であり、本研究の統括を述べる。
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2.1 はじめに
本章では、本研究の提案手法の基となった特徴量について述べる。また、併せて
物体検出における性能評価手法について、その際に必要となる関連手法も含めて述
べる。1節では、Histograms of Oriented Gradients (HOG) 特徴量について、2節で
は、Color Self Similarity (CSS) 特徴量について述べる。3節にて、性能評価に用いる
Detection Error Tradeo (DET)カーブとFalse Positive Per Window (FPPW)、False
Positive Per Image (FPPI) という 2つの評価指標について述べる。
2.2 Histograms of Oriented Gradients
Histograms of Oriented Gradients (HOG) 特徴量 [25]とは、セル (図 2.1：図では
5 5ピクセルのサイズ)と呼ばれる局所領域内における輝度の勾配方向と強度をヒス
トグラム化した特徴量であり、後述する正規化処理により、照明変動や局所的な幾何
学変化に頑健という特徴を持つ。以下にHOG特徴量の計算手順を示す。
まず、各ピクセルの輝度値 Lから勾配強度mと勾配方向 を式 (2.1)及び (2.2)に
より算出する。次に算出した勾配強度とmと勾配方向 を用い、セル内において勾
配方向ヒストグラムを作成する。ここで、fx(x; y)と fy(x; y)は、注目ピクセル位置
(x; y)における隣接ピクセル (図 2.2)の輝度値の差分であり、式 (2.3)で算出される。
m(x; y) =
q
fx(x; y)2 + fy(x; y)2 (2.1)
 = tan 1
fy(x; y)
2
fx(x; y)2
(2.2)
8><>: fx(x; y) = L(x+1;y)   L(x 1;y)fy(x; y) = L(x;y+1)   L(x;y 1) (2.3)
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ただし、算出された勾配方向は 0から 180度へ変換する。得られた勾配方向は、20
度ずつに分割し、9方向のヒストグラムを作成する。最後に、式 (2.4)により、任意の
数のセルで構成されるブロック (図 2.1：図では 3 3セルのサイズ)という領域ごと
にヒストグラムを正規化する。ここで、v()はヒストグラムのビンの値、つまり特徴
量であり、bはブロック内の任意のセルのビン番号である。kは、ブロック内全ての
ヒストグラムのビンの総数である。"は計算不能になることを防ぐ係数である。1セ
ルずつブロックを移動させながら、正規化を行っていく。
v(b) =
v(b)q
(
Pk
i=1 v(i)
2) + "
(2.4)
1  	
1  
	
図 2.1 セルとブロックの例
(x, y)(x-1, y) (x+1, y)
(x, y-1)
(x, y+1)

	
図 2.2 注目ピクセルと隣接ピクセル
図 2.3に HOG特徴量を可視化した例を示す。図 2.3(b)中に示される白い線分が、
その局所領域内のエッジであり、明るさにより強度を表している。このように、HOG
特徴量では局所領域内のエッジを捉えることができる。
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(a) 入力画像
(b) HOG可視化画像
図 2.3 HOG特徴量可視化の例
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2.3 Color Self Similarity
Color Self-Similarity (CSS) 特徴量 [36]は、2つのセル間の色の類似度を特徴量と
する。図 2.4のように、セル領域内で色ヒストグラムを作成し、これを類似度計算に
用いている。2つの領域間の色類似度を捉えることにより、同一物体らしさや非同一
物体らしさを表現する特徴量となる (図 2.5)。


H S V
H S V



図 2.4 CSS特徴量

(a) 同一物体らしさを表す領域の組合せ

　 (b) 非同一物体らしさを表す領域の組合せ
図 2.5 同一物体らしさと非同一物体らしさを表す例
CSS特徴量の算出手順を以下に示す。まず、画像中の各セルで色ヒストグラムChist =
fC(H; 1); C(H; 2); :::; C(H;N); C(S; 1); C(S; 2); :::; C(S;N); C(V; 1); C(V; 2); :::; C(V;N)g
を作成する。ここで、fH;S; V gは、色相 (Hue)、彩度 (Saturation)、明度 (Value)で
表されるHSV色空間での各要素であり、N は量子化数である。
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C(r 2 fH;S; V g; n)は、以下の式 (2.5)で算出される。このようにC(r; n)はセル内
の各ピクセルの色 Pc(x; y;H)、Pc(x; y; S)、Pc(x; y; V )を累積する。
C(r; n) =
MX
x=1
MX
y=1
[f(Pc(x; y; r); n)] (2.5)
ここで、Mはセルの大きさ (ピクセル)、nは量子化の番号n = (1; 2; :::; N)、f(Pc(x; y; r))
は Pc(x; y; r)を量子化した値である。
上記のようにして作成した色ヒストグラムを用いて、セル i; jからヒストグラムイ
ンターセクション式 (2.6)により、類似度 S(i; j)を算出する。Bは色ヒストグラムの
ビン数である。
序論で述べたように、人物検出においては人物が着用している衣服の色が個人で異
なっているため、色情報を特徴量として検出に利用するのは困難であった。CSS特徴
量は、色類似度を特徴量とすることで、色情報を有効な特徴量として扱うことに成功
している。
S(i; j) =
PB
b=1min(C
(i)
hist[b]; C
(j)
hist[b])PB
b=1C
(i)
hist[b]
(2.6)
2.4 性能評価手法
物体検出などの検出タスクの評価手法として、Detection Error Tradeo (DET)カー
ブ [56]が挙げられる。DETカーブとは、横軸に誤検出率 (False positive rate)、縦軸
に未検出率 (False negative rate : Miss rateとも呼ばれる)をプロットした両対数グラ
フである。
物体検出においては、統計的学習法により生成された識別器から出力される値を、
閾値によってそれが検出対象か否かを判別する。つまり、閾値で識別器の動作特性が
変化するため、各閾値でのエラー値をプロットした性能曲線によって性能を評価する。
DETカーブは、横軸に誤検出率 (False positive rate)、縦軸に感度 (True positive
rate)をプロットしたReceiver Operating Characteristic (ROC) カーブの変形である。
Martinらは、ROCカーブよりもDETカーブの方が、比較対象同士の性能差を容易
に観察可能だと述べている [56]。この理由により、物体検出ではDETカーブを性能
評価手法として用いる場合が多い。
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図 2.7 ROCカーブの例
図 2.6にDETカーブの例を示す。DETカーブでは、曲線が左下の原点に向かうほ
ど性能が良いことを表す。また、図 2.7に図 2.6と同様のデータの ROCカーブを示
す。図より、DETカーブの方が性能差を容易に把握できることがわかる。
また、物体検出ではFalse Positive Per Window (FPPW)とFalse Positive Per Image
(FPPI) という 2つの指標が評価に使用される。FPPWとは、検出ウインドウあたり
の誤検出数を表し、FPPIとはフレーム画像あたりの誤検出数を表す。FPPWは、学
習用画像と同様の検出対象、非検出対象が映る切り出し画像を入力として与え、1検
出ウインドウあたりの誤検出数を算出する。FPPIは、検出ウインドウをフレーム画
像中でラスタスキャンした場合のフレーム画像あたりの誤検出数を算出する。そし
2.5. おわりに 15
て、識別閾値を変化させた場合のFPPW、FPPIとそれぞれに対する未検出率をDET
カーブにプロットする。
フレーム画像から物体を検出する場合、画像中に映る物体のスケール変化に対応
するため、フレーム画像のサイズを変化させながら検出ウインドウをラスタスキャ
ンする (図 2.8(a))。この場合、検出対象物体付近でその物体が何度も検出される (図
2.8(b))。そのため、検出結果の領域を 1つに統合する必要がある (図 2.8(c))。先行研
究においては、Non Maximum Suppression [57]という領域統合手法が提案されてい
る。Non Maximum Suppressionは、領域の重なり度合いを算出し、これが閾値を超
えた領域を削除する処理を行う。これ以外に、MeanShiftクラスタリングを統合処理
に用いることもあるが、Non Maximum Suppressionは計算量が少ないことから、物
体検出においてよく用いられる。本研究においても、FPPI評価において本手法を検
出結果統合処理に採用する。また、検出結果統合処理の性能は、検出精度に大きく影
響するため、高速で精度の良い手法が求められている。
2.5 おわりに
本章では、Histograms of Oriented Gradients (HOG)特徴量とColor Self Similarity
(CSS) 特徴量、性能評価手法であるDetection Error Tradeo (DET) カーブと False
Positive Per Window (FPPW)、False Positive Per Image (FPPI) について述べた。
2節において、特徴量の算出方法を示した。HOG特徴量は、局所領域内の輝度の
勾配方向と強度をヒストグラム化した特徴量であり、物体の大まかな形状を表現する
ことができる。また、HOG特徴量の可視化画像により、HOG特徴量が局所領域内の
エッジを捉えることが可能なことを示した。
3節において、CSS特徴量の算出方法を示した。CSS特徴量は、局所領域内におい
て色ヒストグラムを作成し、ヒストグラムインターセクションで領域同士の類似度を
算出する。これにより、同一物体らしさや非同一物らしさを表現することができる。
また、同一物体らしさ、非同一物体らしさを表す領域の組合せの実例を示した。
4節において、DETカーブの例と利点を示した。FPPWと FPPIそれぞれの算出
方法を示し、FPPIでの評価の際に必要となる検出ウインドウ統合処理についても述
べた。
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(a) 検出ウインドウの走査 (b) 検出結果統合前の例
(c) 検出結果統合の例
図 2.8 フレーム画像での検出例
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第3章 色類似度算出による色コントラス
トの定量化手法
3.1 はじめに
本章では、提案手法で採用する色コントラストの定量化手法について述べる。色コ
ントラストによりエッジを検出するには、色コントラストを定量化し、これに対して
勾配計算を行う必要がある。本章 2節で、画像処理で一般的に扱われる色空間と提案
手法で採用した HSV色空間について述べる。3節にて、提案手法で採用した色類似
度計算手法について述べる。
3.2 色空間
表色系とは、色彩を体系的に表現する方法であり、色を定量的に扱うことができる。
表色系は、知覚色に基づく顕色系と、光の混合理論に基づく混色系の 2種類に分類する
ことができる。顕色系の代表例としてマンセル表色系が、混色系の代表例としてCIE
表色系が挙げられる。マンセル表色系は、色を色相 (Hue)、彩度 (Saturation)、明度
(Value)の三属性によって、色を表現する表色系である。CIE表色系は、Commission
Internationale de l’Eclairage（CIE: 国際照明委員会）により体系化された表色系で
あり、CIE-RGB、CIE-XYZ、CIE-L*u*v*、CIE-L*a*b*など、様々な表色系が定義さ
れている。
CIE-RGBは、赤 (Red)、緑 (Green)、青 (Blue)を原色とする表色系である。CIE-
XYZは、平均的な観測者によって知覚可能な色を表現できる三刺激値をX、Y、Zとし
て定義し、これによって表現される表色系である。RGB表色系では正確に再現できない
色が存在するという問題を、数学的に回避するために定義された。CIE-L*u*v*とCIE-
L*a*b*は、CIE-XYZの色知覚の不均一性を改善した表色系である。また、CIE-XYZ
は基準表色系として定義され、CIE-XYZからRGBやCIE-L*u*v*、CIE-L*a*b*、そ
れぞれの表色系へと変換できる [58]。
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色空間とは、それぞれの表色系で扱われる色要素を座標軸と考え、これにより構成
される 3次元空間で色を表現するものである。色空間において、色は空間上の位置、
座標として決定される。
CIE-RGB表色系に基づき、RGBを要素としたRGB色空間や、CIE-L*u*v*表色系、
CIE-L*a*b*表色系に基づいた、CIE-L*u*v*色空間、CIE-L*a*b*色空間、また、マン
セル表色系のように、色相 (Hue)、彩度 (Saturation)、明度 (Value)の三属性によって、
構成されるHSV色空間といった様々な色空間が存在する。CIE-L*u*v*色空間におい
て、L*は明るさを、u*は赤-緑の軸を、v*は黄-青の軸を表している。CIE-L*a*b*色空
間も同様で、L*は明るさを、a*は赤-緑の軸を、b*は黄-青の軸を表している。2つの
色空間の主な違いは、実装されている色順応モデルにある [58]。RGB、CIE-L*u*v*、
CIE-L*a*b*、HSV、それぞれの色空間を図 3.1に示す。
R
B
G
(a) RGB
+u*
(red)
L*
-u*
(green)
+v*
(yellow)
-v*
(blue)
(b) CIE-L*u*v*
+a*
(red)
L*
-a*
(green)
+b*
(yellow)
-b*
(blue)
(c) CIE-L*a*b*
Hue
Saturation
Value
(d) HSV
図 3.1 色空間
ディジタル画像は、RGB色空間を用いて色の情報を保存している。つまり、画像
の各ピクセルごとにRGBのチャネルが存在し、ピクセル値を構成している。このこ
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とより、画像処理では色情報を扱う際、一般的にRGB色空間が使用されることが多
い [41,42]。しかしながら、RGB色空間は、その他の色空間のように明るさの要素が独
立しておらず、照明変動に対して頑健ではない。そのため、CIE-L*u*v*、CIE-L*a*b*、
HSVなどの色空間を使用する例も存在する。
RGB色空間から、CIE-L*u*v*、CIE-L*a*b*色空間へ変換するためには、CIE-XYZ
色空間を経由して変換しなければならない (RGB→XYZ→L*u*v*もしくはL*a*b*)。
一方で、HSV色空間はRGB色空間からの直接の変換が可能である。RGB色空間か
らHSV色空間への変換を式 (3.1, 3.2, 3.3)で示す。ここで、R;G;BはRGBそれぞれ
の値であり、MAXとMINはRGBの値の内、最大と最小のものを表す。
H =
8>>>>>>>><>>>>>>>>:
undefined; ifMIN =MAX
60 G R
MAX MIN + 60; ifMIN = B
60 B G
MAX MIN + 180; ifMIN = R
60 R B
MAX MIN + 300; ifMIN = G
(3.1)
S =
MAX  MIN
MAX
(3.2)
V =MAX (3.3)
計算コストを考慮すると、HSV色空間は、CIE-L*u*v*、CIE-L*a*b*色空間よりも
少ない計算量でRGB色空間から変換可能である。また、先行研究では、次節で詳細を
述べる色類似度算出において、HSV色空間が最も有効であったと報告している [36]。
これらの点を踏まえ、本研究では色空間にHSV色空間を採用した。
3.3 色類似度算出手法
本節では、色空間上での色類似度算出手法について説明する。色コントラストは、色
差により色類似度として算出する。前節で説明したCIE-L*u*v*色空間やCIE-L*a*b*
色空間のような 3次元色空間上での 2色間の差は、図 3.2のようにユークリッド距離
として算出される [58]。CIE-L*u*v*色空間上での色差計算式を式 (3.4)、CIE-L*a*b
色空間上での色差計算式を式 (3.5)に示す。
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	

図 3.2 色空間上での色差
Duv =
q
(L)2 + (u)2 + (v)2 (3.4)
Dab =
q
(L)2 + (a)2 + (b)2 (3.5)
色相、彩度、明度の 3軸で表現されるHSV色空間上においても、色差は上記のよ
うにユークリッド距離として算出することができる [59]。しかしながら、HSV色空
間は円柱座標系で表現されているため、色相、彩度、明度の各要素値を直接距離計算
に使用することはできない。そこで、以下の式 (3.6)を用いて、色相、彩度、明度の
各要素を fu; r; vgで表現される直交座標系へと変換する。
8>>>><>>>>:
u = cosH  S
r = sinH  S
v = V
(3.6)
座標系変換後、以下の式 (3.7)を用いてユークリッド距離を算出し、式 (3.8)により、
類似度を算出する。
Dur =
q
(u)2 + (r)2 + (v)2 (3.7)
S =
1
Dur + 1
(3.8)
提案手法では、このようにして得られた色コントラストを勾配計算に用いる。
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3.4 おわりに
本章では、提案手法で用いる色コントラスト定量化手法について述べた。2節にお
いて、画像処理で一般的に扱われる色空間と提案手法で採用した色空間について述べ
た。また、3節で色類似度算出手法について述べた。色コントラストは、色差により
色類似度として算出すること及び提案手法で採用するHSV空間上での色差がユーク
リッド距離で算出できることを示した。
本研究では、上記のように色コントラストを色類似度として、ユークリッド距離に
基づいて算出し、提案手法での勾配計算に用いる。このように提案手法では、ベクト
ルとして表される色情報を、スカラーとして扱っている。
提案手法の狙いは、輝度差が大きくないが色差が存在するような状況下での、エッ
ジ検出を可能にすることである。人物検出の場合、前景となる人物（主に人物が着用
する衣服）と背景との間の輝度差や色差に規則性は存在しないと考えられる。そのた
め、輝度差や色差といったベクトル情報を、ユークリッド距離のようなスカラー情報
に単純化しても問題ないと考える。
文献 [40,41,43]における色エッジ検出法は、各色チャネル上で得られた結果を統合
する必要があったり、色情報をベクトルとして扱い、ベクトル演算によりエッジ検出
を行うため、色エッジ検出のための計算コストが高い。また、多くの手法がRGB色
空間を使用しているため [41{43]、照明変動に頑健ではない。前述したように、提案
手法は輝度差や色差のようなベクトル情報を、スカラー情報に単純化している。その
ため、先行研究の色エッジ検出手法に比べて計算コストは低い。加えて、色空間とし
てHSV色空間を採用しているため、照明変動に対して頑健であると考えられる。
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Gradients
4.1 はじめに
本章では、色コントラストに基づく勾配特徴量である、局所色相関分布に基づく
Histograms of Oriented Gradients (HOG) [60{62]を提案する。提案手法は、局所領
域内において、色コントラストによる色相関分布を作成する。これに対して勾配計算
を行い、特徴量を算出する。色コントラストは、注目ピクセルと近傍ピクセル間で算
出される。色相関分布の作成は、注目ピクセルの色を基準とした領域分割と考えるこ
とができる。これにより、局所領域内における物体の形状を抽出することが可能で、
色コントラストに基づいた色エッジを検出することができる。
本章 2節で提案手法の詳細について述べ、3節にて実験を行い、既存手法との性能
比較を行う。4節にて考察を述べる。
4.2 特徴計算法
局所色相関分布に基づくHOGの特徴計算方法について述べる。まず、局所領域 (セ
ル) 内で注目ピクセルと近傍ピクセル (図 4.1) との色類似度を計算する。3章で述べ
た手順と同様にして色コントラスト算出を行う。また、注目ピクセルは、セルの中
心ピクセルである。注目ピクセルと近傍ピクセルそれぞれのHSV各要素を直交座標
fu; r; vgへ変換した後、式 (4.1)でユークリッド距離Di:nを算出し、式 (4.2)で類似度
Snを算出する。
Di:n =
q
(ui   un)2 + (ri   rn)2 + (vi   vn)2 (4.1)
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図 4.1 セル及びセル内における注目・近傍ピクセル
Sn =
1
Di:n + 1
(4.2)
ここで、iは注目ピクセルの位置 (x; y)を表す。nは近傍ピクセルの位置 (x+m; y+m)
を表す。mは M
2
～M
2
の範囲であり、M はセルサイズである。上記により、局所色
相関分布CCorrelation = S(x+m;y+m)が作成される。
次に、作成した色相関分布に対してHistograms of Oriented Gradients (HOG) [25]
と同様の勾配計算を行う。式 (4.3)及び (4.4)で勾配強度と方向を算出し、勾配方向
ヒストグラムを作成する。ただし、算出された勾配方向は 0から 180度へ変換する。
得られた勾配方向は、20度ずつに分割し、9方向のヒストグラムとなる。ここで、式
(4.3)～(4.5)の (x; y)は勾配計算における注目ピクセル位置である。
セルは 1ピクセルずつオーバーラップして移動させながら、勾配方向ヒストグラム
を作成する。また、各セルで得られたヒストグラムのビン値をセルごとに順に並べて
いき、特徴ベクトル [v1; v2; v3; v4; v5; v6; v7; v8; v9; :::; vN ]を構成し、特徴量とする。v1
～v9は、1番目のセルの 1～9ビンの強度値であり、以降、2番目のセルの 1～9ビン
の強度値、3番目のセルの 1～9ビンの強度値と並んでいく。このため、提案手法にお
いて、特徴ベクトルの次元はエッジの方向、空間的位置についての情報を表すことに
なる。図 4.2に本提案手法での特徴計算の概要を示す。
m(x; y) =
q
fx(x; y)2 + fy(x; y)2 (4.3)
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 = tan 1
fy(x; y)
2
fx(x; y)2
(4.4)
8><>: fx(x; y) = S(x+1;y)   S(x 1;y)fy(x; y) = S(x;y+1)   S(x;y 1) (4.5)
S(x-2, y-2)
S(x+2 ,y+2)
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図 4.2 特徴計算概要
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4.3 実験
4.3.1 実験概要
本章で提案する局所色相関分布に基づくHOGの人物検出性能評価実験を行う。本
実験において、既存手法であるHOG [25]との精度比較を行い、提案手法の有効性を
確認する。提案手法とHOGは、Real Adaboost [19]、サポートベクタマシン (Support
Vector Machine : SVM) [20]、ランダムフォレスト (Random Forest) [21]により学習
を行い、識別器を構築する。Real Adaboostは筆者が実装したものを、SVMとランダ
ムフォレストは、それぞれLIBSVM [63]と Scikit-learn [64]を用いた。Real Adaboost
では弱識別器の数を 500として、ランダムフォレストでは木の数を 300、深さを 4と
して学習を行っている。
性能評価手法として、2章で述べたDetection Error Tradeo (DET) カーブ [56]を
用いる。また、False Positive Per Window (FPPW)により、提案手法と HOGの比
較を行う。本実験で用いる人物画像データセットは、INRIA Person Dataset [25]と
NICTA Pedestrian Dataset [65]である。学習やテストに用いた画像数内訳を表 4.1に
示す。また、INRIA、NICTAデータセットの例を図 4.3に示す。
表 4.1 INRIA, NICTAデータセットにおける学習・テスト画像数内訳
データセット 学習/テスト ポジティブサンプル ネガティブサンプル 計
INRIA 学習 2,416 4,832 7,248
テスト 1,132 1,132 2,264
NICTA 学習 3,000 6,500 9,500
テスト 1,000 1,000 2,000
4.3.2 実験結果
図 4.4および 4.5に INRIAデータセット、NICTAデータセットでの実験結果DET
カーブを示す。それぞれの図はともに、(a)がReal Adaboost、(b)が SVM、(c)がラ
ンダムフォレストでの結果を示している。
また、実験結果比較の参照点として 10 3FPPW以下の値を用いる。人物検出など
の物体検出においては、誤検出を抑えつつ、未検出を少なくすることが重要である。
そのため、実験では低FPPWでのMiss rate比較を行い、誤検出を抑えた際にどの程
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(a) INRIA Person Dataset
(b) NICTA Pedestrian Dataset
図 4.3 本研究で用いた人物画像データセット
度未検出を減少させたかに注目する。本研究においては、提案手法によって誤検出を
減少させ、かつ未検出を減少させる方針であるため、このように低 FPPWでの評価
を行う。INRIAデータセットにおいて、9 10 4FPPWににおけるMiss rateを比較
した結果を表 4.2に示す。NICTAデータセットにおいて、10 3FPPWにおけるMiss
rateを比較した結果を表 4.3に示す。
また、DETカーブで注目した FPPW区間以外の精度を評価するため、Receiver
Operating Characteristic (ROC) カーブと Area Under the Curve (AUC) を用いる。
図 4.6及び 4.7に INRIAデータセット、NICTAデータセットにおけるROCカーブを
示す。それぞれの図はともに、(a)がReal Adaboost、(b)がSVM、(c)がランダムフォ
レストでの結果を示している。また、表 4.4及び 4.5に INRIAデータセット、NICTA
データセットにおけるAUCを示す。
図 4.4に示す INRIAデータセットにおける実験結果より、提案手法は、Real Ad-
aboost、SVM、ランダムフォレストによる、どの識別器においても、10 3FPPW以下
でのMiss rateの削減が確認できた。表4.2より、提案手法はHOGのMiss rateを、Real
Adaboostで 3.71ポイント、SVMでは 29.42ポイント、ランダムフォレストでは 20.05
ポイント削減した。また、表 4.4より、提案手法はHOGのAUCをReal Adaboostで
0.0047、SVMでは 0.0086、ランダムフォレストでは 0.0077増加させた。
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図 4.4に示すNICTAデータセットにおける実験結果でも、提案手法は、Real Ad-
aboost、SVM、ランダムフォレストによる、どの識別器においても、10 3FPPW以
下でのMiss rateの削減が確認できた。表 4.3より、提案手法はHOGのMiss rateを、
Real Adaboostで 2.50ポイント、SVMでは 16.40ポイント、ランダムフォレストでは
7.90ポイント削減した。また、表 4.5より、提案手法はHOGのAUCをReal Adaboost
で 0.0014、SVMでは 0.0047、ランダムフォレストでは 0.0040増加させた。
表 4.2 INRIAデータセットにおける 9 10 4 FPPWでのMiss rate比較
(a) Real Adaboost
Miss rate
HOG 0.2402
提案手法 0.2031
(b) SVM
Miss rate
HOG 0.4010
提案手法 0.1068
(c) ランダムフォレスト
Miss rate
HOG 0.5556
提案手法 0.3551
表 4.3 NICTAデータセットにおける 10 3 FPPWでのMiss rate比較
(a) Real Adaboost
Miss rate
HOG 0.1380
提案手法 0.1130
(b) SVM
Miss rate
HOG 0.2210
提案手法 0.0570
(c) ランダムフォレスト
Miss rate
HOG 0.3290
提案手法 0.2500
表 4.4 INRIAデータセットにおけるAUC比較
(a) Real Adaboost
AUC
HOG 0.9917
提案手法 0.9964
(b) SVM
AUC
HOG 0.9864
提案手法 0.9950
(c) ランダムフォレスト
AUC
HOG 0.9870
提案手法 0.9947
表 4.5 NICTAデータセットにおけるAUC比較
(a) Real Adaboost
AUC
HOG 0.9958
提案手法 0.9972
(b) SVM
AUC
HOG 0.9920
提案手法 0.9967
(c) ランダムフォレスト
AUC
HOG 0.9898
提案手法 0.9938
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図 4.4 INRIAデータセットでの実験結果 DETカーブ
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図 4.5 NICTAデータセットでの実験結果 DETカーブ
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図 4.6 INRIAデータセットでの実験結果 ROCカーブ
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図 4.7 NICTAデータセットでの実験結果 ROCカーブ
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4.4 考察
前節の実験により、提案手法である、局所色相関分布に基づくHOGの有効性が確
認された。3章 4節で述べたように、提案手法の狙いは輝度差はないが色差が存在する
状況でのエッジ検出を可能とするものであり、これにより検出精度向上を図っている。
図 4.8に局所色相関分布を可視化した例を示す。図において、左列が入力画像であ
り、赤枠で示される注目セルの輝度分布と局所色相関分布の可視化画像を、右列の上
段と下段に示している。局所色相関分布の可視化画像においては、明るいほど類似度
が高いことを表す。また、このときのセルの注目ピクセルは、人物が着用している衣
服部分となっている。
輝度分布から確認できるように、このセルにおいては輝度コントラストの低下によ
り、人物の上腕部分の輝度差が消失しており、エッジの検出が困難となっている。こ
れに対して、局所色相関分布では、色コントラストに基づく色相関分布によって、前
景である人物と背景の分離を行うことで、上腕部分の形状を抽出しており、この部分
のエッジ検出が可能となっていることがわかる。このように、提案手法では、輝度コ
ントラストの低下により輝度差が消失した状況でも、色コントラストによる色エッジ
を検出することが可能であり、これによって人物検出の精度が向上したと考えられる。
図 4.9にHOGでは識別できなかったが、提案手法により識別可能となった人物画
像とそれらの輝度分布及び局所色相関分布の例を示す。図中の 1列目、及び 3列目が
入力画像であり、赤枠で示される注目セルの輝度分布と局所色相関分布の可視化画像
を、2、3列目の上段と下段に示している。それぞれの画像中に赤枠で示される注目
セルにおいて、輝度コントラスト低下が確認できる。上段 1列目の人物は腹部、2列
目の人物は脚部、下段 1列目の人物は胸部、2列目の人物は背部の輝度差が消失して
いる。輝度情報に基づくHOGにおいては、これらの部分のエッジ検出ができなかっ
たことが誤識別となっていた原因として挙げられる。
一方で、それぞれのセルにおける局所色相関分布を確認すると、これによって人
物形状の抽出が行えており、輝度差では検出できていなかった人物のエッジが検出可
能となっていることがわかる。提案手法では色エッジにより人物のエッジを検出する
ため、輝度エッジよりも、より人物の形状を捉えやすくなっている。これによって、
HOGでは誤識別となっていた画像も提案手法で正しく識別することが可能となり、
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検出精度の向上へと繋がった。
しかしながら、局所色相関分布では、セル内において注目ピクセルの色を基準に前
景と背景の分離を行い、人物の形状抽出・エッジ検出を行うため、セルによっては人
物形状が抽出できず、人物のエッジを検出することが困難になる場合が存在する。
上記のことが発生する場合のシミュレーション例を図 4.10に示す。図において、左
列に示す画像中の黄色と薄い水色で示される領域が背景、濃い水色で示される領域が
人物の領域であると仮定する。このとき、図中に赤枠で示される注目セルの局所色相
関分布の可視化画像を右列に示す。注目セルにおいては、黄色で示される背景領域の
ピクセルが注目ピクセルとなっている。
この例における局所色相関分布を見ると、背景領域の黄色が前景として抽出され、
それ以外の色を持つ背景領域と人物領域がともに背景として抽出されている。図 4.11
に実際の人物画像での例を示す。図中に赤枠で示される注目セルにおいて、背景の赤
い物体のピクセルが注目ピクセルとなっている。この例では、人物の腕部分が背景に
映り込む他の物体とともに背景として抽出されている。このように背景に複数の物体
が映り込むような複雑な領域では、人物の形状が抽出されずエッジ検出も行えないた
め、検出に影響を及ぼす可能性がある。この問題については、学習用画像データセッ
トに上記した複雑な背景を持つ画像を多く含めることで、解決可能だと考えられる。
これにより、人物の形状が正しく抽出されない、背景に複数物体が映り込む複雑な領
域が、学習時に特徴として選択される可能性が減少すると考えられる。
図 4.12に、HOGでは識別可能であったが、提案手法では識別できなかった画像の
例を示す。これらの画像は人物以外にも様々な物体が画像中に映り込んでいる。この
ように複雑な背景を持つ画像では人物を誤識別してしまうため、画像データセットに
よっては検出精度の低下が発生する可能性も考えられる。しかしながら、INRIAデー
タセット及びNICTAデータセットといった複数のデータセットを用いた本実験にお
いて、提案手法は既存手法のHOGの精度を超えることが確認できた。上述した要因
により、HOGのような輝度エッジを用いた特徴では識別可能であった画像が、本手
法で識別できなくなることがあるが、それ以上に識別可能となった画像のほうが多い
といえるため、色エッジによる人物検出は有効だと考えることができる。また、これ
らの例の画像も上記した対策により、識別可能になると考えられる。
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図 4.8 局所色相関分布可視化の例
図 4.9 HOGで識別できなかったが、提案手法で識別可能になった画像例
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背景領域 
人物領域 
局所色相関分布 
図 4.10 人物形状抽出が困難となる状況のシミュレーション例
  
注目セル拡大 
注目セルの局所色相関分布 
図 4.11 実際の画像において人物形状抽出が困難となる例
図 4.12 HOGでは識別可能だったが、提案手法では識別できなかった画像例
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4.5 おわりに
本章では、色コントラストに基づく勾配特徴量である、局所色相関分布に基づく
Histograms of Oriented Gradients (HOG) [60{62]を提案した。2節で、提案手法の特
徴計算法を述べた。また、3節で実験結果について、4節で考察について述べた。
提案手法は、局所領域内の注目ピクセルと近傍ピクセルの色コントラストを算出
し、色相関分布を作成する。これに対して勾配計算を行うことで、色コントラストに
基づく色エッジ検出を可能とし、色エッジを特徴量とすることができる。
人物画像データセットを用いて、既存の輝度情報に基づいたHistograms of Oriented
Gradients (HOG) 特徴量 [25]との性能比較実験を行った。DETカーブによる比較、
AUCによる比較を行い、提案手法により人物検出精度が向上することを示した。
また、局所色相関分布の可視化例や、提案手法により識別が可能となった画像例や
識別ができなかった画像例を示し、これらについて考察を行った。これにより、提案
手法が低輝度コントラスト状況下でのエッジ検出を可能にし、色エッジが人物検出に
有効であることを示した。提案手法により、HOGで識別可能だった画像が誤識別と
なった例もあったが、それ以上に識別可能となった画像が多かったため、本手法は人
物検出に有効な特徴量であると考えることができる。
37
第5章 ピクセル間色コントラストに基づ
く Histograms of Oriented
Gradients
5.1 はじめに
本章では、色コントラストに基づく勾配特徴量である、ピクセル間色コントラスト
に基づく Histograms of Oriented Gradients (HOG) を提案する。前章の局所色相関
分布に基づくHOGは、局所領域内において、背景が複雑であった場合に人物の形状
を抽出できないことが考えらえる。また、色相関分布を作成しなければならないため
計算コストが高い。
本章で提案する、ピクセル間色コントラストに基づくHOGは、注目ピクセルと勾
配計算の対象となる上下左右の隣接ピクセル間の色コントストを求め、これに対して
勾配計算を行う。前章の手法が、局所領域内の注目ピクセルの色を基準として、領域
分割的に物体形状を抽出し色エッジ検出を行うのに対して、本手法は一般的なエッジ
検出手法と同様の演算に基づいて、色エッジ検出を行うものである。
本章 2節で提案手法の詳細について述べ、3節にて実験を行い、既存手法との性能
比較を行う。4節にて考察を述べる。
5.2 特徴計算方法
ピクセル間色コントラストに基づく HOGの特徴計算方法について述べる。まず、
注目ピクセルと隣接ピクセル間の色コントラストを、3章で述べた手順と同様にして
算出する。注目ピクセルと隣接ピクセルそれぞれの HSV各要素を直交座標 fu; r; vg
へ変換した後、式 (5.1)でユークリッド距離Di:nを算出し、式 (5.2)で類似度 Snを算
出する。ここで、iは注目ピクセルの位置 (x; y)を表す。nは隣接ピクセル位置を表
し、n 2 f(x  1; y); (x+ 1; y); (x; y   1); (x; y + 1)gである。
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Di:n2f(x 1;y);(x+1;y);(x;y 1);(x;y+1)g =
q
(ui   un)2 + (ri   rn)2 + (vi   vn)2 (5.1)
Sn2f(x 1;y);(x+1;y);(x;y 1);(x;y+1)g =
1
Di:n + 1
(5.2)
算出した類似度を用いてHistograms of Oriented Gradients (HOG) [25]と同様の勾
配計算を行う。式 (5.3)及び (5.4)で勾配強度と方向を算出し、勾配方向ヒストグラム
を作成する。算出された勾配方向は 0から 180度へ変換し、20度ずつに分割して 9方
向のヒストグラムとする。
セルは 1ピクセルずつオーバーラップして移動させながら、勾配方向ヒストグラム
を作成する。各セルで得られたヒストグラムのビン値をセルごとに順に並べていき、
特徴ベクトル [v1; v2; v3; v4; v5; v6; v7; v8; v9; :::; vN ]を構成し、特徴量とする。v1～v9は、
1番目のセルの 1～9ビンの強度値であり、以降、2番目のセルの 1～9ビンの強度値、
3番目のセルの 1～9ビンの強度値と並んでいく。本提案手法においても、局所色相関
分布に基づくHOGと同様に、特徴ベクトルの次元はエッジの方向、空間的位置につ
いての情報を表すことになる。図 5.1に提案手法での特徴計算の概要を示す。
m(x; y) =
q
fx(x; y)2 + fy(x; y)2 (5.3)
 = tan 1
fy(x; y)
2
fx(x; y)2
(5.4)
8><>: fx(x; y) = S(x+1;y)   S(x 1;y)fy(x; y) = S(x;y+1)   S(x;y 1) (5.5)
5.3 実験
5.3.1 実験概要
本章で提案するピクセル間色コントラストに基づくHOGの人物検出性能評価実験
を行う。本実験において、既存手法であるHOG [25]との精度比較を行い、提案手法
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図 5.1 特徴計算概要
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の有効性を確認する。また、前章で提案した局所色相関分布に基づくHOGとの精度
比較も行う。
前章と同様に、Real Adaboost [19]、SVM [20]、ランダムフォレスト [21]により学
習を行って識別器を構築し、実験を行う。Real Adaboostとランダムフォレストの弱
識別器数、木の数、深さは前章の実験と同様の値としている。
性能評価手法として、Detection Error Tradeo (DET)カーブ [56]を用いる。また、
FPPWにより、提案手法と局所色相関分布に基づく HOG及び HOGの比較を行う。
本実験で用いる人物画像データセットは、前章の実験で用いたデータセットと同様の
INRIA Person Dataset [25]とNICTA Pedestrian Dataset [65]である。学習やテスト
に用いた画像数内訳を表 5.1に示す。
表 5.1 INRIA, NICTAデータセットにおける学習・テスト画像数内訳
データセット 学習/テスト ポジティブサンプル ネガティブサンプル 計
INRIA 学習 2,416 4,832 7,248
テスト 1,132 1,132 2,264
NICTA 学習 3,000 6,500 9,500
テスト 1,000 1,000 2,000
5.3.2 実験結果
図 5.2及び 5.3に INRIAデータセット、NICTAデータセットでの実験結果DETカー
ブを示す。それぞれの図はともに、(a)がReal Adaboost、(b)が SVM、(c)がランダ
ムフォレストでの結果を示している。また、局所色相関分布に基づくHOGは提案手
法 I、ピクセル間色コントラストに基づくHOGは提案手法 IIと示した。
前章での実験と同様に、結果比較の参照点として 10 3FPPW以下の値を用いる。
INRIAデータセットにおいて、9 10 4FPPWににおけるMiss rateを比較した結果
を表 5.2に示す。NICTAデータセットにおいて、10 3FPPWにおけるMiss rateを比
較した結果を表 5.3に示す。
また、本実験においても DETカーブで注目した FPPW区間以外の精度を評価す
るため、Receiver Operating Characteristic (ROC) カーブと Area Under the Curve
(AUC)を用いる。図 5.4及び 5.5に INRIAデータセット、NICTAデータセットにおけ
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るROCカーブを示す。それぞれの図はともに、(a)がReal Adaboost、(b)が SVM、
(c)がランダムフォレストでの結果を示す。表 5.4及び 5.5に INRIAデータセット、
NICTAデータセットにおけるAUCを示す。
図 5.2に示す INRIAデータセットにおける実験結果より、Real Adaboost、SVM、
ランダムフォレストそれぞれによる識別器において、提案手法 IIは従来法のHOGと
比較して、10 3FPPW以下でのMiss rate削減が確認できた。表 5.2より、提案手法
IIは、HOGのMiss rateをReal Adaboostで 1.76ポイント、SVMでは 25.18ポイン
ト、ランダムフォレストでは 23.32ポイント削減した。また、表 5.4より、提案手法
IIは、HOGのAUCをReal Adaboostで 0.0043、SVMでは 0.0080、ランダムフォレ
ストでは 0.0071増加させた。
提案手法 IのMiss rateと比較すると、Real Adaboostで 1.95ポイント増加、SVM
では 4.24ポイント増加している。ランダムフォレストにおいては、3.27ポイント削
減となった。AUCにおいては、Real Adaboostで 0.0004、SVMでは 0.0006、ランダ
ムフォレストでは 0.0006減少となった。
図 5.3に示す NICTAデータセットにおける実験結果でも、提案手法 IIは、Real
Adaboost、SVM、ランダムフォレストによる識別器において、10 3FPPW以下での
Miss rate削減が確認できた。表 5.3より、提案手法 IIは、HOGのMiss rateをReal
Adaboostでは2.70ポイント、SVMでは11.80ポイント、ランダムフォレストでは13.50
ポイント削減した。表 5.5より、提案手法 IIは、HOGのAUCを SVMでは 0.0003増
加させた。Real Adaboost、ランダムフォレストでは、それぞれ、0.0001、0.0016減
少している。提案手法 IのMiss rateと比較すると、Real Adaboostで 0.20ポイント
削減、SVMでは 4.60ポイント増加、ランダムフォレストにおいては、5.60ポイント
削減となった。AUCにおいては、Real Adaboostで 0.0015、SVMでは 0.0044、ラン
ダムフォレストでは 0.0056減少した。
実験結果より、提案手法 IIは、従来法のHOGよりも検出性能を向上させたといえ
る。NICTAデータセットにおいて、Real AdaboostとランダムフォレストでのAUC
がHOGよりも減少しており、低FPPWのみでの精度向上となったが、4章 3節で述
べたように、人物検出などの物体検出においては、誤検出を抑えつつ未検出を少なく
することが重要であるため、低 FPPWにおける性能改善は意味があると考える。
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また、提案手法 IIと提案手法 Iの比較において、提案手法 Iの方が、精度が高いと
判断できる結果となった。しかしながら、学習法によっては、低FPPWにおいて、提
案手法であるピクセル間色コントラストに基づく HOGの精度を下回ることもあり、
学習法による精度差が発生することを確認した。
また、1節で述べたように提案手法 Iでは、局所色相関分布を作成しなければなら
ず、色エッジ検出のための計算コストが高い。提案手法 IIは、注目ピクセルの上下左
右の隣接ピクセル間の色コントラスト計算を行えばよいだけなので、提案手法 Iと比
較して、計算量の削減も可能である。画像サイズ 64 128ピクセルの画像において、
提案手法 Iの計算時間は 520.26[ms]、提案手法 IIの計算時間は 346.16msであり、色
エッジ検出のための計算時間を短縮することができた。なお、上記の計算時間は特徴
計算処理の最適化や並列化を行っていない状態であり、さらなる高速化が可能である。
表 5.2 INRIAデータセットにおける 9 10 4 FPPWでのMiss rate比較
(a) Real Adaboost
Miss rate
HOG 0.2402
提案手法 I 0.2031
提案手法 II 0.2226
(b) SVM
Miss rate
HOG 0.4010
提案手法 I 0.1068
提案手法 II 0.1492
(c) ランダムフォレスト
Miss rate
HOG 0.5556
提案手法 I 0.3551
提案手法 II 0.3224
表 5.3 NICTAデータセットにおける 10 3 FPPWでのMiss rate比較
(a) Real Adaboost
Miss rate
HOG 0.1380
提案手法 I 0.1130
提案手法 II 0.1110
(b) SVM
Miss rate
HOG 0.2210
提案手法 I 0.0570
提案手法 II 0.1030
(c) ランダムフォレスト
Miss rate
HOG 0.3290
提案手法 I 0.2500
提案手法 II 0.1940
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表 5.4 INRIAデータセットにおけるAUC比較
(a) Real Adaboost
AUC
HOG 0.9917
提案手法 I 0.9964
提案手法 II 0.9960
(b) SVM
AUC
HOG 0.9864
提案手法 I 0.9950
提案手法 II 0.9944
(c) ランダムフォレスト
AUC
HOG 0.9870
提案手法 I 0.9947
提案手法 II 0.9941
表 5.5 NICTAデータセットにおけるAUC比較
(a) Real Adaboost
AUC
HOG 0.9958
提案手法 I 0.9972
提案手法 II 0.9957
(b) SVM
AUC
HOG 0.9920
提案手法 I 0.9967
提案手法 II 0.9923
(c) ランダムフォレスト
AUC
HOG 0.9898
提案手法 I 0.9938
提案手法 II 0.9882
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図 5.2 INRIAデータセットでの実験結果：DETカーブ
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図 5.5 NICTAデータセットでの実験結果：ROCカーブ
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5.4 フレーム画像での検出実験
5.4.1 実験概要
本実験では、ピクセル間色コントラストに基づくHOGを用いて、フレーム画像に対
して検出実験を行い、HOGとの精度を比較する。3節の実験より、最も精度が高かっ
た SVMによる識別器を本実験で用いる。画像データは INRIA Person Dataset [25]の
ものを用いる。INRIAデータセットには、検出実験用のフレーム画像とそれに対する
人物の正解位置を記録したアノテーションデータが存在する。3節で用いた NICTA
データセットではこれらのデータが用意されていないため、本実験は INRIAデータ
セットのみを用いることになる。評価には、これまでの実験と同様DETカーブを使
用し、False Positive Per Image (FPPI) により比較を行う。また、2章 3節で述べた
ように検出結果の統合処理には、Non Maximum Suppression [57]を用いる。フレー
ム画像を対象とした実験では、人物の正解位置以外の領域がネガティブデータであり
ネガティブ数が膨大となるため、誤検出率の算出が困難である。そのため、本実験で
はROCカーブやAUCを用いての評価は実施せず、DETカーブでの評価のみとする。
5.4.2 実験結果
図5.6に、実験結果のDETカーブを示す。図中の凡例において、ピクセル間色コント
ラストに基づくHOGは提案手法 IIと示している。結果比較の参照点として 0.25FPPI
の値を用いる。実験結果より、ピクセル間色コントラストに基づくHOGは、HOGと
比較して 0.9FPPI以下でのMiss rate削減が確認できた。0.25FPPIにおいて、HOG
のMiss rateと比較してみると 8.2ポイントの削減となった。0.9FPPI以上では、HOG
の精度が上回るが、物体検出では未検出を抑えつつ、誤検出を減少させることが重
要である。そのため、低 FPPIにおけるMiss rate改善は人物検出にとって重要な意
味を持つと言える。また、本実験における検出結果の例を 5.7に示す。図中央の左列
の画像では、3人並ぶ子供のうち、中央の子供が未検出となっている。これは、Non
Maximum Suppressionの統合閾値を調整することで対応可能である。図下段の画像
はそれぞれ背景と自転車の前輪部分が誤検出されている。今後は、このように誤検出
となった領域を調査し、その原因を解明していく必要がある。
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図 5.7 本実験における検出結果例
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5.5 考察
前節の実験により、提案手法である、ピクセル間色コントラストに基づくHOGの
有効性が確認された。本手法も、局所色相関分布に基づくHOGと同様に、色エッジ
を検出することによって検出精度向上を図っている。
図 5.8にHOG及び提案手法における勾配計算による勾配画像の例を示す。図中に
赤枠で示される領域に注目すると、輝度差では検出できなかった人物の肩部分のエッ
ジが検出されていることが確認できる。このように、提案手法では前章で提案した局
所色相関分布に基づくHOGと同様に、色コントラストに基づく色エッジの検出が可
能であることがわかる。
また、図 5.9にHOGでは識別できなかったが、提案手法により識別可能となった
人物画像と、それらのHOG及び提案手法における勾配画像の例を示す。(a)が入力画
像であり、(b)がHOGにおける勾配画像、(c)が提案手法における勾配画像である。
例として挙げているのは、局所色相関分布に基づくHOGと同様のものである。
1列目の人物は腹部、2列目の人物は脚部、下段 1列目の人物は胸部、2列目の人
物は背部の輝度差が消失しており、エッジが検出されていないことがわかる。前章で
も述べたようにHOGにおいては、これらの部分のエッジ検出ができず人物の形状を
捉えられなかったことが誤識別の原因として挙げられる。局所色相関分布に基づく
HOGと同様に、本手法においても輝度コントラストが低下した状況で、色コントラ
ストによるエッジの検出を行うことができる。これによって人物検出の精度向上が可
能となったと言える。
図 5.10にHOGで識別可能であったが、提案手法では識別できなかった人物画像と、
それらのHOG及び提案手法における勾配画像の例を示す。(a)が入力画像であり、(b)
が HOGにおける勾配画像、(c)が提案手法における勾配画像である。右列の画像で
は、人物が着用しているコートとインナーの境界のエッジが検出されている。中央列
と右列の画像では、背景に映る構造物のエッジが多数検出されていることがわかる。
このような人物以外のエッジによって、これらの画像は誤識別したと考えられる。
色エッジは輝度によって検出できないエッジも検出可能であるため、これらのよう
に、人物以外のエッジも多数検出してしまう。ここで挙げた例のように色エッジが人
物検出精度の低下を招く可能性も考えられる。しかしながら、INRIAデータセット及
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びNICTAデータセットといった複数のデータセットを用いた実験において、提案手
法は既存手法のHOGの精度を超え、誤識別以上に識別可能となった画像のほうが多
いことが確認できるため、本提案手法も局所色相関分布に基づくHOGと同様に人物
検出の精度向上に有効であると言える。
上記した人物以外のエッジが検出されるという問題に対しては、輝度エッジ特徴量
との併用により解決可能だと考えられる。色エッジを用いた提案手法と輝度エッジ特
徴量が相互補完的な役割を果たすことによって、人物以外のエッジが学習に影響を与
えることを減少させ、より人物形状を捉えやすくなると考えられる。
また、局所色相関分布に基づくHOGと本提案手法との比較結果より、局所色相関
分布に基づくHOGは、低FPPWにおいて学習法による性能の差が発生することがわ
かった。4章 4節で述べたように、局所色相関分布では注目セルによっては、人物形状
が抽出できずに人物のエッジが検出できない場合がある。これについては逆に、注目
セルによっては背景に映り込む物体の形状を抽出せず、人物形状のみを抽出すること
が可能であるとも言える。これらの領域で検出されたエッジをうまく学習することが
できれば、人物検出精度が向上すると考えられるが、学習法によっては、この特徴を
学習できなかったことが可能性として挙げられる。局所色相関分布に基づくHOGと
本提案手法はともに、色エッジを検出し特徴量とするものだが、上述したことによっ
て学習法による性能の差が発生したと考えられる。
実験結果より、各データセットにおいて局所色相関分布に基づくHOGを特徴量とし
たSVMによる識別器が、最も性能が良いことがわかった。それ以外のReal Adaboost、
ランダムフォレストにおいては、局所色相関分布に基づくHOGよりも本提案手法の
精度が上回ることが多かった。実用化を考えると、特徴計算がより高速に行えること
は重要である。これらの結果と特徴計算時間を考慮すると、本提案手法であるピクセ
ル間色コントラストに基づくHOGの方が、局所色相関分布に基づくHOGよりも有
利であると考えることができる。
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(a) (b) (c)
図 5.8 HOG及び提案手法における勾配計算による勾配画像の例
(a) 入力画像
(b) HOGにおける勾配計算による勾配画像
(c) 提案手法における勾配計算による勾配画像
図 5.9 HOGで識別できなかったが、提案手法で識別可能になった画像例
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(a) 入力画像
(b) HOGにおける勾配計算による勾配画像
(c) 提案手法における勾配計算による勾配画像
図 5.10 HOGで識別可能だったが、提案手法で識別できなかった画像例
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5.6 おわりに
本章では、色コントラストに基づく勾配特徴量である、ピクセル間色コントラスト
に基づくHistograms of Oriented Gradients (HOG) を提案した。2節で、提案手法の
特徴計算法を述べた。また、3節及び 4節で実験結果について、5節で考察について
述べた。
提案手法は、注目ピクセルと勾配計算の対象となる上下左右の隣接ピクセル間の色
コントラストを求め、これを用いて勾配計算を行うため、4章で提案した局所色相関
分布に基づくHOGのようにセル内で色相関分布を作成することなく、色エッジ検出
を行うことが可能である。
人物画像データセットを用いて、既存の輝度情報に基づいたHistograms of Oriented
Gradients (HOG) 特徴量 [25]及び局所色相関分布に基づくHOGとの性能比較実験を
行った。DETカーブによる比較、AUCによる比較を行い、提案手法が既存手法であ
るHOGの精度を上回ることを示した。さらに、本提案手法が局所色相関分布に基づ
くHOGよりも、高速に特徴計算が行えることを示した。
また、提案手法により識別が可能となった画像例や識別ができなかった画像例を示
し、これらについて考察を行った。これにより、本提案手法も局所色相関分布に基づ
くHOGと同様に、低輝度コントラスト状況下での人物検出を可能にしたことを示し
た。提案手法によって、HOGで識別可能だった画像が誤識別となった例もあるが、誤
識別以上に識別可能となった画像のほうが多く、人物検出精度も向上したため、本手
法も人物検出に有効な特徴量だと考えることができる。
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6.1 全体を通しての考察
4章と 5章にて、局所色相関分布に基づくHistograms of Oriented Gradients (HOG)
とピクセル間色コントラストに基づくHistograms of Oriented Gradients (HOG)を提
案した。またこれらの性能評価実験において、Real Adaboost [19]、SVM [20]、ランダ
ムフォレスト [21]といった複数の学習法で識別器を構築し、INRIA Person Dataset [25]
及びNICTA Pedestrian Dataset [65]を用いて評価を行った。実験結果より、各識別
器、各データセットにおいて、提案手法は、Histograms of Oriented Gradients (HOG)
の性能を上回るか同程度の性能を見せた。このことから提案手法は学習法やデータ
セットに依存することなく、従来手法であるHOGよりも精度を向上させることがで
きたと言える。4章と 5章の考察で述べた通り、提案手法がHOGで識別可能だった
画像を誤識別することがあるが、INRIAデータセット、NICTAデータセットにおい
ても性能向上が見られるため、精度がデータセットに依存することはないと考えられ
る。また、局所色相関分布に基づくHOGとピクセル間色コントラストに基づくHOG
の間において、学習法による精度の差が発生しているが、従来手法であるHOGから
の精度向上が学習法に依存するものではないことが実験結果より確認できる。
後藤らが提案したCS-HOG特徴量 [46]では、序論で指摘したように特徴次元数が膨
大となることが問題として挙げられる。64 128ピクセルの画像に対して、CS-HOG
特徴量を算出すると、967,680次元となる。局所色相関分布に基づくHOGとピクセル
間色コントラストに基づくHOGは、ともにCS-HOGよりも少ない特徴次元とするこ
とが可能である。上記と同様に 64 128ピクセルの画像に対して、10 10ピクセル
のセルサイズで特徴量を算出した場合、特徴次元数は局所色相関分布に基づくHOG
とピクセル間色コントラストに基づくHOGともに、62,073次元となり、CS-HOGと
比較して 905,607次元の特徴を削減したことになる。特徴次元数の削減は実用化に向
けても非常に有利に働くと考えられる。また、HOGの次元数は上記サイズの画像に
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対して、10 10ピクセルのセルサイズで特徴量を算出した場合、次元となり、提案
手法の方が次元数が多い。4章 2節及び 5章 2節の特徴計算法で述べたように、提案
手法ではセルを 1ピクセルずつ、オーバーラップさせながら勾配方向ヒストグラムを
作成している。そのため、HOGよりも次元数が多くなる。しかしながら、提案手法
は汎用的な性能のコンピュータで学習可能であるため、実用化の際に特徴次元数が障
壁になることはないと考えられる。
上記でCS-HOG特徴量と提案手法の比較を行ったが、他の類似手法との比較も述べ
る。序論で挙げたように、色の情報を利用した color HOG特徴量 [44,45]が、色エッ
ジを利用した color-CoHOG特徴量 [47]が提案されている。
color HOG特徴量は画像のRGB各チャネルでHOGを算出しているのみで、これ
らを統合する処理は含まれていないため、色エッジを検出しているものではないと考
えられる。また、RGB色空間を使用しているため、照明変動に頑健ではない。提案
手法は色エッジの検出により、これを特徴量として人物の検出を行っている。加えて
HSV色空間を使用しているため、照明変動に対しても頑健であると考えられる。こ
の点で color HOGと提案手法の違いがある。
color-CoHOGは CoHOG特徴量の拡張であり、提案手法と同様に色エッジに注目
した特徴量である。本手法は、色エッジ検出にRGB色空間を用いており、RGBの各
チャネルで勾配計算を行い、それらを平均して勾配方向を決定している。また、その
後に局所領域内において、YCbCr色空間に基づくピクセル間カラーマッチングを行
い、同じ色のピクセル同士、異なる色のピクセル同士それぞれで、勾配方向ペアを求
め、共起特徴量を算出している。色エッジ検出のみに注目すると、本手法もRGB色
空間で色エッジの検出を行っており、照明変動に対して頑健でないと考えられる。ま
た、RGB各チャネルで得られた結果を平均化して統合しているため、エッジの方向
が正確に検出できない可能性も考えられる。
RGBから直接特徴量を算出することができるため、計算コスト的には color-CoHOG
の方が有利かもしれないが、提案手法は上記のようにHSV色空間を用いており、照明
変動に対する頑健性を持つと考えられる。この点において、提案手法と color-CoHOG
の差異が存在する。
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色エッジを人物検出へと適用した先行研究例は、上記の CS-HOG特徴量と color-
CoHOG特徴量の 2例が挙げられる。色情報を人物検出へ適用した例が少ないのは、
序論で述べたように、人物が着用している衣服の色が個人で異なっているため、色を
特徴量として利用するのが困難だからである。一方で、色エッジを人物検出へ適用し
た例が少ないのは、これまで提案されてきたシングルチャネルベース、ベクトルベー
スの色エッジ検出手法 [40{43]の計算コストの高さ、計算の複雑性に起因していると
考えられる。3章 4節で述べたように、提案手法は輝度差や色差のようなベクトル情
報をスカラー情報に単純化し、色エッジ検出の計算コスト低下を図ると同時に色エッ
ジ検出のための計算も簡単化している。このため、提案手法は容易に人物検出に適用
することが可能となっている。
序論で述べたように、Convolutional Neural Network (CNN) に代表されるディー
プラーニングよって、画像認識の精度が飛躍的に向上している。本研究で提案してい
るようなハンドクラフト特徴量と比較しても、さらに高精度な検出や認識が行える。
しかしながら、CNNなどのディープラーニングは、識別に至る判断根拠を理解する
ことが困難である。ディープラーニングは、学習においてデータの特徴を学習してお
り、従来の画像認識のように特徴量の設計を行う必要がない。どのような特徴が学習
されるのかはネットワークに依存し、学習された特徴はネットワークの重みとして表
現されるため、ブラックボックスのような状態となる。このようにディープラーニン
グでは、学習された特徴を解析するのが困難なため、誤認識をした場合に何が原因と
なったのかが分からないという問題がある。
近年では、Adversarial Attackという、機械学習に対する攻撃手法が報告されてお
り、これによって機械学習による識別に影響を与えることが可能である。また、ディー
プラーニングによる交通標識認識を誤認識させる手法も報告されている [66]。このよ
うな手法によって、ディープラーニングを用いた自動車の運転補助システムや自動運
転システムが攻撃された場合、重大な事故が発生する可能性が考えられる。上述した
ように、ディープラーニングでは、どのような特徴が学習されているかわからないた
め、識別に寄与した特徴を解析することも困難である。このため、例に挙げた運転補
助システム、自動運転システムにおいては、誤認識が要因となって事故が発生した際
に、ユーザに対して事故原因、システムの判断根拠を説明することが不可能であると
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いう問題も発生する。guided backpropagation [67]やGrad-CAM [68]など、入力画像
中のどの部分が識別に重要であったかを可視化する手法も提案されているが、どのよ
うな特徴が識別に寄与したのかを解析することは未だに困難である。
一方で、本研究のようなハンドクラフト特徴量を用いた手法では、識別に寄与する
重要な特徴の解析が容易に行える。4章 2節及び 5章 2節で述べたように、提案手法
では特徴量の次元がエッジの方向、空間的位置を表すため、どのような特徴が学習さ
れたか、識別に寄与したか容易に解析できる。
人物検出技術を実用化するにあたり、誤認識の要因を解析できることは、その後の
精度向上にとって非常に重要であると考えられる。また、運転補助システム、自動運
転システム以外でも、機械学習の判断を基に人間が業務を行う場面において、判断の
根拠を理解できることは重要な意味を持つ。本研究で提案した、局所色相関分布に基
づくHOGとピクセル間色コントラストに基づくHOGは従来型のハンドクラフト特
徴量であるが、上記のように識別の要因を解析できることが、ディープラーニングに
対して有利な点となる。
最後に本研究の発展性について述べる。提案手法はともに low levelな局所特徴量
である。これまで、局所特徴量同士の関連性を捉えるmid levelな特徴量である共起
特徴量が提案されている。共起特徴量には、AdaboostやReal Adaboostを用いた特
徴の共起手法 [53{55]が提案されており、局所特徴量の共起により、特徴の関連性、
例えばエッジの連続性、対称性の表現を可能とすることで、精度向上を図っている。
提案手法においても、これらの共起手法を導入することで容易に共起特徴量へと拡張
可能で、更なる精度向上が見込める。加えて、color-CoHOGで用いられている共起
手法を導入することも容易であり、提案手法を color-CoHOGのような共起特徴量へ
と拡張することも可能である。また、複数の特徴量の併用により、人物検出精度が向
上することが報告されている [69, 70]。提案手法においても、異なる特徴量との併用
を考えることができる。5章 5節で述べたように輝度エッジ特徴量と併用すれば、色
エッジと輝度エッジが相互補完的な役割を果たすことが期待できる。
CNNでは、畳み込み層によってエッジなどの特徴を検出し、プーリング層によっ
て特徴の位置ずれに対するロバスト性を高めている。提案手法では、このプーリング
層に該当するような特徴の位置ずれに対する対処は特になされていない。そのため、
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CNNにおけるプーリング層のような処理を提案手法に導入し、特徴の位置ずれに対
するロバスト性を高めることで、更なる精度向上を見込むことができる。
また、人間の視覚システムは、色と輝度が同時に変化する境界は物体表面色の変化
として知覚し、色の変化がなく輝度のみが変化する境界を影による物体表面色の変
化として知覚していることがわかっている [71]。このことに基づき、提案手法と輝度
エッジ特徴量の相関情報を特徴量とすれば、陰影の影響を除去可能なエッジ特徴量を
設計することができる。このように、心理学的知見を導入することでさらなる発展を
見込むことができる。
6.2 今後の課題
本研究における今後の課題として、次の 2点が挙げられる。
 Real Adaboost及びランダムフォレストの学習パラメータの最適化
 提案手法における精度向上要因の更なる解析
Real Adaboost及びランダムフォレストの学習パラメータは 4章 3節 1項の実験
概要で述べたとおりである。4章と 5章の各章における実験では、ランダムフォレス
トのみ他の学習法よりも精度が低い結果となっているが、これは学習パラメータの
影響であると考えられる。本研究におけるランダムフォレストの学習パラメータは、
Scikit-learn [64]で実装されているグリッドサーチを用いて決定している。グリッド
サーチとは、学習パラメータを一定の範囲内で変化させながら、学習データに対する
識別精度が最も良かったパラメータを採用し、識別器を構築するパラメータ調整法で
ある。グリッドサーチにおいて、木の数は 100から 500、深さは 1から 5までの範囲
を探索して、パラメータを決定している。また、Real Adaboostにおいては、弱識別
器数が 1000までの範囲でテストデータに対する識別精度を検証し、精度がほぼ頭打
ちとなったパラメータを採用している。
ランダムフォレストにおいては、木の深さや数を増加し、選択される特徴数を増加
させることで、さらなる精度向上を図ることができる。今後は木の数、深さの上限値
を上げて探索を行うことで、Real Adaboostや SVMの性能に迫ることができると考
えられる。Real Adaboostにおいても、弱識別器数をさらに増加させ、より詳細なパ
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ラメータ探索を行っていくことで、さらに精度が向上する可能性がある。このように
学習パラメータによる精度向上が見込めるため、今後、学習パラメータについて検証
し、最適なパラメータを探索することが課題となる。その上で、どの学習法が最も精
度が良くなるのかを検証することで、提案手法の実用化の可能性を高められると考え
られる。
また、提案手法の精度向上要因については、色エッジを特徴量として用いている
ため、輝度では検出できないエッジが検出可能となり、それが性能向上に繋がったと
4章 5節と 5章 5節で述べている。さらに色エッジによってエッジが検出可能となっ
た実際の画像例も示している。このように提案手法は、色エッジを人物検出に用い
ているという点が、従来のHOGのような輝度エッジ特徴量による人物検出に関する
先行研究に対する有利な点となっている。しかしながら、提案手法においては、Real
Adaboostやランダムフォレストで、どのような特徴が選択されているか、SVMでど
の特徴の重みが高くなっているのかの解析は行っておらず、選択された特徴や重みが
高くなっている特徴が、従来のHOG特徴量と比較してどのような違いがあるのかに
ついてはわかっていない。そのため、今後この点について解析する必要がある。4章
5節と 5章 5節において、提案手法によって誤識別した例、HOGで人物だと識別さ
れたが、提案手法では背景だと識別された例を示した。提案手法における誤識別例で
は、HOGで背景と識別されたが、提案手法では人物だと識別された例はなかったが、
このような誤識別例も、上記の解析を行うことによって、より有効な解決策を見出せ
る可能性があると考えられる。
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本論文では、色エッジの人物検出への適用と人物検出の精度向上を目的として、色
コントラストに基づく勾配特徴量を提案した。色コントラストを捉えるために色類
似度に着目し、これを勾配計算へ用いることを考え、特徴量の設計を行った。色コ
ントラストに基づく勾配特徴量として、局所色相関分布に基づくHistograms of Ori-
ented Gradiets (HOG) 、ピクセル間色コントラストに基づくHistograms of Oriented
Gradients (HOG) の 2つの特徴量を提案した。
第 2章では、提案手法の基となったHistograms of Oriented Gradients (HOG) 特徴
量とColor Self Similarity (CSS) 特徴量、性能評価手法であるDetection Error Trade-
o (DET) カーブと False Positive Per Window (FPPW)、False Positive Per Image
(FPPI) という 2つの評価指標について述べた。また、FPPIでの評価の際に必要とな
る検出ウインドウ統合処理についても述べた。
第 3章では、提案手法で採用する色コントラストの定量化手法について述べた。ま
ず、画像処理で一般的に扱われる色空間と提案手法で採用したHSV色空間について
その採用理由について述べ、色類似度算出手法について述べた。色コントラストは、
色差により色類似度として算出すること及びHSV空間上での色差がユークリッド距
離で算出できることを示した。
第 4章では、局所色相関分布に基づくHistograms of Oriented Gradients (HOG) を
提案した。提案手法は、画像の局所領域内において、注目ピクセルと近傍ピクセル間
の色コントラストに基づく局所色相関分布を作成し、これに対して勾配計算を行う
ものである。提案手法における局所色相関分布の作成は、注目ピクセルの色を基準と
して、局所領域内で前景背景を分離する領域分割として考えることができる。これに
よって物体形状を抽出すること及び色コントラストに基づいた色エッジの検出が可能
となる。人物画像データセットを用いた性能比較実験により、提案手法が輝度情報に
基づいた既存手法の性能を上回ることを確認した。考察にて、本手法が色コントラス
トに基づく色エッジ検出が可能なことを示した。これらより、本手法が低輝度コント
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ラスト状況下でのエッジ検出を可能にし、色エッジが人物検出の精度向上に有効であ
ることを示した。
第 5章では、ピクセル間色コントラストに基づくHistograms of Oriented Gradients
(HOG)を提案した。提案手法は、注目ピクセルと勾配計算の対象となる隣接ピクセル
間の色コントラストを算出し、これらを勾配計算に利用するものである。これによっ
て、一般的なエッジ検出法と同様の演算で色エッジの検出を行うこと、色エッジ検出
のための計算量を削減することが可能となる。人物画像データセットを用いた性能比
較実験により、提案手法が輝度情報に基づいた既存手法の性能を上回ることを確認し
た。考察にて、本提案手法が局所色相関分布に基づくHOGと同様に、色コントラス
トに基づく色エッジ検出が可能なこと、色エッジにより低輝度コントラスト状況下で
のエッジ検出を可能にしたことを示した。
第 6章では、全体を通しての考察について述べた。提案手法が学習法や画像データ
セットに依存せずに人物検出精度を向上させること、既存の色エッジ特徴量との比較、
Convolutional Neural Networkとの比較について述べ、今後の展望として、提案手法
の改良案を示した。また、本研究における今後の課題を述べた。
以上のように、本論文では色コントラストに基づいた勾配特徴量を提案した。人物
画像データセットを用いた性能比較実験により、提案手法が色エッジにより人物検出
精度を向上させることを確認し、検出精度向上が学習法、データセットに依存するも
のではないことを示した。これらによって、色エッジ及び色エッジを用いた提案手法
が精度向上に有効であることを示した。
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