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QUASI MODULES FOR THE QUANTUM AFFINE VERTEX
ALGEBRA IN TYPE A
SLAVEN KOZˇIC´
Abstract. We consider the quantum affine vertex algebra Vc(glN ) associated with the
rational R-matrix, as defined by Etingof and Kazhdan. We introduce certain subalgebras
Ac(glN ) of the completed double Yangian D˜Yc(glN ) at the level c ∈ C, associated
with the reflection equation, and we employ their structure to construct examples of
quasi Vc(glN )-modules. Finally, we use the quasi module map, together with the explicit
description of the center of Vc(glN ), to obtain formulae for families of central elements
in the completed algebra A˜c(glN ).
Introduction
In order to describe integrable systems with the boundary conditions, E. K. Sklyanin
introduced in [23] the reflection algebras, a class of algebras associated with R-matrix
R(u) which are defined by the reflection equation
R12(u− v)B1(u)R12(u+ v)B2(v) = B2(v)R12(u+ v)B1(u)R12(u− v). (1)
We explain the precise meaning of (1) in Section 1.2. His approach was motivated by
Cherednik’s treatment of factorized scattering with reflection [1]. Furthermore, Sklyanin
constructed an analogue of the quantum determinant and described the algebraic Bethe
ansatz; see [23]. Later on, different classes of algebras defined via relations of the form
similar to or same as (1) were extensively studied; see, e.g., [11, 12, 17, 19, 22].
In this paper, we consider certain family of reflection algebras associated with Yang R-
matrix, studied by A. Molev and E. Ragoucy in [19], which are coideal subalgebras of the
Yangian Y(glN). We introduce the subalgebra Ac(glN) of the h-adically completed double
Yangian D˜Yc(glN) at the level c ∈ C which, roughly speaking, consists of two reflection
algebras. Motivated by the correspondence, indicated in [4], between the S-locality (see
(2.19) below) and the reflection equation which appeared in work of N. Yu. Reshetikhin
and M. A. Semenov-Tian-Shansky [22], we investigate algebras Ac(glN) using the theory
of quantum VOAs.
The notion of quantum vertex operator algebra (quantum VOA) was introduced by P.
Etingof and D. Kazhdan in [4]. Quantum affine VOA can be associated with rational,
trigonometric and elliptic R-matrix; see [4]. In the rational case, the double Yangian
DY(glN ) over C[[h]] can be used to define the quantum VOA structure on its vacuum
module Vc(glN) at the level c ∈ C. The theory of quantum vertex algebras was further
developed and generalized by H.-S. Li; see, e.g., [14, 15] and references therein. In par-
ticular, certain more general objects, such as h-adic nonlocal vertex algebras and their
quasi modules, were introduced and studied in [15]. The main result of this paper is a
construction of the quasi module map YWc(glN ) on V2c(glN ), so that the vacuum module
Wc(glN) for the algebra Ac(glN) acquires a quasi V2c(glN)-module structure.
We use the quasi module map to obtain further information on the algebra Ac(glN). In
our previous paper [9], coauthored with N. Jing, Molev and F. Yang, the center z(Vc(glN))
of the quantum VOA Vc(glN) was described by providing explicit formulae for its alge-
braically independent topological generators, thus establishing the quantum analogue of
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the Feigin–Frenkel theorem in type A; see [2,3,5]. By considering the image of the center
z(V−N(glN)), with respect to the quasi module map YW−N/2(glN ), we find explicit formulae
for families of central elements in the completed algebra A˜−N/2(glN ), which are, due to
the fusion procedure originated in the work of A. Jucys [10], parametrized by arbitrary
partitions with at most N parts. For c 6= −N we obtain only one family of central ele-
ments in A˜c/2(glN), which, roughly speaking, coincide with the coefficients of the product
of two Sklyanin determinants (i.e. with the coefficients of the product of four quantum de-
terminants); see [19,23]. In the end, we employ these central elements to obtain invariants
of the vacuum module Wc(glN).
1. Reflection algebras
In this section, we recall the definition of the double Yangian DY(glN ) over C[[h]];
see [8]. Next, we follow [19] to introduce a certain class of reflection algebras. We employ
their structure to define subalgebra Ac(glN) of the h-adically completed double Yangian
D˜Yc(glN) at the level c ∈ C, which will be our main point of interest in this paper.
1.1. Double Yangian for glN . Let N > 2 be an integer and let h be a formal parameter.
Denote by R(u) the Yang R-matrix over C[[h]] defined by
R(u) = 1− hPu−1, (1.2)
where 1 is the identity and P is the permutation operator in CN ⊗CN , P : x⊗y 7→ y⊗x.
R-matrix (1.2) satisfies the Yang–Baxter equation
R12(u)R13(u+ v)R23(v) = R23(v)R13(u+ v)R12(u). (1.3)
Both sides of (1.3) are operators on the triple tensor product (CN)⊗3 and subscripts
indicate the copies of CN on which R(u) acts, for example, R12(u) = R(u) ⊗ 1 and
R23(v) = 1⊗R(v). Let g(u) be the unique series in 1 + u
−1C[[u−1]] satisfying
g(u+N) = g(u)(1− u−2). (1.4)
The R-matrix R(u) = R12(u) = g(u/h)R(u) possesses the crossing symmetry properties,(
R12(u)
−1
)t1
R12(u+ hN)
t1 = 1 and
(
R12(u)
−1
)t2
R12(u+ hN)
t2 = 1, (1.5)
where ti denotes the transposition applied on the tensor factor i = 1, 2; and the unitarity
property
R12(u)R12(−u) = 1, (1.6)
see, e.g., [9, Section 2] for more details.
The double Yangian DY(glN) for glN is defined as the associative algebra over C[[h]]
generated by the central element C and the elements t
(±r)
ij , where i, j = 1, . . . N and
r = 1, 2, . . ., subject to the following defining relations (see [8]),
R
(
u− v
)
T1(u) T2(v) = T2(v) T1(u)R
(
u− v
)
, (1.7)
R
(
u− v
)
T+1 (u) T
+
2 (v) = T
+
2 (v) T
+
1 (u)R
(
u− v
)
, (1.8)
R
(
u− v + hC/2
)
T1(u) T
+
2 (v) = T
+
2 (v) T1(u)R
(
u− v − hC/2
)
. (1.9)
The elements T (u) and T+(u) in EndCN ⊗ DY(glN)[[u
±1]] are defined by
T (u) =
N∑
i,j=1
eij ⊗ tij(u) and T
+(u) =
N∑
i,j=1
eij ⊗ t
+
ij(u),
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where the eij are the matrix units, and the series tij(u) and t
+
ij(u) are given by
tij(u) = δij + h
∞∑
r=1
t
(r)
ij u
−r and t+ij(u) = δij − h
∞∑
r=1
t
(−r)
ij u
r−1.
We use the subscript to indicate a copy of the matrix in the tensor product algebra
(EndCN )⊗m ⊗ DY(glN ), so that, for example,
Tk(u) =
N∑
i,j=1
1⊗(k−1) ⊗ eij ⊗ 1
⊗(m−k) ⊗ tij(u). (1.10)
In particular, we have m = 2 in defining relations (1.7)–(1.9).
The Yangian Y(glN ) is the subalgebra of DY(glN ) generated by the elements t
(r)
ij ,
i, j = 1, . . . , N , r = 1, 2, . . .. The dual Yangian Y+(glN) is the subalgebra of the double
Yangian DY(glN) generated by the elements t
(−r)
ij , i, j = 1, . . . , N , r = 1, 2, . . .. For any
complex number c denote by DYc(glN) the double Yangian at the level c, i.e. the quotient
of the algebra DY(glN) by the ideal generated by the element C − c.
Recall that the h-adic topology on an arbitrary C[[h]]-module V is the topology gen-
erated by the basis v + hnV , v ∈ V , n ∈ Z>1. The vacuum module Vc(glN) at the level c
over the double Yangian is the h-adic completion of the quotient of the algebra DYc(glN )
by the left ideal generated by all elements t
(r)
ij , r = 1, 2, . . ., i.e. the h-adic completion of
DYc(glN)/DYc(glN)
〈
t
(r)
ij : i, j = 1, . . . , N, r = 1, 2, . . .
〉
. (1.11)
By the Poincare´–Birkhoff–Witt theorem for the double Yangian, see [9, Theorem 2.2], the
vacuum module Vc(glN) is isomorphic, as a C[[h]]-module, to the h-adically completed
dual Yangian Ŷ+(glN).
1.2. Algebra Ac(glN ). We now proceed as in [19] to introduce the reflection algebras.
Fix nonnegative integer M 6 N . Let G = (gij)
N
i,j=1 be the diagonal matrix of order N ,
G = diag(ε1, . . . , εN), (1.12)
where ε1 = . . . = εM = 1 and εM+1 = . . . = εN = −1. Let c be a fixed complex number.
Consider the series
B+(u) =
N∑
i,j=1
eij ⊗ b
+
ij(u) ∈ EndC
N ⊗ Ŷ+(glN )[[u]] and (1.13)
B(u) =
N∑
i,j=1
eij ⊗ bij(u) ∈ EndC
N ⊗ Y(glN)[[u
−1]] (1.14)
defined by
B+(u) = T+(u)GT+(−u)−1 and B(u) = T (u+ hc)GT (−u)−1. (1.15)
We can write the matrix entries of (1.13) and (1.14) as
b+ij(u) = gij − h
∞∑
r=1
b
(−r)
ij u
r−1 and bij(u) = gij + h
∞∑
r=1
b
(r)
ij u
−r
for some elements b
(−r)
ij ∈ Ŷ
+(glN) and b
(r)
ij ∈ Y(glN ).
Series (1.15) satisfy the unitary condition
B+(u)B+(−u) = 1 and B(u)B(−u− hc) = 1. (1.16)
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Furthermore, using (1.7)–(1.9) and R(u)G1R(v)G2 = G2R(v)G1R(u) one can easily verify
that the following reflection relations hold for the elements of the h-adically completed
double Yangian D̂Yc(glN) at the level c ∈ C:
R(u− v)B+1 (u)R(u+ v)B
+
2 (v) = B
+
2 (v)R(u+ v)B
+
1 (u)R(u− v), (1.17)
R(u− v)B1(u)R(u+ v + hc)B2(v) = B2(v)R(u+ v + hc)B1(u)R(u− v), (1.18)
R(u− v + 3hc/2)B1(u)R(u+ v − hc/2)B
+
2 (v)
= B+2 (v)R(u+ v + 3hc/2)B1(u)R(u− v − hc/2). (1.19)
As in Section 1.1, the subscripts in (1.17)–(1.19) indicate a copy of the matrix in the
tensor product algebra (EndCN)⊗2 ⊗ D̂Yc(glN ); recall (1.10).
For i, j = 1, . . . , N and r = 1, 2, . . . let A′c(glN) be the subalgebra of D̂Yc(glN) generated
by the elements b
(−r)
ij and b
(r)
ij , let B
′+(glN) be the subalgebra of the h-adically completed
dual Yangian Ŷ+(glN) generated by the elements b
(−r)
ij and let B
′
c(glN) be the subalgebra
of the Yangian Y(glN) generated by the elements b
(r)
ij .
Remark 1.1. By setting h = 1 in the algebra B′0(glN) we obtain the reflection algebra
B(N,N −M) over C, as defined in [19].
As in [15], for an arbitrary C[[h]]-submodule V of D̂Yc(glN) we define
[V ] =
{
v ∈ D̂Yc(glN ) : h
nv ∈ V for some n > 0
}
. (1.20)
Finally, consider the following subalgebras of D̂Yc(glN):
Ac(glN) = [A
′
c(glN)], Bc(glN) = [B
′
c(glN)] and B
+(glN ) = [B
′+(glN)].
Clearly, the following inclusions hold:
Ac(glN ) ⊂ D̂Yc(glN ), Bc(glN) ⊂ Y(glN) and B
+(glN) ⊂ Ŷ
+(glN).
Moreover, due to [15, Lemma 3.5], the induced topology on Ac(glN), Bc(glN) and B
+(glN )
from D̂Yc(glN ) coincides with the h-adic topology on these algebras.
We now introduce some new notation in order to write the more general form of rela-
tions (1.17)–(1.19). For positive integers n,m and the families of variables u = (u1, . . . , un)
and v = (v1, . . . , vm) set
Rij = Rij(ui− vj−n) and Rij = Rij(ui + vj−n), i = 1, . . . , n, j = n+ 1, . . . , n+m.
Consider the functions with values in the space (EndCN )⊗n ⊗ (EndCN )⊗m
R
12
nm(u|v) =
−→∏
i=1,...,n
←−∏
j=n+1,...,n+m
Rij and R
12
nm(u|v) =
−→∏
i=1,...,n
−→∏
j=n+1,...,n+m
Rij (1.21)
with the arrows indicating the order of the factors. The functions R12nm(u|v) and R
12
nm(u|v)
corresponding to R-matrix (1.2) can be defined analogously. Introduce the series
B+n (u) =
−→∏
i=1,...,n
(
B+i (ui)Ri i+1(ui + ui+1) . . . Rin(ui + un)
)
and (1.22)
Bn(u) =
−→∏
i=1,...,n
(
Bi(ui)Ri i+1(ui + ui+1 + hc) . . . Rin(ui + un + hc)
)
. (1.23)
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For a family of variables u = (u1, . . . , un) and α ∈ C we will often denote the families
(u1 +αh, . . . , un+ αh) and (αu1, . . . , αun) by u+αh and αu respectively. We also adopt
the superscript notation for multiple tensor products of the form
(EndCN)⊗n ⊗ (EndCN)⊗m ⊗ (EndCN)⊗k ⊗Ac(glN)⊗ Ac(glN)⊗ Ac(glN).
Expressions like B+14n (u) or B
35
k (w), where w = (w1, . . . , wk), will be understood as the
respective operators B+n (u) or Bk(w), whose non-identity components belong to the cor-
responding tensor factors. In particular, the non-identity components of B35k (w) belong
to the factors n+m+1, n+m+2, . . . , n+m+k and n+m+k+2. This notation is em-
ployed in the next proposition, which can be proved using (1.17)–(1.19) and Yang–Baxter
equation (1.3).
Proposition 1.2. For any positive integers n and m the following equalities hold on
(EndCN )⊗n ⊗ (EndCN)⊗m ⊗Ac(glN):
R12nm(u|v)B
+13
n (u)R
12
nm(u|v)B
+23
m (v) = B
+23
m (v)R
12
nm(u|v)B
+13
n (u)R
12
nm(u|v), (1.24)
R12nm(u|v)B
13
n (u)R
12
nm(u+ hc|v)B
23
m (v) = B
23
m (v)R
12
nm(u+ hc|v)B
13
n (u)R
12
nm(u|v), (1.25)
R
12
nm(u+ 3hc/2|v)B
13
n (u)R
12
nm(u− hc/2|v)B
+23
m (v)
= B+23m (v)R
12
nm(u+ 3hc/2|v)B
13
n (u)R
12
nm(u− hc/2|v). (1.26)
Our next goal is to derive (1.33), which will be useful in what follows. First, note that
by applying the transposition t1 on the first and t2 on the second equality in (1.5) we get
rl
(
R12(u)
−1
)
·R12(u+ hN) = 1 and
lr
(
R12(u)
−1
)
· R12(u+ hN) = 1, (1.27)
where the superscript rl (lr) in (1.27) indicates that the first tensor factor of R12(u)
−1 is
applied from the right (left) while the second tensor factor of R12(u)
−1 is applied from the
left (right). One can generalize ordered products (1.27) in an obvious way. For example,
K(n,m) =
←−∏
i=1,...,n
←−∏
j=n+1,...,n+m
Rij(ui + vj−n − hc/2− hN)
−1 (1.28)
satisfies
rl
(
K(n,m)
)
·R
12
nm(u− hc/2|v) = 1, (1.29)
where superscript rl in (1.29) indicates that the tensor factors of K(n,m) corresponding
to the first index i = 1, . . . , n in (1.28) are applied from the right in reversed order, while
the tensor factors corresponding to the second index j = n + 1, . . . , n +m in (1.28) are
applied from the left.
Example 1.3. Set Kij = Rij(ui + vj−n− hc/2− hN)
−1 and Sij = Rij(ui+ vj−n− hc/2).
We briefly explain how to verify (1.29) for n = m = 2; the general case can be proved
analogously. First, due to (1.21) and (1.28), on (EndCN )⊗2 ⊗ (EndCN )⊗2 we have
R
12
22(u− hc/2|v) = S13S14S23S24 and K
(2,2) = K24K23K14K13.
The element rl
(
K(2,2)
)
· R
12
22(u− hc/2|v) can be written as
rl(K23) ·
(
rl(K24) ·
(
rl(K13) ·
(
rl(K14) · (S13S14S23S24)
)))
. (1.30)
By the first equality in (1.27) we have
rl(K14) · (S13S14S23S24) = S13
(
rl(K14) · S14
)
S23S24 = S13S23S24.
Next, as before, by the first equality in (1.27) we have
rl(K13) · (S13S23S24) =
(
rl(K13) · S13
)
S23S24 = S23S24.
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Hence, (1.30) is equal to rl(K23) ·
(
rl(K24) · (S23S24)
)
. By repeating the same arguments
two more times, we finally obtain rl
(
K(2,2)
)
· R
12
22(u− hc/2|v) = 1, as required.
Observe that, due to (1.27), the element
L(n,m) =
←−∏
i=n+1,...,n+m−1
←−∏
j=i+1,...,n+m
Rij(vi−n + vj−n − hN)
−1 (1.31)
satisfies
rl
(
L(n,m)
)
·B+23m (v) = B
+
n+1(v1)B
+
n+2(v2) . . .B
+
n+m(vm), (1.32)
where, as before, superscript rl in (1.32) indicates that the tensor factors of L(n,m) corre-
sponding to the first index i = n+1, . . . , n+m−1 in (1.31) are applied from the right in re-
versed order, while the tensor factors corresponding to the second index j = i+1, . . . , n+m
in (1.31) are applied from the left. Relation (1.26), together with (1.29) and (1.32), implies
the following equality on (EndCN)⊗n ⊗ (EndCN )⊗m ⊗ Ac(glN):
B13n (u)B
+
n+1(v1)B
+
n+2(v2) . . . B
+
n+m(vm) =
rl
(
L(n,m)
)
·
(
rl
(
K(n,m)
)
(1.33)
·
(
R
12
nm(u+ 3hc/2|v)
−1B+23m (v)R
12
nm(u+ 3hc/2|v)B
13
n (u)R
12
nm(u− hc/2|v)
))
.
Denote by 1 the image of the unit 1 ∈ DYc(glN) in the quotient (1.11). LetW
′
c(glN) be
the B+(glN)-submodule of Vc(glN) generated by 1. Introduce the vacuum moduleWc(glN )
over the algebra Ac(glN ) as the h-adic completion of W
′
c(glN ). Observe that Wc(glN) is
closed under the action of Bc(glN), so it possesses a structure of an Ac(glN)-module.
Indeed, by applying (1.33) with n = 1 on 1 and using
B(u) 1 = T (u+ hc)GT (−u)−1 1 = T (u+ hc)G 1 = G 1, (1.34)
we obtain
B1(u1)B
+
2 (v1)B
+
3 (v2) . . . B
+
m+1(vm) 1 =
rl
(
L(1,m)
)
·
(
rl
(
K(1,m)
)
(1.35)
·
(
R
12
1m(u1 + 3hc/2|v)
−1B+23m (v)R
12
1m(u1 + 3hc/2|v)G1R
12
1m(u1 − hc/2|v) 1
))
,
so it remains to observe that all coefficients of the right hand side in (1.35) belong to
Wc(glN).
By the Poincare´–Birkhoff–Witt theorem for the double Yangian, see [9, Theorem 2.2],
the C[[h]]-modules W ′c(glN) and B
+(glN) are isomorphic. Hence, in particular, the com-
pletion Wc(glN ) is topologically free, i.e. separated, torsion-free and h-adically complete.
2. Quasi modules for h-adic nonlocal vertex algebras
In this section, we study h-adic nonlocal vertex algebras and their quasi modules, as
defined by Li in [15], and we establish some technical results on their center, which will
be useful in Section 3. Next, we recall Etingof–Kazhdan’s definition [4] of quantum VOA
structure on the vacuum module Vc(glN), c ∈ C. Finally, we construct quasi modules for
the quantum VOA V2c(glN) on the C[[h]]-module Wc(glN).
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2.1. Quasi modules. Let us recall the notion of quasi module for h-adic nonlocal vertex
algebra; see [15]. The tensor products in the next two definitions are h-adically completed.
Definition 2.1. An h-adic nonlocal vertex algebra is a triple (V, Y, 1), where V is a
topologically free C[[h]]-module, 1 is a distinguished element of V (vacuum vector) and
Y : V ⊗ V → V ((z))[[h]]
v ⊗ w 7→ Y (z)(v ⊗ w) = Y (v, z)w =
∑
r∈Z
vrwz
−r−1
is a C[[h]]-module map which satisfies the weak associativity property: For any integer
n > 0 and elements u, v, w ∈ V there exists an integer r > 0 such that
(z0 + z2)
rY (v, z0 + z2)Y (w, z2)u− (z0 + z2)
rY
(
Y (v, z0)w, z2
)
u ∈ hnV [[z±10 , z
±1
2 ]]; (2.1)
and the following conditions hold:
Y (v, z) 1 ∈ V [[z]], lim
z→0
Y (v, z) 1 = v and Y (1, z)v = v for any v ∈ V.
Definition 2.2. Let (V, Y, 1) be an h-adic nonlocal vertex algebra. Quasi V -module is a
pair (W,YW ), where W is a topologically free C[[h]]-module and
YW (z) : V ⊗W → W ((z))[[h]]
v ⊗ w 7→ YW (z)(v ⊗ w) = YW (v, z)w =
∑
r∈Z
vrwz
−r−1
is a C[[h]]-module map which satisfies the following: For any integer n > 0 and elements
u, v ∈ V , w ∈ W there exists a nonzero polynomial p(x1, x2) in C[x1, x2] such that
p(z0 + z2, z2)YW (u, z0 + z2)YW (v, z2)w
− p(z0 + z2, z2)YW
(
Y (u, z0)v, z2
)
w ∈ hnW [[z±10 , z
±1
2 ]]; (2.2)
and for any w ∈ W we have YW (1, z)w = w.
Let W be a C[[h]]-module. For any a, b ∈ W [[z±10 , z
±1
1 , . . .]] and n > 0 we will write
a ∼
hn
b if a− b ∈ hnW [[z±10 , z
±1
1 , . . .]].
Lemma 2.3. Let V be an h-adic nonlocal vertex algebra and letW be a quasi V -module.
Suppose that the elements a, b ∈ V and w1, w2 ∈ W satisfy
[YW (a, z1), YW (b, z2)]wi = 0 for i = 1, 2. (2.3)
Then, for any integers p, t, n, n > 0, there exist scalars αr,s ∈ C, which do not depend on
i = 1, 2, such that
(apb)twi ∼
hn
∑
r,s∈Z
αr,sarbswi for i = 1, 2. (2.4)
Proof. Fix integers p, t, n, n > 0. By (2.2), there exist nonzero polynomials pi(x1, x2) in
C[x1, x2], where i = 1, 2, such that
pi(z0 + z2, z2)YW (a, z0 + z2)YW (b, z2)wi ∼
hn
pi(z0 + z2, z2)YW
(
Y (a, z0)b, z2
)
wi. (2.5)
Consider the left hand side in (2.5). Due to (2.3), there exist an integer l > 0 such that
(z0 + z2)
lzl2YW (a, z0 + z2)YW (b, z2)wi = Xi(z0, z2) + h
nZi(z0, z2), i = 1, 2, (2.6)
for some Xi(z0, z2) ∈ W [[z0, z2]] and Zi(z0, z2) ∈ W ((z0))((z2))[[h]]. Indeed, we can set
l = max {l1, l2, k1, k2}, where li and ki are chosen so that the expression
zli1 z
ki
2 YW (a, z1)YW (b, z2)wi = z
li
1 z
ki
2 YW (b, z2)YW (a, z1)wi, i = 1, 2,
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possesses only nonnegative powers of the variables z1, z2 modulo h
n. Equality (2.6) implies
that there exist scalars βr,s ∈ C, which do not depend on i = 1, 2, such that the coefficient
of z−p−10 z
−t−1
2 in Xi(z0, z2) is equal to∑
r,s
βr,sarbswi mod h
n for i = 1, 2. (2.7)
By combining relations (2.5) and (2.6) we obtain
pi(z0+ z2, z2)Xi(z0, z2) ∼
hn
pi(z0+ z2, z2)(z0+ z2)
lzl2YW
(
Y (a, z0)b, z2
)
wi, i = 1, 2. (2.8)
The left hand side in (2.8), as well as Xi(z0, z2), possesses only nonnegative powers of
the variables z0 and z2, while the right hand side in (2.8), as well as the expression
YW
(
Y (a, z0)b, z2
)
wi, belongs to W ((z2))((z0))[[h]]. Hence, we can multiply (2.8) by the
inverse of the polynomial p(z2 + z0, z2) in C((z2))((z0)), thus getting
Xi(z0, z2) ∼
hn
(z0 + z2)
lzl2YW
(
Y (a, z0)b, z2
)
wi, i = 1, 2. (2.9)
Next, we multiply (2.9) by the inverse of the polynomial (z2 + z0)
lzl2 in C((z2))((z0)),
which gives us(
(z2 + z0)
lzl2
)−1
·Xi(z0, z2) ∼
hn
YW
(
Y (a, z0)b, z2
)
wi, i = 1, 2. (2.10)
In particular, the coefficients of z−p−10 z
−t−1
2 in (2.10) coincide modulo h
n. Recall (2.7).
Clearly, there exist scalars αr,s ∈ C, which do not depend on i = 1, 2, such that the
coefficient of z−p−10 z
−t−1
2 on the left hand side in (2.10) equals∑
r,s∈Z
αr,sarbswi mod h
n for i = 1, 2.
Since the coefficient of z−p−10 on the right hand side in (2.10) equals YW (apb, z2
)
wi, by
taking the coefficient of z−t−12 we obtain∑
r,s∈Z
αr,sarbswi ∼
hn
(apb)twi, i = 1, 2,
as required. 
As with quantum VOAs in [9], we can introduce the center of an h-adic nonlocal vertex
algebra V in analogy with vertex algebra theory; see, e.g., [7, Chapter 2]. Define the center
of V as the C[[h]]-submodule
z(V ) = {v ∈ V : wrv = 0 for all w ∈ V and r > 0} .
It is worth noting that, in contrast with the vertex algebra theory, the center of an h-adic
nonlocal vertex algebra does not need to be commutative; see [9, Proposition 4.2].
Proposition 2.4. Let V be an h-adic nonlocal vertex algebra and let W be a quasi V -
module. Suppose that the center z(V ) is a commutative associative algebra, with respect
to the product a · b := a−1b for a, b ∈ z(V ). Furthermore, assume that the algebra z(V ) is
topologically generated, with respect to the h-adic topology, by some family Φ ⊆ z(V ).
(a) If [YW (a, z1), YW (b, z2)] = 0 for all a, b ∈ Φ, then
[YW (a, z1), YW (b, z2)] = 0 for all a, b ∈ z(V ). (2.11)
(b) If ψ : W →W is a C[[h]]-module map satisfying [YW (a, z), ψ] = 0 for all a ∈ Φ, then
[YW (a, z), ψ] = 0 for all a ∈ z(V ). (2.12)
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Proof. Let a, b, c be elements of the center z(V ) such that the pairs (a, b), (b, c) and (a, c)
satisfy (2.11). In order to prove (a), it is sufficient to verify that the pair (a·b, c) = (a−1b, c)
satisfies (2.11). Fix w ∈ W and integers p, t, n, n > 0. Due to our assumption, the pair
(a, b) satisfies (2.11), so Lemma 2.3 implies that there exist scalars αr,s ∈ C such that
(a · b)tcpw ∼
hn
∑
r,s∈Z
αr,sarbscpw and (a · b)tw ∼
hn
∑
r,s∈Z
αr,sarbsw. (2.13)
Since the pairs (a, c) and (b, c) satisfy (2.11), we have [bs, cp] = [ar, cp] = 0 on W , so by
relations in (2.13) we have
(a · b)tcpw ∼
hn
∑
r,s∈Z
αr,sarbscpw =
∑
r,s∈Z
αr,sarcpbsw =
∑
r,s∈Z
αr,scparbsw ∼
hn
cp(a · b)tw.
Hence we proved (a · b)tcpw ∼
hn
cp(a · b)tw. Since n was arbitrary, we conclude that
(a · b)tcpw = cp(a · b)tw.
Finally, since integers p, t and element w ∈ W were arbitrary, this gives us
[YW (a · b, z1), YW (c, z2)] = 0,
as required. Statement (b) can be proved analogously. 
2.2. Vacuum module Vc(glN) as a quantum VOA. Let n and m be positive integers.
For the families of variables u = (u1, . . . , un) and v = (v1, . . . , vm) and the variable z
consider the functions with values in (EndCN )⊗n ⊗ (EndCN)⊗m
R
12
nm(u|v|z) =
−→∏
i=1,...,n
←−∏
j=n+1,...,n+m
Rij(z + ui − vj−n), (2.14)
R
12
nm(u|v|z) =
−→∏
i=1,...,n
−→∏
j=n+1,...,n+m
Rij(z + ui + vj−n). (2.15)
The functions R12nm(u|v|z) and R
12
nm(u|v|z) corresponding to R-matrix (1.2) can be defined
analogously. In (2.14)–(2.15), as well as in the rest of the paper, we use the common
expansion convention: expressions of the form (a1z1 + . . .+ anzn)
k, where ai ∈ C, ai 6= 0
and k < 0, are expanded in negative powers of the variable appearing on the left, e.g.,
(z1 − z2)
−1 =
∑
l>0
zl2
zl+11
∈ C[z−11 ][[z2]] and (−z2 + z1)
−1 = −
∑
l>0
zl1
zl+12
∈ C[z−12 ][[z1]].
In particular, (2.14)–(2.15) contain only nonnegative powers of the variables ui and vj−n.
Define the following operators on (EndCN)⊗n ⊗ Vc(glN):
T+n (u|z) = T
+
1 (z + u1) . . . T
+
n (z + un) and Tn(u|z) = T1(z + u1) . . . Tn(z + un).
Using (1.7)–(1.9), one can easily verify the following equations for the operators on
(EndCN )⊗n⊗(EndCN)⊗m⊗Vc(glN), originally given in [4], which employ the superscript
notation introduced prior to Proposition 1.2.
R12nm(u|v|z − w)T
+13
n (u|z)T
+23
m (v|w) = T
+23
m (v|w)T
+13
n (u|z)R
12
nm(u|v|z − w), (2.16)
R12nm(u|v|z − w)T
13
n (u|z)T
23
m (v|w) = T
23
m (v|w)T
13
n (u|z)R
12
nm(u|v|z − w), (2.17)
R
12
nm(u|v|z − w + hc/2)T
13
n (u|z)T
+23
m (v|w)
= T+23m (v|w)T
13
n (u|z)R
12
nm(u|v|z − w − hc/2). (2.18)
The next theorem, which is due to Etingof and Kazhdan [4], introduces the structure
of quantum VOA on the vacuum module Vc(glN ). Roughly speaking, quantum VOA, as
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defined in [4], is an h-adic nonlocal vertex algebra (V, Y, 1) equipped with the C[[h]]-
module map S(z) : V ⊗ V → V ⊗ V ⊗ C((z)) (with the tensor products being h-adically
completed) satisfying the S-locality: For any integer n > 0 and elements v, w ∈ V there
exists an integer k > 0 such that for any u ∈ V
(z1 − z2)
kY (z1)
(
1⊗ Y (z2)
)(
S(z1 − z2)(v ⊗ w)⊗ u
)
− (z1 − z2)
kY (z2)
(
1⊗ Y (z1)
)
(w ⊗ v ⊗ u) ∈ hnV [[z±11 , z
±1
2 ]]; (2.19)
and several other properties. In this paper, we only use S-locality (2.19) and the under-
lying structure of an h-adic nonlocal vertex algebra on Vc(glN), so we omit the original
definition of quantum VOA.
Theorem 2.5. For any c ∈ C there exists a unique structure of quantum VOA on Vc(glN )
such that the vacuum vector is 1 ∈ Vc(glN), the vertex operator map is given by
Y
(
T+n (u|0) 1, z
)
= T+n (u|z) Tn(u|z + hc/2)
−1 (2.20)
and the map S(z) is defined by the relation
S34(z)
(
R
12
nm(u|v|z)
−1T+24m (v|0)R
12
nm(u|v|z − hc)T
+13
n (u|0)(1⊗1)
)
=T+13n (u|0)R
12
nm(u|v|z + hc)
−1T+24m (v|0)R
12
nm(u|v|z)(1⊗1) (2.21)
for operators on (EndCN)⊗n ⊗ (EndCN)⊗m ⊗ Vc(glN )⊗ Vc(glN).
2.3. Vacuum module Wc(glN) as a quasi V2c(glN)-module. Consider the operators
on (EndCN)⊗n ⊗Wc(glN) given by
B+n (u|z) =
−→∏
i=1,...,n
(
B+i (z + ui)Ri i+1(2z + ui + ui+1) . . . Rin(2z + ui + un)
)
and
Bn(u|z) =
−→∏
i=1,...,n
(
Bi(z + ui)Ri i+1(2z + ui + ui+1 + hc) . . .Rin(2z + ui + un + hc)
)
.
The next proposition can be proved by using Proposition 1.2.
Proposition 2.6. Let n and m be positive integers. The following equalities hold for the
operators on (EndCN )⊗n ⊗ (EndCN)⊗m ⊗Wc(glN ):
R12nm(u|v|z − w)B
+13
n (u|z)R
12
nm(u|v|z + w)B
+23
m (v|w)
= B+23m (v|w)R
12
nm(u|v|z + w)B
+13
n (u|z)R
12
nm(u|v|z − w), (2.22)
R12nm(u|v|z − w)B
13
n (u|z)R
12
nm(u|v|z + w + hc)B
23
m (v|w)
= B23m (v|w)R
12
nm(u|v|z + w + hc)B
13
n (u|z)R
12
nm(u|v|z − w), (2.23)
R
12
nm(u|v|z − w + 3hc/2)B
13
n (u|z)R
12
nm(u|v|z + w − hc/2)B
+23
m (v|w)
= B+23m (v|w)R
12
nm(u|v|z + w + 3hc/2)B
13
n (u|z)R
12
nm(u|v|z − w − hc/2). (2.24)
The following theorem is our main result.
Theorem 2.7. For any c ∈ C there exists a unique structure of quasi V2c(glN )-module
on the vacuum module Wc(glN) such that
YWc(glN )(T
+
n (u|0) 1, z) = B
+
n (u|z)Bn(u|z + hc/2)
−1. (2.25)
Proof. SetWc =Wc(glN). We first prove that map (2.25) is well-defined. It is sufficient to
verify that a 7→ YWc(a, z) maps the ideal of relations (1.8) to itself since, due to Poincare´–
Birkhoff–Witt theorem for the double Yangian [9, Theorem 2.2], Y+(glN ) is isomorphic
10
to the algebra generated by the elements t
(−r)
ij , where r = 1, 2 . . . and i, j = 1, . . . , N ,
subject to (1.8). Set R̂kk+1 = Rkk+1(uk − uk+1), where 1 6 k < n. Relation (1.8) implies
R̂k k+1T
+
n (u|0) 1
=T+1 (u1) . . . T
+
k−1(uk−1)T
+
k+1(uk+1)T
+
k (uk)T
+
k+2(uk+2) . . . T
+
n (un) 1 R̂kk+1. (2.26)
Set R˜zij = Rij(2z + ui + uj) and R˜
z+hc
ij = Rij(2z + ui + uj + 2hc). Due to Yang–Baxter
equation (1.3) and unitarity (1.6), for any indices 1 6 j < k < k + 1 < l 6 n we have
R̂kk+1R˜
z
jkR˜
z
j k+1 = R˜
z
j k+1R˜
z
jkR̂kk+1 and R̂kk+1R˜
z
klR˜
z
k+1 l = R˜
z
k+1 lR˜
z
klR̂kk+1. (2.27)
Relation (2.22), together with (2.27), implies
R̂kk+1B
+
n (u|z) = B
+
n,k↔k+1(u|z)R̂kk+1, where (2.28)
B+n,k↔k+1(u|z) =
−→∏
i=1,...,k−1
(
B+i (z + ui)R˜
z
i i+1 . . . R˜
z
ik−1R˜
z
ik+1R˜
z
ikR˜
z
ik+2 . . . R˜
z
in
)
·
(
B+k+1(z + uk+1)R˜
z
k+1kR˜
z
k+1k+2 . . . R˜
z
k+1n
)
·
(
B+k (z + uk)R˜
z
k k+2 . . . R˜
z
kn
)
·
−→∏
i=k+2,...,n
(
B+i (z + ui)R˜
z
i i+1 . . . R˜
z
in
)
.
Next, due to Yang–Baxter equation (1.3) and unitarity (1.6) we have
R̂kk+1(R˜
z+hc
k+1 l)
−1(R˜z+hckl )
−1 = (R˜z+hckl )
−1(R˜z+hck+1 l)
−1R̂kk+1, (2.29)
R̂kk+1(R˜
z+hc
j k+1)
−1(R˜z+hcjk )
−1 = (R˜z+hcjk )
−1(R˜z+hcj k+1)
−1R̂kk+1 (2.30)
for 1 6 j < k < k + 1 < l 6 n. Relation (2.23), together with (2.29)–(2.30), implies
R̂kk+1Bn(u|z + hc/2)
−1 = Bn,k↔k+1(u|z + hc/2)
−1R̂kk+1, where (2.31)
Bn,k↔k+1(u|z + hc/2) =
−→∏
i=1,...,k−1
(
Bi(z + ui + hc/2)R˜
z+hc
i i+1 . . . R˜
z+hc
ik−1
· R˜z+hcik+1R˜
z+hc
ik R˜
z+hc
ik+2 . . . R˜
z+hc
in
)
·
(
Bk+1(z + uk+1 + hc/2)R˜
z+hc
k+1kR˜
z+hc
k+1k+2 . . . R˜
z+hc
k+1n
)
·
(
Bk(z + uk + hc/2)R˜
z+hc
k k+2 . . . R˜
z+hc
kn
)
·
−→∏
i=k+2,...,n
(
Bi(z + ui + hc/2)R˜
z+hc
i i+1 . . . R˜
z+hc
in
)
.
Finally, by applying the map a 7→ YWc(a, z) on the left hand side of (2.26), we obtain
R̂kk+1B
+
n (u|z)Bn(u|z + hc/2)
−1.
By (2.28) and (2.31) this is equal to
B+n,k↔k+1(u|z)Bn,k↔k+1(u|z + hc/2)
−1R̂kk+1. (2.32)
However, (2.32) coincides with the image of the right hand side in (2.26), with respect to
the map a 7→ YWc(a, z), so we conclude that YWc(z) is well-defined.
It is clear that (2.25) determines the map YWc(z) uniquely. Our next goal is to show
that the image of YWc(z) belongs to Wc((z))[[h]]. Relation (2.24) implies
R
12
nm(u|v|z + 2hc)B
13
n (u|z + hc/2)R
12
nm(u|v|z)B
+23
m (v)
= B+23m (v)R
12
nm(u|v|z + 2hc)B
13
n (u|z + hc/2)R
12
nm(u|v|z). (2.33)
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Observe that
B13n (u|z + hc/2)
−1 1 = Ĝ 1 for Ĝ = G1 . . . Gn,
so, by using (1.27) and (2.33) and arguing as in the proof of Equality (1.33) we get
YWc(T
+
n (u|0) 1, z)B
+
n+1(v1) . . . B
+
n+m(vm) 1 (2.34)
=B+13n (u|z)B
13
n (u|z + hc/2)
−1B+n+1(v1) . . . B
+
n+m(vm) 1
=B+13n (u|z)
(
rl(L) ·
(
rl(K) ·
(
R
12
nm(u|v|z)B
+23
m (v)R
12
nm(u|v|z)
−1 Ĝ 1R
12
nm(u|v|z + 2hc)
−1
)))
,
where K = R
12
nm(u|v|z + 2hc + hN) and L = L
(n,m) is given by (1.31). Recall that the
R-matrix R(x) belongs to (EndCN)[x−1][[h]]. Therefore, the right hand side of (2.34) is
a Taylor series in the variables u1, . . . , un, v1, . . . , vm and h such that the coefficient of
each monomial ua11 . . . u
an
n v
b1
1 . . . v
bm
m h
b possesses only finitely many negative powers of the
variable z. This implies that the image of YWc(z) belongs to Wc((z))[[h]].
The property YWc(1, z) = 1Wc is clear, so it remains to prove (2.2). Consider the second
summand in (2.2). By applying the vertex operator map Y (z0) for the quantum VOA
V2c(glN), as defined in Theorem 2.5, on the series
1
T+13n (u|0)R
12
nm(u|v|z0 + 2hc)
−1T+24m (v|0)(1⊗1), (2.35)
whose coefficients belong to (EndCN)⊗n ⊗ (EndCN)⊗m ⊗ V2c(glN)⊗ V2c(glN), we get
T+13n (u|z0)T
13
n (u|z0 + hc)
−1R
12
nm(u|v|z0 + 2hc)
−1T+23m (v|0) 1 .
Due to (2.18) at the level 2c and T 13n (u|z0 + hc)
−1 1 = 1 this equals to
T+13n (u|z0)T
+23
m (v|0) 1R
12
nm(u|v|z0)
−1, (2.36)
which is a series with coefficients in (EndCN )⊗n ⊗ (EndCN )⊗m ⊗ V2c(glN). Finally, by
applying the map a 7→ YWc(a, z2) on (2.36) we get
B+n+m(x|z2)Bn+m(x|z2 + hc/2)
−1R
12
nm(u|v|z0)
−1, (2.37)
where x denotes the n+m variables x = (z0 + u1, . . . , z0 + un, v1, . . . , vm).
Let us consider the first summand in (2.2). By applying YWc(z0 + z2)(1⊗ YWc(z2)) on
(2.35) we obtain
B+13n (u|z0 + z2)B
13
n (u|z0 + z2 + hc/2)
−1
· R
12
nm(u|v|z0 + 2hc)
−1B+23m (v|z2)B
23
m (v|z2 + hc/2)
−1. (2.38)
Using (2.24) we can express B13n (u|z0 + z2 + hc/2)
−1R
12
nm(u|v|z0 + 2hc)
−1B+23m (v|z2) as
R
12
nm(u|v|z0 + 2z2)B
+23
m (v|z2)
· R
12
nm(u|v|z0)
−1B13n (u|z0 + z2 + hc/2)
−1R
12
nm(u|v|z0 + 2z2 + 2hc)
−1,
so that (2.38) is equal to
B+13n (u|z0 + z2)R
12
nm(u|v|z0 + 2z2)B
+23
m (v|z2)R
12
nm(u|v|z0)
−1
· B13n (u|z0 + z2 + hc/2)
−1R
12
nm(u|v|z0 + 2z2 + 2hc)
−1B23m (v|z2 + hc/2)
−1. (2.39)
1It is possible (and perhaps more natural) to prove (2.2) by starting from T+13
n
(u|0)T+24
m
(v|0)(1⊗ 1)
instead of (2.35). However, this requires the use of ordered products, as defined in Section 1.2, thus
making the calculations seemingly more complicated, even though the proof remains analogous.
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Finally, we rewrite (2.39) using (2.23), thus getting
B+13n (u|z0 + z2)R
12
nm(u|v|z0 + 2z2)B
+23
m (v|z2)B
23
m (v|z2 + hc/2)
−1
· R
12
nm(u|v|z0 + 2z2 + 2hc)
−1B13n (u|z0 + z2 + hc/2)
−1R
12
nm(u|v|z0)
−1. (2.40)
Expressions (2.37) and (2.40) are not equal, even though they do coincide when viewed
as Taylor series in the variables u1, . . . , un, v1, . . . , vm, h whose coefficients are rational
functions in z0, z2. Indeed, due to our expansion convention, the operators and R-matrices
in (2.37), whose arguments contain both the variables z0 and z2, should be expanded in
nonnegative powers of z0, while the same operators and R-matrices in (2.40) should be
expanded in nonnegative powers of z2. Fix an integer k > 0 and an element w ∈ Wc. Apply
both (2.37) and (2.40) on w and denote the resulting expressions by P (u, v, z0, z2) and
S(u, v, z0, z2) respectively. Then, for any choice of integers a1, . . . , an > 0 and b1, . . . , bm >
0 there exist an integer r > 0 such that the coefficients of ua11 . . . u
an
n v
b1
1 . . . v
bm
m in
(z0 + z2)
r(z0 + 2z2)
rP (u, v, z0, z2) and (z0 + z2)
r(z0 + 2z2)
rS(u, v, z0, z2)
coincide modulo hk, which implies (2.2). 
The map YWc(glN )(z) satisfies the following ”twisted” S-locality property; cf. [13, 16].
Proposition 2.8. For any u, v ∈ V2c(glN ) and integer k > 0 there exists an integer r > 0
such that for any w ∈ Wc(glN)
(z21 − z
2
2)
r YWc(glN )(z1)
(
1⊗ YWc(glN )(z2)
)(
S(z1 − z2)(u⊗ v)⊗ w
)
(2.41)
− (z21 − z
2
2)
r YWc(glN )(z2)
(
1⊗ YWc(glN )(z1)
)
(v ⊗ u⊗ w) ∈ hkWc(glN)[[z
±1
1 , z
±1
2 ]].
Proof. Set Wc = Wc(glN). Consider the first summand in (2.41) and set z = z1 − z2.
Notice that the variable z1 appears on the left in z = z1− z2, so the negative powers of z
should be expanded in negative powers of z1. By applying S(z) at the level 2c, as defined
in (2.21), on the last two tensor factors of the expression
R
12
nm(u|v|z)
−1T+24m (v|0)R
12
nm(u|v|z − 2hc)T
+13
n (u|0)(1⊗1), (2.42)
whose coefficients belong to (EndCN)⊗(n+m) ⊗ V2c(glN)
⊗2, we get
T+13n (u|0)R
12
nm(u|v|z + 2hc)
−1T+24m (v|0)R
12
nm(u|v|z)(1⊗1). (2.43)
Next, we apply YWc(z1)(1⊗ YWc(z2)) on (2.43), thus getting
B+13n (u|z1)B
13
n (u|z1 + hc/2)
−1R
12
nm(u|v|z + 2hc)
−1
· B+23m (v|z2)B
23
m (v|z2 + hc/2)
−1R
12
nm(u|v|z). (2.44)
We may now proceed as in calculation (2.38)–(2.40) and prove that (2.44) equals
B+13n (u|z1)R
12
nm(u|v|z1 + z2)B
+23
m (v|z2)
· B23m (v|z2 + hc/2)
−1R
12
nm(u|v|z1 + z2 + 2hc)
−1B13n (u|z1 + hc/2)
−1. (2.45)
Let us consider the second summand in (2.41). First, by swapping tensor factors n +
m+ 1 and n +m+ 2 in (2.42) we get
R
12
nm(u|v|z)
−1T+23m (v|0)R
12
nm(u|v|z − 2hc)T
+14
n (u|0)(1⊗1).
Next, by applying YWc(z2)(1⊗ YWc(z1)) we obtain
R
12
nm(u|v|z)
−1B+23m (v|z2)B
23
m (v|z2 + hc/2)
−1
· R
12
nm(u|v|z − 2hc)B
+13
n (u|z1)B
13
n (u|z1 + hc/2)
−1. (2.46)
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We now want to apply relation (2.24) on (2.46). However, the factors
R
12
nm(u|v|z)
−1 and R
12
nm(u|v|z − 2hc), where z = z1 − z2, (2.47)
in (2.46) should be expanded in nonnegative powers of z2, while (2.24) requires for the
R-matrices in (2.47) to be expanded in nonnegative powers of z1. Fix an integer k > 0.
For any choice of integers a1, . . . , an > 0 and b1, . . . , bm > 0 there exist an integer r > 0
such that the coefficients of all monomials u
a′1
1 . . . u
a′n
n v
b′1
1 . . . v
b′m
m , where 0 6 a′i 6 ai and
0 6 b′j 6 bj , in
(z1 − z2)
r R
12
nm(u|v|z1 − z2)
−1 and (z1 − z2)
rR
12
nm(u|v|z1 − z2 − 2hc) (2.48)
coincide with the corresponding coefficients in
(z1 − z2)
r R
12
nm(u|v| − z2 + z1)
−1 and (z1 − z2)
rR
12
nm(u|v| − z2 + z1 − 2hc) (2.49)
modulo hk. Moreover, assume that the integer r is large enough, so that the coefficients
of all monomials u
a′1
1 . . . u
a′n
n v
b′1
1 . . . v
b′m
m , where 0 6 a′i 6 ai and 0 6 b
′
j 6 bj , in
(z1 + z2)
rR
12
nm(u|v|z1 + z2) and (z1 + z2)
rR
12
nm(u|v|z1 + z2 + 2hc)
−1 (2.50)
coincide with the corresponding coefficients in
(z1 + z2)
rR
12
nm(u|v|z2 + z1) and (z1 + z2)
rR
12
nm(u|v|z2 + z1 + 2hc)
−1 (2.51)
modulo hk. By using (2.24) and unitarity (1.6) we obtain
B23m (v|z2 + hc/2)
−1R
12
nm(u|v| − z2 + z1 − 2hc)B
+13
n (u|z1) = R
12
nm(u|v|z2 + z1)
·B+13n (u|z1)R
12
nm(u|v| − z2 + z1)B
23
m (v|z2 + hc/2)
−1R
12
nm(u|v|z2 + z1 + 2hc)
−1.
This implies, due to the fact that certain coefficients in (2.48) and (2.50) coincide with
the corresponding coefficients in (2.49) and (2.51) modulo hk, that the product of (2.46)
and (z21 − z
2
2)
2r coincides with
(z21 − z
2
2)
2r R
12
nm(u|v|z)
−1B+23m (v|z2)R
12
nm(u|v|z1 + z2)B
+13
n (u|z1)R
12
nm(u|v|z)
· B23m (v|z2 + hc/2)
−1R
12
nm(u|v|z1 + z2 + 2hc)
−1B13n (u|z1 + hc/2)
−1 (2.52)
modulo hk. Finally, we rewrite (2.52) using (2.22), thus getting
(z21 − z
2
2)
2rB+13n (u|z1)R
12
nm(u|v|z1 + z2)B
+23
m (v|z2)
· B23m (v|z2 + hc/2)
−1R
12
nm(u|v|z1 + z2 + 2hc)
−1B13n (u|z1 + hc/2)
−1. (2.53)
Since (2.53) is equal to the product of (z21 − z
2
2)
2r and (2.45), we conclude that (2.41)
holds. 
As with the operator T (z) = Y (T+(0) 1, z), see [4, 2.1.4], the proof of Proposition
2.8 implies that the operator B(z) = YWc(glN )(T
+(0) 1, z) satisfies the (slightly modified
version of the) reflection equation from [22]. More precisely, for any integer n > 0 there
exist an integer r > 0 such that
(z21 − z
2
2)
r B1(z1)R12(z1 − z2 + 2hc)
−1B2(z2)R12(z1 − z2)
∼
hn
(z21 − z
2
2)
rR12(z1 − z2)
−1B2(z2)R12(z1 − z2 − 2hc)B1(z1).
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3. Image of the center z(V2c(glN))
In this section, we employ map YWc(gln)(z) to find explicit formulae for families of
central elements in the completed algebra A˜c(glN). As a consequence, we obtain families
of invariants of the vacuum module Wc(gln). Also, we show that the image of the center
z(V2c(glN)), with respect to the map a 7→ YWc(gln)(a, z), is commutative.
3.1. Central elements of the completed algebra A˜−N/2(glN). Let Ip for p > 1 denote
the left ideal of the double Yangian DYc(glN) at the level c ∈ C, generated by all elements
t
(r)
ij with r > p. As in [9], define the completed double Yangian D˜Yc(glN) at the level c
as the h-adic completion of the inverse limit lim←− DYc(glN)/Ip. Introduce the algebra
A˜c(glN) as the h-adic completion of the inverse limit
lim
←−
Ac(glN)/(Ac(glN) ∩ Ip).
In order to employ certain results from [9], we briefly recall the fusion procedure for
the rational R-matrix originated in [10]; see also [18, Section 6.4] for more details. Let µ
be a Young diagram with n boxes, whose length is less than or equal to N , and let U be a
standard µ-tableau with entries 1, . . . , n. For k = 1, . . . , n define the contents ck of U by
ck = j − i if k occupies the box (i, j) of U . Denote by eU the primitive idempotent in the
group algebra C[Sn] of the symmetric group Sn, which is associated with U through the
use of the orthonormal Young bases in the irreducible representations of Sn. The group
Sn acts on the space (C
N)⊗n by permuting the tensor factors. Denote by EU the image of
eU with respect to this action. By [10], the consecutive evaluations u1 = hc1, . . . , un = hcn
of the function
R(u1, . . . , un) :=
∏
16i<j6n
Rij(ui − uj),
where the product is taken in the lexicographical order on the pairs (i, j), are well-defined.
Furthermore, the result is proportional to EU , i.e.
R(u1, . . . , un)
∣∣
u1=hc1
∣∣
u2=hc2
. . .
∣∣
un=hcn
= p(µ) EU , (3.1)
where p(µ) denotes the product of all hook lengths of the boxes of µ.
Let
uµ = (u1, . . . , un), where uk = u+ hck for k = 1, . . . , n. (3.2)
It was proved in [9] that all coefficients of the series
T
+
µ (u) = tr1,...,n EUT
+
1 (u1) . . . T
+
n (un) 1 ∈ V−N(glN )[[u]], (3.3)
where the trace is taken over all n copies of EndCN in (3.3), belong to the center
z(V−N(glN)). The series T
+
µ (u) does not depend on the choice of the standard µ-tableau
U ; see [21]. The image of the constant term in (3.3), with respect to map (2.25), equals
YW
−N/2(gN )(T
+
µ (0), u) = tr1,...,n EUB
+
n (uµ)Bn(uµ − hN/4)
−1 (3.4)
and belongs to Hom(W−N/2(glN ),W−N/2(glN )((u))[[h]]). All coefficients of series (3.4),
A˜µ(u) := tr1,...,n EUB
+
n (uµ)Bn(uµ − hN/4)
−1 (3.5)
can be also viewed as elements of the completed algebra A˜−N/2(glN).
Consider the tensor product
EndCN ⊗ (EndCN)⊗n ⊗ A˜−N/2(glN), (3.6)
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where the n+1 copies of EndCN are now labeled by 0, . . . , n. It will be convenient to de-
note the tensor factors EndCN , (EndCN)⊗n and A˜−N/2(glN) in (3.6) by the superscripts
0, 1 and 2 respectively, so that, e.g., for the variable u0 and variables (3.2) we have
R
01
1n(u0|uµ) = R01(u0 + u1) . . . R0n(u0 + un).
The arrow at the top of the symbol will indicate that the products are written in the
opposite order, e.g.,
~R
01
1n(u0|uµ) = R0n(u0 + un) . . . R01(u0 + u1).
Lemma 3.1. The following equalities hold on EndCN ⊗ (EndCN)⊗n ⊗ D˜Yc(glN):
EUR
01
1n(u0|uµ) =
~R
01
1n(u0|uµ)EU , EUR
01
1n(u0|uµ)
−1 = ~R
01
1n(u0|uµ)
−1EU , (3.7)
EUR
01
1n(u0|uµ) =
~R
01
1n(u0|uµ)EU , EUR
01
1n(u0|uµ)
−1 = ~R
01
1n(u0|uµ)
−1EU , (3.8)
EUB
+12
n (uµ) =
~B
+12
n (uµ)EU , EUB
12
n (uµ − hN/4)
−1 = ~B
12
n (uµ − hN/4)
−1EU , (3.9)
EUT
+12
n (uµ|0) =
~T
+12
n (uµ|0)EU , EU
~T
+12
n (−uµ|0)
−1 = T+12n (−uµ|0)
−1EU , (3.10)
EU ~T
12
n (−uµ + hN/4|0) = T
12
n (−uµ + hN/4|0)EU , (3.11)
EUT
12
n (uµ − 3hN/4|0)
−1 = ~T
12
n (uµ − 3hN/4|0)
−1EU , (3.12)
where EU is applied on the tensor factors 1, . . . , n, i.e. EU denotes the operator 1⊗ EU on
EndCN ⊗ (EndCN)⊗n.
Proof. The given equalities follow from fusion procedure (3.1) with the use of Yang–Baxter
equation (1.3), unitarity (1.6) and relations (1.7)–(1.9) and (1.24)–(1.26). More details
on the proof can be found in [9, Proof of Theorem 2.4] (for relations (3.7)–(3.8)), first
part of the proof of Theorem 2.7 (for relations (3.9)) and in [6, Proof of Theorem 3.2]
(for relations (3.10)–(3.12)). As an illustration, let us prove the first equality in (3.8). For
the variables v = (u+ v1, . . . , u+ vn) Yang–Baxter equation (1.3) implies∏
16i<j6n
Rij(vi − vj) · R
01
1n(u0|v) =
~R
01
1n(u0|v) ·
∏
16i<j6n
Rij(vi − vj), (3.13)
where the products are written in the lexicographical order on the pairs (i, j). By ap-
plying consecutive evaluations v1 = hc1, . . . , vn = hcn on (3.13) and using (3.1) we get
EUR
01
1n(u0|uµ) =
~R
01
1n(u0|uµ)EU , as required. 
The following is our main result in this section. Its proof adapts the standard R-matrix
techniques used with RTT relations, see, e.g., [6, Theorem 3.2], to the reflection algebra
setting.
Theorem 3.2. All coefficients of A˜µ(u) belong to the center of the algebra A˜−N/2(glN ).
Proof. We first prove that for the variable u0 and variables (3.2) the following equality
holds on EndCN ⊗ A˜−N/2(glN ):
B(u0)A˜µ(u) = A˜µ(u)B(u0). (3.14)
By applying B0(u0) on (3.5) and using notation as in (3.6) we get
tr1,...,n EUB0(u0)B
+12
n (uµ)B
12
n (uµ − hN/4)
−1. (3.15)
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As with the proof of (1.33), we employ (1.26) and (1.27) to express (3.15) as
tr1,...,n EU
(
rl
(
R
01
1n(u0 − 3hN/4|uµ)
−1
)
·
(
R
01
1n(u0 − 3hN/4|uµ)
−1B+12n (uµ)
R
01
1n(u0 − 3hN/4|uµ)B0(u0)R
01
1n(u0 + hN/4|uµ)B
12
n (uµ − hN/4)
−1
))
. (3.16)
Since E2U = EU , the second equality in (3.8) implies
EUK = E
2
UK = EU
~KEU = EU ~KE
2
U for K = R
01
1n(u0 − 3hN/4|uµ)
−1. (3.17)
By using (3.17) we can write (3.16) as
tr1,...,n EU
(
rl
(
~K
)
·
(
E2UR
01
1n(u0 − 3hN/4|uµ)
−1B+12n (uµ)
R
01
1n(u0 − 3hN/4|uµ)B0(u0)R
01
1n(u0 + hN/4|uµ)B
12
n (uµ − hN/4)
−1
))
.
Due to the cyclic property of the trace, this equals to
tr1,...,n EUR
01
1n(u0 − 3hN/4|uµ)
−1B+12n (uµ)R
01
1n(u0 − 3hN/4|uµ)
B0(u0)R
01
1n(u0 + hN/4|uµ)B
12
n (uµ − hN/4)
−1EU ~KEU . (3.18)
By E2U = EU and the second equality in (3.7) we have
EUL = E
2
UL = EU ~LEU = EU ~LE
2
U = E
2
ULEU = EULEU for L = R
01
1n(u0 − 3hN/4|uµ)
−1.
Therefore, using the cyclic property of the trace and E2U = EU , we can write (3.18) as
tr1,...,nR
01
1n(u0 − 3hN/4|uµ)
−1EUB
+12
n (uµ)R
01
1n(u0 − 3hN/4|uµ)
B0(u0)R
01
1n(u0 + hN/4|uµ)B
12
n (uµ − hN/4)
−1EU ~KEU .
We now employ first equalities in (3.7) and (3.8), together with (3.9), to move the leftmost
copy of EU to the right, which gives us:
tr1,...,nR
01
1n(u0 − 3hN/4|uµ)
−1 ~B
+12
n (uµ)
~R
01
1n(u0 − 3hN/4|uµ)
B0(u0)
~R
01
1n(u0 + hN/4|uµ)
~B
12
n (uµ − hN/4)
−1E2U
~KEU . (3.19)
Using (3.17) and E2U = EU we replace E
2
U
~KEU with EUK = EUR
01
1n(u0 − 3hN/4|uµ)
−1 in
(3.19). Next, we employ the first equalities in (3.7) and (3.8), together with (3.9), to move
the remaining copy of EU to the left, thus getting
tr1,...,nR
01
1n(u0 − 3hN/4|uµ)
−1EUB
+12
n (uµ)R
01
1n(u0 − 3hN/4|uµ)
B0(u0)R
01
1n(u0 + hN/4|uµ)B
12
n (uµ − hN/4)
−1R
01
1n(u0 − 3hN/4|uµ)
−1. (3.20)
By applying (1.25) on the last four factors in (3.20) and then by canceling the adjacent
terms R
01
1n(u0 − 3hN/4|uµ)
±1 we obtain
tr1,...,nR
01
1n(u0 − 3hN/4|uµ)
−1EUB
+12
n (uµ)B
12
n (uµ − hN/4)
−1R
01
1n(u0 + hN/4|uµ)B0(u0).
In order to prove (3.14), it is sufficient to verify that the expression
tr1,...,nR
01
1n(u0 − 3hN/4|uµ)
−1EUB
+12
n (uµ)B
12
n (uµ − hN/4)
−1R
01
1n(u0 + hN/4|uµ) (3.21)
is equal to A˜µ(u). By the property tr1,...,nXY = tr1,...,nX
t1...tnY t1...tn for
X = R
01
1n(u0 − 3hN/4|uµ)
−1EUB
+12
n (uµ)B
12
n (uµ − hN/4)
−1 and Y = R
01
1n(u0 + hN/4|uµ)
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we conclude that (3.21) is equal to
tr1,...,n
(
EUB
+12
n (uµ)B
12
n (uµ − hN/4)
−1
)t1...tn
Z, where
Z =
(
R
01
1n(u0 − 3hN/4|uµ)
−1
)t1...tn
R
01
1n(u0 + hN/4|uµ)
t1...tn .
Finally, crossing symmetry property (1.5) implies Z = 1, so (3.14) clearly follows.
Consider the tensor product
(EndCN )⊗n ⊗ EndCN ⊗ A˜−N/2(glN), (3.22)
where the n + 1 copies of EndCN are now labeled by 1, . . . , n + 1. It will be convenient
to denote the tensor factors (EndCN)⊗n, EndCN and A˜−N/2(glN) in (3.22) by the su-
perscripts 1,2 and 3 respectively.2 Our next goal is to prove that for variables (3.2) and
the variable un+1 the following equality holds on EndC
N ⊗ A˜−N/2(glN ):
B+(un+1)A˜µ(u) = A˜µ(u)B
+(un+1). (3.23)
The proof of (3.23) is analogous to the proof of (3.14), so we only briefly sketch some
details to take care of minor differences. First, by applying B+n+1(un+1) on (3.5) and using
notation (3.22) we get
tr1,...,n EUB
+
n+1(un+1)B
+13
n (uµ)B
13
n (uµ − hN/4)
−1. (3.24)
As with the proof of (1.33), we employ (1.24) and (1.27) to express (3.24) as
tr1,...,n EU
(
lr
(
R
12
n1(uµ − hN |un+1)
−1
)
·
(
R
12
n1(uµ|un+1)B
+13
n (uµ)
R
12
n1(uµ|un+1)B
+
n+1(un+1)R
12
n1(uµ|un+1)
−1B13n (uµ − hN/4)
−1
))
. (3.25)
We may now proceed as in the first part of the proof and, using the properties of the
primitive idempotent EU , show that (3.25) is equal to
tr1,...,nR
12
n1(uµ|un+1)EUB
+13
n (uµ)R
12
n1(uµ|un+1)
B+n+1(un+1)R
12
n1(uµ|un+1)
−1B13n (uµ − hN/4)
−1R
12
n1(uµ − hN |un+1)
−1. (3.26)
By applying (1.26) to the last four factors in (3.26) and then canceling the adjacent terms
R
12
n1(uµ|un+1)
±1 we obtain
tr1,...,nR
12
n1(uµ|un+1)EUB
+13
n (uµ)B
13
n (uµ − hN/4)
−1R
12
n1(uµ − hN |un+1)
−1B+n+1(un+1).
Finally, in order to prove (3.23), it is sufficient to check that the expression
tr1,...,nR
12
n1(uµ|un+1)EUB
+13
n (uµ)B
13
n (uµ − hN/4)
−1R
12
n1(uµ − hN |un+1)
−1
is equal to A˜µ(u). This can be done as in the first part of the proof, by employing crossing
symmetry property (1.5) and unitarity (1.6).
The statement of the theorem now follows from (3.14) and (3.23). 
We now consider two special cases of Theorem 3.2. Denote by µrown and µ
col
n the row
diagram with n boxes and the column diagram with n boxes respectively. The unique
2We introduce the new labeling because the application of the original labels, as in (3.6), would require
different, more appropriate notation. For example, notice that the R-matrices in the first part of the proof
should be expanded in nonnegative powers of the variable u, while the R-matrices in the following, second
part of the proof should be expanded in nonnegative powers of the variable un+1.
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idempotents corresponding to the standard µrown -tableau and µ
col
n -tableau coincide with
the images H(n) and A(n) of the symmetrizer and the anti-symmetrizer
h(n) =
1
n!
∑
s∈Sn
s and a(n) =
1
n!
∑
s∈Sn
sgn s · s
under the action of the symmetric group Sn on (C
N )⊗n. In this two cases, (3.5) becomes
A˜µrown (u) = tr1,...,nH
(n)B+n (u+)Bn(u+ − hN/4)
−1,
A˜µcoln (u) = tr1,...,nA
(n)B+n (u−)Bn(u− − hN/4)
−1,
where
u± = (u, u± h, . . . , u± (n− 1)h). (3.27)
Note that u+ = uµrown and u− = uµcoln ; recall (3.2). Consider the series
B˜µrown (u) = tr1,...,nH
(n) T+n (u+|0)
~T
+
n (−u+|0)
−1 ~T n(−u+ + hN/4|0) Tn(u+ − 3hN/4|0)
−1,
B˜µcoln (u) = tr1,...,nA
(n) T+n (u−|0) ~T
+
n (−u−|0)
−1 ~T n(−u− + hN/4|0) Tn(u− − 3hN/4|0)
−1
in D˜Y−N/2(glN )[[u
±1]], where, as before, the arrows indicate that the products are written
in the opposite order, e.g., for w = (w1, . . . , wn) we have ~T n(w|0) = Tn(wn) . . . T1(w1).
Corollary 3.3. Suppose that the matrix G, given by (1.12), is equal to ±I. Then all
coefficients of B˜µrown (u) and B˜µcoln (u) belong to the center of the algebra A˜−N/2(glN ).
Proof. Let G = εI for ε ∈ {±1}. For the family of variables w = (w1, . . . , wn) we have
B+n (w) = ε
n T+n (w|0)
( ∏
16i<j6n
Rij(wi + wj)
)
~T
+
n (−w|0)
−1 and
Bn(w − hN/4) = ε
n Tn(w − 3hN/4|0)
( ∏
16i<j6n
Rij(wi + wj − hN)
)
~T n(−w + hN/4|0)
−1,
where the products are taken in the lexicographical order on the pairs (i, j). Indeed, this
easily follows from (1.7) and (1.8). Next, note that for any 1 6 i < j 6 n there exist
functions fH(n)(z) and fA(n)(z) in C[z
−1][[h]] satisfying
H(n)Rij(z) = fH(n)(z)H
(n) and A(n)Rij(z) = fA(n)(z)A
(n).
Indeed, this follows from the form of Yang R-matrix (1.2) and the fact that for any
transposition p ∈ Sn we have ph
(n) = h(n) and pa(n) = ±a(n).
By combining these observations with fusion procedure (3.1) and equalities in (3.10)–
(3.12), we conclude that there exist functions θrown (z) and θ
col
n (z) in C[z
−1][[h]] such that
A˜µrown (u) = θ
row
n (u)B˜µrown (u) and A˜µcoln (u) = θ
col
n (u)B˜µcoln (u). (3.28)
Therefore, all coefficients of B˜µrown (u) and B˜µcoln (u) belong to the algebra A˜−N/2(glN). Fi-
nally, (3.28) and Theorem 3.2 imply the statement of the corollary. 
It is worth noting that the functions θrown (z) and θ
col
n (z) can be computed explicitly, in
terms of the function g(u) ∈ 1 + u−1C[[u−1]] defined by (1.4); cf. [19, Theorem 3.4].
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3.2. Invariants of the vacuum module W−N/2(glN ). In this section we present some
further consequences of Theorem 3.2. Let c be an arbitrary complex number. We can view
Wc(glN) as a module for the algebra A˜c(glN ). Recall (1.12) and define the submodule of
invariants of Wc(glN) by
z(Wc(glN)) = {w ∈ Wc(glN) : B(u)w = Gw} .
Clearly, an element w ∈ Wc(glN) belongs to z(Wc(glN)) if and only if
bij(u)w = δijεiw for all i, j = 1, . . . , N, r = 1, 2, . . . .
In particular, (1.34) implies that 1 is an element of z(Wc(glN)). Consider the series
Aµ(u) := A˜µ(u) 1 ∈ W−N/2(glN)[[u
±1]]. (3.29)
Denote by B̂+(glN ) the h-adic completion of the algebra B
+(glN). All coefficients of Aµ(u)
can be viewed as elements of B̂+(glN).
Corollary 3.4. All coefficients of the series Aµ(u) belong to the submodule of invariants
z(W−N/2(glN)). All coefficients of Aµ(u) ∈ B̂
+(glN)[[u
±1]] pairwise commute.
Proof. Using Theorem 3.2 and (3.29) we get
bij(v)Aµ(u) = bij(v)A˜µ(u) 1 = A˜µ(u)bij(v) 1 = A˜µ(u)δijεi 1 = δijεiA˜µ(u) 1 = δijεiAµ(u)
for any i, j = 1, . . . , N , which proves the first part of the corollary.
Let µ and ν be any two partitions having at most N parts. Using Theorem 3.2 we get
A˜µ(u)A˜ν(v) 1 = A˜µ(u)Aν(v) 1 = Aν(v)A˜µ(u) 1 = Aν(v)Aµ(u). (3.30)
Since all coefficients of the series A˜µ(u) and A˜ν(v) commute, we can prove analogously
that A˜µ(u)A˜ν(v) 1 = Aµ(u)Aν(v), which, together with (3.30), implies [Aµ(u),Aν(v)] = 0,
as required. 
Corollaries 3.3 and 3.4 imply
Corollary 3.5. Let G = ±I. All coefficients of the Taylor series
tr1,...,nH
(n) T+n (u+|0)
~T
+
n (−u+|0)
−1 1 and tr1,...,nA
(n) T+n (u−|0)
~T
+
n (−u−|0)
−1 1
belong to the submodule of invariants z(W−N/2(glN)).
For any two partitions µ and ν which have at most N parts we have
[A˜µ(u), A˜ν(v)] = 0 (3.31)
in the algebra A˜−N/2(glN). Clearly, (3.31) remains true if we view A˜µ(u) and A˜ν(v) as
operators on W−N/2(glN). Applying the substitutions u↔ z1 + u and v ↔ z2 + v we get
[A˜µ(z1 + u), A˜ν(z2 + v)] = 0 on W−N/2(glN). (3.32)
Note that (3.32) can be written as
[YW
−N/2(glN )(T
+
µ (u), z1), YW−N/2(glN )(T
+
ν (v), z2)] = 0. (3.33)
Theorem 3.6. Let a be an element of the center z(V−N(glN)).
(1) For any b ∈ z(V−N(glN )) we have
[YW
−N/2(glN )(a, z1), YW−N/2(glN )(b, z2)] = 0. (3.34)
(2) For any x ∈ A˜−N/2(glN )
[YW
−N/2(glN )(a, z), x] = 0 on W−N/2(glN ). (3.35)
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Proof. (1) Due to [9, Theorem 4.9], the center z(V−N(glN )) is a commutative associative
algebra with respect to the product given by a · b = a−1b for a, b ∈ z(V−N(glN )). Fur-
thermore, it was proved therein that the algebra z(V−N(glN )) is topologically generated
(with respect to the h-adic topology) by the elements Φ
(r)
m , where m = 1, . . . , N and
r = 0, 1, . . ., defined by
∞∑
r=0
Φ(r)m u
r := h−m
m∑
k=0
(−1)k
(
N − k
m− k
)
T
+
µcolk
(u) ∈ z(V−N(glN))[[u]].
By (3.33) we conclude that (3.34) holds for any two elements a and b which belong to
the family Φ
(r)
m , m = 1, . . . , N , r = 0, 1, . . .. Finally, part (a) of Proposition 2.4 implies
that (3.34) holds for any two elements a, b ∈ z(V−N(glN)).
(2) It suffices to observe that, due to Theorem 3.2, Equality (3.35) holds if a = Φ
(r)
m
for some m = 1, . . . , N and r = 0, 1, . . .. Hence, part (b) of Proposition 2.4 implies that
(3.35) holds for any a ∈ z(V−N(glN )). 
Due to Theorem 3.6, for any a ∈ z(V−N(glN)) and i, j = 1, . . . , N we have
[bij(u), YW
−N/2(glN )(a, z)] = 0 on W−N/2(glN ). (3.36)
Hence, we can construct elements of z(W−N/2(glN)) as follows:
Corollary 3.7. For any a ∈ z(V−N(glN)) and w ∈ z(W−N/2(glN)) all coefficients of the
series YW
−N/2(glN )(a, z)w belong to the submodule of invariants z(W−N/2(glN)).
Proof. Set W−N/2 =W−N/2(gN). By employing (3.36) we get
bij(u)YW
−N/2
(a, z)w = YW
−N/2
(a, z)bij(u)w = YW
−N/2
(a, z)δijεiw = δijεiYW
−N/2
(a, z)w
for any i, j = 1, . . . , N and w ∈ z(W−N/2(glN)), as required. 
3.3. Central elements and invariants at the noncritical level. Let c 6= −N/2 be an
arbitrary complex number. It is well known that all coefficients of quantum determinants
qdet T+(u) =
∑
σ∈SN
sgn σ · t+σ(1)1(u) . . . t
+
σ(N)N (u− (N − 1)h) ∈ Ŷ
+(glN)[[u]], (3.37)
qdet T (u) =
∑
σ∈SN
sgn σ · tσ(1)1(u) . . . tσ(N)N (u− (N − 1)h) ∈ Y(glN)[[u
−1]] (3.38)
belong to the center of the algebra D˜Y2c(glN); see, e.g., [9, Proposition 2.8]. Furthermore,
if we identify the C[[h]]-modules Ŷ+(glN ) and V2c(glN), then all coefficients of qdet T
+(u)
belong to the center z(V2c(glN)) of the quantum VOA V2c(glN); see [9, Proposition 4.10].
Set n = N in (3.27). The following equations in (EndCN)⊗N ⊗ D˜Y2c(glN)[[u
±1]] hold:
A(N)T+N (u−|0) = A
(N)qdet T+(u) and A(N)TN(u−|0) = A
(N)qdet T (u), (3.39)
see [18, Section 1] for more details. By applying quasi module map (2.25) on the constant
term of (3.37), which is viewed as an element of the quantum VOA V2c(glN), and by
employing the first equality in (3.39), we obtain
YWc(glN )(qdet T
+(0), u) = tr1,...,NA
(N)B+N(u−)BN(u− + hc/2)
−1. (3.40)
Clearly, (3.40) belongs to Hom(Wc(glN),Wc(glN)((u))[[h]]). However, we can view all
coefficients of the series
A˜c(u) := tr1,...,NA
(N)B+N (u−)BN(u− + hc/2)
−1 (3.41)
as elements of the algebra A˜c(glN), so that A˜c(u) is an element of A˜c(glN )[[u
±1]].
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Proposition 3.8. Let c 6= −N/2 be an arbitrary complex number.
(i) All coefficients of A˜c(u) belong to the center of the algebra A˜c(glN ).
(ii) For any a, b ∈ z(V2c(glN)) we have
[YWc(glN )(a, z1), YWc(glN )(b, z2)] = 0.
(iii) For any a ∈ z(V2c(glN)) and x ∈ A˜c(glN) we have
[YWc(glN )(a, z), x] = 0 on Wc(glN).
(iv) For any a ∈ z(V2c(glN )) and w ∈ z(Wc(glN )) all coefficients of YWc(glN )(a, z)w belong
to the submodule of invariants z(Wc(glN)).
Proof. (i) Recall that u− = (u1, . . . , uN) = (u, . . . , u − (N − 1)h), so the first equality in
(3.39) can be written as
A(N)T+1 (u1) . . . T
+
N (uN) = A
(N)qdet T+(u). (3.42)
We now proceed as follows (cf. [19, Theorem 3.4]):
◦ Multiply (3.42) from the right by T+N (uN)
−1 . . . T+1 (u1)
−1(qdet T+(u))−1;
◦ Replace u with −u+ (N − 1)h;
◦ Conjugate the resulting equality by the permutation (1, . . . , N) 7→ (N, . . . , 1).
This gives us
A(N)qdet T+(−u+ (N − 1)h)−1 = A(N)T+1 (−u1)
−1 . . . T+N (−uN)
−1. (3.43)
Starting from the second equality in (3.39), one can similarly prove
A(N)qdet T (−u+ (N − 1)h− hc/2) = A(N)TN(−uN − hc/2) . . . T1(−u1 − hc/2). (3.44)
By employing (3.39), (3.43) and (3.44) and arguing as in the proof of Corollary 3.3, we
can express A˜c(u) as
A˜c(u) = θc(u) qdet T
+(u) (qdet T+(−u+ (N − 1)h))−1
· qdet T (−u+ (N − 1)h− hc/2) (qdetT (u+ 3hc/2))−1 (3.45)
for some function θc(z) in C[z
−1][[h]].3 Since the coefficients of quantum determinants
belong to the center of the double Yangian, we conclude by (3.45) that the coefficients of
A˜c(u) belong to the center of the algebra A˜c(glN).
(ii)–(iv) By [9, Proposition 4.10], the center z(V2c(glN)) is a commutative associative
algebra with respect to the product given by a · b = a−1b for a, b ∈ z(V2c(glN )). Further-
more, it was proved therein, that the algebra z(V2c(glN)) is topologically generated (with
respect to the h-adic topology) by the elements d0, d1, . . ., which are defined by
qdet T+(u) = 1− h(d0 + d1u+ d2u
2 + . . .).
Therefore, statements (ii)–(iv) can be verified using Proposition 2.4, in the same way as
their critical level counterparts. 
Consider the series
S+(u) = qdet T+(u) (qdetT+(−u+ (N − 1)h))−1 ∈ B̂+(glN)[[u]],
S(c)(u) = qdet T (u+ hc) (qdet T (−u+ (N − 1)h))−1 ∈ Bc(glN)[[u
−1]].
By part (i) of Proposition 3.8 and (3.45), all coefficients of S+(u)S(c)(u+ hc/2)−1 belong
to the center of the algebra A˜c(glN). Moreover, by applying the given expression on
3Observe that, in contrast with the proof of Corollary 3.3, we no longer need the assumption G = ±I
because the image of the anti-symmetrizer A(N) on (CN )⊗N is one-dimensional.
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1 ∈ Wc(glN) and employing part (iv) of Proposition 3.8, we see that all coefficients of
the series S+(u) 1 belong to the submodule of invariants z(Wc(glN)).
Remark 3.9. Let h = 1 and c = 0. The series S(0)(u) coincides, modulo the multiplicative
factor from C(u), with the Sklyanin determinant sdetB(u), whose odd coefficients are
algebraically independent and generate the center of the reflection algebra B(N,N −M);
see [19, Theorem 3.4].
Acknowledgement
The author would like to thank Alexander Molev for useful discussions. The research
was partially supported by the Australian Research Council and by the Croatian Science
Foundation under the project 2634.
References
[1] I. V. Cherednik, Factorizing particles on a half line and root systems, Theoret. Math. Phys. 61 (1984),
977–983.
[2] A. V. Chervov and A. I. Molev, On higher order Sugawara operators, Int. Math. Res. Not. (2009),
1612–1635; arXiv:0808.1947 [math.RT].
[3] A. Chervov and D. Talalaev, Quantum spectral curves, quantum integrable systems and the geometric
Langlands correspondence; arXiv:hep-th/0604128.
[4] P. Etingof, D. Kazhdan, Quantization of Lie bialgebras V, Selecta Math. (N.S.) 6 (2000), 105–130;
arXiv:math/9808121 [math.QA].
[5] B. Feigin and E. Frenkel, Affine Kac–Moody algebras at the critical level and Gelfand–Dikii algebras,
Int. J. Mod. Phys. A7, Suppl. 1A (1992), 197–215.
[6] L. Frappat, N. Jing, A. Molev and E. Ragoucy, Higher Sugawara operators for the quantum affine
algebras of type A, Commun. Math. Phys. 345 (2016), 631–657; arXiv:1505.03667 [math.QA].
[7] E. Frenkel, Langlands correspondence for loop groups, Cambridge Studies in Advanced Mathematics,
103. Cambridge University Press, Cambridge, 2007.
[8] K. Iohara, Bosonic representations of Yangian double DY~(g) with g = glN , slN , J. Phys. A 29 (1996),
4593–4621; arXiv:q-alg/9603033.
[9] N. Jing, S. Kozˇic´, A. Molev, F. Yang, Center of the quantum affine vertex algebra in type A,
arXiv:1603.00237 [math.QA].
[10] A. Jucys, On the Young operators of the symmetric group, Lietuvos Fizikos Rinkinys 6 (1966),
163–180.
[11] P. P. Kulish and E. K. Sklyanin, Algebraic structures related to reflection equations, J. Phys. A 25
(1992), 5963–5975; arXiv:hep-th/9209054.
[12] V. B. Kuznetsov, M. F. Jørgensen, P. L. Christiansen, New boundary conditions for integrable lat-
tices, J. Phys. A 28 (1995), 4639–4654; arXiv:hep-th/9503168.
[13] H.-S. Li, Local systems of twisted vertex operators, vertex operator superalgebras and twisted modules,
Contemporary Math. 193 (1996), 203–236; arXiv:q-alg/9504022.
[14] H.-S. Li, Modules-at-infinity for quantum vertex algebras, Commun. Math. Phys. 282 (2008), 819–
864; arXiv:0705.0687 [math.QA].
[15] H.-S. Li, ~-adic quantum vertex algebras and their modules, Commun. Math. Phys. 296 (2010),
475–523; arXiv:0812.3156 [math.QA].
[16] H.-S. Li, S. Tan, Q. Wang, Twisted modules for quantum vertex algebras, J. Pure Appl. Algebra 214
(2010), 201–220; arXiv:0812.3365 [math.QA].
[17] M. Mintchev, E. Ragoucy and P. Sorba, Spontaneous symmetry breaking in the gl(N)−NLS hier-
archy on the half line, J. Phys. A34 (2001) 8345–8364; arXiv:hep-th/0104079.
[18] A. Molev, Yangians and classical Lie algebras, Mathematical Surveys and Monographs, 143. Amer-
ican Mathematical Society, Providence, RI, 2007.
[19] A. I. Molev, E. Ragoucy, Representations of reflection algebras, Rev. Math. Phys. 14 (2002), 317–
342; arXiv:math/0107213 [math.QA].
[20] M. Noumi, Macdonald’s symmetric polynomials as zonal spherical functions on quantum homoge-
neous spaces, Adv. Math. 123 (1996), 16–77; arXiv:math/9503224 [math.QA].
[21] A. Okounkov, Quantum immanants and higher Capelli identities, Transform. Groups 1 (1996), 99–
126; arXiv:q-alg/9602028.
23
[22] N. Yu. Reshetikhin, M. A. Semenov-Tian-Shansky, Central extensions of quantum current groups,
Lett. Math. Phys., 19 (1990), 133–142.
[23] E. K. Sklyanin, Boundary conditions for integrable quantum systems, J. Phys. A21 (1988), 2375–
2389.
School of Mathematics and Statistics F07, University of Sydney, NSW 2006, Australia
Department of Mathematics, Faculty of Science, University of Zagreb, 10000 Zagreb,
Croatia
E-mail address : kslaven@math.hr
24
