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Abstract. We introduce families BS
n
(z1, . . . , zn) and BSn,~(z1, . . . , zn) of maximal commu-
tative subalgebras, called Bethe subalgebras, of the group algebra C[Sn] of the symmetric
group. Bethe subalgebras are deformations of the Gelfand-Zetlin subalgebra of C[Sn] . We
describe various properties of Bethe subalgebras.
1. Introduction
Algebras of integrals of motion, or Bethe algebras, play an important role in the theory of
quantum integrable systems. There has been progress recently in understanding properties
of Bethe algebras, see [MTV4], [FFR].
In this paper we define families BSn(z1, . . . , zn) and BSn,~(z1, . . . , zn) of commutative sub-
algebras, called Bethe subalgebras, of the group algebra C[Sn] of the symmetric group, and
describe their properties. Here z1, . . . , zn and ~ 6= 0 are complex numbers. The first family
is a degeneration of the second one as ~→ 0. The Bethe subalgebras of C[Sn] correspond
to the Bethe algebras for the Gaudin or XXX -type quantum integrable models on tensor
powers of the vector representation of the Lie algebra glN via the Schur-Weyl duality.
The subalgebras BSn(z1, . . . , zn) and BSn,~(z1, . . . , zn) can be viewed as deformations of
the Gelfand-Zetlin subalgebra Gn ⊂ C[Sn] . More precisely, for distinct z1, . . . , zn, the sub-
algebra BSn(z1, . . . , zn) is a maximal commutative subalgebra of C[Sn] of dimension dim Gn ,
and BSn(z1, . . . , zn) tends to Gn as
(1.1)
za−1 − za
za+1 − za → 0 , a = 2, . . . , n− 1 ,
see Theorem 4.3 and Proposition 2.5. Similarly, if za − zb 6= ~ for all 1 6 b < a 6 n, then
BSn,~(z1, . . . , zn) is a maximal commutative subalgebra of C[Sn] of dimension dim Gn , and
BSn,~(z1, . . . , zn) tends to Gn in the limit (1.1) provided in addition ~/(z1 − z2) → 0, see
Theorem 7.3 and Proposition 6.20.
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Example. Let n = 3. The center Z3 of C[S3] is spanned over C by the identity and the
elements σ1,2 + σ1,3 + σ2,3 , σ1,2σ2,3 + σ2,3σ1,2 , where σa,b is the transposition of a and b.
The Gelfand-Zetlin subalgebra of C[S3] is spanned by Z3 and σ1,2 . The Bethe subalgebra
BS3 (z1, z2, z3) is spanned by Z3 and the element z1σ2,3+z2σ1,3+z3σ1,2 . The Bethe subalgebra
BS3,~(z1, z2, z3) is spanned by Z3 and the element z1σ2,3 + z2σ1,3 + z3σ1,2 − ~σ1,2σ2,3 . Note
that all maximal commutative subalgebras of C[S3] are of this form.
For distinct z1, . . . , zn, consider the KZ elements H
[n]
1 , . . . , H
[n]
n ∈ C[Sn] :
(1.2) H [n]a =
n∑
b=1
b6=a
σa,b
za − zb , a = 1, . . . , n .
These elements pairwise commute. They are the right-hand sides of Knizhnik-Zamolodchi-
kov (KZ ) type equations for functions with values in C[Sn], see for example [C], [FV]. If
Sn acts on (C
N )⊗n by permuting the tensor factors, the images of H
[n]
1 , . . . , H
[n]
n become
the right-hand sides of the celebrated Knizhnik-Zamolodchikov equations, see [KZ], and the
Hamiltonians of the Gaudin model associated with glN , see [G].
By Theorem 4.4, see also Theorem 4.7, the elements H
[n]
1 , . . . , H
[n]
n generate the Bethe
subalgebra BSn(z1, . . . , zn). This statement corresponds to the well-known result that the
Gelfand-Zetlin subalgebra of C[Sn] is generated by the Young-Jucys-Murphy elements Ja =∑a−1
b=1 σa,b for a = 2, . . . , n. Indeed, for every a = 2, . . . , n, the element (za− z1)H [n]a tends
to the Young-Jucys-Murphy element Ja in the limit (1.1).
The counterpart of Theorem 4.4 for the Bethe subalgebra BSn,~(z1, . . . , zn) is given by
Theorem 7.7. It implies that for distinct z1, . . . , zn such that za − zb 6= ~ for all a, b = 1,
. . . , n, the subalgebra BSn,~(z1, . . . , zn) is generated by the qKZ elements K [n]1 , . . . , K [n]n :
K [n]a = (za − za−1 + ~σa−1,a) . . . (za − z1 + ~σ1,a)(1.3)
× (za − zn + ~σa,n) . . . (za − za+1 + ~σa,a+1) ,
cf. (7.12). The qKZ elements and their images in End
(
(CN)⊗n
)
under the action of Sn by
permuting the tensor factors are limits of the right-hand sides of difference analogues of the
KZ -type equations [C], [FR].
The spectra of BSn(z1, . . . , zn) and BSn,~(z1, . . . , zn) as commutative algebras admit a nat-
ural description in terms of scheme-theoretic fibers of appropriate Wronski maps, see Theo-
rems 4.3 and 7.3. This kind of description is a refinement of the nested Bethe ansatz method
developed in the theory of quantum integrable models [KR].
A special case of Bethe subalgebras BSn,~(z1, . . . , zn) is given by the homogeneous Bethe
subalgebra ASn = BSn,~(z1, . . . , z1). Actually, ASn does not depend on ~ and z1. The subal-
gebra ASn is a maximal commutative subalgebra of C[Sn] generated by the elements
G
[n]
k =
∑
16 i1<···<ik6n
σi1,i2 σi2,i3 . . . σik−1,ik , k = 2, . . . , n ,
see Theorem 8.3. The permutation σi1,i2 σi2,i3 . . . σik−1,ik is an increasing k-cycle (i1 i2 . . . ik) .
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Another nice set of generators of ASn is given by γn = σ1,2 σ2,3 . . . σn−1,n = G
[n]
n and the local
charges I
[n]
1 , . . . , I
[n]
n−2 , see Theorem 8.4 and Corollary 8.5. The elements I
[n]
k and G
[n]
k are
related via the equality of generating series: log
(
1+
∑n−1
k=1 (G
[n]
n )−1G
[n]
n−k u
k
)
=
∑∞
k=1 I
[n]
k u
k,
see (8.6) and (8.7). It is known that I
[n]
1 , . . . , I
[n]
n−2 can be written as sums of local densities
independent of n , see (1.4), the proof going back to [L]. In more detail, consider the chain
C[S1] ⊂ C[S2] ⊂ · · · ⊂ C[Sn] ⊂ · · · , where C[Sn] is generated by the elements σa,a+1 for
a = 1, . . . , n− 1. Then for every k there is an element θk ∈ Sk+1 independent of n such
that
(1.4) I
[n]
k =
n−1∑
m=0
γmn θk γ
−m
n , k = 1, . . . , n− 2 ,
cf. (8.8); for instance, θ1 = σ1,2 , θ2 = (σ2,3 σ1,2 − σ1,2 σ2,3 − 1)/2. Notice that the image of
I
[n]
1 in End
(
(C2)⊗n
)
under the action of Sn is essentially the Hamiltonian of the celebrated
XXX Heisenberg model, whose eigenvectors and eigenvalues were first studied in [B].
The algebra ASn is semisimple, and its action on every irreducible representation of Sn
has simple spectrum, see Theorem 8.1.
The group algebra of the symmetric group enters various important families of algebras.
An interesting question is if there are analogues of Bethe subalgebras for other members
of those families. There are indications that such analogues may exist for the Weyl groups
of root systems other than of type A, though there are several gaps to be closed there.
The finite Hecke algebras of type A and Birman-Wenzl-Murakami algebras probably have
versions of Bethe subalgebras due to their relation to centralizer constructions and analogues
of the Schur-Weyl duality. The corresponding integrable models should be the models with
reflecting boundary conditions, see for example [I]. It is plausible that the Bethe subalgebras
can be defined for group algebras of affine Weyl groups.
The algebra BSn(z1, . . . , zn) is closely related to the center of the rational Cherednik algebra
of type An at the critical level, see [MTV8]. We expect that the Bethe subalgebra BSn,~(z1,
. . . , zn) has a similar relation to the center of the trigonometric Cherednik algebra. An
interesting open question is to describe an analogue of the Bethe subalgebra related to the
center of the double affine Hecke algebra.
The plan of the paper is as follows. We introduce the Bethe subalgebras BSn(z1, . . . , zn)
in Section 2. In Section 3, we review of the Gaudin model. More sophisticated properties
of BSn(z1, . . . , zn) are described in Section 4. In Section 5, we review the definition and
properties of the Bethe sublagebra of the Yangian Y (glN). We define the Bethe subalgebras
BSn,~(z1, . . . , zn) in Section 6 and study their properties in Section 7. In Section 8, we consider
the homogeneous Bethe subalgebra ASn. Additional technical details are given in Appendix.
The authors thank M.Nazarov and A.Vershik for useful discussions and referees for valu-
able remarks.
2. Bethe subalgebras BSn(z1, . . . , zn) of C[Sn]
Let Sm be the symmetric group on m symbols. For distinct r1, . . . , rm ∈ {1, . . . , n} we
denote by π
[n]
r1,...,rm : C[Sm]→ C[Sn] the embedding induced by the correspondence i 7→ ri.
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Let A[m] = 1
m!
∑
σ∈Sm
(−1)σσ be the antisymmetrizer in C[Sm] ; in particular, A[1] = 1.
Given complex numbers z1, . . . , zn , consider the polynomials Φ
[n]
1 (u), . . . , Φ
[n]
n (u) in one var-
iable with coefficients in C[Sn] :
(2.1) Φ
[n]
i (u) =
∑
16r1<···<ri6n
i! π[n]r1,...,ri(A
[i])
n∏
a=1
a6∈{r1,...,ri}
(u− za) =
n−i∑
j=0
Φ
[n]
i,j u
n−i−j .
For instance, Φ
[n]
1 (u) =
∑n
r=1
∏
a6=r(u− za) and
(2.2) Φ
[n]
i,0 =
∑
16r1<···<ri6n
i! π[n]r1,...,ri(A
[i]) , i = 1, . . . , n .
Proposition 2.1 ([OV]). The elements Φ
[n]
1,0 , . . . , Φ
[n]
n,0 generate the center of C[Sn] .
Independently, this statement follows from Proposition 3.5.
Denote by BSn(z1, . . . , zn) the subalgebra of C[Sn] generated by all Φ[n]i,j , for i = 1, . . . , n,
j = 0, . . . , n− i. The subalgebra BSn(z1, . . . , zn) depends on z1, . . . , zn as parameters. Clearly,
(2.3) BSn(z1, . . . , zn) = σ BSn(zσ(1), . . . , zσ(n)) σ−1
for any σ ∈ Sn. We call the subalgebras BSn(z1, . . . , zn) Bethe subalgebras of C[Sn] of
Gaudin type.
Set
(2.4) Φ[n](u, v) = vn
n∏
a=1
(u− za) +
n∑
i=1
(−1)i Φ[n]i (u) vn−i ,
where v is an indeterminate.
Lemma 2.2. We have
(2.5) Φ[n](u, v) = (−1)n
∑
σ∈Sn
σ sign(σ)
n∏
b=1
b=σ(b)
(
1− v (u− zb)
)
.
Proof. For σ ∈ Sn, let Iσ ⊂ {1, . . . , n} be the set of its fixed points. Then formula (2.1)
yields
Φ[n](u, v) = (−1)n
∑
σ∈Sn
σ sign(σ)
∑
J⊂Iσ
(−v)n−|J |
∏
b∈J
(u− zb) ,
which proves the claim. 
Lemma 2.3. We have BSn(sz1, . . . , szn) = BSn(z1, . . . , zn) for any s 6= 0, and BSn(z1 + s,
. . . , zn + s) = BSn(z1, . . . , zn) for any s.
Proof. Formula (2.1) yields Φ
[n]
i (su; sz1, . . . , szn) = s
n−iΦ
[n]
i (u; z1, . . . , zn). Hence, Φ
[n]
i,j(sz1,
. . . , szn) = s
j Φ
[n]
i,j(z1, . . . , zn), which proves the first claim. Similarly, the second claim follows
from the equality Φ
[n]
i (u+ s; z1 + s, . . . , zn + s) = Φ
[n]
i (u; z1, . . . , zn). 
Proposition 2.4. The subalgebra BSn(z1, . . . , zn) is commutative.
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Proof. Consider the algebra H = C[x1, . . . , xn]⊗
(
C[y1, . . . , yn]⋉C[Sn]
)
and the polynomial
in u, v
Φˆ[n](u, v) = (−1)n
∑
σ∈Sn
σ sign(σ)
∏
b=σ(b)
(
1− (u− xb)(v − yb)
)
=
n∑
i,j=0
Φˆ
[n]
i,j u
n−j vn−i
with coefficients in H. It is shown in [MTV8] (see Theorem 2.5, Lemma 3.1 and Section 3.2
therein) that the elements Φˆ
[n]
i,j commute with each other.
Let ζ : H → C[Sn] be the homomorphism defined by the assignment
xi 7→ zi , yi 7→ 0 , σ 7→ σ , i = 1, . . . , n , σ ∈ Sn .
Then ζ
(
Φˆ
[n]
i,j
)
= 0 for j < i and ζ
(
Φˆ
[n]
i,j
)
= Φ
[n]
i,j−i for j > i > 1, which yields the claim. 
Alternatively, Proposition 2.4 follows from Theorem 3.1 and Corollary 3.3 below.
Let Zm be the center of C[Sm]. The subalgebra Gn ⊂ C[Sn] generated by the images
π
[n]
1,...,m(Zm), m = 1, . . . , n, is called the Gelfand-Zetlin subalgebra of C[Sn]. The subalgebra
Gn is a maximal commutative subalgebra of C[Sn], see [OV].
Proposition 2.5. The Bethe subalgebra BSn(z1, . . . , zn) tends to the Gelfand-Zetlin subal-
gebra Gn as (za−1 − za)/(za − za+1)→ 0 for all a = 2, . . . , n− 1 .
Proof. Without loss of generality we can assume that z1 = 0, see Lemma 2.3, so we have
za/za+1 → 0 for all a = 2, . . . , n−1. In this limit the element (−1)j Φ[n]i,j z−1n−j+1 . . . z−1n tends
to π
[n]
1,...,n−j
(
Φ
[n−j ]
i−j,0
)
. Therefore, the limit of BSn(z1, . . . , zn) contains Gn, see Proposition 2.1.
Since Gn is a maximal commutative subalgebra of C[Sn], and BSn(z1, . . . , zn) is commutative
for any z1, . . . , zn, the limit of BSn(z1, . . . , zn) coincides with Gn. 
Let β 7→ β † be the linear antiinvolution on C[Sn] such that σ† = σ−1 for any σ ∈ Sn.
Let β 7→ β ∗ be the semilinear antiinvolution on C[Sn] such that σ∗ = σ−1 for any σ ∈ Sn.
Proposition 2.6. We have
(
Φ
[n]
i,j(z1, . . . , zn)
)†
= Φ
[n]
i,j(z1, . . . , zn) and
(
Φ
[n]
i,j(z1, . . . , zn)
)∗
=
Φ
[n]
i,j(z¯1, . . . , z¯n) for all i, j. Here z¯1, . . . , z¯n are the complex conjugates of z1, . . . , zn . 
Further properties of the subalgebras BSn(z1, . . . , zn) are given in Section 4.
3. Bethe algebra of the Gaudin model
Let V = CN . We identify elements of End(V ) with N ×N complex matrices. We also
consider V as the natural vector representation of the group GLN .
Let Ei,j ∈ End(V ) be the matrix with only one nonzero entry equal to 1 at the intersec-
tion of the i-th row and j-th column. Consider first-order differential operators in u with
End(V ⊗n)-valued coefficients:
Xi,j = δi,j ∂u −
n∑
a=1
1⊗(a−1) ⊗Ei,j ⊗ 1⊗(n−a)
u− za , i, j = 1, . . . , N ,
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where δi,j is the Kronecker symbol, and the n-th order differential operator in u
D =
n∏
a=1
(u− za)
∑
σ∈SN
sign(σ)Xσ(1),1Xσ(2),2 . . . Xσ(N),N .
By Theorem 1 in [MTV6], D is a polynomial differential operator,
D =
n∑
i=0
n−i∑
j=0
(−1)i C [n]i,j un−i−j ∂N−iu .
Denote by Bn,N(z1, . . . , zn) the subalgebra of End(V ⊗n) generated by all C [n]i,j for i = 1,
. . . , n, j = 0, . . . , n− i. The algebra Bn,N(z1, . . . , zn) depends on z1, . . . , zn as parameters.
Theorem 3.1 ([T]). The algebra Bn,N(z1, . . . , zn) is commutative and commutes with the
action of GLN on V
⊗n.
We call the algebra Bn,N(z1, . . . , zn) the Bethe algebra for the Gaudin model with param-
eters z1, . . . , zn.
Remark. The algebra Bn,N(z1, . . . , zn) is the image of the Bethe subalgebra of U(glN [t])
in the tensor product ⊗na=1V (za) of evaluation glN [t]-modules. We give more details in Sec-
tion A.1.
Let the symmetric group Sn act naturally on V
⊗n by permuting the tensor factors. Denote
by ̟n : C[Sn] → End(V ⊗n) the corresponding homomorphism. By Theorem 3.1, the
algebra Bn,N(z1, . . . , zn) lies in the image of ̟n due to the Schur-Weyl duality.
Theorem 3.2. We have ̟n
(BSn(z1, . . . , zn)) = Bn,N(z1, . . . , zn). More precisely, ̟n(Φ[n]i,j) =
C
[n]
i,j for any i = 1, . . . , n, j = 0, . . . , n− i.
Proof. Let v1, . . . , vN be the standard basis of V . Identify the space V
⊗n with the span of
monomials xi1,1 . . . xin,n in extra variables xi,j by sending each vector vi1⊗ . . .⊗ vin to the
monomial xi1,1 . . . xin,n. Under this identification the matrix of the operator xi,a ∂xj,a equals
1⊗(a−1) ⊗ Ei,j ⊗ 1⊗(n−a) and ̟n
(
k ! π
[n]
r1,...,rk(A
[k])
)
is the matrix of the operator∑
16a1<···<ak6n
det(xrs,at)
k
s,t=1 det(∂xrs,at )
k
s,t=1 .
Thus the claim follows from Theorem 1 in [MTV6]. 
Corollary 3.3. The algebra Bn,N(z1, . . . , zn) for N > n is isomorphic to BSn(z1, . . . , zn).
Proof. The homomorphism ̟n : C[Sn]→ End(V ⊗n) is injective for N > n. 
A partition λ = (λ1, λ2, . . . ) with at most m parts is a sequence of integers such that
λ1 > λ2 > · · · > 0 and λm+1 = 0. If
∑∞
i=1 λi = n , we write λ ⊢ n and say that λ is a
partition of n .
For λ ⊢ n, let Mλ be the irreducible Sn-module corresponding to λ , and χλ ∈ Zn
the respective central idempotent. By definition, χλ acts as the identity on Mλ and acts
as zero on any Mµ for µ 6= λ. By Proposition 2.1, the algebra BSn(z1, . . . , zn) contains Zn,
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so χλ ∈ BSn(z1, . . . , zn). Set BSn,λ(z1, . . . , zn) = χλBSn(z1, . . . , zn). The algebra BSn,λ(z1, . . . ,
zn) is isomorphic to the image of BSn(z1, . . . , zn) in End(Mλ) by the canonical projection.
Clearly, BSn(z1, . . . , zn) =
⊕
λ⊢n
BSn,λ(z1, . . . , zn).
By the Schur-Weyl duality, we have the decomposition
(3.1) V ⊗n =
⊕
λ⊢n
λN+1=0
Lλ ⊗Mλ
with respect to the GLN × Sn action. Here Lλ is the irreducible representation of GLN
with highest weight λ. By Theorem 3.1, the action of Bn,N(z1, . . . , zn) on V ⊗n descends
to the action on each Mλ. Denote by Bn,N,λ(z1, . . . , zn) the image of Bn,N(z1, . . . , zn) in
End(Mλ).
Corollary 3.4. Let λ ⊢ n be such that λi = 0 for i > N . Then the algebra Bn,N,λ(z1, . . . ,
zn) is isomorphic to BSn,λ(z1, . . . , zn).
Proof. The claim follows from Theorem 3.2. 
Proposition 3.5. We have
n∑
i=0
(−1)i Φ[n]i,0
n∏
j=i+1
(t+ j) =
∑
λ⊢n
χλ
n∏
j=1
(t− λj + j) ,
where t is an indeterminate, Φ
[n]
0,0 = 1, other Φ
[n]
i,0 are given by (2.2), and λ = (λ1, λ2, . . . ).
Proof. Let ei,j =
∑n
a=1 1
⊗(a−1) ⊗Ei,j ⊗ 1⊗(n−a) ∈ End(V ⊗n) . Set
(V ⊗n)singλ = { v ∈ V ⊗n | ei,i v = λi v , ej,k v = 0 , i = 1, . . . , N , 1 6 j < k 6 N } .
The subspace (V ⊗n)singλ is nonzero if and only if λi = 0 for i > N . By the Schur-Weyl
duality, a nonzero subspace (V ⊗n)singλ is an Sn-submodule of V
⊗n isomorphic to Mλ. Now
the proposition follows from Theorem 3.2, Corollary 3.4, and the results of [MTV4], see
formulae (2.11) and (2.3) therein. 
4. Further properties of the Bethe subalgebras BSn(z1, . . . , zn)
The algebras Bn,N,λ have been studied in [MTV4], see more details in Section A.1. The-
orems 4.1 and 4.3 translate the results of [MTV4] into properties of the algebras BSn using
Corollaries 3.3 and 3.4.
Theorem 4.1. We have
i) For any z1, . . . , zn, the algebra BSn(z1, . . . , zn) is a Frobenius algebra.
ii) For real z1, . . . , zn, the algebra BSn(z1, . . . , zn) is a direct sum of the one-dimensional
algebras isomorphic to C. This assertion holds for generic complex z1, . . . , zn as
well. 
We refer a reader to [W] for the definition and basic properties of Frobenius algebras.
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Let Sn act on C[y1, . . . , yn] by permuting the variables. Denote by deg p the homoge-
neous degree of p ∈ C[y1, . . . , yn] : deg yi = 1 for all i = 1, . . . , n . We extend the degree
to Mλ ⊗ C[y1, . . . , yn] trivially on the first factor. Then the Sn-module Mλ ⊗ C[y1, . . . , yn]
is graded. For any w ∈ (Mλ ⊗ C[y1, . . . , yn])Sn we have deg w >
∑n
i=1(i − 1)λi, and the
component of (Mλ ⊗ C[y1, . . . , yn])Sn of degree
∑n
i=1(i − 1)λi is one-dimensional, see [K].
Let wλ be a nonzero element of (Mλ ⊗ C[y1, . . . , yn])Sn of degree
∑n
i=1(i− 1)λi.
For a positive integer m and a partition λ with at most m parts, consider indeterminates
fi,j with i = 1, . . . , m and j = 1, . . . , λi +m − i, j 6= λi − λs − i + s for s = i + 1, . . . ,
m. Given in addition a collection of complex numbers a = (a1, . . . , an), define the algebra
Om,λ,a as the quotient of C[f1,1, . . . , fm,λm ] by relations (4.2) described below.
Consider fi,j as coefficients of polynomials in one variable,
(4.1) fi(u) = u
λi+m−i +
λi+m−i∑
j=1
fi,j u
λi+m−i−j ,
assuming that fi,λi−λs−i+s = 0 for s > i, that is, the coefficient of u
λs+m−s in fi(u) equals
zero. The defining relations for Om,λ,a are written as an equality of two polynomials in u:
(4.2) Wr[f1(u), . . . , fm(u)] =
∏
16i<j6m
(λj − λi + i− j)
(
un +
n∑
s=1
(−1)s asun−s
)
,
where Wr[f1(u), . . . , fm(u)] = det
(
∂ i−1u fj(u)
)
i,j=1,...,m
is the Wronskian.
Lemma 4.2. Let λ be a partition with at most m parts, and k > m. Then the algebras
Ok,λ,a and Om,λ,a are isomorphic.
Proof. Let f
{k}
i,j and f
{m}
i,j be the indeterminates used to define the algebras Ok,λ,a and
Om,λ,a , respectively. In both cases, the subscripts i, j run through the same sets of pairs
because λi = 0 for i > m . Denote by f
{k}
i (u) and f
{m}
i (u) the corresponding polynomials,
see (4.1). Notice that f
{k}
i (u) = u
k−i for i = m+ 1, . . . , k.
The assignment
f
{m}
i,j 7→ f {k}i,j
k∏
s=m+1
λi + s− i− j
λi + s− i
defines an isomorphism of Om,λ,a and Ok,λ,a. Indeed, the assignment means that
(4.3) f
{m}
i (u) 7→ ∂ k−mu f {k}i (u)
k∏
s=m+1
1
λi + s− i
and
Wr[f
{m}
1 (u), . . . , f
{m}
m (u)] 7→ Ck,m,λ Wr[f {k}1 (u), . . . , f {k}k (u)] ,
Ck,m,λ = (−1)(k−m)(k+m−1)/2
k−m−1∏
s=0
1
s!
m∏
i=1
(λi +m− i)!
(λi + k − i)! ,
which yields the claim. 
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Let Oλ ,a = On,λ,a. Set
Fλ ,a(u, v) = e
−uv Wr[f1(u), . . . , fn(u), e
uv ]
∏
16i<j6m
1
λj − λi + i− j .
It is a polynomial in u, v with coefficients in Oλ ,a :
Fλ ,a(u, v) =
n∑
i=0
n−i∑
j=0
(−1)i Fλ ,a,i,j un−i−j vn−i .
Further on, we identify elements of Mλ ⊗ C[y1, . . . , yn] with Mλ-valued polynomials in
y1, . . . , yn .
Theorem 4.3. Let z1, . . . , zn be distinct. Then
i) The algebra BSn(z1, . . . , zn) is a maximal commutative subalgebra of C[Sn].
ii) The map BSn(z1, . . . , zn) →
⊕
λ⊢n
Mλ , X 7→
⊕
λ⊢n
Xwλ(z1, . . . , zn) , is an isomorphism
of the regular representation of BSn(z1, . . . , zn) on itself and the BSn(z1, . . . , zn)-module⊕
λ⊢n
Mλ . In particular, dimBSn(z1, . . . , zn) =
∑
λ⊢n dimMλ .
iii) If z1, . . . , zn are real, then the action of BSn(z1, . . . , zn) on
⊕
λ⊢n
Mλ is diagonalizable
and has simple spectrum. This assertion holds for generic complex z1, . . . , zn as well.
iv) The assignment χλΦ
[n]
i,j 7→ Fλ ,a,i,j for i = 1, . . . , n, j = 0, . . . , n − i, extends to
an isomorphism of algebras BSn,λ(z1, . . . , zn) → Oλ ,a. Here a = (a1, . . . , an) and
un +
∑n
s=1 (−1)s asun−s =
∏n
i=1(u− zi) .
Proof of Theorems 4.1, 4.3. Due to the decomposition BSn(z1, . . . , zn) =
⊕
λ⊢n
BSn,λ(z1, . . . , zn),
it suffices to verify the counterparts of the claims for the algebras BSn,λ(z1, . . . , zn) and the
BSn,λ(z1, . . . , zn)-modules Mλ. The required statements follow from the properties of the
algebras Bn,N,λ(z1, . . . , zn) , established in [MTV4], see Sections 5.2 and 5.3 op. sit . The
correspondence of notation between this paper and [MTV4] is described in Section A.1. 
Remark. If z1, . . . , zn coincide at most in pairs, the algebra BSn(z1, . . . , zn) is a maximal
commutative subalgebra of C[Sn]. If there is a triple of coinciding z’s, then BSn(z1, . . . , zn)
is not a maximal commutative subalgebra of C[Sn].
Let σa,b ∈ Sn denote the transposition of a and b. For distinct z1, . . . , zn, set
H [n]a =
n∑
b=1
b6=a
σa,b
za − zb , a = 1, . . . , n ,
cf. (1.2). It is easy to see that
Φ
[n]
2 (u) =
n∑
a=1
(
−H [n]a +
∑
b6=a
1
za − zb
) n∏
b=1
b6=a
(u− zb) .
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Consider the diagonal matrix
(4.4) Z = diag(z1, . . . , zn)
and the matrix
(4.5) Q =


h1
1
z1 − z2
1
z1 − z3 . . .
1
z1 − zn
1
z2 − z1 h2
1
z2 − z3 . . .
1
z2 − zn
. . . . . . . . . . . . . . .
1
zn − z1
1
zn − z2
1
zn − z3 . . . hn


depending on new variables h1, . . . , hn. Set
(4.6) P(u, v; z1, . . . , zn; h1, . . . , hn) = det
(
(u− Z)(v −Q)− 1) .
Theorem 4.4. Let z1, . . . , zn be distinct. Then the subalgebra BSn(z1, . . . , zn) is generated
by the elements H
[n]
1 , . . . , H
[n]
n . More precisely
(4.7) Φ[n](u, v) = P(u, v; z1, . . . , zn;H
[n]
1 , . . . , H
[n]
n ) ,
where Φ[n](u, v) is given by (2.4).
Proof. The claim follows from Theorem 3.2 and Corollary 3.3, and [MTV7, Theorem 3.2 ].
Note that the matrix Q here is transposed compared with its counterpart in [MTV7]. 
Combining formulae (2.5) and (4.7), we get
P(u, v; z1, . . . , zn;H
[n]
1 , . . . , H
[n]
n ) = (−1)n
∑
σ∈Sn
σ sign(σ)
∏
b=σ(b)
(
1− v (u− zb)
)
.
In the limit (za−1− za)
/
(za− za+1)→ 0 for a = 2, . . . , n− 1, the elements (zb− z1)H [n]b
tend to the Young-Jucys-Murphy elements Jb =
∑b−1
a=1 σa,b . The elements J2, . . . , Jn gener-
ate the Gelfand-Zetlin subalgebra Gn, see [OV]. Theorem 4.4 is the counterpart of this fact
for the Bethe subalgebra BSn(z1, . . . , zn).
The subalgebra of C[Sn], generated by the elements H
[n]
1 , . . . , H
[n]
n , and its relation to the
Gelfand-Zetlin subalgebra were considered in [CFR].
For distinct z1, . . . , zn and a partition λ = (λ1, . . . , λn) of n, define the algebra Hλ(z1,
. . . , zn) as the quotient of C[h1, . . . , hn] by relations (4.8), (4.9) described below. Write
P(u, v; z1, . . . , zn; h1, . . . , hn) =
n∑
i,j=0
Pi,j(z1, . . . , zn; h1, . . . , hn) u
n−j vn−i .
The defining relations for Hλ(z1, . . . , zn) are
(4.8) Pi,j(z1, . . . , zn; h1, . . . , hn) = 0 , 0 6 j < i 6 n ,
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and
(4.9)
n∑
i=0
Pi,i(z1, . . . , zn; h1, . . . , hn)
n∏
j=i+1
(t+ j) =
n∏
j=1
(t− λj + j) ,
where t is a formal variable, cf. Proposition 3.5.
Theorem 4.5. Let z1, . . . , zn be distinct. Then the assignment ha 7→ χλH [n]a , a = 1, . . . , n,
defines an isomorphism of algebras Hλ(z1, . . . , zn) and BSn,λ(z1, . . . , zn) .
Proof. Define the algebra Eλ(z1, . . . , zn) as the quotient of C[r1, . . . , rn] by relations (4.10),
(4.11), described below.
Let ga(v) = (v + ra)e
zav, a = 1, . . . , n. Let ∆ =
∏
16a<b6n
(zb − za) . Write
Wr
[
g1(v), . . . , gn(v), e
uv
]
= ∆ euv+
∑n
a=1 zav
n∑
i,j=0
Ri,j(z1, . . . , zn, r1, . . . , rn) u
n−j vn−i .
The defining relations for Eλ(z1, . . . , zn) are
(4.10) Ri,j(z1, . . . , zn, r1, . . . , rn) = 0 , 0 6 j < i 6 n ,
and
(4.11)
n∑
i=0
R i,i(z1, . . . , zn, r1, . . . , rn)
n∏
j=i+1
(t+ j) =
n∏
j=1
(t− λj + j) .
Formulae (4.1) – (4.3) in [MTV7] and formulae (4.8) – (4.11) in this paper imply that the
algebras Eλ(z1, . . . , zn) and Hλ(z1, . . . , zn) are isomorphic by the correspondence
ha 7→ −ra −
∑
b6=a
1
za − zb , a = 1, . . . , n .
The algebra Eλ(z1, . . . , zn) was studied in [MTV2, Section 5], see details in Section A.2.
Theorem 4.5 follows from Theorem 6.12 in [MTV2], Theorem 3.1 in [MTV6], Lemma 4.3
in [MTV7], and Corollary 3.4 in this paper. 
For a partition λ of n , set Πλ(v) =
n∏
i=1
λi∏
j=1
(v + i− j) . Notice that Πλ(v) is a poly-
nomial in v of degree n and
(4.12)
Πλ(v)
Πλ(v + 1)
=
n∏
i=1
v − λi + i
v + i
.
Πλ(v) is the product over all boxes of the Young diagram of shape λ , the number i− j in
the factor v + i− j being the negative of content of the (i, j)-th box of the Young diagram.
Set Π(v) =
∑
λ⊢n
χλΠλ(v) . It is known that
(4.13) Π(v) =
n∏
i=1
(v − Ji) = (−1)n
∑
σ∈Sn
σ (−v)c(σ) =
∑
σ∈Sn
σ sign(σ) vc(σ) ,
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see [J]. Here J1 = 0, J2 , . . . , Jn are the Young-Jucys-Murphy elements, and c(σ) is the
number of σ-orbits in {1, . . . , n} .
Consider a new generating function
(4.14) Φ˜[n](u, v) = Π(v + 1)
( n∏
a=1
(u− za) +
n∑
i=1
(−u)i Φ[n]i (u)
i∏
j=1
1
v + j
)
,
where Φ
[n]
1 (u), . . . , Φ
[n]
n (u) are given by (2.1), cf. (2.4).
Lemma 4.6. The function Φ˜(u, v) is a polynomial in v of degree n .
Proof. Since Πλ(v + 1) is divisible by (v + 1) . . . (v + i) provided λi 6= 0, it suffices to show
that χλΦ
[n]
i (u) = 0 if λi = 0. This follows from formula (2.1), because π
[n]
r1,...,ri(A
[i]) acts by
zero in the Sn-module Mλ if λi = 0, that is, χλπ
[n]
r1,...,ri(A
[i]) = 0. 
Set
Φ˜[n](u, v) =
n∑
i=0
Φ˜
[n]
i (v) u
n−i .
By Proposition 3.5, and formulae (4.12) and (4.14), we have
(4.15) Φ˜
[n]
0 (v) = Π(v) , Φ˜
[n]
n (v) = (−1)n z1 . . . znΠ(v + 1) .
Let Z,Q be the matrices given by (4.4), (4.5). Set
P˜(u, v; z1, . . . , zn; h1, . . . , hn) = det
(
(u− Z)(v − ZQ)− Z) .
P˜0(v; z1, . . . , zn; h1, . . . , hn) = det(v − ZQ) .
Theorem 4.7. Let z1, . . . , zn be distinct. Then
Φ˜[n](u, v) = P˜(u, v; z1, . . . , zn;H
[n]
1 , . . . , H
[n]
n ) .
Proof. The claim follows from Theorem 3.2 and Corollary 3.3, and appropriately modified
[MTV7, Theorem 3.2 ]. The proof of the required counterpart of [MTV7, Theorem 3.2 ] is
similar to the proof of the original assertion in [MTV7], using the results from [MTV3]. 
Corollary 4.8. We have P˜0(v; z1, . . . , zn;H
[n]
1 , . . . , H
[n]
n ) = Π(v) .
Proof. The claim follows from each of equalities (4.15). 
In the limit za/za+1 → 0 for a = 1, . . . , n − 1, the elements z1H [n]1 , . . . , znH [n]n tend to
the the Young-Jucys-Murphy elements J1 , . . . , Jn , the matrix Q becomes triangular, and
Corollary 4.8 reproduces the first part of formula (4.13). Moreover, in this limit
(−1)i z−1n−i+1 . . . z−1n Φ˜[n]i (v) → (v − J1) . . . (v − Jn−i)(v + 1− Jn−i+1) . . . (v + 1− Jn)
for i = 1, . . . , n . Recall that J1 = 0.
For a rational function R(v) denote by 〈R(v)〉 the fractional part of R(v) . That is,
R(v)− 〈R(v)〉 is a polynomial and lim v→∞〈R(v)〉 = 0.
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For distinct z1, . . . , zn and a partition λ = (λ1, . . . , λn) of n, define the algebra H˜λ(z1,
. . . , zn) as the quotient of C[h1, . . . , hn] by relations (4.16), (4.17) described below. Write
P˜(u, v; z1, . . . , zn; h1, . . . , hn) =
n∑
i=0
P˜i(v; z1, . . . , zn; h1, . . . , hn) u
n−i .
The defining relations for H˜λ(z1, . . . , zn) are
(4.16) P˜0(v; z1, . . . , zn; h1, . . . , hn) = Πλ(v) ,
cf. Corollary 4.8, and
(4.17)
〈
P˜i(v)
Πλ(v + 1)
n−i∏
j=1
(v + j)
〉
= 0 , i = 1, . . . , n .
Conjecture 4.9. Let z1, . . . , zn be distinct. Then the assignment ha 7→ χλH [n]a , a = 1, . . . ,
n, defines an isomorphism of algebras H˜λ(z1, . . . , zn) and BSn,λ(z1, . . . , zn) .
5. Bethe subalgebra of the Yangian Y (glN)
The Yangian Y (glN) is a unital associative algebra with generators t
{s}
i,j for i, j = 1, . . . ,
N , s ∈ Z>0, subject to relations
(u− v)[ti,j(u) , tk,l(v)] = tk,j(v) ti,l(u)− tk,j(u) ti,l(v) , i, j, k, l = 1, . . . , N ,
where ti,j(u) = δi,j +
∑∞
s=1 t
{s}
i,j u
−s . The Yangian Y (glN) is a Hopf algebra with the co-
product ∆ : Y (glN ) → Y (glN) ⊗ Y (glN) given by ∆
(
ti,j(u)
)
=
∑N
k=1 tk,j(u) ⊗ ti,k(u) for
i, j = 1, . . . , N . The Yangian Y (glN) contains U(glN) as a Hopf subalgebra, the embedding
given by ei,j 7→ t{1}j,i .
Set
(5.1) Tm(u) =
∑
σ∈Sm
∑
16 i1<···<im6n
sign(σ) tiσ(1),i1(u−m+ 1) . . . tiσ(m),im(u) .
The series T1(u), . . . ,TN(u) , are called transfer-matrices , see [KS] and a recent exposition
in [MTV1]. Formula (5.1) is obtained from formulae (4.13) and (4.9) in [MTV1].
The subalgebra BYN ⊂ Y (glN) generated by coefficients of the series T1(u), . . . ,TN(u) is
called the Bethe subalgebra of Y (glN ) .
Theorem 5.1 ([KS]). The subalgebra BYN is commutative and commutes with the subalgebra
U(glN) ⊂ Y (glN). 
Let Ei,j ∈ End(CN ) be as in Section 3. Given a complex number x, the assignment
t
{s}
i,j 7→ Ej,ixs−1 for i, j = 1, . . . , N , s ∈ Z>0, that is, ti,j(u) 7→ δi,j + Ej,i (u − x)−1, makes
V = CN into the evaluation module V Y(x) over Y (glN).
Consider the decomposition (3.1) of V ⊗n with respect to the GLN × Sn action. By
Theorem 5.1, the action of BYN on the Y (glN )-module V Y(x1) ⊗ · · · ⊗ V Y(xn) descends to
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the action on each Mλ. We denote by BYn,N,λ(x1, . . . , xn) the corresponding image of BYN in
End(Mλ).
Properties of the algebras BYn,N,λ(x1, . . . , xn) are studied in [MTV10]. They are similar
to the properties of the algebras Bn,N,λ(z1, . . . , zn) for the Gaudin model, established in
[MTV4]. The algebra BYn,N,λ(x1, . . . , xn) coincides with the algebra Bq=1
(
V (x)singλ
)
, where
x = (x1, . . . , xn), in [MTV10].
6. Bethe subalgebras BSn,~(z1, . . . , zn) of C[Sn]
In this section we describe further generalization of the Bethe subalgebras of C[Sn],
depending on an additional nonzero complex parameter ~.
Let p be a complex number. Define the linear map Tr(p)m : C[Sn+m]→ C[Sn] by the rule:
a) write an element σ ∈ Sn+m as a product of cycles, remove all symbols j such that j > n
from the record of σ, and read the obtained record as an element τ ∈ Sn ;
b) let c(σ) be the number of σ-orbits in {1, . . . , m+ n} and c(τ) the number of τ -orbits
in {1, . . . , n} ;
c) then, Tr(p)m (σ) = p
c(σ)−c(τ) τ .
Example. Let n = 4, m = 5, σ = (137)(256)(89) ∈ S9 . Then τ = (13) ∈ S4 , c(σ) = 4,
c(τ) = 3, and Tr
(p)
5 (σ) = p(13) ∈ C[S4] .
The definition of the map Tr(p)m is motivated by Proposition 6.1. Recall that V = C
N , and
Sk acts on V
⊗k by permuting the tensor factors, the corresponding homomorphism denoted
by ̟k : C[Sk]→ End(V ⊗k). Define the linear map trm : End(V ⊗(n+m))→ End(V ⊗n) as the
trace over the last m tensor factors, that is, trm(X ⊗ Y ) = X tr(Y ) for any X ∈ End(V ⊗n)
and Y ∈ End(V ⊗m).
Proposition 6.1. We have trm
(
̟n+m(σ)
)
= ̟n
(
Tr(N)m (σ)
)
for any σ ∈ Sn+m. 
Recall that π
[n+m]
r1,...,rm : C[Sm]→ C[Sn+m] is the embedding induced by the correspondence
i 7→ ri. For brevity, we set ϑm = π[n+m]n+1,...,n+m.
Lemma 6.2. Let r1, . . . , rk and s1, . . . , sl be two collections of numbers from {1, . . . , n +
m}, distinct within each collection, and {r1, . . . , rk} ∩ {s1, . . . , sl} ⊂ {n + 1, . . . , n + m} .
Then for any X ∈ Sk and Y ∈ Sl , we have
(6.1) Tr(p)m
(
π[n+m]r1,...,rk(X) π
[n+m]
s1,...,sl
(Y )
)
= Tr(p)m
(
π[n+m]s1,...,sl(Y ) π
[n+m]
r1,...,rk
(X)
)
.
Proof. Since the homomorphism ̟n : C[Sn] → End(V ⊗n) is injective for N > n, formula
(6.1) holds for p ∈ Z>n by Proposition 6.1 and properties of the trace of matrices. This
implies formula (6.1) for all p because both sides depend on p polynomially, 
Recall that A[m] ∈ C[Sm] is the antisymmetrizer, A[m] = 1m!
∑
σ∈Sm
(−1)σσ .
Lemma 6.3. Let k 6 m, and X ∈ Sn+k. Then
Tr(p)m
(
ϑm(A
[m])π
[n+m]
1,...,n+k(X)
)
= Tr
(p)
k
(
ϑk(A
[k])X
) m−k∏
i=1
p−m+ i
m+ 1− i .
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Proof. Straightforward by induction on m. 
Recall that σa,b is the transposition of a and b. For m ∈ Z>0, consider the polynomials
T
[n]
m (u; p; ~) in u with coefficients in C[Sn] depending on p and ~ as parameters:
T
[n]
0 (u; p; ~) =
n∏
a=1
(u− za) ,(6.2)
T [n]m (u; p; ~) = Tr
(p)
m
(
ϑm(A
[m])
(
u− zn + ~
m∑
i=1
σn,n+i
)
. . .
(
u− z1 + ~
m∑
i=1
σ1,n+i
))
.(6.3)
Set
(6.4) T [n]m (u; p; ~) =
n∑
i=0
T
[n]
m,i(p; ~) u
n−i .
Denote by BSn,~(z1, . . . , zn) the unital subalgebra of C[Sn] generated by all T [n]m,i(p; ~) for
m = 1, . . . , n − 1, i = 1, . . . , n, with given p, ~ . The subalgebra BSn,~(z1, . . . , zn) depends
on z1, . . . , zn as parameters. We call the subalgebras BSn,~(z1, . . . , zn) Bethe subalgebras of
C[Sn] of XXX type.
Proposition 6.4. The subalgebra BSn,~(z1, . . . , zn) does not depend on p.
Proof. We construct below elements S
[n]
m,i ∈ C[Sn] that do not depend on p , see (6.14), and
show in Proposition 6.8 that BSn,~(z1, . . . , zn) is generated by S [n]m,i for m = 1, . . . , n − 1,
i = 1, . . . , n−m. 
Lemma 6.5. We have
(6.5)
(
u− zn + ~
m∑
i=1
σn,n+i
)
. . .
(
u− z1 + ~
m∑
i=1
σ1,n+i
)
=
min(m,n)∑
k=0
∑
16r1<···<rk6n
16s1<···<sk6m
τ∈Sk
~
kXr,s,τ (u; ~) ,
where
Xr,s,τ (u; ~) =
←−∏
rk<b6n
(
u− za + ~
k∑
j=1
σb,n+sj
) ×(6.6)
×
←−∏
16a6k
(
σra,n+sτ(a)
←−∏
ra−1<b<ra
(
u− zb + ~
a−1∑
j=1
σb,n+sτ(j)
))
,
←−∏
denotes the ordered product:
←−∏
c6 i6d
xi = xd xd−1 . . . xc , and r0 = 0.
Proof. Expand both sides of (6.5) as a sum of monomials yn yn−1 . . . y1 , where each factor
yb is either (u − zb) or σb,n+j for some j ∈ {1, . . . , m}. Then one can verify by inspection
that every of (m+ 1)n possible monomials appear exactly once in each side of (6.5). 
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Set S
[n]
0 (u; ~) =
∏n
a=1(u− za),
(6.7) S
[n]
k (u; ~) = k ! ~
k
∑
16r1<···<rk6n
π[n]r1,...,rk(A
[k])
←−∏
16a6n
a6∈{r1,...,rk}
(
u− za + ~
k∑
j=1
rj<a
σrj ,a
)
.
for k = 1, . . . , n, and S
[n]
k (u; ~) = 0 for k > n. For example, since A
[1] = 1,
S
[n]
1 (u; ~) = ~
n∑
i=1
(u− zn + ~σi,n) . . . (u− zi+1 + ~σi,i+1)(u− zi−1) . . . (u− z1)(6.8)
=
n∑
j=1
∑
16 i1<···<ij6n
~
j σi1,ij σi1,ij−1 . . . σi1,i2
∏
a6∈{i1,...,ij}
(u− za) ,
where the empty product of transpositions for j = 1 is the identity. Notice that the permu-
tation σi1,ij σi1,ij−1 . . . σi1,i2 = σi1,i2 σi2,i3 . . . σij−1,ij is an increasing j-cycle (i1 i2 . . . ij) .
Proposition 6.6. For m ∈ Z>0 , we have
T [n]m (u; p; ~) =
m∑
k=0
1
(m− k)! S
[n]
k (u; ~)
m−k∏
i=1
(p−m+ i) .
Proof. By formula (6.7) and Lemma 6.1, we have
S
[n]
k (u; ~) = k ! ~
k
∑
16r1<···<rk6n
Tr
(p)
k
(
ϑk(A
[k])Xr,s,τ (u; ~)
)
,
where Xr,s,τ(u; ~) is given by (6.6), and the equality holds for every s and τ . Then the
claim follows by formulae (6.3), (6.5), and Lemma 6.3. 
Consider the generating series
(6.9) Tˆ [n](u, x; p; ~) =
∞∑
m=0
T [n]m (u; p; ~) x
m , Sˆ [n](u, x; ~) =
∞∑
m=0
S [n]m (u; ~) x
m .
Remind that Sˆ(u, x; ~) is actually a polynomial in x of degree n, because S
[n]
m (u; ~) = 0 for
m > n. Proposition 6.6 is equivalent to Tˆ (u, x; p; ~) = (1+x)p Sˆ
(
u, x/(1+x); ~
)
. Therefore,
Sˆ(u, x; ~) = (1− x)p Tˆ (u, x/(1− x); p; ~) , which gives
(6.10) S [n]m (u; ~) =
m∑
k=0
(−1)m−k
(m− k)! T
[n]
k (u; p, ~)
m−k∏
i=1
(p−m+ i) .
Remark. Notice that (1 + x)p =
∑∞
m=0 Tr
(p)
m (A
[m]) xm .
Remark. Taking p = m− 1 in either Proposition 6.6 or formula (6.10) yields S [n]m (u; ~) =
T
[n]
m (u;m− 1; ~) .
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Lemma 6.7. Let m ∈ Z>n . Then
(6.11) T [n]m (u;m) =
n∏
a=1
(u− za + ~)
and T
[n]
k (u;m) = 0 for k > m.
Proof. Since m > n, the homomorphism ̟n : C[Sn] → End
(
(Cm)⊗n
)
is injective. Hence,
it suffices to compute the image of T
[n]
k (u;m) under ̟n. This can be done using Propo-
sition 6.1. Since ̟m(A
[k]) = 0 for k > m , verifying that T
[n]
k (u;m) = 0 for k > m is
straightforward. This equality also follows from Proposition 6.6, because S
[n]
k (u) = 0 for
k > n.
To prove formula (6.11), we observe that ̟m(A
[m]) is a rank-one projector and use Propo-
sition 6.1 to get
(6.12) Tr(m)m
(
ϑm(A
[m])
m∑
i=1
σa,n+i X
)
= Tr(m)m
(
ϑm(A
[m])X
)
for any a = 1, . . . , n, and any X ∈ Sn+m . Together with formula (6.3), this yields the
claim. 
Taking p = m in Proposition 6.6, we have
(6.13)
n∑
k=0
S
[n]
k (u; ~) =
n∏
a=1
(u− za + ~) .
Write
(6.14) S [n]m (u; ~) =
n−m∑
i=0
S
[n]
m,i u
n−m−i .
Notice that by formula (6.7),
(6.15) S
[n]
m,0 = ~
mΦ
[n]
m,0 .
Proposition 6.8. The subalgebra BSn,~(z1, . . . , zn) is generated by the elements S [n]m,i for
m = 1, . . . , n− 1, i = 1, . . . , n−m.
Proof. By formula (6.10), the subalgebra BSn,~(z1, . . . , zn) contains the elements S [n]m,i for all
m and i . Recall that S
[n]
0 (u; ~) =
∏n
a=1(u−za). By Proposition 6.6, the subalgebra BSn,~(z1,
. . . , zn) is generated by the elements S
[n]
m,i for m = 1, . . . , n− 1, i = 0, . . . , n−m , and by
formula (6.13), S
[n]
m,0 = cm −
∑m−1
k=1 S
[n]
k,m−k , where
n−1∑
m=1
cmu
n−m =
n∏
a=1
(u− za+ ~) −
n∏
a=1
(u− za) .

Corollary 6.9. The subalgebra BSn,~(z1, . . . , zn) contains the elements T [n]m,i , see (6.4), for
all m and i .
Proof. The claim follows from Proposition 6.6. 
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Lemma 6.10. We have BSn,s~(sz1, . . . , szn) = BSn,~(z1, . . . , zn) for any s 6= 0, and
BSn,~(z1 + s, . . . , zn + s) = BSn,~(z1, . . . , zn) for any s.
Proof. Formula (6.3) yields T
[n]
m (su; p; s~; sz1, . . . , szn) = s
nT
[n]
m (u; p; ~; z1, . . . , zn). Hence,
T
[n]
m,i(p; s~; sz1, . . . , szn) = s
iT
[n]
m,i(p; ~; z1, . . . , zn), which proves the first claim. Similarly, the
second claim follows from the equality T
[n]
m (u + s; p; ~; z1 + s, . . . , zn + s) = T
[n]
m (u; p; ~; z1,
. . . , zn). 
Let γ ∈ Sn be given by γ(i) = i+ 1 for i = 1, . . . , n− 1, and γ(n) = 1.
Proposition 6.11. We have γ T
[n]
m (u; p; ~; z2, . . . , zn, z1) γ
−1 = T
[n]
m (u; p; ~; z1, . . . , zn) .
Proof. By formula (6.3) and Lemma 6.2, we have
T [n]m (u; p; ~; z1, . . . , zn) =
= Tr(p)m
((
u− z1 + ~
m∑
i=1
σ1,n+i
)
ϑm(A
[m])
(
u− zn + ~
m∑
i=1
σn,n+i
)
. . .
(
u− z2 + ~
m∑
i=1
σ2,n+i
))
=
= Tr(p)m
(
ϑm(A
[m])
(
u− z1 + ~
m∑
i=1
σ1,n+i
)(
u− zn + ~
m∑
i=1
σn,n+i
)
. . .
(
u− z2 + ~
m∑
i=1
σ2,n+i
))
=
= γ T [n]m (u; p; ~; z2, . . . , zn, z1) γ
−1 .
In the second equality we use that
m∑
i=1
σ1,n+i ϑm(A
[m]) = ϑm(A
[m])
m∑
i=1
σ1,n+i . 
Corollary 6.12. We have BSn,~(z2, . . . , zn, z1) = γ−1 BSn,~(z1, . . . , zn) γ .
Proposition 6.13. For any a = 1, . . . , n, we have(
(za − za+1)σa,a+1 + ~)T [n]m (u; p; ~; z1, . . . , zn) =
= T [n]m (u; p; ~; z1, . . . , za+1, za, . . . , zn)
(
(za − za+1)σa,a+1 + ~) .
Proof. The claim follows from the identity(
(za − za+1)σa,a+1 + ~)
(
u− za+1 + ~
m∑
i=1
σa+1,n+i
))(
u− za + ~
m∑
i=1
σa,n+i
))
=
=
(
u− za + ~
m∑
i=1
σa+1,n+i
))(
u− za+1 + ~
m∑
i=1
σa,n+i
))(
(za − za+1)σa,a+1 + ~) . 
Corollary 6.14. For any a = 1, . . . , n, we have(
(za − za+1)σa,a+1 + ~)BSn,~(z1, . . . , zn) =
= BSn,~(z1, . . . , za+1, za, . . . , zn)
(
(za − za+1)σa,a+1 + ~) .
Corollary 6.15. If za 6= za+1 ± ~ then the subalgebras BSn,~(z1, . . . , zn) and BSn,~(z1, . . . ,
za+1, za, . . . , zn) are conjugate in C[Sn] , cf. (2.3).
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Proof. Since
(
(za − za+1)σa,a+1 + ~)
(
(za − za+1)σa,a+1 − ~) = (za − za+1)2 − ~2 6= 0, the
claim follows from Corollary 6.14. 
Proposition 6.16. The subalgebra BSn,~(z1, . . . , zn) contains the center of C[Sn].
Proof. The statement follows from formula (6.15) and Proposition 2.1. 
Lemma 6.17. We have
ϑm(A
[m])
(
u− (m− 1)~+ ~σa,n+1
)
. . .
(
u+ ~σa,n+1
)
=
ϑm(A
[m])
(
u+ ~
m∑
i=1
σa,n+i
) m−1∏
i=1
(u− i~) .
Proof. Both sides of the formula are polynomials in u of degree m with the matching coef-
ficients for um and um−1. In addition, the product
∏m−1
i=1 (u− i~) divides the left-hand side
of the formula due to the identity
(1− σi,j)(u− ~+ ~σa,i)(u+ ~σa,j) = (u− ~)(1− σi,j)(u+ ~σa,i + ~σa,j) ,
which completes the proof. 
Theorem 6.18. The subalgebra BSn,~(z1, . . . , zn) is commutative.
Proof. Let P (u) =
∏n
a=1 (u − za) . Since ϑm(A[m]) commutes with
(
u + ~
m∑
i=1
σa,n+i
)
, for-
mula (6.3) can be written as
T [n]m (u; p; ~) = P (u) Tr
(p)
m
(
ϑm(A
[m])
(
1 +
~σn,n+1
u− zn − (m− 1)~
)
. . .
(
1 +
~σn,n+m
u− zn
)
. . .
(
1 +
~σ1,n+1
u− z1 − (m− 1)~
)
. . .
(
1 +
~σ1,n+m
u− z1
))
,
see Lemma 6.17. Hence, for N ∈ Z>0 , the image of T [n]m (~u;N ; ~)/P (~u) under the homo-
morphism ̟n : C[Sn]→ End
(
(CN)⊗n
)
coincides with the action of the m-th transfer-mat-
rix Tm(u), see (5.1), on the Y (glN)-module V
Y(z1/~)⊗ · · · ⊗ V Y(zn/~). Therefore,
̟n
(BSn,~(z1, . . . , zn)) = BYn,N,λ(z1/~, . . . , zn/~) ,
cf. Theorem 3.2. Here BYn,N,λ(z1/~, . . . , zn/~) is defined in Section 5. Since the homomor-
phism ̟n is injective for N > n, the theorem follows from Theorem 5.1. 
Proposition 6.19. Let z1, . . . , zn be distinct. Then the subalgebra BSn,~(z1, . . . , zn) tends to
BSn(z1, . . . , zn) as ~→ 0.
Proof. By formula (6.7) and Proposition 6.8, the limit of BSn,~(z1, . . . , zn) contains BSn(z1,
. . . , zn). Since BSn(z1, . . . , zn) is a maximal commutative subalgebra of C[Sn] for distinct
z1, . . . , zn, and BSn,~(z1, . . . , zn) is commutative for any z1, . . . , zn, the limit of BSn,~(z1, . . . ,
zn) coincides with BSn(z1, . . . , zn). 
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Proposition 6.20. The Bethe subalgebra BSn,~(z1, . . . , zn) tends to the Gelfand-Zetlin subal-
gebra Gn as ~/(z1 − z2)→ 0 and (za−1 − za)/(za − za+1)→ 0 for a = 2, . . . , n− 1 .
Proof. Without loss of generality we can assume that z1 = 0, see Lemma 6.10, so we
have h/z2 → 0 and za/za+1 → 0 for all a = 2, . . . , n − 1. In this limit the element
(−1)j S [n]i,j z−1n−j+1 . . . z−1n tends to π[n]1,...,n−j
(
Φ
[n−j ]
i−j,0
)
, see formulae (6.7), (6.14), (2.2). Hence,
the limit of BSn,~(z1, . . . , zn) contains Gn. Since Gn is a maximal commutative subalgebra of
C[Sn], and BSn,~(z1, . . . , zn) is commutative for any z1, . . . , zn, the limit of BSn,~(z1, . . . , zn)
coincides with Gn. 
Remark. Recall that Zm is the center of C[Sm] . Similarly to (6.3), for any X ∈ Zm, set
T
[n]
m,X(u; p; ~) = Tr
(p)
m
(
ϑm(X)
(
u− zn + ~
m∑
i=1
σn,n+i
)
. . .
(
u− z1 + ~
m∑
i=1
σ1,n+i
))
,
T
[n]
m,X(u; p; ~) =
∑n
i=0 T
[n]
m,X,i(p; ~)u
n−i. Then T
[n]
m,X,i(p; ~) ∈ BSn,~(z1, . . . , zn) for all X ∈
Zm and i = 1, . . . , n . However, the constructed linear map Zm → BSn,~ ⊗ C[u] , X 7→
T
[n]
m,X(u; p; ~) , is not a homomorphism of algebras.
Let ̺ ∈ Sn be given by ̺(i) = n− i+ 1 for i = 1, . . . , n .
Lemma 6.21. Let N ∈ Z>n. Then
̺ T [n]m (u;N ; ~; zn, . . . , z1) ̺ = (−1)n T [n]N−m(−u− ~;N ; ~;−z1, . . . ,−zn)
for all m = 0, . . . , n.
Proof. By Lemmas 6.3 and 6.2, formula (6.3) implies that
T
[n]
k (u; p, ~)
m−k∏
i=1
p−m+ i
m+ 1− i =(6.16)
= Tr(p)m
(
ϑm(A
[m])
(
u− zn + ~
∑
i∈K
σn,n+i
)
. . .
(
u− z1 + ~
∑
i∈K
σ1,n+i
))
,
where K is any k-element subset of {1, . . . , m} . Then we have
m! (N −m)!
N !
̺ T
[n]
m (u;N ; ~; zn, . . . , z1) ̺ =
= Tr
(N)
N
(
ϑN (A
[N ])
(
u− z1 + ~
m∑
i=1
σ1,n+i
)
. . .
(
u− zn + ~
m∑
i=1
σn,n+i
))
=
= Tr
(N)
N
(
ϑN (A
[N ])
(
u− z1 + ~
N∑
i=1
σ1,n+i − ~
N∑
i=m+1
σ1,n+i
)×
× (u− z2 + ~ m∑
i=1
σ2,n+i
)
. . .
(
u− zn + ~
m∑
i=1
σn,n+i
))
=
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= Tr
(N)
N
(
ϑN (A
[N ])
(
u− z1 + ~− ~
N∑
i=m+1
σ1,n+i
)×
× (u− z2 + ~ m∑
i=1
σ2,n+i
)
. . .
(
u− zn + ~
m∑
i=1
σn,n+i
))
=
= Tr
(N)
N
(
ϑN (A
[N ])
(
u− z2 + ~
m∑
i=1
σ2,n+i
)
. . .
(
u− zn + ~
m∑
i=1
σn,n+i
)×
× (u− z1 + ~− ~ N∑
i=m+1
σ1,n+i
))
=
where for the third equality, we use formula (6.12). Repeating similar transformations several
times, we arrive at
= Tr
(N)
N
(
ϑN (A
[N ])
(
u− zn + ~− ~
N∑
i=m+1
σn,n+i
)
. . .
(
u− z1 + ~− ~
N∑
i=m+1
σ1,n+i
))
=
= (−1)n m! (N −m)!
N !
T
[n]
N−m(−u− ~;N ; ~;−z1, . . . ,−zn) ,
the last equality following from (6.16). The proposition is proved. 
Corollary 6.22. We have BSn,~(−z1, . . . ,−zn) = ̺BSn,~(zn, . . . , z1) ̺ .
Recall that † and ∗ are the linear and semilinear antiinvolutions on C[Sn] such that
σ† = σ∗ = σ−1 for any σ ∈ Sn.
Proposition 6.23. Let N ∈ Z>n. Then(
T [n]m (u;N ; ~; z1, . . . , zn)
)†
= (−1)n T [n]N−m(−u − ~;N ; ~;−z1, . . . ,−zn) ,(
T [n]m (u;N ; ~; z1, . . . , zn)
)∗
= (−1)n T [n]N−m(−u¯− ~¯;N ; ~¯;−z¯1, . . . ,−z¯n) ,(6.17)
for all m = 0, . . . , n . Here u¯, ~¯, z¯1, . . . , z¯n are the complex conjugates of u, ~, z1, . . . , zn .
Proof. It is easy to see that
(6.18) Tr
(p)
k (X
†) =
(
Tr
(p)
k (X)
)†
for any X ∈ Sn+k , where we use † for both antiinvolutions of C[Sn+k] and C[Sn]. Since
(6.19)
(
T [n]m (u; p, ~; z1, . . . , zn)
)†
= ̺ T [n]m (u; p, ~; zn, . . . , z1) ̺ ,
by (6.3) and (6.18), the first equality follows from Lemma 6.21. The second equality is then
straightforward. 
Corollary 6.24. We have(BSn,~(z1, . . . , zn))† = BSn,~(−z1, . . . ,−zn) and (BSn,~(z1, . . . , zn))∗ = BSn,~¯(−z¯1, . . . ,−z¯n) .
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7. Further properties of the Bethe subalgebras BSn,~(z1, . . . , zn)
For a partition λ of n, recall thatMλ denotes the irreducible Sn-module corresponding to
λ, and χλ ∈ C[Sn] — the respective central idempotent. Set BSn,~,λ(z1, . . . , zn) = χλBSn,~(z1,
. . . , zn). The algebra BSn,~,λ(z1, . . . , zn) is isomorphic to the image of BSn,~(z1, . . . , zn) in
End(Mλ) by the canonical projection. Clearly, BSn,~(z1, . . . , zn) =
⊕
λ⊢n
BSn,~,λ(z1, . . . , zn).
The next lemma is straightforward.
Lemma 7.1. The assignment
(7.1) σi,i+1 : q(y1, . . . , yn) 7→ q(y1, . . . , yi+1, yi, . . . , yn) yi − yi+1 + ~
yi − yi+1 −
~ q(y1, . . . , yn)
yi − yi+1
for i = 1, . . . , n− 1 , defines an action of Sn on C[y1, . . . , yn] . 
Denote by C[y1, . . . , yn]~ the obtained Sn-module. Recall that deg q denotes the homo-
geneous degree of q(y1, . . . , yn) . We extend the degree to Mλ ⊗ C[y1, . . . , yn]~ trivially on
the first factor. Notice that action (7.1) does not increase the degree, and the leading part
of (7.1) acts by permuting the variables. Therefore, for every w ∈ (Mλ ⊗ C[y1, . . . , yn]~)Sn
we have deg w >
∑n
i=1(i − 1)λi , and the component of (Mλ ⊗ C[y1, . . . , yn]~)Sn of degree∑n
i=1(i− 1)λi is one-dimensional, see Section 4. Let w~,λ be a nonzero element of (Mλ ⊗
C[y1, . . . , yn]~)
Sn of degree
∑n
i=1(i− 1)λi.
For a positive integer m and a partition λ with at most m parts, consider indeterminates
fi,j with i = 1, . . . , m and j = 1, . . . , λi +m − i, j 6= λi − λs − i + s for s = i + 1, . . . ,
m. Given in addition a collection of complex numbers a = (a1, . . . , an), define the algebra
Om,λ,a as the quotient of C[f1,1, . . . , fm,λm ] by relations (7.2) described below.
Consider fi,j as coefficients of polynomials in one variable,
fi(u) = u
λi+m−i +
λi+m−i∑
j=1
fi,j u
λi+m−i−j ,
assuming that fi,λi−λs−i+s = 0. The last condition means that the coefficient of u
λs+m−s in
fi(u) equals zero. The defining relations for Om,~,λ,a can be written as an equality of two
polynomials in u:
(7.2) Wr~[f1(u), . . . , fm(u)] =
∏
16i<j6m
(λi − λj − i+ j)
(
un +
n∑
s=1
(−1)s asun−s
)
,
where Wr~[f1(u), . . . , fm(u)] = det
(
fj(u − ~(i − 1))
)
i,j=1,...,m
is the Casorati determinant
(aka the discrete Wronskian). Notice that
(7.3) Wr~[f1(u), . . . , fm(u)] = (−1)m(m−1)/2 det
(
(1− e−~∂u)i−1fj(u)
)
i,j=1,...,m
.
Lemma 7.2. Let λ be a partition with at most m parts, and k > m. Then the algebras
Ok,~,λ,a and Om,~,λ,a are isomorphic.
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Proof. The proof is similar to the proof of Lemma 4.2. The counterpart of formula (4.3) is
f
{m}
i (u) 7→ (1− e−~∂u)k−mf {k}i (u)
k∏
s=m+1
1
~(λi + s− i) ,
so that by (7.3),
Wr~[f
{m}
1 (u), . . . , f
{m}
m (u)] 7→ Wr~[f {k}1 (u), . . . , f {k}k (u)]
k−m−1∏
s=0
1
s!
m∏
i=1
(λi +m− i)!
(λi + k − i)! .

Let O~,λ ,a = On,~,λ,a. Set
(7.4) F (u, v) = e(n~−u)xWr~[f1(u), . . . , fn(u), e
ux ] , v = e~x .
It is a polynomial in u, v with coefficients in O~,λ ,a :
F~,λ ,a(u, v) =
n∑
i=0
n∑
m=0
(−1)i F~,λ ,a,m,i un−ivn−m .
Recall that we identify elements of Mλ ⊗ C[y1, . . . , yn] with Mλ-valued polynomials in
y1, . . . , yn .
Theorem 7.3. Let zi − zj 6= ~ for all 1 6 j < i 6 n. Then
i) The algebra BSn,~(z1, . . . , zn) is a maximal commutative subalgebra of C[Sn].
ii) The map BSn,~(z1, . . . , zn) →
⊕
λ⊢n
Mλ , X 7→
⊕
λ⊢n
Xw~,λ(z1, . . . , zn) , is an isomor-
phism of the regular representation of BSn,~(z1, . . . , zn) on itself and the BSn,~-module⊕
λ⊢n
Mλ . In particular, dimBSn,~(z1, . . . , zn) =
∑
λ⊢n dimMλ .
iii) The action of BSn,~(z1, . . . , zn) on
⊕
λ⊢n
Mλ is diagonalizable and has simple spectrum
if one of the following assumptions holds:
a) (zi − zj)/~ are real for all i, j = 1, . . . , n, and there exists an integer m such
that (zi − zi+1)/~ > 1 for all i = 1, . . . , n− 1, i 6= m ;
b) There exists y ∈ C such that (z1 − y)/~ , . . . , (zn − y)/~ are either real or form
pairs of complex conjugated numbers, and
∣∣ Im((zi− y)/~)∣∣ < 1/2 for all i = 1,
. . . , n .
c) z1, . . . , zn are generic.
iv) The assignment T
[n]
m,i(n; ~) 7→ F~,λ ,a,m,i, for i,m = 1, . . . , n, extends to an isomor-
phism of algebras BSn,~,λ(z1, . . . , zn) → O~,λ ,a. Here T [n]m,i(n; ~) are given by (6.4),
a = (a1, . . . , an) and u
n +
∑n
s=1 (−1)s asun−s =
∏n
i=1(u− zi + ~) .
v) The algebra BSn,~,λ(z1, . . . , zn) is a Frobenius algebra.
Proof. The proof of Theorem 7.3 is similar to that of Theorem 4.3. Due to the decomposition
BSn,~(z1, . . . , zn) =
⊕
λ⊢n
BSn,~,λ(z1, . . . , zn), it suffices to verify the counterparts of the claims for
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the algebras BSn,~,λ(z1, . . . , zn) and the BSn,~,λ(z1, . . . , zn)-modules Mλ. The required state-
ments follow from the properties of the algebras BYn,N,λ(x1, . . . , xn) studied in [MTV10].
Recall that the algebra BYn,N,λ(x1, . . . , xn) coincides with the algebra Bq=1
(
V (x)singλ
)
, where
x = (x1, . . . , xn), in [MTV10]. 
Conjecture 7.4. The assertions i) , iv) , v) of Theorem 7.3 hold for all z1, . . . , zn.
The next statement, which is similar to Theorem 2.1 in [MTV5], is a rather unexpected
byproduct of Theorem 7.3. It is discussed in more detail in [MTV9].
Theorem 7.5. Let polynomials p1(t), . . . , pN(t) be such that the polynomial
(7.5) W (t) =
(√−1 )N(N−1)/2 det(pi(t+ (N + 1− 2j)√−1 ))i,j=1,...,N
has real coefficients, and all roots of W (t) lie in the strip | Im t | 6 1. Then the vector space
X ⊂ C[t] , spanned by the polynomials p1(t), . . . , pN(t), has a basis consisting of polynomials
with real coefficients.
Proof. The statement follows from assertions (ii), (iii, b), and (iv) of Theorem 7.3, for-
mula (6.17), and Proposition 6.13, provided ~ = 2
√−1 . 
Remark. If p1(t), . . . , pN(t) have real coefficients, then W (t) has real coefficients too.
Example. Let N = 2, p1(t) = t + a , p2(t) = t
3 + bt2 + c , and W (t) is given by (7.5).
Suppose W (t) = 4t3 + At2 +Bt, with real A and B . Then the numbers a, b, c are real if
and only if B 6 4 + A2/12, whereas Theorem 7.5 asserts that the numbers a, b, c are real
provided B 6 4 + A2/16.
Consider the matrix Z given by (4.4) and the matrix Q~ with the entries
(7.6) (Q~)ab =
ca
za − zb + ~ ,
where c1, . . . , cn are new variables. Given a polynomial q ∈ C[u] , set
(7.7) ca = q(za)
n∏
b=1
b6=a
1
za − zb , a = 1, . . . , n ,
and define
(7.8) P~(u, v; z1, . . . , zn; q) = det
(
(u− Z)(v −Q~)− ~Q~
)
,
where Q~ is given by (7.6), (7.7). Then P~(u, v; z1, . . . , zn; q) depends polynomially on
the coefficients of q(u) and rationally on z1, . . . , zn with possible poles at the hyperplanes
za = zb and za+ ~ = zb for a 6= b.
Lemma 7.6. The expression P~(u, v; z1, . . . , zn; q) is regular at the hyperplanes za = zb .
Proof. It follows from (7.8) and (7.7) that P~(u, v; z1, . . . , zn; q) is invariant under permu-
tations of z1, . . . , zn. So it suffices to show that P~(u, v; z1, . . . , zn; q) is regular at the
hyperplane z1 = z2. The order of the pole in question is at most two, and it is straight-
forward to see that the coefficient of (z1 − z2)−2 actually vanishes. Since P~(u, v; z1, . . . ,
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zn; q) is invariant under the exchange of z1 and z2, the coefficient of (z1 − z2)−1 vanishes
too, which proves the lemma. 
Write
(7.9) S
[n]
1 (u; ~) = ~nu
n−1 +
n−1∑
i=1
~
i+1S
[n]
1,i u
n−i−1 ,
see (6.8). Recall that T
[n]
1 (u; p; ~) = S
[n]
1 (u; ~) + p
∏n
a=1(u− za) , see Proposition (6.6).
Theorem 7.7. Let za − zb 6= ~ for all a, b = 1, . . . , n. Then the subalgebra BSn,~(z1, . . . , zn)
is generated by the elements S
[n]
1,1, . . . , S
[n]
1,n−1. More precisely ,
(7.10) T [n](u, v; ~) = P~(u, v; z1, . . . , zn;S
[n]
1 ) ,
where
(7.11) T [n](u, v; ~) =
n∑
m=0
(−1)m T [n]m (u;n; ~)vn−m =
n∑
k=0
(−1)k S [n]k (u; ~)(v − 1)n−k ,
see (6.4), (6.7).
Proof. For distinct z1, . . . , zn , the proof is similar to the proof of Theorem 3.2 in [MTV7],
using the results from [MTV3]. In this case, BSn,~(z1, . . . , zn) is generated by the elements
K
[n]
a = T
[n]
1 (za; ~) = S
[n]
1 (za; ~) for a = 1, . . . , n, and hence, by the elements S
[n]
1,1, . . . , S
[n]
1,n−1,
because S
[n]
1 (u; ~) is a polynomial in u of degree n− 1. Since both sides of equality (7.10)
are regular at the hyperplanes za = zb , see Lemma 7.6, the statement follows. 
Remark. We have T [n](u, v; ~) = vn Tˆ (u,−v−1;n; ~) = (v−1)n Sˆ(u, (1−v)−1; ~) , see (6.9).
Remark. Notice that
K [n]a = (za − za−1 + ~σa−1,a) . . . (za − z1 + ~σ1,a)(7.12)
× (za − zn + ~σa,n) . . . (za − za+1 + ~σa,a+1) ,
cf. (1.3). We call K
[n]
1 , . . . , K
[n]
n the qKZ elements . They commute with each other. Since
K
[n]
1 . . . K
[n]
n =
n∏
a,b=1
a6=b
(za − zb + ~) ,
the qKZ elements are invertible if za − zb 6= ~ for all a, b = 1, . . . , n.
For z1, . . . , zn such that za − zb 6= ~ for all a, b, and a partition λ = (λ1, . . . , λn) of
n, define the algebra H~,λ(z1, . . . , zn) as the quotient of C[q1, . . . , qn] by relations (7.13),
(7.14) described below. Consider a polynomial q(u) =
∑n
i=1 qiu
n−i, and write
P~(u, v; z1, . . . , zn; q) =
n∑
i,j=0
P~;i,j(z1, . . . , zn; q) u
n−j (v − 1)n−i ,
see (7.8). The defining relations for H~,λ(z1, . . . , zn) are
(7.13) P~;i,j(z1, . . . , zn; q) = 0 , 0 6 j < i 6 n ,
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and
(7.14)
n∑
i=0
P~;i,i(z1, . . . , zn; q)
n∏
j=i+1
(t + j) =
n∏
j=1
(t− λj + j) ,
where t is a formal variable, cf. (4.8), (4.9).
Conjecture 7.8. Let za − zb 6= ~ for all a, b = 1, . . . , n. Then the assignment q1 7→ ~χλ
and qi 7→ χλS [n]1,i−1 for i = 2, . . . , n, defines an isomorphism of algebras H~,λ(z1, . . . , zn)
and BSn,~,λ(z1, . . . , zn) .
8. Homogeneous Bethe subalgebra ASn of C[Sn]
Consider the subalgebra ASn = BSn,~(z1, . . . , z1) ⊂ C[Sn]. By Lemma 6.10, it does not
depend on ~ and z1. We call A
S
n the homogeneous Bethe subalgebra of C[Sn]. By Theo-
rem 7.3, the subalgebra ASn is a maximal commutative subalgebra of C[Sn] of dimension∑
λ⊢n dimMλ . We also have
(
A
S
n
)†
=
(
A
S
n
)∗
= ASn , see Corollary 6.24.
Further on throughout this section we assume that ~ = 1 and z1 = · · · = zn = 0.
Denote by Θ the set of n-dimensional subspaces U ⊂ C[u] with the property: U has a
basis p1, . . . , pn such that
Wr~[p1(u), . . . , pn(u)] = (u+ 1)
n .
For U ∈ Θ with a basis p1, . . . , pn as above, set
(8.1) FU(u, v) = e
(n−u)xWr~[p1(u), . . . , pn(u), e
ux ] , v = ex .
Clearly, FU(u, v) does not depend on a choice of the basis.
For a partition λ of n, define the subset Θλ ⊂ Θ as follows: U ∈ Θλ if U has a basis
p1, . . . , pn such that deg pi = λi + n− i , i = 1, . . . , n.
Theorem 8.1. The action of ASn on
⊕
λ⊢n
Mλ is diagonalizable and has simple spectrum.
The eigenvectors of ASn are in a bijection with the elements of Θ. If wU is an eigenvector
of ASn, corresponding to U ∈ Θ, and T [n](u, v) is given by (7.11) with ~ = 1, then
T [n](u, v)wU = FU(u, v)wU ,
The vector wU lies in the direct summand Mλ ⊂
⊕
λ⊢n
Mλ if and only if U ∈ Θλ .
Proof. The theorem follows from items iii) and iv) of Theorem 7.3 . 
Remark. For k 6 n, denote by Θk the set of k-dimensional subspaces U ⊂ C[u] with the
property: U has a basis p1, . . . , pk such that
Wr~[p1(u), . . . , pk(u)] = (u+ 1)
n .
For U ∈ Θk with a basis p1, . . . , pk as above, set
FU(u, v) = e
(k−u)xWr~[p1(u), . . . , pk(u), e
ux ] , v = ex .
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Set Θ(k) =
⋃
λ⊢n,λk+1=0
Θλ . For U ∈ Θ(k) with a basis p1, . . . , pn, let δk(U) ⊂ C[u] be the
subspace, spanned by the polynomials (1 − e−∂u)n−kpi(u), i = 1, . . . , n . It is easy to see
that δk is a bijection from Θ(k) to Θk and FU(u, v) = (v − 1)n−kFδk(U)(u, v) .
Set
(8.2) G
[n]
k =
∑
16 i1<···<ik6n
σi1,i2 σi2,i3 . . . σik−1,ik , k = 2, . . . , n .
By formula (6.8) with ~ = 1, we have
(8.3) S
[n]
1 (u) = nu
n−1 +
n∑
k=2
G
[n]
k u
n−k .
Recall that T
[n]
1 (u; p; ~) = pu
n + S
[n]
1 (u; ~).
Let Ẑ be the matrix with entries Ẑab = δa,b−1 , a, b = 1, . . . , n . Given a polynomial
q ∈ C[u] , consider the matrix Q̂ with entries
(8.4) Q̂ab =
1
(n− a) !
dn−a
dun−a
( q(u)
(u+ 1)b
)∣∣∣
u=0
and define
(8.5) P̂(u, v; q) = det
(
(u− Ẑ )(v − Q̂)− Q̂) ,
cf. (7.8). P̂(u, v; q) depends polynomially on the coefficients of q(u) .
Lemma 8.2. Let ~ = 1 and z1 = · · · = zn = 0 . Then P~(u, v; z1, . . . , zn; q) = P̂(u, v; q) .
The proof is given in Section A.3.
Theorem 8.3. The subalgebra ASn is generated by the elements G
[n]
2 , . . . , G
[n]
n . More pre-
cisely , T [n](u, v) = P̂(u, v;S
[n]
1 ) , where T
[n](u, v) is given by (7.11) with ~ = 1 .
Proof. Since G
[n]
k = S
[n]
1,k−1 , see (7.9), (8.3), the statement follows from Theorem 7.7 and
Lemma 8.2. 
Let γn = σ1,2 σ2,3 . . . σn−1,n = G
[n]
n . Then
(8.6) γ−1n S
[n]
1 (u) = 1 +
n−2∑
k=1
γ−1n G
[n]
n−ku
k + γ−1n nu
n−1
and there exists the power series
(8.7) log
(
γ−1n S
[n]
1 (u)
)
=
∞∑
k=1
I
[n]
k u
k
with coefficients in C[Sn] .
Recall that π
[n]
1,...,k : C[Sk] → C[Sn] is the embedding induced by the correspondence
i 7→ i. For brevity, set πk = π[n]1,...,k .
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Theorem 8.4. For every k ∈ Z>0 there exists an element θk ∈ Sk+1 independent of n such
that
(8.8) I
[n]
k =
n−1∑
m=0
γmn πk+1(θk) γ
−m
n , k = 1, . . . , n− 2 .
For example, one can take θ1 = σ1,2 , θ2 = (σ2,3 σ1,2 − σ1,2 σ2,3 − 1)/2 .
Proof. The proof is by the same arguments as in the Appendix of [L].
Given integers 0 = i0 < i1 < · · · < ik < ik+1 = n + 1 with k < n define ~σi1,...,ik ∈ Sn as
follows. Choose m ∈ {1, . . . , k} such that im+1− im > 1 and set
~σi1,...,ik = σim,im+1 . . . σi1,i1+1 σik,ik+1 . . . σim+1,im+1+1 ,
where σn,n+1 is understood as σ1,n. It is easy to see that ~σi1,...,ik does not depend on the
choice of m. By (8.2), we have γ−1n G
[n]
n−k =
∑
16 i1<···<ik6n
~σi1,...,ik . Consider the series
(8.9) log
(
1 +
n−2∑
k=1
∑
16 i1<···<ik6n
~σi1,...,ik ui1 . . . uik
)
=
∞∑
s1,...,sn=0
ϕs1,..., sn u
s1
1 . . . u
sn
n
in the variables u1, . . . , un with coefficients in C[Sn]. It is easy to see that ϕs2,..., sn, s1 =
γnϕs1,..., sn γ
−1
n . Moreover, for any m < n−1 and any s1, . . . , sm we have that ϕs1,..., sm,0,...,0 ∈
πm+1(Sm+1) and π
−1
m+1(ϕs1,..., sm,0,...,0) does not depend on n.
One can check that ϕr1,...,rn−2,0 = 0 if ri = 0 for some i = 2, . . . , n− 3. This can be done
by determining ϕs1,..., sn recursively from
exp
( ∞∑
s1,...,sn=0
ϕs1,..., sn u
s1
1 . . . u
sn
n
)
= 1 +
n−2∑
k=1
∑
16 i1<···<ik6n
~σi1,...,ik ui1 . . . uik ,
see (8.9), and employing induction on
∑n−1
i=1 ri . Define the elements θk ∈ Sk+1 by
πk+1(θk) =
k∑
m=1
k−m+1∑
s1,..., sm=1
s1+···+sm=k
ϕs1,..., sm,0,...,0 .
Since
log
(
1 +
n−2∑
k=1
γ−1n G
[n]
n−ku
k
)
=
n−2∑
k=1
I
[n]
k u
k + O(un−1)
taking u1 = · · · = un = u in (8.9) yields (8.8). 
Because of formula (8.8), we call the elements I
[n]
1 , . . . , I
[n]
n−2 the local charges.
Corollary 8.5. The subalgebra ASn is generated by γn and the local charges I
[n]
1 , . . . , I
[n]
n−2.
Proof. The claim follows from Theorem 8.3. 
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Recall that Sn acts on (C
N)⊗n by permuting the tensor factors, and ̟n : C[Sn] →
End
(
(CN )⊗n
)
is the corresponding homomorphism. Then
̟n(I
[n]
1 ) =
n∑
a=1
N∑
i,j=1
E
(a)
i,j ⊗ E(a+1)j,i ,
where E
(a)
i,j = 1
⊗(a−1) ⊗Ei,j ⊗ 1⊗(n−a) and E(n+1)i,j stands for E(1)i,j . In particular, for N = 2
the operator n − 2̟n(I [n]1 ) ∈ End
(
(C2)⊗n
)
is the Hamiltonian of the XXX Heisenberg
model.
Appendix
A.1. Bethe subalgebra of U(glN [t]) and Bethe algebras BΛ,λ,b . Let ei,j be the stan-
dard generators of glN satisfying the relations [ei,j , ek,l] = δj,k ei,l − δi,l ek,j. Let glN [t] =
glN ⊗C[t] be the Lie algebra of glN -valued polynomials with the pointwise commutator. We
identify the Lie algebra glN with the subalgebra glN ⊗ 1 of constant polynomials in glN [t].
Consider first-order formal differential operators in u :
X˜i,j = δi,j ∂u −
∞∑
r=0
(ei,j ⊗ tr) u−r−1 , i, j = 1, . . . , N ,
and the N -th order formal differential operator in u
D˜ =
∑
σ∈SN
sign(σ) X˜σ(1),1 X˜σ(2),2 . . . X˜σ(N),N = ∂
N
u +
N∑
i=1
∞∑
j=i
(−1)iBi,j u−j ∂N−iu .
The unital subalgebra B ⊂ U(glN [t]) generated by the elements Bi,j, i = 1, . . . , N , j ∈ Z>i ,
is called the Bethe subalgebra of U(glN [t]).
Theorem A.1 ([T] , [MTV1]). The subalgebra B is commutative and commutes with the
subalgebra U(glN) ⊂ U(glN [t]). 
Let M be a glN -module. Recall that v ∈ M has weight λ = (λ1, . . . , λN) if ei,i v = λi v
for all i = 1, . . . , N , and v ∈M is singular if ei,jv = 0 for all i < j.
Given b ∈ C , each glN -module M becomes the evaluation module M(b) over glN [t] via
the homomorphism glN [t]→ glN , g ⊗ tr 7→ g br for any g ∈ glN , r ∈ Zge0.
Let Lλ be the irreducible highest weight glN -module of highest weight λ. For a collection
Λ = (λ(1), . . . ,λ(k)) of glN -weights, consider the tensor product ⊗ki=1Lλ(i) of glN -modules
and denote by MΛ,λ ⊂ ⊗ki=1Lλ(i) the subspace of singular vectors of weight λ.
Given complex numbers b = (b1, . . . , bk), consider the tensor product ⊗ki=1Lλ(i)(bi) of
evaluation glN [t]-modules. The action of B on ⊗ki=1Lλ(i)(bi) preserves the subspace MΛ,λ.
Let MΛ,λ,b denote the corresponding B-module. By definition, the algebras BΛ,λ and
BΛ,λ,b are the images of B in End
(⊗ki=1Lλ(i)(bi)) and End(MΛ,λ,b), respectively.
The algebras BΛ,λ,b were studied in [MTV4]. When λ(1), . . . ,λ(k) and λ are partitions with
at most N parts, and b1, . . . , bk are distinct, the glN [t]-module ⊗ki=1Lλ(i)(bi) is irreducible. If
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some of b1, . . . , bk coincide, then the glN [t]-module ⊗ki=1Lλ(i)(bi) is a direct sum of irreducible
submodules, and these submodules are tensor products of evaluation glN [t]-modules. In such
a case, the algebra BΛ,λ,b is isomorphic to the direct sum
⊕
Λ
′,b′ BΛ′,λ ,b′, where the pairs
Λ′, b′ label nonequivalent irreducible glN [t]-submodules of ⊗ki=1Lλ(i)(bi).
Recall that Ei,j ∈ End(CN) is the matrix with only one nonzero entry equal to 1 at the
intersection of the i-th row and j-th column. The assignment ei,j 7→ Ei,j makes CN into the
glN -module isomorphic to Lω , where ω = (1, 0, . . . , 0) is the first fundamental weight of
glN . The algebras Bn,N(z1, . . . , zn) and Bn,N,λ(z1, . . . , zn), introduced in Section 3, coincide
respectively with the algebras BΛ,λ and BΛ,λ,b for Λ = (ω, . . . ,ω) and b = (z1, . . . , zn).
Notice that for distinct z1, . . . , zn, this algebra BΛ,λ,b is isomorphic to the algebra BΛ,b in
[MTV4], which is used in the Theorem 4.3.
A.2. Algebra OΛ,λ,b. Let K1, . . . , KN and b1, . . . , bk be two collections of complex num-
bers, distinct within each collection. Let λ , λ(1), . . . , λ(k) be partitions with at most N
parts. The algebra OΛ,λ,b, where Λ = (λ(1), . . . ,λ(k)) , b = (b1, . . . , bk) and the depen-
dence on K1, . . . , KN is suppressed, was defined for these data and studied in [MTV2,
Section 5].
The algebra Eµ(z1, . . . , zn), used in the proof of Theorem 4.5, coincides with the algebra
OΛ,λ,b for the following choice of parameters: N = n , k = 1, b1 = 0, λ(1) = µ , λ = (1,
. . . , 1) , and Ki = zi for all i = 1, . . . , n.
A.3. Proof of Lemma 8.2. In the proof, we are using several identities for rational func-
tions whose verification is left to a reader.
Let C be the matrix with entries Cab =
∏a−1
c=1 (zb−zc) for a 6 b , and Cab = 0 for a > b .
Then the entries of C−1 are (C−1)ab =
∏b
c=1, c 6=a (za − zc)−1 for a 6 b , and (C−1)ab = 0 for
a > b .
Recall that Z and Ẑ are the matrices with entries Zab = za δab and Ẑab = δa,b−1. It is
straightforward to see that
(A.1) CZC−1 = Z + Ẑ .
Let Q~ be the matrix given by (7.6), (7.7), and Q˜ = CQ~C
−1 with ~ = 1. Then after a
minor simplification
Q˜ab =
n∑
c=a
b∑
d=1
q(zc)
zc − zd + 1
n∏
r=a
r 6=c
1
zc − zr
b∏
s=1
s 6=d
1
zd − zs .
Taking the sum over d , we get
Q˜ab =
n∑
c=a
q(zc)
n∏
r=a
r 6=c
1
zc − zr
b∏
s=1
1
zc − zs + 1 =
1
2πi
∫
γ
q(u)
n∏
r=a
1
u− zr
b∏
s=1
1
u− zs + 1 du ,
where γ is a simple closed curve such that the points z1, . . . , zn are inside γ and z1 − 1,
. . . , zn − 1 are outside. For instance, if |za| < 1/3 for all a , one can take γ to be the circle
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|u | = 1/2. Therefore, in the limit za→ 0 for all a = 1, . . . , n ,
Q˜ab → 1
2πi
∫
|u|=1/2
q(u)
un−a+1 (u+ 1)b
du = Q̂ab ,
cf. (7.6). The last formula together with (A.1), (7.8) and (8.5) implies that
P~(u, v; z1, . . . , zn; q) → P̂(u, v; q) , za→ 0 , a = 1, . . . , n ,
which proves Lemma (8.2). 
References
[B] H.Bethe, Zur Theorie der Metalle: I. Eigenwerte und Eigenfunktionen der linearen
Atomkette, Z. Phys. 71 (1931), 205–226
[C] I. Cherednik, Lectures on Knizhnik-Zamolodchikov equations and Hecke algebras , MSJ
Memoirs 1 (1998), 1–96
[CFR] A.Chervov, G. Falqui, L.Rybnikov, Limits of Gaudin algebras, quantization of bend-
ing flows, Jucys-Murphy elements and Gelfand-Tsetlin bases , Lett. Math. Phys. 91
(2010), no. 2, 129–150
[FFR] B. Feigin, E. Frenkel, L.Rybnikov, Opers with irregular singularity and spectra of the
shift of argument subalgebra, Duke Math. J. 155 (2010), no. 2, 337–363
[FMTV] G.Felder, Y.Markov, V.Tarasov, A.Varchenko, Differential equations compatible
with KZ equations , Math. Phys. Anal. Geom. 3 (2000), no. 2, 139–177
[FR] I. B. Frenkel, N.Yu.Reshetikhin, Quantum affine algebras and holonomic difference
equations Comm. Math. Phys. 146 (1992), no. 1, 1–60
[FV] G.Felder, A.Veselov, Polynomial solutions of the Knizhnik-Zamolodchikov equations
and Schur-Weyl duality , Intern. Math. Res. Notices (2007), no. 15, Art. ID rnm046,
1–23
[G] M.Gaudin, La fonction d’onde de Bethe, Collection du Commissariat a` l’E´nergie
Atomique: Se´rie Scientifique, Masson, Paris, 1983
[I] A. P. Isaev, Functional equations for transfer-matrix operators in open Hecke chain
models , Theor. Math. Phys. 150 (2007), no. 2, 187–202
[J] A.A. Jucys, Symmetric polynomials and the center of the symmetric group ring , Rep.
Math. Phys. 5 (1974), no. 1, 107–112
[K] A.A.Kirillov, Polynomial covariants of the symmetric group and some of its analogues ,
Funct. Anal. Appl. 18 (1984), no. 1, 74–75
[KR] P.P.Kulish, N.Yu.Reshetikhin, Diagonalization of GL(n) invariant transfer-matrices
and quantum N-wave system (Lee model), J. Phys. A 15 (1983), L591–L596
[KS] P.P.Kulish, E.K. Sklyanin, Quantum spectral transform method. Recent developments ,
Lect. Notes in Phys., 151, Springer, Berlin-New York, 1982, 61–119
[KZ] V.Knizhnik, A. Zamolodchikov, Current algebra and Wess-Zumino model in two di-
mensions , Nucl. Phys. B 247 (1984), no. 1, 83–103
32 E.MUKHIN, V.TARASOV, AND A.VARCHENKO
[L] M. Lu¨scher, Dynamical charges in the quantized renormalized massive Thirring model ,
Nucl. Phys. B 117 (1976), no. 2, 475–492
[MTV1] E.Mukhin, V.Tarasov, A.Varchenko, Bethe eigenvectors of higher transfer matri-
ces , J. Stat. Mech. (2006), no. 8, P08002, 1–44
[MTV2] E.Mukhin, V.Tarasov, and A.Varchenko, Spaces of quasi-exponentials and repre-
sentations of glN , J. Phys. A 41 (2008), 194017, 1–28
[MTV3] E.Mukhin, V.Tarasov, and A.Varchenko, Bispectral and (glN , glM) dualities, dis-
crete versus differential , Adv. Math. 218 (2008), no. 1, 216–265
[MTV4] E.Mukhin, V.Tarasov, A.Varchenko, Schubert calculus and representations of the
general linear group, J. Amer. Math. Soc. 22 (2009), no. 4, 909–940
[MTV5] E.Mukhin, V.Tarasov, A.Varchenko, On reality property of Wronski maps, Conflu-
entes Math. 1 (2009), no. 2 225–247
[MTV6] E.Mukhin, V.Tarasov, A.Varchenko, A generalization of the Capelli identity , Prog-
ress in Math. 270 (2010), 383–398
[MTV7] E.Mukhin, V.Tarasov, and A.Varchenko, Gaudin Hamiltonians generate the Bethe
algebra of a tensor power of vector representation of glN , St. Petersburg Math. J. 22
(2011), no. 3, 463–472
[MTV8] E.Mukhin, V.Tarasov, and A.Varchenko, Bethe algebra, Calogero-Moser space and
Cherednik algebra, Preprint (2009), 1–24; arXiv:0906.5185
[MTV9] E.Mukhin, V.Tarasov, and A.Varchenko, Reality property of discrete Wronski map
with imaginary step, Lett. Math. Phys. 100 (2012), no. 2, 151–160
[MTV10] E.Mukhin, V.Tarasov, A.Varchenko, Spaces of quasi-exponentials and represen-
tations of the Yangian Y (glN) , Preprint (2013), 1–23; arXiv:1303.1578
[OV] A.Okounkov, A.Vershik, A new approach to representation theory of symmetric
groups. II , J. Math. Sci. (N.Y.) 131 (2005), no. 2, 5471–5494
[T] D.Talalaev, Quantization of the Gaudin System, Preprint (2004), 1–19;
hep-th/0404153
[W] Wikipedia, http://en.wikipedia.org/wiki/Frobenius_algebra
