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The concept of incidence algebras over partially ordered sets is generalized 
to include algebraic structures such as semigroups, some groupoids, and partial 
groupoids. The rank of the zeta function is studied for these structures. Condi- 
tions for closure in the incidence algebras are given. 
1. INTRODUCTION 
In a basic paper [4], G.-C. Rota has shown that many combinatorial 
problems can be solved by treating the algebraic structure of the set on 
which one is counting. In [4] he elucidated the structure of “incidence 
algebras” over partially ordered sets, and on several types of lattices. 
Recently [3], Davis gave conditions for the multiplicative closure of the 
set of functions in a relation vector space (algebra). The condition was 
transitivity of the binary relation. 
In this paper we begin a study of the structure of incidence algebras 
over very general new algebraic structures which we call generalized 
semigroups. This structure includes all semigroup, some groupoids, and 
partial groupoids, as well as binary relations. Conditions are given for the 
multiplicative closure of the vector spaces of bivalued functions on the 
Cartesian product of a set with itself. Several conditions are given for the 
case when the zeta function (matrix) is of full rank. A formula is also 
given for the rank of the zeta function of an invertible generalized semi- 
group. This study is of an initial nature and it is hoped that the reader 
will see many areas of further exploration. Many of the results can be 
rephrased as a result in the theory of certain types of zero-one matrices, 
and in the theory of directed graphs. 
* Work performed under the auspices of the U. S. Atomic Energy Commission. 
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2. DEFINITIONS AND CLOSURE PROPERTIES 
Let X be a finite set of say n elements which we denote by x1 , xz ,..., x, . 
Let S be a subset of X x X (i.e., a binary relation). Let y be a mapping 
of S into X. 
DEFINITION 2.1. The pair (S, 9) is called an algebruization of X if for 
each pair (xi , xj) E S, (xi , xk) ES 3 q(xi , XJ = xi , v(Xj , XJ = Xj we 
have (xi , x3 E S and v(xi , xk) = xi . 
If (S, q) is an algebraization of X, the triple (X, S, 9) is called a gener- 
alized semigroup. If S = X x X, then (X, S, v) is called complete. 
EXAMPLE 1. Let Y be a finite set and X the set of all mappings of Y 
into Y (symmetric semigroup). Let S = X x X. For each pair,f, g E X let 
~(f, g) be the mapping determined by composition, i.e., ~(f, g) = h iff 
fM.Y)) = KY) f or each y E Y. Thus, if ~(f, g) = f, q(g, h) = g, then 
f= df,s) = df, dg, 4) = dd.Ld, 4 = df, 4. Hence 6% v> is an 
algebraization of X and (X, S, v) is a generalized semigroup which is 
complete. 
We can generalize this example as follows. If S = X x X is given 
together with y we call CJI associative if for each 
Thus if (X, S, 9) is given and v is associative then (X, S, y) is called a 
semigroup. Henceforth we write ab for ~(a, b) inherently assuming 
(a, b) E S. 
LEMMA 1 .l. If (X, S, y) is given and y is associative then (X, S, v) is a 
generalized semigroup. 
Proof. Same as in Example I.1 1. 
Thus a semigroup is a generalized semigroup. 
EXAMPLE 2. Let X be a finite set and S a binary relation. Define for 
each pair (xi , xj) E S CJJ(X~ , xj) = xi . It is clear that (S, F) is an algebraiza- 
tion of X if and only if S is transitive. If S is transitive this generalized 
semigroup is called the left-zero generalized semigroup over X. Thus, for 
equivalence relations, partially ordered sets, etc. can be treated as gener- 
alized semigroups. This will yield the result in [3] from Theorem 1.2, 
which we now derive. 
Let Z be the set of all functions on X x X into some field of characteristic 
zero which for simplicity we can take as the complex numbers. A function 
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f E Z iff f(xi , xj) = 0 if xixj # x i ( i.e., if it is not defined or defined and 
94x, Y) f 4. 
We define addition and scalar multiplication as usual (see, e.g., [4]). To 
define a multiplication operation we define the following convolution 
product (matrix multiplication), 
(2.1) fk ,x/c) = f w& 9 xd& ,Xk>. 
j=l 
We now prove; 
THEOREM 2.2. Z is closed under convolution (2.1) if and only if(S, q~) is 
an algebraization on X. 
Proof. (i) Let (S, y) be an algebraization; h, g E Z and f given by 
f&i > &I = i w, 7 Xj> &i 9 4, i = 1, 2 ,..., n, k = 1, 2 ,..., n. 
j=l 
If xixR # xi there cannot existj 3 (xi , xj) E S, (xi , xk) E S, pl(xi , xi) = xg , 
cp(xj , xJ = xj and &xi , xk) rf xi since (S, cp> is an algebraization, 
hence f E I. 
(ii) Suppose Z is closed under convolution (2.1), and (S, q~) is not an 
algebraization. Then 
3Xi,Xj,XkEX3(Xi,Xj)ES,~(Xi,Xj)=Xi,(Xj,Xlc)ES, 
y(xj , xk) = xj ,3 either (xi , xJ $ S or (xi, xk) E S but v(xi, xk) # xi. 
Define, 
if t = xi , s = xi , 
otherwise. 
Similarly, 
if t = xj , s = xk , 
otherwise. 
Thenh,gEZandf = h*gEZgivenby 
f(xi , xlc) = 2 h(xi > xv> dxv 2 xs> = 1 
"==l 
but since f E Zf(xi , x,) must be zero, which is a contradiction. 
We henceforth assume (X, S, v) is a generalized semigroup and hence Z 
is an associative and non-commutative algebra. We call Z the incidence 
algebra over (X, S, 9)). 
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3. PROPERTIES OF I 
We now investigate the behavior of the zeta function (matrix) which is 
an element of I and is given by: 
(3.1) 
if XiXj = Xi , 
otherwise. 
The combinatorial properties of the zeta function are well known from 
Rota’s work and the theory of graphs. See [l, 5, 6, 71 for other interesting 
properties of the zeta function. 
We begin by determining when the zeta matrix (element (i,j) = [(xi, xj)) 
is of full rank n. First we give some definitions: 
DEFINITION 3.1. An element xi E X is idempotent if (xi , xi) ES and 
fp(xi , xi) = xi [see 2, 81. 
DEFINITION 3.2. The mapping 91 is called antisymmetric if whenever 
T'(x~ , xi) = xi , y(xj , XJ = xj then i = j. 
DEFINITION 3.3. The bipartite graph G(Z) of X x X is the graph whose 
edges (xi , xi) exist if ((Xi , xj) = 1. 
THEOREM 3.1. If the zeta matrix is of full rank then every element 
in X is “idempotent”. 
Proof. We first show there exists a complete matching in G(Z). If no 
complete matching existed it is known by the complete matching theorem 
that 3 a subset A = (xi1 ,..., xik} of elements in X whose set of right units 
contains say j < k elements xv1 ,..., xVj . Since zeta is of full rank the rows 
I~ ,..., i, are linearly independent. If j < k this yields a contradiction 
since, if we examine the k x n submatrix of zeta obtained by deleting 
rows corresponding to elements not in A, there must exist a k x k sub- 
matrix of rank. This cannot happen if j < k of the n columns contain at 
least one non-zero entry. Thus there exists a complete matching. Suppose 
xlc is not idempotent the 3 xj # xk 3 xkxj = xlC . By the complete matching 
property 3 xv1 3 xO1 # xj and x3xVI = Xj . Jf xV1 = xR we are done and xti 
is idempotent, otherwise 3 x,~ # Xj , x,, # x,,, 3 X,~X ? 
= xV1 , if xVz = xI, 
we are done, otherwise 3 xyB etc. Since X is of fimte size we reach xlc 
ultimately by complete matching and hence xg must be idempotent. 
THEOREM 3.2. If 6 is offull rank then q~ is antisymmetric. 
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Proafi If y is not antisymmetric then 3xi, xj 3 XiXj = xi and Xjxi = xj . 
Since (S, q) is an algebraization the i-th and j-th rows of zeta must be 
identical hence zeta cannot be of full rank. 
COROLLARY. If zeta is of full rank the determinant of zeta is one and 
the only complete matching is the identity. 
The complete matching property can be proved using the permutation 
definition of determinant; however we felt this proof was of wider interest. 
The full rank case can be summarized by: 
THEOREM 3.3. The following three conditions are equivalent. 
(i) Zeta is of full rank. 
(ii) Every x E X is idempotent and v is antisymmetric. 
(iii) G(I) contains a complete matching and g, is antisymmetric. 
Proof. We have already shown that (i) 3 (ii), (i) * (iii), (i, i, i) * (ii). 
Clearly (ii) * (iii). It suffices to show (ii) 3 (i). 
Define the following partial ordering on X. xi < xi if xixj = xi. This 
is clearly a partial ordering relation. Obviously the zeta function of this 
partial ordering is identical to the zeta function of the generalized semi- 
group, and hence is of rank n. 
Thus the study of incidence algebras of a generalized semigroup whose 
zeta function is of full rank is identical to the study of incidence algebras 
over partially ordered sets. 
In order to develop the concept of inversion in I we need the existence 
of a right identity in I. We now have: 
THEOREM 3.4. I has a right identity if and only tf every element in X 
which is a right unit for at least one element in X is idempotent. 
Proof. (i) Suppose every right unit is idempotent. Define, 
if xi = xk and idempotent, 
otherwise. 
Clearly 6 is a right identity in 1. 
(ii) Suppose I has a right identity say S(‘, ‘). Let xj be arbitrary in X 
and is a right unit for say xk . Define 
if t = Xk , S = Xi , 
otherwise. 
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Then & e(xl, , xi) 6(x; , x,) = e(x, , xi) = 1. But the sum is 
e(xk , XJ 8(xj , xi) = 1, hence xj is idempotent. 
If every element which has at least one right unit is idempotent then 
6 is a two sided identity. 
If (A’, S, v) is a generalized semigroup in which every right unit is 
idempotent we call it invertible. 
4. INVERTIBLE GENERALIZED SEMIGROUPS 
The rank of 6 is given by the number of idempotents. If the rank of 
zeta is smaller, then zeta cannot be invertible. 
We now obtain the rank of zeta in an invertible generalized semigroup. 
DEFINITION 4.1. Call xj left (right) equivalent to xB if 
x,x, = xj - xkx, = xk (&xj = x,, * xv& = x,,), 
v = 1) 2 )...) n. 
LEMMA 4.1. Two idempotents xj and xk are both left and right equivalent 
if and On/y if XjXk = Xj and XkXj = xk . 
Proof. We do the right case as the left follows by symmetry. Let xj 
and xk be idempotent and right equivalent. Set v = k and j, respectively. 
Suppose xjxl, = xj and xkxj = XI, and idempotent. Let x,x, = x, then 
x,xj = x, and similarly for xk . 
COROLLARY I. Let A = (xj, ,..., xj,) be the set of idempotents in 
(X, S, F) andform the sets of left and right equivalence classes. Then xj left 
equivalent to xk if and only if x, is right equivalent to xk . 
COROLLARY 2. The number of left equivalence classes is equal to the 
mimber of right equivaIence classes, over the set of idempotents in (X, S, y). 
THEOREM 4.2. The rank of the zeta matrix of an invertible generalized 
semigroup is given by the number equivalence classes over the set of idem- 
potents. 
ProoJ Suppose there are k equivalence classes. Let xi1 ,..., xjr be 
arbitrary representatives of these classes. Consider the k x k submatrix 
of zeta whose (i, v)-th element is [(xjc , xj,). Define 
Xji < Xj, if ((Xji , Xj,) = 1 
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or equivalently if xi xjy = xji . Clearly < is a partial ordering relation. 
The zeta matrix of this partial ordering is exactly the k x k submatrix of 
the zeta matrix of (X, S, q). Hence the rank of zeta 3 k. 
Conversely if xj is not idempotent then the,j-th column of 5 is identically 
zero. Similarly there are only k distinct columns in zeta, hence rank of 
zeta -< k and the theorem is proved. 
COROLLARY. In an arbitrary generalized semigroup the rank of zeta is 
greater than or equal to the number qf equivalence classes over the idem- 
potent subset of x. 
Thus unless the equivalence classes of the idempotent consist of single 
elements the zeta function is not invertible over I. Hence we can define 
the Mobius function as a k x k matrix whose inverse is the k x k sub- 
matrix of zeta of idempotent representatives and compute this function 
for various classes of algebraic structures. An alternative approach is to 
enlarge S in a combinatorially meaningful fashion so that the zeta function 
will be invertible. This will be the subject of a future paper. 
One can give combinatorial interpretation to powers of zeta in terms 
of chains etc. This is fairly straightforward. Thus we will conclude with 
an example from semigroups. 
EXAMPLE. The study of idempotents in semigroups is important in 
studying semigroups through various group decompositions. 
A band is a semigroup S in which each element is idempotent. Com- 
mutative bands are semilattices under their natural partial orders. The 
structure of bands in general has not been completely elucidated. Clearly 
bands are invertible generalized semigroups. We consider as an example 
the rectangular band. 
Let X and Y be any two sets and define q~ on S = X x Y as follows. 
Let X = {x1 ,..., x,], Y = {y, ,..., ym}. Define 
~((xi , Yj), (xk . YL)) = (xi , yc), k, i = 1, L.., n; j, 1 = 1, L..., m. 
In this case (S, q) is called the rectangular band on X x Y. 
Clearly (xj , yJ = (x, , y,) if and only if yLL = yk . The zeta matrix is 
mn >( mn and its rank is m. There are n elements in each equivalence 
class. If the rows and columns are arranged in lexicographic order then 
zeta consists of diagonal block. 
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