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EXPLICIT FO¨LLMER–SCHWEIZER DECOMPOSITION AND
DISCRETE-TIME HEDGING IN EXPONENTIAL LE´VY MODELS
NGUYEN TRAN THUAN
Abstract. In a financial market driven by an exponential Le´vy process, an explicit
representation is shown for the Fo¨llmer–Schweizer decomposition of European type
options, implying a closed-form expression of the corresponding local risk-minimizing
strategies. Using a jump-adjusted approximation scheme, the error caused by dis-
cretising the local risk-minimizing strategies is investigated in dependence of proper-
ties of the Le´vy measure, the regularity of the pay-off function and the chosen random
discretisation times. The rate of this error as the number of expected discretisation
times increases is measured in weighted BMO spaces, implying also Lp-estimates.
Moreover, the effect of a change of measure satisfying a reverse Ho¨lder inequality is
addressed.
1. Introduction
This article is concerned with hedging problems in financial markets driven by expo-
nential Le´vy processes. We investigate two problems corresponding to two typical types
of risks for hedging an option. The first one comes from the incompleteness of the mar-
ket. We consider the semimartingale setting and aim to determine an explicit form for
the Fo¨llmer–Schweizer decomposition of European type options which provides directly
a closed form for the local risk-minimizing strategies (a similar closed form expression
in the martingale setting has been established in [8, 19, 36, 37]). The second type of risk
is due to the impossibility of continuously rebalancing a hedging portfolio which leads
to the discrete-time hedging. The discretisation error we measure in weighted bounded
mean oscillation spaces from which one can achieve good distributional tail estimates
such as a pth-order polynomial decay, p ∈ (2,∞).
Let us introduce some notations to state the main results. Let T ∈ (0,∞) be a
fixed time horizon and X = (Xt)t∈[0,T ] a Le´vy process defined on a complete filtered
probability space (Ω,F ,P,F), where F = (Ft)t∈[0,T ] is the augmented natural filtration
of X which satisfies the usual conditions (right continuity and completeness). Assume
that F = FT . Let σ > 0 be the coefficient of the standard Brownian component and
ν the Le´vy measure of X (see (2.1)). We assume that the underlying discounted price
process is modelled by the exponential S = eX .
1.1. Explicit Fo¨llmer–Schweizer (FS) decomposition. Because models with jumps
correspond to incomplete markets, in general there is no hedging strategy which is self-
financing and replicates an option at maturity. Hence, one has to look for certain
strategies that minimize some types of risk. In the current work, we choose the qua-
dratic hedging approach which is a popular method to deal with the problem in models
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with jumps. We refer the reader to the survey article [34] for this approach. Two typi-
cal types of quadratic hedging strategies are the local risk-minimizing (LRM) strategies
and the mean-variance hedging (MVH) strategies. Roughly speaking, the LRM strat-
egy is mean-self-financing, replicates an option at maturity and minimizes the riskiness
of the cost process locally in time, while the MVH strategy is self-financing and mini-
mizes the global hedging error in the mean square sense. Both types of those strategies
are intimately related to the so-called FS decomposition. Namely, in our (exponential
Le´vy) setting, the FS decomposition gives directly the LRM strategy, and the MVH
strategy can be determined based on this decomposition. This article discusses the FS
decomposition and focuses on the LRM strategies only.
Assume that S is square integrable so that it is a semimartingale satisfying the
structure condition, and that the mean-variance trade-off process of S is deterministic
and bounded (see Remark 4.3). Then, the FS decomposition of an H ∈ L2(P) is of the
form
H = H0 +
ˆ T
0
ϑHt dSt + L
H
T , (1.1)
where H0 ∈ R, ϑH is an admissible integrand (specified in (4.2)), and LH is an L2(P)-
martingale starting at zero which is orthogonal to the martingale part of S. The inte-
grand ϑH is called the LRM strategy of H, and it is unique up to a P⊗λ-null set. A key
tool to study the FS decomposition is the minimal (signed) local martingale measure
for S (see [33]), and we denote this signed measure by P∗ from now on. Recently, [6,
Theorem 4.3] indicated that under a regularity condition for P∗, we can determine the
LRM strategy ϑH based on the martingale representation of H with respect to P∗.
There are many works interested in finding an explicit representation for the FS
decomposition and the LRM strategy in the semimartingale framework (see, e.g., [2,
16, 17, 20, 36]). In the exponential Le´vy setting and in the case of a European type
option H = g(ST ), Hubalek et al. [17] assumed that the function g can be represented
as an integral transform of finite complex measures from which one can determine a
closed form for the LRM strategy. The key idea of this approach is the separation of
the function g and the underlying price process S by using a kind of inverse Fourier
transform. An advantage of this method is that one gains much flexibility for choosing
the underlying Le´vy process where there is no extra regularity required for the driving
process S except some mild integrability.
As our first main result, Theorem 1.1 below provides a closed form for the LRM
strategy ϑH of an H = g(ST ). To obtain this result, except of some mild integrability
conditions, we neither assume any regularity for the payoff function g nor require any
extra condition for the small jump behavior of X. However, the price one has to pay is
the condition that P∗ exists as a true probability measure (see Assumption 4.5) which
leads to a constraint for the characteristics of X. This result might be regarded as a
counterpart of [17, Proposition 3.1] in which only the square integrability is required
for S while the function g are supposed to be the integral transform of finite complex
measures. The notation E∗ below means the expectation with respect to P∗.
Theorem 1.1. Assume that X is not a.s. deterministic and S = eX is square P-
integrable. Under Assumption 4.5, if g : (0,∞)→ R is a Borel function with E∗|g(ySt)| <
∞ for all (t, y) ∈ [0, T ] × (0,∞) and g(ST ) ∈ L2(P) ∩ L2(P∗), then the following asser-
tions hold:
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(1) The LRM strategy ϑH corresponding to H = g(ST ) is of the form
ϑHt =
1
‖(σ, ν)‖
(
σ2∂yG
∗(t, St−) +
ˆ
R
G∗(t, exSt−)−G∗(t, St−)
St−
(ex − 1)ν(dx)
)
(1.2)
for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ], where ‖(σ, ν)‖ := σ2 + ´
R
(ex − 1)2ν(dx) ∈ (0,∞),
G∗(t, y) := E∗g(yST−t), and we set ∂yG
∗ := 0 when σ = 0 by convention.
(2) There exists a process ϑ˜g which is adapted and ca`dla`g on [0, T ), satisfies ϑ˜g− = ϑ
H
for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ), and ϑ˜gS is a P∗-martingale.
According to Theorem 1.1(2), ϑ˜g− is also a LRM strategy of H = g(ST ), and one
can determine it at every time t ∈ [0, T ) as showed in Remark 4.6 below. Furthermore,
the ca`dla`g property of ϑ˜g is useful to design some Riemann-type approximations for´ T
0 ϑ˜
g
t−dSt. For example, an approximation scheme based on tracking jumps of ϑ˜
g has
been constructed in [30]. We also employ the ca`dla`g version of the LRM strategy for the
discrete-time hedging problem in Section 5. Such a path regularity for the integrand in
the martingale setting was also studied in [24].
Some formulas resembling (1.2) have been established in [19, Formula (2.12)], [8,
Formula (4.1)], [36, Formula (45)], or in [37, Formula (4.2)]. But in fact they are
different. The formulas in [19, 8, 36, 37] were obtained by projecting H orthogonally
down to the space of stochastic integrals driven by a (local) martingale, while the formula
(1.2) is derived from the FS decomposition which is a different orthogonal decomposition
in the semimartingale framework.
The proof of Theorem 1.1 is provided in Section 4, and the main tool we use is
Proposition 1.2 where the square integrability of eX is not necessarily assumed. We
denote byW the standard Brownian motion and by N˜ the compensated Poisson random
measure appearing in the Le´vy–Itoˆ decomposition of X (see, e.g., [1, Theorem 2.4.16]).
Proposition 1.2. Let f : R → R be a Borel function such that E|f(x +Xt)| < ∞ for
all (t, x) ∈ [0, T ]× R. If f(XT ) ∈ L2(P), then
E
ˆ T
0
|σ∂xF (t,Xt−)|2dt+ E
ˆ T
0
ˆ
R
|F (t,Xt− + x)− F (t,Xt−)|2ν(dx)dt <∞
and, a.s.,
f(XT ) = Ef(XT ) +
ˆ T
0
σ∂xF (t,Xt−)dWt
+
ˆ T
0
ˆ
R\{0}
(F (t,Xt− + x)− F (t,Xt−))N˜ (dt,dx), (1.3)
where F (t, x) := Ef(x+XT−t) for (t, x) ∈ [0, T ] ×R, and we set ∂xF := 0 if σ = 0.
Proposition 1.2 provides a martingale representation for functionals of XT in which
the integrands with respect to the Brownian part and the jump part are determined
explicitly. Its proof is given in Section 3 by using Malliavin calculus. We also remark
here that (1.3) is a Clark–Ocone type formula but f(XT ) is not necessarily differentiable
in the Malliavin sense.
Proposition 1.2 extends [8, Proposition 7] in which the function f has a polynomial
growth and X satisfies a certain condition. A similar representation to (1.3) in a general
framework (with different assumptions from ours) can be found in the proof of [19,
Theorem 2.4]. On the other hand, when f(XT ) is Malliavin differentiable then one
can use the Clark–Ocone formula (see, e.g., [2, 3, 23]) to obtain its explicit martingale
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representation. However, the Malliavin differentiability of f(XT ) fails to hold in many
contexts. For example, if f(x) = 1[K,∞)(x) for someK ∈ R, X is of infinite variation and
XT has a density satisfying a mild condition, then f(XT ) is not Malliavin differentiable
(see [22, Theorem 6(b)]).
1.2. Discrete-time hedging in weighted bounded mean oscillation (BMO)
spaces. We investigate the discrete-time approximation problem for stochastic inte-
grals driving by the exponential Le´vy process S. Let E = (Et)t∈[0,T ] be the error given
by
Et :=
ˆ t
0
ϑu−dSu −At, t ∈ [0, T ],
where ϑ is an admissible integrand and A = (At)t∈[0,T ] is an approximation scheme for
the stochastic integral. In mathematical finance, the stochastic integral can be inter-
preted as the theoretical hedging portfolio which is continuously readjusted. However,
in practice one can only rebalance the portfolio finitely many times, and this leads to a
discretisation of the stochastic integral, represented by A.
In case that A = ARm is the Riemann approximation process, the caused error
E = ERm and its convergence rate have been investigated in the L2-sense in several
works. When S is assumed to be a martingale, the error was examined in [5, 11]. The
error was also considered in a more general setting in [30] where the driving process
is a local martingale with jumps. In general, the L2-approach for the error yields a
second-order polynomial decay for its distributional tail by Markov’s inequality.
In the second part of this article, we aim to improve the distributional tail estimate for
the approximation error by means of the weighted bounded mean oscillation (weighted
BMO) approach. Moreover, the driving process S is not necessarily a (local) martingale
but a semimartingale. To do this, we use the approximation scheme introduced in
[37], the so-called jump adjusted method which was constructed by tracking jumps of
the driving process S. Moreover, we show how the theory of weighted BMO spaces
can be used to obtain Lp-estimates, p ∈ (2,∞), for the corresponding error. This
approach also allows a change of the underlying measure which leaves the error estimates
unchanged provided the change of measure satisfies a reverse Ho¨lder inequality (see
Proposition 5.3). The latter is useful to switch the problem between the martingale
setting and the semimartingale setting.
The main results of the second part are Theorems 5.7 and 5.12 below. In Theorem 5.7,
we provide several estimates for the error measured in weighted BMO-norms and de-
scribe a situation so that the Lp-estimate can be achieved for p ∈ (2,∞). Theorem 5.12
serves as an application of Theorem 5.7 where we consider the approximation problem
for the stochastic integral term in (1.1) and the chosen integrand is the LRM strategy
of a European type option. The results show how the interplay between the regularity
of payoff functions and the small jumps intensity of the underlying Le´vy process affects
the convergence rate.
1.3. Structure of the article. We introduce the notation and recall Malliavin–Sobolev
spaces and exponential Le´vy processes in Section 2. The proof of Proposition 1.2 is con-
tained in Section 3. Section 4 is devoted to prove Theorem 1.1. Section 5 presents the
discrete-time hedging problem with the weighted BMO-approach for exponential Le´vy
models. Some technical results used in this article are given in Appendix A.
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2. Preliminaries
2.1. General notations. Denote R+ := (0,∞) and R0 := R\{0}. For a, b ∈ R, we set
a∨ b := max{a, b} and a∧ b := min{a, b}. For A,B > 0 and c > 1, by A ∼c B we mean
1
c
A 6 B 6 cA. Subindexing a symbol by a label indicates the place where that symbol
appears (e.g., c(5.1) refers to formula (5.1)).
Let B(R) be the Borel σ-algebra on R. The Lebesgue measure on B(R) is denoted by
λ, and we also write dx instead of λ(dx) for simplicity. For p ∈ [1,∞] and A ∈ B(R),
the space Lp(A) consists of all p-order integrable Borel functions on A with respect to
λ, where the essential supremum is taken when p = ∞. For a measure µ defined on
B(R), its support is defined by
suppµ := {x ∈ R : µ((x− ε, x+ ε)) > 0,∀ε > 0}.
Let (Ω,F ,P) be a probability space and ξ : Ω→ R a random variable. Denote by Pξ
the push-forward measure of P with respect to ξ. If ξ is integrable (non-negative), then
the (generalized) conditional expectation of ξ given a sub-σ-algebra G ⊆ F is denoted
by EG[ξ]. We set Lp(P) := Lp(Ω,F ,P).
For a non-empty and open interval U ⊆ R, let C∞(U) denote the family of all
functions f which have derivatives of all orders on U .
2.2. Notation for stochastic processes. Let T > 0 be a fixed finite time horizon, and
let (Ω,F ,P) be a complete probability space equipped with a right continuous filtration
F = (Ft)t∈[0,T ]. Assume that F0 is generated by P-null sets only. The conditions imposed
on F allow us to assume that every martingale adapted to this filtration is ca`dla`g (right
continuous with left limits). We use the following notations and conventions where
I = [0, T ] or I = [0, T ).
– For processes X = (Xt)t∈I and Y = (Yt)t∈I, we write X = Y to indicate that Xt = Yt
for all t ∈ I a.s., and similarly when the relation “=” is replaced by some other
standard relations such as “6”, “>”, etc.
– For a ca`dla`g process X = (Xt)t∈I, the process X− = (Xt−)t∈I is defined by setting
X0− := X0 and Xt− := lim0<s↑tXs for t ∈ I\{0}. We set ∆X := X −X−.
– CL(I) denotes the family of all ca`dla`g and F-adapted processes.
– CL0(I) (resp. CL
+(I)) consists of all X ∈ CL(I) with X0 = 0 a.s. (resp. X > 0).
– For p ∈ [1,∞] and X ∈ CL([0, T ]), we set ‖X‖Lp(P) := ‖ supt∈[0,T ] |Xt|‖Lp(P).
– P is the predictable σ-algebra1 on Ω× [0, T ] and P˜ := P ⊗ B(R).
We recall some notions regarding semimartingales on the finite time interval [0, T ].
– A processM ∈ CL([0, T ]) is called a local (resp. locally square integrable) martingale
if there is a sequence of non-decreasing stopping times (ρn)n>1 taking values in [0, T ]
such that P(ρn < T ) → 0 as n → ∞ and the stopped process Mρn = (Mt∧ρn)t∈[0,T ]
is a martingale (resp. square integrable martingale) for all n > 1. Let M02(P) be the
space of all square integrable P-martingales M = (Mt)t∈[0,T ] with M0 = 0 a.s.
– A process S ∈ CL([0, T ]) is called a semimartingale if S can be written as a sum of
a local martingale and a process of finite variation a.s. The quadratic covariation of
two semimartingales S and R is denoted by [S,R]. The predictable Q-compensator
of [S,R], if it exists, is denoted by 〈S,R〉Q, where Q is a probability measure. We will
omit the reference measure if there is no risk of confusion.
1P is the σ-algebra generated by {A× {0} : A ∈ F0} ∪ {A× (s, t] : 0 6 s < t 6 T,A ∈ Fs}.
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– Let M , N be locally square integrable martingales under a probability measure Q.
Then, M and N are said to be Q-orthogonal if [M,N ] is a local martingale under Q,
or equivalently, 〈M,N〉Q = 0.
2.3. Le´vy process and Itoˆ’s chaos expansion. Let X = (Xt)t∈[0,T ] be a real-valued
Le´vy process on a complete probability space (Ω,F ,P), i.e. X0 = 0, X has independent
and stationary increments and X has ca`dla`g paths. Let F = (Ft)t∈[0,T ] denote the
augmented natural filtration generated by X. From now on, we assume that F =
FT . According to the Le´vy–Khintchine formula (see, e.g., [31, Theorem 8.1]), the
characteristic exponent ψ of X, which is defined by
EeiuXt = e−tψ(u), u ∈ R, t ∈ [0, T ],
is of the form
ψ(u) = −iγu+ σ
2u2
2
−
ˆ
R
(
eiux − 1− iux1{|x|61}
)
ν(dx), u ∈ R. (2.1)
Here, γ ∈ R, while σ > 0 is the coefficient of the Brownian component, and ν : B(R)→
[0,∞] is a Le´vy measure (i.e. ν({0}) := 0 and ´
R
(x2 ∧ 1)ν(dx) < ∞). The triplet
(γ, σ, ν) is also called the characteristics of X. To indicate explicitly the characteristics
of X under P, we write
(X|P) ∼ (γ, σ, ν) or (X|P) ∼ ψ.
We present briefly the Malliavin calculus for Le´vy processes by means of Itoˆ’s chaos
expansion which is the main tool to prove Proposition 1.2. For further details, we refer
to [35, 27, 28, 1] and the references therein. Define the σ-finite measures µ on B(R) and
m on B([0, T ]× R) by setting
µ(dx) := σ2δ0(dx) + x
2ν(dx) and m := λ⊗ µ,
where δ0 is the Dirac measure at zero. For B ∈ B([0, T ] × R) with m(B) < ∞, the
random measure M is defined by
M(B) := σ
ˆ
{t∈[0,T ]:(t,0)∈B}
dWt + L2(P)- lim
n→∞
ˆ
B∩([0,T ]×{ 1
n
<|x|<n})
xN˜(dt,dx),
where W is the standard Brownian motion and N˜ is the compensated Poisson random
measure appearing in the Le´vy–Itoˆ decomposition of X (see, e.g., [1, Theorem 2.4.16]).
Set L2(µ
0) = L2(m
0) := R. For n > 1, we denote
L2(µ
⊗n) := L2(R
n,B(Rn), µ⊗n),
L2(m
⊗n) := L2(([0, T ] × R)n,B(([0, T ]× R)n),m⊗n).
The multiple integral In : L2(m
⊗n)→ L2(P) is defined in the sense of Itoˆ [18] by using
an approximation argument, where it is given for simple functions as follows: For
ξmn :=
m∑
k=1
ak1Bk1×···×Bkn
,
where ak ∈ R, Bki ∈ B([0, T ]× R) with m(Bki ) <∞ and Bki ∩Bkj = ∅ for k = 1, . . . ,m,
i, j = 1, . . . , n, i 6= j and m > 1, we define
In(ξ
m
n ) :=
m∑
k=1
akM(B
k
1 ) · · ·M(Bkn).
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Then, [18, Theorem 2] asserts the following Itoˆ chaos expansion
L2(P) =
∞⊕
n=0
{In(ξn) : ξn ∈ L2(m⊗n)},
where I0(ξ0) := ξ0 ∈ R. For n > 1, the symmetrization ξ˜n of a ξn ∈ L2(m⊗n) is
ξ˜n((t1, x1), . . . , (tn, xn)) :=
1
n!
∑
π
ξn((tπ(1), xπ(1)), . . . , (tπ(n), xπ(n))),
where the sum is taken over all permutations π of {1, . . . , n}, so that In(ξn) = In(ξ˜n) a.s.
The Itoˆ chaos decomposition verifies that ξ ∈ L2(P) if and only if there are ξn ∈ L2(m⊗n)
such that ξ =
∑∞
n=0 In(ξn) a.s., and this expansion is unique if every ξn is symmetric,
i.e. ξn = ξ˜n. Furthermore, ‖ξ‖2L2(P) =
∑∞
n=0 n!‖ξ˜n‖2L2(m⊗n).
Definition 2.1. Let D1,2 be the Malliavin–Sobolev space of all ξ =
∑∞
n=0 In(ξn) ∈
L2(P) such that
‖ξ‖2D1,2 :=
∞∑
n=0
(n+ 1)!‖ξ˜n‖2L2(m⊗n) <∞.
The Malliavin derivative operator D : D1,2 → L2(P ⊗m), where L2(P ⊗m) := L2(Ω ×
[0, T ]× R,F ⊗ B([0, T ]× R),P⊗m), is defined for ξ =∑∞n=0 In(ξn) ∈ D1,2 by
Dt,xξ :=
∞∑
n=1
nIn−1(ξ˜n((t, x), ·)), (ω, t, x) ∈ Ω× [0, T ]× R.
2.4. Exponential Le´vy processes. Let X be a Le´vy process with (X|P) ∼ (γ, σ, ν).
The stochastic exponential of X, denoted by E(X), is the ca`dla`g process that satisfies
the stochastic differential equation (SDE)
dE(X) = E(X)−dX, E(X)0 = 1.
We apply [1, Theorem 5.1.6] with the truncation function x1{|x|61} instead of x1{|x|<1}
to obtain that if E(X) > 0, then there exists a Le´vy process Y with (Y |P) ∼ (γY , σY , νY )
such that E(X) = eY , where σY = σ and
νY (B) =
ˆ
R
1{ln(1+x)∈B}ν(dx), B ∈ B(R),
γY = γ − σ
2
2
+
ˆ
R
(
1{| ln(1+x)|61} ln(1 + x)− x1{|x|61}
)
ν(dx).
Conversely, there is a Le´vy process Z with (Z|P) ∼ (γZ , σZ , νZ) such that eX = E(Z).
Moreover, one has σZ = σ and
νZ(B) =
ˆ
R
1{ex−1∈B}ν(dx), B ∈ B(R),
γZ = γ +
σ2
2
+
ˆ
R
(
(ex − 1)1{|ex−1|61} − x1{|x|61}
)
ν(dx).
3. Martingale representation with explicit integrands
This section is devoted to prove Proposition 1.2 by using Malliavin calculus. There
are two key observations: first, the kernels in the chaos expansion of f(XT ) ∈ L2(P)
do not depend on the time variables which implies the Malliavin differentiability of
EFt[f(XT )] for any t ∈ [0, T ) (see Lemma 3.3); secondly, the Malliavin derivative of a
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functional of Xt, provided it is Malliavin differentiable, can be expressed in an explicit
form (see Lemma 3.2).
In this section, we assume (X|P) ∼ (γ, σ, ν). The following lemma is taken from [15,
Example 8.18(1)].
Lemma 3.1 ([15]). Assume σ > 0. Let f : R→ R be a Borel function with E|f(XT )|q <
∞ for some q > 1. Then, E|f(x+XT−t)| <∞ for all (t, x) ∈ [0, T ]×R, and the function
x 7→ F (t, x) := Ef(x+XT−t) belongs to C∞(R) for any t ∈ [0, T ). Furthermore,
EFs[∂xF (t,Xt)] = ∂xF (s,Xs) a.s.
for any 0 6 s < t < T .
Lemma 3.2 below was obtained in [21, Corollary 3.1 in the second article of this
thesis] and it provides an equivalent condition such that a functional of Xt belongs to
D1,2. We refer to [25, Proposition V 2.3.1] when X is a Brownian motion and refer to
[12, Lemma 3.2] when X has no Brownian component.
Lemma 3.2 ([21]). Let t ∈ (0, T ] and a Borel function f : R→ R with f(Xt) ∈ L2(P).
Then, f(Xt) ∈ D1,2 if and only if the following two assertions hold:
(a) when σ > 0, f has a weak derivative2 f ′w on R with f
′
w(Xt) ∈ L2(P),
(b) the map (s, x) 7→ f(Xt+x)−f(Xt)
x
1[0,t]×R0(s, x) belongs to L2(P⊗m).
Furthermore, if f(Xt) ∈ D1,2, then for P⊗m-a.e. (ω, s, x) ∈ Ω× [0, T ]× R one has
Ds,xf(Xt) = f
′
w(Xt)1[0,t]×{0}(s, x) +
f(Xt + x)− f(Xt)
x
1[0,t]×R0(s, x),
where we set, by convention, f ′w := 0 when σ = 0.
Lemma 3.3. Let f : R→ R be a Borel function with f(XT ) ∈ L2(P).
(1) There are symmetric f˜n ∈ L2(µ⊗n) such that f(XT ) =
∑∞
n=0 In(f˜n1
⊗n
[0,T ]) a.s.
(2) For t ∈ [0, T ), one has EFt[f(XT )] =
∑∞
n=0 In(f˜n1
⊗n
[0,t]) a.s. and EFt[f(XT )] ∈ D1,2.
(3) For t ∈ (0, T ), it holds
E
(
|σ∂xF (t,Xt)|2 +
ˆ
R
|F (t,Xt + x)− F (t,Xt)|2ν(dx)
)
<∞, (3.1)
where F (t, x) := Ef(x+XT−t) if σ > 0, and in the case σ = 0 we let F (t, ·) be a
Borel function such that F (t,Xt) = EFt[f(XT )] a.s. and set ∂xF := 0.
Proof. Items (1) and (2) are due to [15, Lemma D.1]. For item (3), it is clear for the case
σ = 0 that (3.1) is implied by Lemma 3.2. Let us turn to the case σ > 0. According
to Lemma 3.1, one has F (t, ·) ∈ C∞(R), and hence (F (t, ·))′w = ∂xF (t, ·) a.e. with
respect to the Lebesgue measure λ. Since the law of Xt is absolutely continuous with
respect to λ, it holds that (F (t, ·))′w(Xt) = ∂xF (t,Xt) a.s. Then, (3.1) follows from
Lemma 3.2. 
We are now in a position to prove Proposition 1.2.
2A locally integrable function h is called a weak derivative of a locally integrable funtion f on R if´
R
f(x)φ′(x)dx = −
´
R
h(x)φ(x)dx for all smooth functions φ with compact support in R. When such
an h exists (unique up to a λ-null set), then we denote f ′w := h.
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Proof of Proposition 1.2. For (t, x) ∈ [0, T ] × R, denote
∆F (t, x) := ∂xF (t,Xt−)1{x=0} +
F (t,Xt− + x)− F (t,Xt−)
x
1{x 6=0}, (3.2)
where we recall that ∂xF := 0 if σ = 0 by convention. The assumption E|f(x+Xt)| <∞
for all (t, x) ∈ [0, T ]×R implies that (F (t,Xt + x)− F (t,Xt))t∈[0,T ] is a martingale for
each x ∈ R. Moreover, in the case σ > 0, the assumption f(XT ) ∈ L2(P) and Lemma 3.1
imply that F (t, ·) ∈ C∞(R) for all t ∈ [0, T ) and (∂xF (t,Xt))t∈[0,T ) is a martingale.
Step 1. We show that for any t ∈ (0, T ),
C(t) := E
ˆ t
0
ˆ
R
|∆F (s, x)|2m(ds,dx) <∞.
Observe that (t, x) 7→ F (t, x) is Borel measurable by Fubini’s theorem. In addition,
since X− is predictable, we infer that (ω, t, x) 7→ F (t,Xt−(ω) + x) is P˜-measurable.
Therefore, ∆F given in (3.2) is P˜-measurable.
Remark that Xs = Xs− a.s. for each s ∈ [0, T ]. Using Fubini’s theorem and the
martingale property, together with (3.1), we obtain for any t ∈ (0, T ) that
C(t) = E
ˆ t
0
|σ∂xF (s,Xs)|2ds+ E
ˆ t
0
ˆ
R
|F (s,Xs + x)− F (s,Xs)|2ν(dx)ds
6 t
(
E|σ∂xF (t,Xt)|2 + E
ˆ
R
|F (t,Xt + x)− F (t,Xt)|2ν(dx)
)
<∞.
Hence, the stochastic integral
´ t
0
´
R
∆F (s, x)M(ds,dx) exists as an element in L2(P).
Step 2. Fix t ∈ (0, T ). We prove that, a.s.,
F (t,Xt) = Ef(XT ) +
ˆ t
0
ˆ
R
∆F (s, x)M(ds,dx). (3.3)
The representation (3.3) can be regarded as a consequence of the Clark–Ocone formula.
However, this formula seems to be considered either when the Le´vy process X is square
integrable or when X has no Brownian component (i.e. σ = 0) (see, e.g., [3, 23, 27, 28,
35]). So, for the reader’s convenience, we present here a complete proof for (3.3) where
neither square integrability nor σ = 0 is assumed. Due to the denseness of the simple
multiple stochastic integrals in L2(P) (see [10, Lemma 2.1]), in order to obtain (3.3) it
is sufficient to check that
E [Im(km)F (t,Xt)] = E
[
Im(km)
ˆ t
0
ˆ
R
∆F (s, x)M(ds,dx)
]
(3.4)
for all m > 1 and all functions km of the form
km = 1B1×···×Bm , (3.5)
where Bi = (si, ti] × (ai, bi] in which (ai, bi] are finite intervals and the time intervals
(si, ti] ⊂ [0, t] satisfy ti−1 6 si, i = 2, . . . ,m.
Since F (t,Xt) ∈ D1,2 by Lemma 3.3(2), applying Lemma 3.2 we have for P ⊗m-a.e.
(ω, s, x) ∈ Ω× [0, T ]× R,
Ds,xF (t,Xt) = ∂xF (t,Xt)1[0,t]×{0}(s, x) +
F (t,Xt + x)− F (t,Xt)
x
1[0,t]×R0(s, x). (3.6)
Moreover, for each (s, x) ∈ [0, t] ×R, the martingale property implies that, a.s.,
EFs
[
∂xF (t,Xt)1{x=0} +
F (t,Xt + x)− F (t,Xt)
x
1{x 6=0}
]
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= ∂xF (s,Xs)1{x=0} +
F (s,Xs + x)− F (s,Xs)
x
1{x 6=0}
= ∆F (s, x),
where the second equality comes from the fact that Xs = Xs− a.s.
We let f(XT ) =
∑∞
n=0 In(f˜n1
⊗n
[0,T ]) and F (t,Xt) =
∑∞
n=0 In(f˜n1
⊗n
[0,t]) as in Lemma 3.3(1)
and (2) respectively, where f˜n ∈ L2(µ⊗n) are symmetric. Let km be of the form as in
(3.5). Since functions f˜n are symmetric, the left-hand side of (3.4) is computed as
follows
LHS(3.4) = m!
ˆ
B1×···×Bm
f˜m(x1, . . . , xm)m(ds1,dx1) · · ·m(dsm,dxm). (3.7)
For the right-hand side of (3.4), writing Im(km) =
´
Bm
Im−1(km−1)M(ds,dx), where
km−1 := 1B1×···×Bm−1 , and using Fubini’s theorem we obtain
RHS(3.4) = E
ˆ
Bm
Im−1(km−1)∆F (s, x)m(ds,dx)
=
ˆ
Bm
E
[
Im−1(km−1)EFs
[
∂xF (t,Xt)1{x=0} +
F (t,Xt + x)− F (t,Xt)
x
1{x 6=0}
]]
m(ds,dx)
= E
ˆ
Bm
Im−1(km−1)Ds,xF (t,Xt)m(ds,dx) (3.8)
= E
ˆ
Bm
Im−1(km−1)
(
L2(P ⊗m)- lim
j→∞
j∑
i=1
iIi−1
(
f˜i(·, x)1(i−1)[0,t] 1[0,t](s)
))
m(ds,dx)
= m
ˆ
Bm
E
[
Im−1(km−1)Im−1
(
f˜m(·, x)1(m−1)[0,t] 1[0,t](s)
)]
m(ds,dx)
= m!
ˆ
Bm
ˆ
B1×···×Bm−1
f˜m(x1, . . . , xm−1, x)m(ds1,dx1) · · ·m(dsm−1,dxm−1)m(ds,dx).
(3.9)
Here, one uses (3.6) and the fact that Im−1(km−1) is Fs-measurable for all s ∈ (sm, tm]
to obtain (3.8). Combining (3.7) with (3.9) yields (3.4).
Step 3. For any t ∈ (0, T ), Jensen’s inequality implies that E|f(XT )|2 > E|F (t,Xt)|2.
Then, we apply Step 2 and Itoˆ’s isometry to obtain
E|f(XT )|2 > |Ef(XT )|2 + E
ˆ t
0
ˆ
R
|∆F (s, x)|2m(ds,dx).
Letting t ↑ T , we infer that the stochastic integral ´ T0
´
R
∆F (s, x)M(ds,dx) exists
as an element in L2(P) and equals to L2(P)-limt↑T
´ t
0
´
R
∆F (s, x)M(ds,dx). On the
other hand, due to the martingale convergence theorem, F (t,Xt) = EFt[f(XT )] →
EFT−[f(XT )] a.s. and in L2(P) as t ↑ T , where FT− := σ(∪t<TFt). Since (Ft)t∈[0,T ] is
the augmented natural filtration of the Le´vy process X, it holds that FT− = FT , and
hence the desired conclusion follows. 
4. Closed form for the local risk-minimizing strategy
This section gives the proof of Theorem 1.1. First, let us fix the setting of this section.
Setting 4.1. Let S = eX be the exponential of a Le´vy processX with (X|P) ∼ (γ, σ, ν).
Assume that σ2 + ν(R) > 0 and
´
|x|>1 e
2xν(dx) <∞.
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The condition σ2 + ν(R) > 0 is simply to exclude the trivial case that X is a.s. de-
terministic. The condition
´
|x|>1 e
2xν(dx) <∞ is equivalent to the square integrability
of S (see [31, Theorem 25.3]).
By Itoˆ’s formula, one has
S = 1 +
(ˆ
·
0
σSt−dWt +
ˆ
·
0
ˆ
R0
St−(e
x − 1)N˜ (dt,dx)
)
+
ˆ
·
0
γSSt−dt
=: 1 + Sm + Sfv,
where Sm and Sfv respectively denote the martingale part and the predictable finite
variation part in the representation of S, and where
γS := γ +
σ2
2
+
ˆ
R
(ex − 1− x1{|x|61})ν(dx). (4.1)
Recall from Theorem 1.1 the notation
‖(σ, ν)‖ = σ2 +
ˆ
R
(ex − 1)2ν(dx) ∈ (0,∞).
4.1. Fo¨llmer–Schweizer (FS) decomposition. We briefly present the FS decompo-
sition of a random variable and the notion of the minimal local martingale measure
which is the key tool to determine the FS decomposition. We refer the reader to [34]
for a survey about these objects.
In this article, we follow [17, p.863] and use the family of admissible strategies as
ΣadmS (P) :=
{
ϑ predictable : E
ˆ T
0
ϑ2tS
2
t−dt <∞
}
. (4.2)
It turns out that if ϑ ∈ ΣadmS (P), then
E
ˆ T
0
ϑ2td[S, S]t = E
ˆ T
0
ϑ2td[S
m, Sm]t = E
ˆ T
0
ϑ2td〈Sm, Sm〉t
= ‖(σ, ν)‖E
ˆ T
0
ϑ2tS
2
t−dt <∞. (4.3)
The following definition is due to [34].
Definition 4.2. (1) An H ∈ L2(P) admits a FS decomposition if H can be written as
H = H0 +
ˆ T
0
ϑHt dSt + L
H
T ,
where H0 ∈ R, ϑH ∈ ΣadmS (P) and LH ∈ M02(P) is P-orthogonal to Sm.
(2) The integrand ϑH is called the local risk-minimizing strategy of H.
Remark 4.3. In our context, S satisfies the structure condition and the mean-variance
trade-off process K̂ of S in the sense of [34, p.553] is
K̂t =
γ2S
‖(σ, ν)‖ t,
which is uniformly bounded in (ω, t) ∈ Ω×[0, T ]. Hence, it is known that any H ∈ L2(P)
admits a unique FS decomposition (see [26, Theorem 3.4]).
We continue with the notion of the minimal martingale measure.
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Definition 4.4 ([33], Section 2). Let E(U) ∈ CL([0, T ]) be the stochastic exponential
of U , i.e. dE(U) = E(U)−dU with E(U)0 = 1, where
U = − γS‖(σ, ν)‖
(
σW +
ˆ
·
0
ˆ
R0
(ex − 1)N˜ (ds,dx)
)
. (4.4)
If E(U) > 0, then the probability measure P∗ defined by
dP∗ := E(U)TdP
is called the minimal martingale measure for S.
Since U given in (4.4) is a Le´vy process and belongs toM02(P), it is known that E(U)
is also an L2(P)-martingale (see, e.g., [29, Ch.V, Theorem 67] or [11, Lemma 1]).
We now give a condition imposed on the characteristics of X such that P∗ exists. Let
(U |P) ∼ (γU , σU , νU ) and denote
αU (x) := −γS(e
x − 1)
‖(σ, ν)‖ , x ∈ R.
Then, it follows from (4.4) that
γU = −
ˆ
|αU (x)|>1
αU (x)ν(dx), σU =
|γS |σ
‖(σ, ν)‖ , νU = ν ◦ α
−1
U . (4.5)
Since
E(U) > 0⇔ ∆U > −1⇔ νU ((−∞,−1]) = 0⇐ γS(ex − 1) < ‖(σ, ν)‖,∀x ∈ suppν,
the following assumption ensures the existence of P∗:
Assumption 4.5. γS(e
x − 1) < ‖(σ, ν)‖ for all x ∈ suppν.
Remark that a sufficient condition for Assumption 4.5 is
0 > γS > −‖(σ, ν)‖.
Assume that Assumption 4.5 holds true. Then, by an application of Girsanov’s the-
orem (see, e.g., [9, Propositions 2 and 3]), X is also a Le´vy process under P∗ with
(X|P∗) ∼ (γ∗, σ∗, ν∗), where
γ∗ = γ − γS‖(σ, ν)‖
(
σ +
ˆ
|x|61
x(ex − 1)ν(dx)
)
,
σ∗ = σ and ν∗(dx) =
(
1− γS(e
x − 1)
‖(σ, ν)‖
)
ν(dx). (4.6)
Moreover, if W ∗ and N˜∗ are the standard Brownian motion and the compensated Pois-
son random measure of X under P∗, then
W ∗t =Wt +
γSσ
‖(σ, ν)‖ t, (4.7)
N˜∗(dt,dx) = N˜(dt,dx) +
γS
‖(σ, ν)‖(e
x − 1)ν(dx)dt. (4.8)
In the sequel, let E∗ (resp. E∗G) denote the expectation (resp. conditional expectation
given a σ-algebra G ⊆ F) with respect to P∗.
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4.2. Proof of Theorem 1.1. Let f(x) := g(ex) and F ∗(t, x) := E∗f(x+XT−t) so that
G∗(t, ex) = F ∗(t, x) for (t, x) ∈ [0, T ]× R. We define
∆JG
∗(t, x) := G∗(t, exSt−)−G∗(t, St−), (t, x) ∈ [0, T ] ×R.
(1) We present here a direct proof for this assertion, an alternative argument for more
general settings can be found in [6, Proof of Theorem 4.3]. By assumption, f(XT ) =
g(ST ) ∈ L2(P∗) and E∗|f(x + Xt)| = E∗|g(exSt)| < ∞ for any (t, x) ∈ [0, T ] × R, we
apply Proposition 1.2 to obtain
K∗ = E∗g(ST ) +
ˆ
·
0
σSt−∂yG
∗(t, St−)dW
∗
t +
ˆ
·
0
ˆ
R0
∆JG
∗(t, x)N˜∗(dt,dx), (4.9)
whereK∗ = (K∗t )t∈[0,T ] is the ca`dla`g version of the L2(P
∗)-martingale (E∗Ft[g(ST )])t∈[0,T ],
and where W ∗ and N˜∗ are introduced in (4.7) and (4.8). Then, it holds that E(U)K∗
is a martingale under P. Since the P-martingale U given in (4.4) satisfies that
‖〈U,U〉T ‖L∞(P) =
γ2ST
‖(σ, ν)‖2
(
σ2 +
ˆ
R
(ex − 1)2ν(dx)
)
<∞,
it implies that E(U) is regular and satisfies (R2) in the sense of [7, Proposition 3.7]. Since
K∗T = g(ST ) ∈ L2(P) by assumption, we apply [7, Theorem 4.9((i)⇔(ii))] to obtain
E[K∗,K∗]T <∞.
Combining this with (4.9) yields
E
ˆ T
0
σ2|St−∂yG∗(t, St−)|2dt+ E
ˆ T
0
ˆ
R0
|∆JG∗(t, x)|2N(dt,dx) = E[K∗,K∗]T <∞.
Since dtν(dx) is the predictable P-compensator of N(dt,dx), it implies that
E
ˆ T
0
σ2|St−∂yG∗(t, St−)|2dt+ E
ˆ T
0
ˆ
R
|∆JG∗(t, x)|2ν(dx)dt <∞. (4.10)
Using Cauchy–Schwarz’s inequality yields
E
ˆ T
0
σ2S2t−|∂yG∗(t, St−)|dt+ E
ˆ T
0
ˆ
R
|∆JG∗(t, x)St−(ex − 1)|ν(dx)dt
6
√
E
ˆ T
0
S2t−dt
√
E
ˆ T
0
|σ2St−∂yG∗(t, St−)|2dt
+
√ˆ
R
(ex − 1)2ν(dx)
√
E
ˆ T
0
S2t−dt
√
E
ˆ T
0
ˆ
R
|∆JG∗(t, x)|2ν(dx)dt
<∞. (4.11)
On the other hand, the FS decomposition of H = g(ST ) is
g(ST ) = H0 +
ˆ T
0
ϑHt dSt + L
H
T (4.12)
where H0 ∈ R, ϑH ∈ ΣadmS (P) and LH ∈ M02(P) is P-orthogonal to the martingale
component Sm of S. According to [34, Eq. (3.10)], it holds that LH is a local P∗-
martingale. We remark that
´
·
0 ϑ
H
t dSt is also a local P
∗-martingale. Using Cauchy–
Schwarz’s inequality and (4.3), we obtain
E∗
√
[LH , LH ]T 6 ‖E(U)T ‖L2(P)
√
E[LH , LH ]T <∞,
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E∗
√ˆ T
0
|ϑHt |2d[S, S]t 6 ‖E(U)T ‖L2(P)
√
E
ˆ T
0
|ϑHt |2d[S, S]t <∞.
Hence, the Burkholder–Davis–Gundy inequality verifies that both LH and
´
·
0 ϑ
H
t dSt are
P∗-martingales. Combining (4.9) with (4.12), we derive H0 = E
∗g(ST ) andˆ
·
0
ϑHt dSt + L
H =
ˆ
·
0
σSt−∂yG
∗(t, St−)dW
∗
t +
ˆ
·
0
ˆ
R0
∆JG
∗(t, x)N˜∗(dt,dx). (4.13)
Recall that the martingale part of S is Sm =
´
·
0 σSt−dWt+
´
·
0
´
R0
St−(e
x− 1)N˜ (dt,dx).
Since 〈LH , Sm〉P = 0 by the definition of the FS decomposition, we take the predictable
quadratic covariation on both sides of (4.13) with Sm under P and notice that the
integrability condition (4.11) holds to obtain
‖(σ, ν)‖
ˆ
·
0
ϑHt S
2
t−dt =
ˆ
·
0
σ2S2t−∂yG
∗(t, St−)dt+
ˆ
·
0
ˆ
R
∆JG
∗(t, x)St−(e
x − 1)ν(dx)dt,
which yields (1.2) as desired.
(2) It follows from Cauchy–Schwarz’s inequality and (4.10) that
E∗
ˆ T
0
|σ2St−∂yG∗(t, St−)|dt+ E∗
ˆ T
0
ˆ
R
|∆JG∗(t, x)(ex − 1)|ν(dx)dt
6
√
T‖E(U)T ‖L2(P)
√
E
ˆ T
0
|σ2St−∂yG∗(t, St−)|2dt
+ ‖E(U)T ‖L2(P)
√
T
ˆ
R
(ex − 1)2ν(dx)
√
E
ˆ T
0
ˆ
R
|∆JG∗(t, x)|2ν(dx)dt
<∞. (4.14)
By assumption, it is clear that (G∗(t, exSt)−G∗(t, St))t∈[0,T ] is a P∗-martingale for each
x ∈ R. In the case σ > 0, due to g(ST ) ∈ L2(P∗) and Lemma 3.1, (St∂yG∗(t, St))t∈[0,T )
is also a P∗-martingale. Hence, the function
[0, T ) ∋ t 7→ E∗|σ2St∂yG∗(t, St)|+ E∗
ˆ
R
|G∗(t, exSt)−G∗(t, St)||ex − 1|ν(dx)
is non-decreasing by the martingale property. In addition, noticing that St− = St a.s.
for each t ∈ [0, T ], we infer from (4.14) and Fubini’s theorem that
E∗|σ2St∂yG∗(t, St)|+ E∗
ˆ
R
|G∗(t, exSt)−G∗(t, St)||ex − 1|ν(dx) <∞
for all t ∈ [0, T ). Therefore,(
1
‖(σ, ν)‖
(
σ2St∂yG
∗(t, St) +
ˆ
R
(G∗(t, exSt)−G∗(t, St))(ex − 1)ν(dx)
))
t∈[0,T )
is a P∗-martingale for which one can find a ca`dla`g modification, denoted by ϕg. Then,
the process ϑ˜g defined by
ϑ˜g :=
ϕg
S
(4.15)
satisfies the desired requirements. 
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Remark 4.6. Let ϑ˜ ∈ CL([0, T )) be such that ϑ˜ = ϑ˜g for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ),
where ϑ˜g given in (4.15). Then, P(ϑ˜t = ϑ˜
g
t , ∀t ∈ [0, T )) = 1 due to the ca`dla`g property.
Hence, ϑ˜− is also a LRM strategy of H = g(ST ), and it holds that, for any t ∈ [0, T ),
ϑ˜t =
1
‖(σ, ν)‖
(
σ2St∂yG
∗(t, St) +
ˆ
R
(G∗(t, exSt)−G∗(t, St))(ex − 1)ν(dx)
)
a.s.
5. Discrete-time hedging in weighted bounded mean oscillation spaces
This section is a continuation of the work in [37] for the exponential Le´vy models.
First, we use the approximation scheme for stochastic integrals introduced in [37] and
investigate the resulting error in weighted BMO spaces. Consequently, the Lp-estimates
(p ∈ (2,∞)) for the error are provided. Secondly, to illustrate the obtained results,
we consider the stochastic integral term in the FS decomposition of a European type
option. This integral can be interpreted as the hedgeable part of the option. Notice
that we do not assume the (local) martingale property under the reference measure for
the underlying price process.
5.1. Weighted bounded mean oscillation (BMO) spaces. Let S([0, T ]) denote
the family of all stopping times ρ : Ω→ [0, T ], and set inf ∅ :=∞.
Definition 5.1 ([14, 15]). Let p ∈ (0,∞).
(1) For Φ ∈ CL+([0, T ]), we denote by BMOΦp (P) the space of all Y ∈ CL0([0, T ]) with
‖Y ‖BMOΦp (P) <∞, where
‖Y ‖BMOΦp (P) := inf
{
c > 0 : EFρ[|YT − Yρ−|p] 6 cpΦpρ a.s., ∀ρ ∈ S([0, T ])
}
.
(2) (Weight regularity) Let SMp(P) be the space of all Φ ∈ CL+([0, T ]) with ‖Φ‖SMp(P) <
∞, where
‖Φ‖SMp(P) := inf
{
c > 0 : EFa
[
supt∈[a,T ]Φ
p
t
]
6 cpΦpa a.s., ∀a ∈ [0, T ]
}
.
The theory of non-weighted BMO-martingales (i.e. when Φ ≡ 1 and Y is a martin-
gale) can be found in [29, Ch.IV]. One remarks that the weighted BMO spaces above
were introduced in [14] for general ca`dla`g processes which are not necessarily martin-
gales.
Definition 5.2 ([14]). For s ∈ (1,∞), we denote byRHs(P) the family of all probability
measures Q equivalent to P such that dQ/dP =: U ∈ Ls(P) and there exists a constant
c(5.1) > 0 such that U satisfies the following reverse Ho¨lder inequality
EFρ[U
s] 6 cs(5.1)|EFρ[U ] |s a.s., ∀ρ ∈ S([0, T ]). (5.1)
We refer the reader to [14, 15] for further properties of those quantities. Proposition 5.3
below recalls some features of weighted BMO which are crucial for our applications, and
their proofs can be found in [15, Proposition A.6] and [37, Proposition 2.5].
Proposition 5.3 ([15, 37]). Let p ∈ (0,∞).
(1) There is a constant c1 = c(p) > 0 such that ‖ · ‖Lp(P) 6 c1‖Φ‖Lp(P)‖ · ‖BMOΦp (P).
(2) If Φ ∈ SMp(P), then for any r ∈ (0, p] there is a constant c2 = c2(r, p, ‖Φ‖SMp(P)) >
0 such that ‖ · ‖BMOΦp (P) ∼c2 ‖ · ‖BMOΦr (P).
(3) If Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SMp(Q), then there exists a constant
c3 = c(s, p) > 0 such that ‖ · ‖BMOΦp (Q) 6 c3‖ · ‖BMOΦp (P).
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Remark 5.4. The benefit of Proposition 5.3(2) is as follows: If p ∈ [2,∞) (this is
usually the case in applications), then one can choose r = 2 so that ‖ · ‖BMOΦp (P) ∼c2
‖·‖BMOΦ2 (P), and then we can still exploit some similar techniques as in the L2(P)-theory
to deal with ‖·‖BMOΦ2 (P). Combining this observation with Proposition 5.3(1) yields the
following estimate provided that Φ ∈ SMp(P), p ∈ [2,∞),
‖ · ‖Lp(P) 6 c1c2‖Φ‖Lp(P)‖ · ‖BMOΦ2 (P). (5.2)
Proposition 5.3(3) gives a change of the underlying measure which might be of interest
for further applications in mathematical finance.
5.2. Jump adjusted approximation. Let us recall from [37] the approximation scheme
with the jump adjusted method. Roughly speaking, this method is constructed by
adding suitable correction terms to the classical Riemann sum of the stochastic integral
as soon as relatively large jumps of the driving process occur.
Time-nets. Let Tdet denote the family of all deterministic time-nets τ = (ti)ni=0, 0 =
t0 < t1 < · · · < tn = T , n > 1. The mesh size of τ = (ti)ni=0 ∈ Tdet associated with a
parameter θ ∈ (0, 1] is defined by
‖τ‖θ := max
i=1,...,n
ti − ti−1
(T − ti−1)1−θ .
Let τn ∈ Tdet with #τn = n + 1. By a short calculation we can find that ‖τn‖θ > T θn .
Minimizing ‖τn‖θ over τn ∈ Tdet with #τ = n + 1 leads us to the following adapted
time-nets, which were exploited in [11, 13, 14, 15, 37]: For θ ∈ (0, 1] and n > 1, the
adapted time-net τ θn = (t
θ
i,n)
n
i=0 is defined by
tθi,n := T
(
1− θ
√
1− i/n
)
, i = 1, . . . , n. (5.3)
Then, a calculation gives
T θ
n
6 ‖τ θn‖θ 6
T θ
θn
, n > 1.
Jump adjusted approximation scheme. Let S = eX be the exponential Le´vy process and
assume Setting 4.1. Let ϑ˜ ∈ CL([0, T )) be such that E ´ T0 ϑ˜2t−S2t−dt <∞ (the tilde sign
here indicates the ca`dla`g property of the process (ϑ˜t)t∈[0,T )). For τ = (ti)
n
i=0 ∈ Tdet, the
Riemann approximation ARm(ϑ˜, τ) of
´ T
0 ϑ˜t−dSt is defined by
ARmt (ϑ˜, τ) :=
n∑
i=1
ϑ˜ti−1−(Sti∧t − Sti−1∧t), t ∈ [0, T ].
Before proceeding to the jump adjusted approximation, we need the following stop-
ping times which capture the relative large jumps of S: For ε > 0 and κ > 0, we define
the family of stopping times ρ(ε, κ) = (ρi(ε, κ))i>0 by setting ρ0(ε, κ) := 0 and
ρi(ε, κ) := inf{T > t > ρi−1(ε, κ) : |∆St| > ε(T − t)κSt−} ∧ T, i > 1.
By specializing κ = 0, the parameter ε can be regarded as the jump size threshold.
When κ > 0, this threshold shrinks as t ↑ T , and thus the parameter κ indices the jump
size decay rate. The reason for using the decay function ε(T − t)κ is to compensate the
growth of integrands.
Definition 5.5. Let ε > 0, κ ∈ [0, 12 ) and τ = (ti)ni=0 ∈ Tdet.
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(1) Let τ⊔ρ(ε, κ) denote the combined time-net constructed by combining τ with ρ(ε, κ)
and re-ordering their time-knots.
(2) For t ∈ [0, T ], we define
ϑ˜(τ)t :=
n∑
i=1
ϑ˜ti−1−1(ti−1,ti](t),
ACorrt (ϑ˜, τ |ε, κ) := ARmt (ϑ˜, τ) +
∑
ρi(ε,κ)∈[0,t]∩[0,T )
(
ϑ˜ρi(ε,κ)− − ϑ˜(τ)ρi(ε,κ)
)
∆Sρi(ε,κ),
ECorrt (ϑ˜, τ |ε, κ) :=
ˆ t
0
ϑ˜u−dSu −ACorrt (ϑ˜, τ |ε, κ).
Denote
N (ε, κ) := inf{i > 1 : ρi(ε, κ) = T}.
We apply [37, Proposition 5.3] (with α = 2) to conclude that N (ε, κ) < ∞ a.s. for
any ε > 0 and κ ∈ [0, 12). Hence, the sum in the definition of ACorr(ϑ˜, τ |ε, κ) is a
finite sum a.s. By adjusting this sum on a set of probability zero, we may assume that
ACorr(ϑ˜, τ |ε, κ), and hence, ECorr(ϑ˜, τ |ε, κ), belong to CL0([0, T ]).
5.3. Discrete-time approximation in weighted BMO: A general result. Let us
introduce the main assumption to obtain the approximation results.
Assumption 5.6. Let S = eX with (X|P) ∼ (γ, σ, ν). Let ϑ˜ ∈ CL([0, T )) and θ ∈ (0, 1].
Assume that
(i)
´
|x|>1 e
2xν(dx) <∞.
(ii) ∆ϑ˜t = 0 a.s. for each t ∈ [0, T ).
(iii) There exists a random measure Υ: Ω×B((0, T ))→ [0,∞] such that Υ(ω, (0, t]) <
∞ for all (ω, t) ∈ Ω× (0, T ), and such that for any 0 6 a < b < T ,
EFa
[ˆ
(a,b]
|ϑ˜t − ϑ˜a|2S2t dt
]
6 c2(5.4)EFa
[ˆ
(a,b]
(b− t)Υ(·,dt)
]
a.s. (5.4)
(iv) There is an a.s. non-decreasing process Θ ∈ CL+([0, T ]) such that
(1) (Growth condition) One has
|ϑ˜a| 6 c(5.5)(T − a)
θ−1
2 Θa a.s., ∀a ∈ [0, T ). (5.5)
(2) (Curvature condition) One has
EFa
[ˆ
(a,T )
(T − t)1−θΥ(·,dt)
]
6 c2(5.6)Φ
2
a a.s., ∀a ∈ [0, T ), (5.6)
where
Φ := ΘS. (5.7)
Here, c(5.4), c(5.5), c(5.6) are positive constants independent of a, b.
Condition (i) is equivalent to the square integrability of S. Condition (ii) means that
the integrand ϑ˜ has no fixed-time discontinuity, and this property is satisfied in various
contexts. Conditions (iii)–(iv) are adapted from [37, Assumption 3.3], and the random
measure Υ above describes some kind of curvature of the stochastic integral. Several
specifications of Υ are provided in [15] (for the Brownian setting and the Le´vy setting)
and in [37] (for the exponential Le´vy setting).
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Theorem 5.7. Let Assumption 5.6 hold for some ϑ˜ ∈ CL([0, T )) and for some θ ∈
(0, 1]. For Φ given in (5.7), we define Φ ∈ CL+([0, T ]) by setting
Φt := Φt + supu∈[0,t] |∆Φu|, t ∈ [0, T ].
Assume that Φ ∈ SM2(P). Then, the following assertions hold:
(1) If
´
|x|61 |x|rν(dx) < ∞ for some r ∈ [1, 2], then there is a constant c(5.8) > 0 such
that for all τ ∈ Tdet, ε > 0,∥∥∥ECorr (ϑ˜, τ ∣∣∣ ε, 1−θ2 )∥∥∥BMOΦ2 (P) 6 c(5.8)max
{
ε1−r
√
‖τ‖θ,
√
‖τ‖θ, ε
}
. (5.8)
Consequently, choosing the adapted time-net τ θn and ε = n
− 1
2r in (5.8) we obtain
sup
n>1
n
1
2r
∥∥∥ECorr (ϑ˜, τ θn∣∣∣n− 12r , 1−θ2 )∥∥∥BMOΦ2 (P) <∞. (5.9)
(2) If supr>0
∣∣ ´
|ex−1|>r(e
x−1)ν(dx)∣∣ <∞, then there is a constant c(5.10) > 0 such that
for all τ ∈ Tdet, ε > 0,∥∥∥ECorr (ϑ˜, τ ∣∣∣ ε, 1−θ2 )∥∥∥BMOΦ2 (P) 6 c(5.10)max
{√
‖τ‖θ, ε
}
. (5.10)
Consequently, choosing the adapted time-net τ θn and ε = n
− 1
2 in (5.10) we obtain
sup
n>1
n
1
2
∥∥∥ECorr (ϑ˜, τ θn∣∣∣n− 12 , 1−θ2 )∥∥∥BMOΦ2 (P) <∞. (5.11)
(3) If in addition Φ ∈ SMp(P) for some p ∈ (2,∞), then the conclusions of items (1),
(2) hold for the Lp(P)-norm in place of the BMO
Φ
2 (P)-norm.
(4) If in addition Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SM2(Q), then the conclu-
sions of items (1), (2) hold for the BMOΦ2 (Q)-norm in place of the BMO
Φ
2 (P)-norm.
Proof. By Subsection 2.4, one has dSt = St−dZt, where Z is a square integrable Le´vy
process with the Le´vy measure νZ = ν ◦h−1, where h(x) := ex− 1. Moreover, it is clear
that
´
|x|61 |x|rν(dx) <∞⇔
´
|z|61 |z|rνZ(dz) <∞. Then, we apply [37, Theorem 3.10]
to obtain items (1) and (2). Items (3), (4) are due to Proposition 5.3 and Lemma A.2.

Remark 5.8. The parameter n in front of the BMOΦ2 (P)-norm in (5.9) and (5.11) can be
regarded as the L2(P)-norm of the cardinality of the combined time-net τ
θ
n⊔ρ(n−
1
2r , 1−θ2 )
and τ θn ⊔ ρ(n−
1
2 , 1−θ2 ) respectively. This assertion is derived from [37, Proposition 3.13]
(with Q = P, and q = 2, r =∞).
5.4. Ho¨lder spaces and α-stable-like processes. We first define some classes of
Ho¨lder continuous functions and bounded Borel functions, where the payoff functions
are contained in.
Definition 5.9. Let U ⊆ R be a non-empty open interval.
(1) For η ∈ [0, 1], we let C0,η(U) denote the space of all Borel functions f : U → R with
|f |C0,η(U) <∞, where
|f |C0,η(U) := inf{c > 0 : |f(x)− f(y)| 6 c|x− y|η, ∀x, y ∈ U, x 6= y}.
(2) For q ∈ [1,∞], we define
W˚ 1,q(U) :=
{
f : U → R : ∃k ∈ Lq(U), f(y)− f(x) =
ˆ y
x
k(u)du,∀x, y ∈ U, x < y
}
,
and let |f |
W˚ 1,q(U) := ‖k‖Lq(U).
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It is obvious that C0,η(U) is the space of all η-Ho¨lder continuous functions on U for
η ∈ (0, 1], and C0,0(U) consists of all bounded and Borel functions on U . For η ∈ [0, 1],
Ho¨lder’s inequality implies that
W˚
1, 1
1−η (U) ⊆ C0,η(U) with |f |C0,η(U) 6 |f |
W˚
1, 11−η (U)
, ∀f ∈ W˚ 1, 11−η (U).
In particular, W˚ 1,∞(U) = C0,1(U), which is the space of Lipschitz functions on U .
We next introduce some classes of α-stable-like Le´vy measures.
Definition 5.10. Let ν be a Le´vy measure and α ∈ (0, 2).
(1) We let ν ∈ S1(α) if one can decompose ν = ν1 + ν2, where ν1, ν2 are Le´vy measures
and satisfy that
lim sup
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν2(dx) <∞, (5.12)
ν1(dx) =
k(x)
|x|α+11{x 6=0}dx, (5.13)
where 0 < lim infx→0 k(x) 6 lim supx→0 k(x) < ∞, and the function x 7→ k(x)|x|α is
non-decreasing on (−∞, 0) and non-increasing on (0,∞).
(2) We let ν ∈ S2(α) if
0 < lim inf
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν(dx) 6 lim sup
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν(dx) <∞.
(5.14)
In fact, S1(α) ⊆ S2(α) for α ∈ (0, 2), and moreover, the inclusion is strict. This
assertion and some further properties of S1(α), S2(α) are given in Lemma A.1.
Example 5.11. Let us provide some examples for those classes of Ho¨lder functions and
of α-stable-like processes used in financial modelling.
(1) The European call and put are Lipschitz, hence they belong to W˚ 1,∞(R+).
The power call g(y) := ((y−K)∨0)η with K > 0 and η ∈ (0, 1) belongs to C0,η(R+),
but g /∈ W˚ 1,q(R+) for any q ∈ (1,∞). However, we can decompose g = g1 + g2,
where g1 := ((y − K) ∨ 0)η ∧ 1 and g2 := g − g1, so that g1 ∈ ∩16q< 1
1−η
W˚ 1,q(R+)
and g2 is Lipschitz. By the linearity, the LRM strategy of g is the sum of the LRM
strategies corresponding to g1 and g2.
The binary option g(y) := 1[K,∞)(y) belongs to C
0,0(R+) obviously.
(2) The CGMY process with parameters C,G,M > 0 and Y ∈ (0, 2) (see [32, Section
5.3.9]) has the Le´vy measure
νCGMY(dx) = C
eGx1{x<0} + e
−Mx
1{x>0}
|x|1+Y 1{x 6=0}dx
which belongs to S1(Y ) due to Lemma A.1(3).
The Normal Inverse Gaussian (NIG) process (see [32, Section 5.3.8]) has the Le´vy
density pNIG(x) := νNIG(dx)/dx that satisfies
0 < lim inf |x|→0 x
2pNIG(x) 6 lim sup|x|→0 x
2pNIG(x) <∞.
Hence, Lemma A.1(3) verifies that νNIG ∈ S1(1).
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5.5. Discretisation of LRM strategies. Let X be a Le´vy process with (X|P) ∼
(γ, σ, ν) and S = eX . In this subsection, we apply results of Subsection 5.3, and the
stochastic integral being approximated is the integral term in the FS decomposition of
g(ST ). Moreover, we choose the ca`dla`g version ϑ˜
g of the LRM strategy as mentioned
in Theorem 1.1(2) so that the integral we are going to approximate is of the formˆ T
0
ϑ˜gt−dSt.
Under the assumptions of Theorem 1.1, it follows from Remark 4.6 that, for t ∈ [0, T ),
ϑ˜gt =
1
‖(σ, ν)‖
(
σ2∂yG
∗(t, St) +
ˆ
R
G∗(t, exSt)−G∗(t, St)
St
(ex − 1)ν(dx)
)
a.s. (5.15)
For η ∈ [0, 1] and t ∈ [0, T ], we define
Θ(η)t := supu∈[0,t](S
η−1
u ), Φ(η) := Θ(η)tSt,
Φ(η)t := Φ(η)t + supu∈[0,t] |∆Φ(η)u|.
The results about approximation are given in items (4)–(6) of Theorem 5.12 below.
In fact, the LRM strategy ϑ˜g− is quite difficult to investigate directly under the original
measure P but it fits well the main assumption Assumption 4.5 under the minimal
martingale measure P∗. Therefore, our idea is to switch between the original measure
P and the minimal martingale measure P∗ and use the fact that weighted BMO-norms
allow a change of measure as given in Proposition 5.3(3). Moreover, regarding the drift
coefficient γS given in (4.1), we now focus on the case γS 6= 0 since the case γS = 0,
which corresponds to the martingale setting, was investigated in [37, Section 4].
Theorem 5.12. Assume Setting 4.1, Assumption 4.5, γS 6= 0 and
´
|x|>1 e
3xν(dx) <∞.
Let g ∈ C0,η(R+) with η ∈ [0, 1]. Then, the following assertions hold:
(1) Both Φ(η) and Φ(η) belong to SM3(P) ∩ SM2(P∗).
(2) P∗ ∈ RH3(P) and ‖ · ‖
BMO
Φ(η)
2 (P
∗)
6 c‖ · ‖
BMO
Φ(η)
2 (P)
for some constant c > 0.
(3) Set M := ϑ˜gS. Then, Assumption 5.6 is satisfied under P∗ for the selection
ϑ˜ = ϑ˜g, Υ(·,dt) = d〈M,M〉P∗t +M2t dt, Θ = Θ(η), Φ = Φ(η),
and for the parameter θ provided in Table 1.
(4) With the adapted time-nets τ θn given in (5.3), one has
sup
n>1
n
1
2r
∥∥∥ECorr (ϑ˜g, τ θn ∣∣∣n− 12r , 1−θ2 )∥∥∥BMOΦ(η)2 (P∗) <∞, (5.16)
where the parameters r and θ are provided in Table 1.
(5) Let s ∈ (1,∞), and assume in addition when ‖(σ,ν)‖
γS
∈ [−1,∞) that ´|x|>1 e(1−s)xν(dx) <
∞. Then, P ∈ RHs(P∗) and
‖ · ‖
BMO
Φ(η)
2 (P
∗)
∼c ‖ · ‖
BMO
Φ(η)
2 (P)
for some constant c > 1, and hence
sup
n>1
n
1
2r
∥∥∥ECorr (ϑ˜g, τ θn ∣∣∣n− 12r , 1−θ2 )∥∥∥BMOΦ(η)2 (P) <∞, (5.17)
where the parameters r and θ are provided in Table 1. Moreover, (5.17) holds true
for the L3(P)-norm in place of the BMO
Φ(η)
2 (P)-norm.
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(6) If in addition
´
|x|>1 e
pxν(dx) <∞ for some p ∈ (3,∞), then (5.16) (resp. (5.17)) is
satisfied for the Lp−1(P
∗)-norm (resp. Lp(P)-norm) in place of the BMO
Φ(η)
2 (P
∗)-
norm (resp. BMO
Φ(η)
2 (P)-norm).
Table 1: Values of parameters r and θ
σ and η Small jump condition Regularity of g Conclusions for r and θ
C1
σ > 0
η ∈ (0, 1]
´
|x|61 |x|αν(dx) <∞
for some α ∈ [1, 2] g ∈ C
0,η(R+)
∀r ∈ [α, 2]
∀θ ∈ (0, η) if η ∈ (0, 1)
θ = 1 if η = 1
C2
σ = 0
η ∈ [0, 1]
´
|x|61 |x|αν(dx) <∞
for some α ∈ [1, η + 1] g ∈ C
0,η(R+)
∀r ∈ [α, 2]
θ = 1
C3
σ = 0
η ∈ [0, 1)
ν ∈ S1(α)
for some α ∈ [1 + η, 2) g ∈ C
0,η(R+)
∀r ∈ (α, 2]
∀θ ∈
(
0, 2(1+η)
α
− 1
)
C4
σ = 0
η ∈ [0, 1)
ν ∈ S2(α)
for some α ∈ [1 + η, 2) g ∈ W˚
1, 1
1−η (R+)
∀r ∈ (α, 2]
∀θ ∈
(
0, 2(1+η)
α
− 1
)
Remark 5.13. (1) Let us comment on the parameters r and θ in Table 1. First, since
we use the adapted time-net τ θn which leads to better estimates (see (5.9)), it follows
that the parameter r only depends on the behavior of ν around zero. Moreover, the
smaller r is, the better approximation accuracy one achieves. The parameter θ is
the outcome of the interplay between the behavior of ν around zero and the Ho¨lder
regularity of the payoff function.
(2) Since X is a Le´vy process under both measures P and P∗, we apply [37, Proposition
5.3] (with α = 2 and κ = 1−θ2 , ε = n
− 1
2r ) to conclude that the parameter n in
front of the BMO
Φ(η)
2 (P
∗)-norm in (5.16) can be regarded as the L2(P)-norm and
the L2(P
∗)-norm of the cardinality of the combine time-net τ θn ⊔ ρ(n−
1
2r , 1−θ2 ). The
parameter n in front of the BMO
Φ(η)
2 (P)-norm in (5.17) can be interpreted in a
similar manner.
For the proof of Theorem 5.12, we need the following lemmas where we recall ν∗(dx) =(
1− γS‖(σ,ν)‖ (ex − 1)
)
ν(dx) from (4.6) and the classes S1(α), S2(α) from Definition 5.10.
Lemma 5.14. Under Assumption 4.5, the following assertions hold:
(1) For β ∈ [0, 2], one has ´|x|61 |x|βν(dx) <∞⇔
´
|x|61 |x|βν∗(dx) <∞.
(2) Assume γS 6= 0. Then, for r ∈ [1,∞) one has
EerXt <∞,∀t > 0⇔
ˆ
|x|>1
erxν(dx) <∞
⇔
ˆ
|x|>1
e(r−1)xν∗(dx) <∞⇔ E∗e(r−1)Xt <∞,∀t > 0.
Proof. Item (1) is clear from the relation between ν and ν∗. A short computation and
[31, Theorem 25.3] imply item (2). 
Lemma 5.15. Assume Assumption 4.5 and
´
|x|>1 e
xν(dx) <∞. If ν ∈ Si(α) for some
α ∈ (0, 2), then ν∗ ∈ Si(α) for i = 1, 2.
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Proof. We first prove the assertion for i = 1. Assume that S1(α) ∋ ν = ν1 + ν2,
where ν1, ν2 are Le´vy measures satisfying (5.13) and (5.12) respectively. Observe that
suppνi ⊆ suppν for i = 1, 2. We define
ν∗1 (dx) :=

((
1− γS‖(σ,ν)‖ (ex − 1)
)
1{x<0} + 1{x>0}
)
ν1(dx) if
γS
‖(σ,ν)‖ 6 0((
1− γS‖(σ,ν)‖ (ex − 1)
)
1{x>0} + 1{x<0}
)
ν1(dx) if
γS
‖(σ,ν)‖ > 0,
and set
ν∗2(dx) := ν
∗(dx)− ν∗1(dx)
=
−
γS
‖(σ,ν)‖ (e
x − 1)1{x>0}ν1(dx) +
(
1− γS‖(σ,ν)‖ (ex − 1)
)
ν2(dx) if
γS
‖(σ,ν)‖ 6 0
γS
‖(σ,ν)‖ (1− ex)1{x<0}ν1(dx) +
(
1− γS‖(σ,ν)‖ (ex − 1)
)
ν2(dx) if
γS
‖(σ,ν)‖ > 0.
It is clear that ν∗1 and ν
∗
2 are Le´vy measures. Moreover, a short calculation shows that
ν∗1 and ν
∗
2 satisfy (5.13) and (5.12) respectively, which verifies ν
∗ ∈ S1(α).
We now prove the statement for i = 2. Assume that ν ∈ S2(α). Let ε ∈ (0, 1) and
δ > 0 be such that |γS (ex−1)‖(σ,ν)‖ | < ε for all |x| < δ. Then,ˆ
R
(1− cos(ux))ν∗(dx) >
ˆ
|x|<δ
(1− cos(ux))
(
1− γS(e
x − 1)
‖(σ, ν)‖
)
ν(dx)
> (1− ε)
ˆ
|x|<δ
(1− cos(ux))ν(dx)
= (1− ε)
(ˆ
R
(1− cos(ux))ν(dx)−
ˆ
|x|>δ
(1− cos(ux))ν(dx)
)
.
Since supu∈R |
´
|x|>δ(1− cos(ux))ν(dx)| 6 2ν(R\(−δ, δ)) <∞, it implies that
lim inf
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν∗(dx) > (1− ε) lim inf
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν(dx) > 0.
For the upper limit, one hasˆ
R
(1− cos(ux))ν∗(dx) 6 (1 + ε)
ˆ
|x|<δ
(1 − cos(ux))ν(dx) +
ˆ
|x|>δ
(1− cos(ux))ν∗(dx)
= (1 + ε)
(ˆ
R
−
ˆ
|x|>δ
)
(1− cos(ux))ν(dx) +
ˆ
|x|>δ
(1− cos(ux))ν∗(dx),
and hence,
lim sup
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν∗(dx) 6 (1 + ε) lim sup
|u|→∞
1
|u|α
ˆ
R
(1− cos(ux))ν(dx) <∞.
Combining those arguments, we get ν∗ ∈ S2(α). 
Proof of Theorem 5.12. Recall (X|P∗) ∼ (γ∗, σ∗, ν∗) from (4.6). Since the function g
in Table 1 has at most linear growth and
´
|x|>1 e
3xν(dx) < ∞, which is equivalent to´
|x|>1 e
2xν∗(dx) < ∞ by Lemma 5.14(2), the assumptions of Theorem 1.1 are satisfied
so that (5.15) is applicable.
(1) Combining Lemma 5.14(2) with Lemma A.3, we obtain that Φ(η) ∈ SM3(P) ∩
SM2(P∗). Thanks to Lemma A.2, one has Φ(η) ∈ SM3(P) ∩ SM2(P∗).
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(2) We recall E(U) from Definition 4.4 and notice that E(U) > 0 due to Assumption 4.5.
According to Subsection 2.4, there is a Le´vy process V with (V |P) ∼ (γV , σV , νV ) such
that E(U) = eV . Due to (4.5), by letting h(x) := ln(1 + x) for x > −1 one has
νV = νU ◦ h−1 = (ν ◦ α−1U ) ◦ h−1 = ν ◦ (h ◦ αU )−1. (5.18)
Since h(αU (x)) = ln
(
1− γS(ex−1)‖(σ,ν)‖
)
for x ∈ suppν, there exists an ε(5.19) > 0 such that
{x ∈ suppν : |h(αU (x))| > 1} ⊆ R\(−ε(5.19), ε(5.19)). (5.19)
Then, the assumption
´
|x|>1 e
3xν(dx) <∞ implies that
ˆ
|x|>1
e3xνV (dx) =
ˆ
|h(αU (x))|>1
e3(h(αU (x)))ν(dx) 6
ˆ
|x|>ε(5.19)
(
1− γS(e
x − 1)
‖(σ, ν)‖
)3
ν(dx) <∞,
Let (V |P) ∼ ψV . Since (e3Vt+tψV (−3i))t∈[0,T ] is a ca`dla`g martingale, it follows from the
optional stopping theorem that for any stopping time ρ : Ω→ [0, T ], a.s.,
EFρ
[
e3VT
]
= e−TψV (−3i)EFρ
[
e3VT+TψV (−3i)
]
= e−TψV (−3i)e3Vρ+ρψV (−3i)
6 eT |ψV (−3i)|e3Vρ = eT |ψV (−3i)|
∣∣EFρ[eVT ]∣∣3 ,
where we use the martingale property of eV for the last equality. According to Definition 5.2
and Proposition 5.3(3), dP∗ = eVT dP ∈ RH3(P).
(3) In the notations of Assumption 5.6, let
ϑ˜ = ϑ˜g, Υ(·,dt) = d〈M,M〉P∗t +M2t dt, Θ = Θ(η), Φ = Φ(η).
We now verify the requirements of Assumption 5.6 under the measure P∗.
Item (i) is clear. For item (ii), Theorem 1.1(2) verifies that M = ϑ˜gS is a P∗-
martingale adapted to the augmented natural filtration of X, which is a quasi-left
continuous filtration (see [29, p.150]). This implies that ϑ˜gt−St− = ϑ˜
g
tSt a.s. for each
t ∈ [0, T ) (see [29, p.191]), and hence ϑ˜gt− = ϑ˜gt a.s. due to St− = St a.s.
For item (iii), we can prove (5.4) as in [37, Example 3.2] (with σ(x) = x), where the
square P∗-integrability of M can be inferred from (5.20).
For item (iv), it follows from the proof of [37, Theorem 4.6(3)] that for any a ∈ [0, T ),
a.s.,
E∗Fa
[ˆ
(a,T )
(T − t)1−θΥ(·,dt)
]
6
E
∗
Fa
[
limt↑T M
2
t +
´
(a,T )M
2
t dt
]
if θ = 1
E∗Fa
[´
(a,T )
(
(1− θ)(T − t)−θ + (T − t)1−θ)M2t dt] if θ ∈ (0, 1).
Hence, in order to verify (iv), thanks to Φ(η) ∈ SM2(P∗), it suffices to show that there
is a constant c(5.20) > 0 which might depend on θˆ but is independent of t such that
|ϑ˜gt | 6 c(5.20)(T − t)
θˆ−1
2 Θ(η)t a.s., ∀t ∈ [0, T ), (5.20)
where θˆ is given according to the cases C1 and C2 of Table 1 as follows
θˆ =
{
η in the case C1
1 in the case C2.
Regarding C3 and C4, it is sufficient to prove that (5.20) holds for any θˆ ∈ (0, 2(1+η)
α
−1).
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Indeed, we first let Q := P∗ and ℓ := ν in (A.1) and then derive from (5.15) that
ϑ˜gt =
Γ P
∗
ν (T − t, St)
‖(σ, ν)‖ a.s., ∀t ∈ [0, T ).
Case C1: Since σ∗ = σ > 0 and
´
|x|>1 e
2xν∗(dx) <∞, Proposition A.4(1) implies (5.20)
with θˆ = η.
Case C2: Since
´
|x|61 |x|η+1ν(dx) <∞, combining Lemma 5.14(1) with Proposition A.4(2)
we obtain (5.20) with θˆ = 1.
Case C3: Due to Lemma 5.15, we have ν∗ ∈ S1(α). Let ε ∈ (0, 2 − α] be arbi-
trary. Then it follows from Lemma A.1(2) that
´
|x|61 |x|α+εν(dx) < ∞. We apply
Proposition A.4(3) and Remark A.5 with β = α + ε to obtain that, for any t ∈ [0, T ),
a.s.,
|ϑ˜gt | =
|Γ P∗ν (T − t, St)|
‖(σ, ν)‖ 6 cε(T − t)
η+1
α
−1− ε
αSη−1t 6 cε(T − t)
1
2
((
2(η+1)
α
−1− 2ε
α
)
−1
)
Θ(η)t,
where cε > 0 is some constant which might depend on ε. Since ε > 0 can be arbitrarily
small, the assertion (5.20) holds for any θˆ ∈ (0, 2(1+η)
α
− 1).
Case C4: Again, one has ν∗ ∈ S2(α) due to Lemma 5.15, and Lemma A.1(2) verifies´
|x|61 |x|α+εν(dx) < ∞ for all ε ∈ (0, 2 − α]. By Proposition A.4(4) and Remark A.5
with β = α+ ε and by the same reason as in the case C3 above, we get (5.20).
(4) By the relation between the behavior of ν and of ν∗ around zero given in Lemma 5.14(1),
we use item (3) and apply (5.9) to obtain (5.16).
(5) Step 1. For νV given in (5.18), we first show that
´
|x|>1 e
(1−s)xνV (dx) < ∞.
Indeed,
ˆ
|x|>1
e(1−s)xνV (dx) =
ˆ
|h(αU (x))|>1
(
1− γS(e
x − 1)
‖(σ, ν)‖
)1−s
ν(dx)
6
ˆ
|x|>ε(5.19)
(
1− γS(e
x − 1)
‖(σ, ν)‖
)1−s
ν(dx) =: I(5.21). (5.21)
We consider three cases regarding ‖(σ,ν)‖
γS
as follows:
Case 1: ‖(σ,ν)‖
γS
> −1. We denote x0 := ln
(
1 + ‖(σ,ν)‖
γS
)
. Then, Assumption 4.5 verifies
that x0 /∈ suppν, which means ν((x0 − ε0, x0 + ε0)) = 0 for some ε0 > 0. Moreover,
using the mean value theorem we infer that 1 − γS(ex−1)‖(σ,ν)‖ > |x − x0| |γS |‖(σ,ν)‖ex∧x0 for all
x ∈ suppν. Hence,
I(5.21) =
ˆ
|x|>ε(5.19),|x−x0|>ε0
(
1− γS(e
x − 1)
‖(σ, ν)‖
)1−s
ν(dx),
6 ε1−s0
|γS |1−s
‖(σ, ν)‖1−s
ˆ
|x|>ε(5.19),|x−x0|>ε0
e(1−s)(x∧x0)ν(dx)
6 ε1−s0
|γS |1−s
‖(σ, ν)‖1−s
ˆ
|x|>ε(5.19)
e(1−s)(x∧x0)ν(dx) <∞,
where the finiteness is due to the assumption
´
|x|>1 e
(1−s)xν(dx) <∞.
Case 2: ‖(σ,ν)‖
γS
= −1. We have I(5.21) =
´
|x|>ε(5.19)
e(1−s)xν(dx) <∞.
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Case 3: ‖(σ,ν)‖
γS
< −1. In this case, one has γS < 0, which implies that infx∈R
(
1 −
γS(e
x−1)
‖(σ,ν)‖
)
= 1 + γS‖(σ,ν)‖ > 0. Hence,
I(5.21) 6
(
1 +
γS
‖(σ, ν)‖
)1−s ˆ
|x|>ε(5.19)
ν(dx) <∞.
We conclude from three cases above that
´
|x|>1 e
(1−s)xνV (dx) <∞, or equivalently
e−tψV ((s−1)i) = Ee(1−s)Vt <∞, t > 0.
Step 2. We show P ∈ RHs(P∗). By writing dP = e−VT dP∗ and since eV = E(U) is a
P-martingale, it implies that e−V is a P∗-martingale. We have for any t ∈ [0, T ] that,
a.s.,
E∗Ft
[
es(−VT )
]
= e−VtEFt
[
e−sVT eVT
]
= e−VtEFt
[
e(1−s)VT
]
6 eT |ψV ((s−1)i)|e−sVt .
By a similar argument as in the proof of [15, Proposition A.1], we infer that
E∗Fρ
[
es(−VT )
]
6 eT |ψV ((s−1)i)|e−sVρ = eT |ψV ((s−1)i)|
∣∣E∗Fρ[e−VT ] ∣∣s a.s.
for any stopping times ρ : Ω→ [0, T ], which implies P ∈ RHs(P∗).
Step 3. Thanks to Step 2 and items (1), (2), we apply Proposition 5.3(3) to obtain
‖ · ‖
BMO
Φ(η)
2 (P
∗)
∼c ‖ · ‖
BMO
Φ(η)
2 (P)
.
Then, assertion (5.17) is clear due to (5.16). The “Moreover” part holds because of
Φ(η) ∈ SM3(P) and (5.2).
(6) A similar argument as in the proof of item (1) shows that both Φ(η) and Φ(η)
belong to SMp(P) ∩ SMp−1(P∗). We now apply (5.2) to derive the assertion. 
Appendix A. Some technical results
A.1. Some properties of classes S1(α) and S2(α). We recall S1(α) and S2(α) from
Definition 5.10.
Lemma A.1 (See also [37], Remark 4.5). For α ∈ (0, 2), the following assertions hold:
(1) S1(α)  S2(α).
(2) If ν ∈ S2(α), then α = inf{r ∈ [0, 2] :
´
|x|61 |x|rν(dx) <∞}.
(3) If a Le´vy measure ν has a density p(x) := ν(dx)dx which satisfies
0 < lim inf
|x|→0
|x|1+αp(x) 6 lim sup
|x|→0
|x|1+αp(x) <∞,
then ν ∈ S1(α).
Proof. (1) Let S1(α) ∋ ν = ν1 + ν2. A short calculation shows that (5.14) holds for
ν1 in place of ν. Combining this with (5.12) yields that (5.14) holds for ν, and hence
ν ∈ S2(α). Since ν(dx) := x−1−α1(0,1)(x)dx ∈ S2(α)\S1(α), the inclusion S1(α) ⊆ S2(α)
is strict.
(2) follows from [4, Theorem 3.2].
(3) By assumption, there exist constants 0 < c 6 C <∞ and ε > 0 such that
c|x|−1−α 6 p(x) 6 C|x|−1−α, ∀|x| 6 ε.
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We let
ν1(dx) := c1{0<|x|6ε}|x|−1−αdx and ν2(dx) := ν(dx)− ν1(dx).
Then, ν1 satisfies (5.13). For ν2, we haveˆ
R
(1− cos(ux))ν2(dx) 6 (C − c)
ˆ
|x|6ε
1− cos(ux)
|x|1+α dx+ 2
ˆ
|x|>ε
ν(dx),
which implies that (5.12) holds for ν2. Hence, ν ∈ S1(α). 
A.2. Regularity of weight processes. Let T ∈ (0,∞). We assume that Q is a
probability measure and X = (Xt)t∈[0,T ] is a Le´vy process with (X|Q) ∼ (γQ, σQ, νQ).
The regularity of the weight Φ used in Theorem 5.7 is verified by Lemma A.2 below.
For Φ ∈ CL+([0, T ]), we let Φ ∈ CL+([0, T ]) by setting
Φt := Φt + supu∈[0,t] |∆Φu|, t ∈ [0, T ].
It is clear that Φ ∨ Φ− 6 Φ, and Φ ≡ Φ if and only if Φ is continuous.
Lemma A.2 ([37], Proposition 7.1). If Φ ∈ SMq(Q) for some q ∈ (0,∞), then Φ ∈
SMq(Q).
We next recall the process Φ(η) ∈ CL+([0, T ]) used in Theorem 5.12, that is
Φ(η)t := e
Xt supu∈[0,t] e
(η−1)Xu , t ∈ [0, T ], η ∈ [0, 1].
Lemma A.3 ([37], Proposition 7.2). If
´
|x|>1 e
qxνQ(dx) <∞ for some q ∈ (1,∞), then
Φ(η) ∈ SMq(Q) for all η ∈ [0, 1].
A.3. Gradient type estimates for a Le´vy semigroup on Ho¨lder spaces. Assume
that X = (Xt)t>0 is a Le´vy process with respect to a probability measure Q with
(X|Q) ∼ (γQ, σQ, νQ). We let
Dexp(X|Q) :=
{
g : R+ → R Borel : EQ|g(yeXt)| <∞,∀y > 0, t > 0
}
,
where EQ is the expectation computed under Q. For t > 0, we define Qt : Dexp(X|Q)→
Dexp(X|Q) by setting
Qtg(y) := E
Qg(yeXt).
It is clear that Qt+s = Qt ◦Qs for all s, t > 0 which means that (Qt)t>0 is a semigroup.
For a Le´vy measure ℓ on B(R) and a Borel function g, we write symbolically
ΓQℓ (t, y) := |σQ|2∂yQtg(y) +
ˆ
R
Qtg(e
xy)−Qtg(y)
y
(ex − 1)ℓ(dx) (A.1)
for (t, y) ∈ R2+, where ∂yQtg := 0 if σQ = 0. We recall C0,η(R+), W˚ 1,
1
1−η (R+) from
Definition 5.9 and S1(α), S2(α) from Definition 5.10.
Proposition A.4 ([37], Proposition 8.6). Let ℓ be a Le´vy measure and g ∈ C0,η(R+)
with η ∈ [0, 1]. Assume that ´|x|>1 e(η+1)xℓ(dx) < ∞. Then, for any T ∈ (0,∞) there
exists a constant c(A.2) > 0 such that
|ΓQℓ (t, y)| 6 c(A.2)Rtyη−1, ∀(t, y) ∈ (0, T ] × R+, (A.2)
where the cases for Rt are provided in the following cases:
(1) If σQ > 0 and
´
|x|>1 e
2xνQ(dx) <∞, then Rt = t
η−1
2 .
(2) If σQ = 0,
´
|x|>1 e
ηxνQ(dx) <∞ and ´|x|61 |x|η+1ℓ(dx) <∞, then Rt = 1.
EXPLICIT FO¨LLMER–SCHWEIZER DECOMPOSITION 27
(3) If σQ = 0 and if the following two conditions hold:
(a) νQ ∈ S1(α) for some α ∈ (0, 2) and
´
|x|>1 e
xνQ(dx) <∞,
(b) there is a β ∈ (1 + η, 2] such that
0 < sup
r∈(0,1]
rβ
ˆ
|x|61
(∣∣∣x
r
∣∣∣2 ∧ ∣∣∣x
r
∣∣∣η+1) ℓ(dx) <∞, (A.3)
then one has Rt = t
η+1−β
α .
(4) If σQ = 0, g ∈ W˚ 1, 11−η (R+), and if the following two conditions hold:
(a) νQ ∈ S2(α) for some α ∈ (0, 2) and
´
|x|>1 e
xνQ(dx) <∞,
(b) there is a β ∈ (1 + η, 2] such that (A.3) is satisfied,
then one has Rt = t
η+1−β
α .
Here, the constant c(A.2) might depend on β in items (3) and (4).
Remark A.5. Since |x
r
|2 ∧ |x
r
|η+1 6 |x
r
|β for β ∈ (1 + η, 2], a sufficient condition for
(A.3) is that 0 <
´
|x|61 |x|βℓ(dx) <∞.
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