Abstract-Classifying objects that are sampled jointly from two or more domains has many applications. The tensor product feature space is useful for modeling interactions between feature sets in different domains but feature selection in the tensor product feature space is challenging. Conventional feature selection methods ignore the structure of the feature space and may not provide the optimal results. In this paper we propose methods for selecting features in the original feature spaces of different domains. We obtained sparsity through two approaches, one using integer quadratic programming and another using L1-norm regularization. Experimental studies on biological data sets validate our approach.
I. INTRODUCTION
Interaction prediction is the problem of using a set of known interactions between objects from one or more domains to predict unknown but possible interactions. Formally, the interaction prediction is a supervised learning problem with data sampled from domains A and B and a label set Y. Samples take the form {((x Interaction prediction finds natural applications in many fields. In bioinformatics, protein-protein and proteinchemical interaction prediction have been well studied [1] , [9] , [7] . In social network analysis, interaction prediction is also known as the link discovery or pairwise classification [17] problem. Problems studied in this area include coauthor prediction [4] , [15] and web-site link prediction [31] . Broader areas with link prediction applications include predicting query-document links in information retrieval [22] , user-item recommendations in collaborative filtering [21] , and links among database records with the same identity (record linkage) [26] .
Kernel methods are widely used in interaction prediction [1] , [8] , [16] , [17] . In kernel methods, an interaction between two domains is first mapped to a kernel feature space using a kernel function, and then a linear classifier is obtained in the kernel feature space. The advantage of the kernel classifier such as SVM is that we do not need to explicitly compute the feature mapping, and rather compute the inner product of samples in the kernel feature space, which is computationally efficient for high dimensional data. However, a limitation of applying existing kernel classification methods to interaction prediction is that usually they do not perform feature selection in a high dimensional feature space. Feature selection in high dimensional kernel feature space is important for improving classification performance since the underlying true model is usually sparse [5] , [32] . Furthermore, a parsimonious model is easy to interpret and is preferred in many scientific and industry applications.
In general, feature selection in the kernel space is difficult since (i) data in the two interacting domains may not form a natural feature representation, and (ii) even if the data has a natural feature representation, the connection of the original feature space and the kernel feature space may be complicated. As a first step towards feature selection in kernel space in order to derive sparse models for the interaction prediction problem, we consider special cases in which we assume data in the two interacting domains have a feature vector representation.
The first special case we consider is derived from a vector representation of an interaction for a pair of objects by concatenating (or stacking) the features from each object. This case turns out to be not challenging since we have an implicit representation of the feature vector and hence we may use any feature selection to select highly informative features. Another special case, which has gained popularity recently [25] , [17] , [8] and which we focus on in this paper, is the use of tensor product features, where each feature in the tensor product space corresponds to the product of a pair of features in the original feature spaces. Recently the application of tensor product features has found use in a number of application areas. For example Tao et al. [25] define a general framework for supervised tensor learning and apply it to image recognition for computer vision. Oyama et al. [17] have developed a kernel based on the tensor product of two linear kernels for learning with feature conjunctions and apply their method to coauthor prediction as well as citation matching. Jacob and Vert [8] also use a kernel based on tensor product features, but apply their method to protein-ligand interaction prediction.
In this paper we examine two approaches towards efficient feature selection in the feature tensor product space. In the first, we use a linear kernel-based classifier, Support Vector Machine, and perform tensor product feature selection using an iterative process similar to the method of recursive feature elimination [3] . To begin, an SVM model is trained and the feature weights are obtained from it. These tensor product feature weights correspond to a matrix of weights between the original domain features. Selection of domain features is then formalized as an integer quadratic programming problem and optimized using a standard solver. Our next method leverages L 1 regularization with a non-linear logistic regression model. In this method the objective function is modified so that selection of domain features is enforced by optimizing selection of the domain features and not only the tensor product features. We have performed a comprehensive experimental study of the two feature selection approaches outlined before using two benchmarks from the bioinformatics domain involving protein-chemical interaction prediction and protein-protein interaction prediction. Our experimental study show that our methods are able to outperform competing methods for feature selection such as recursive feature elimination and L 1 regularized logistic regression with high significance.
II. BACKGROUND AND RELATED WORK

A. Kernel Functions and Connection to Explicit Features
As discussed in [17] 
This corresponds to using tensor product features and includes only the products of features across domains, and excludes products between features in the same domain. In the case where a linear kernel is used, however, both of the kernels are equivalent. Yet another possible kernel definition is the product of kernels for domains A and B,
, which also corresponds to the tensor product feature space when K A and K B are defined as the inner product. An important note is that the reduction of the kernel function to a product of already established kernel functions is a useful approach, allowing the application of many sophisticated kernel functions for structured data. However, it focuses on the similarity between objects in the same domain, and not the interaction between objects from each domain, which is important for heterogenous data.
In the case where data are homogenous, that is the interacting domains are the same (such as in protein-protein interaction), this kernel is problematic since
should not matter, however this is not the case. A better formulation for homogenous data is,
However this approach is problematic for heterogenous data where the inner product between x A and z B is not defined.
III. ALGORITHMS Here we propose two approaches to feature selection in the tensor product feature space. In the first, the feature selection process takes place iteratively, decoupled from the classifier model. In the second, feature selection is incorporated into the optimization criteria of the classifier itself.
One recurring note to keep in mind is the use of the tensor product operator, ⊗. This operation between vectors v ∈ R n and u ∈ R m , v ⊗ u, results in a matrix t ∈ R n × R m . For our purposes, this matrix is often transformed into a vector s ∈ R n×m using the following mapping:
A. Linear Kernels for Tensor Product Feature Selection
We adopted the idea of SVM RFE [3] to select features in the feature tensor product space. Rather than directly apply RFE to select features in the tensor product space, our approach selects domain A and domain B features in the original space and hence obtains a subspace of the tensor product space. Consider an object from domain A represented by a set of features A = {a 1 , a 2 , ...a n } and an object from domain B represented by as a set of features B = {b 1 , b 2 , ...b m }, our goal is to select a subset of domain A features features A ⊂ A, and a subset of domain B features B ⊂ B to perform fast classification in the feature tensor product space. We formalize this intuition arg max
i∈A j∈B
subject to |A | = q and |B | = p where q and p are the desired number of features selected from each domain and W i,j is the weight of the feature formed by a i × b j in the tensor product space. Features describing a cross-domain A-B interaction are generated by taking the tensor product between the domain A feature vector and domain B feature vector. An SVM model is then generated using this combined feature set, and this model gives us the weights corresponding to each A-B feature pair. These weights become the matrix W and a subset of features is selected that maximizes the sum over the submatrix W . The remaining features are then used to again train the SVM model and the process repeats until the desired number of features has been selected.
1) Iterative Tensor Product Feature Selection with Integer Quadratic Programming:
In this section, we show the connection of the iterative tensor product feature selection problem to the mixed-integer quadratic programming problem (MIQP). Below we demonstrate the connection by rewriting the formalization of the bipartite feature selection problem as an integer quadratic programming problem.
With z i ∈ {0, 1}, i = 1, .., n+m subject to the constraints T is a binary column vector with a leading n number of zeros following by m ones. The matrix H corresponds to weights between domain A and B pairs, but we cannot use the weight matrix constructed from the SVM model directly since it is dimension n × m. Instead, we must use a matrix that is (n+m)×(n+m), and embed the n×m weight matrix twice. The regions of H that correspond to within-domain A-A or B-B pairs are empty and add nothing to the minimization problem. The regions corresponding to A-B pairs are filled with the proper weight from the SVM model. This weight is negated since the QP problem works on minimization while we are interested in maximization.
If the original weight matrix between domain A and domain B features is a n × m matrix, then H is a (n + m) × (n + m) matrix. MATLAB was used for solving the quadratic programming optimizations.
For learning on homogenous data, in order to enforce selection of only a single set of features in a single domain, the MIQP problem can be simplified. Instead of mapping W into H twice, we may simply use the negated W instead of H and use a single constraint.
B. Regularized Logistic Regression for Tensor Product Feature Selection
Given features derived from two domains, A = f Here we explore the integration of feature selection into the logistic regression problem. The approach described here rests on the manipulation of r A and r B in the optimization problem to enforce domain space feature selection.
First, let the original L 1 -regularized logistic regression optimization problem be defined as,
.n, optimization variables w ∈ R m ,v ∈ R, and regularization parameter λ ≥ 0. To integrate feature selection into the logistic regression problem, we must change both the basic optimization function as well as add penalization terms. With r A and r B as domain feature selection vectors, let n = n A * n B , m = m A * m B and define s ∈ {0, 1} m , s = r A ⊗ r B as the selection vector for the corresponding tensor product space. We will transform this into a diagonal matrix z,
With z i,j = 0, i = j and z i,j = s i , i = j. Now we can rewrite the logistic regression problem as,
using s and z to enforce proper selection of features in the tensor product space. Finally, we must now add regularization terms to control the number of features selected in r a and r b . This final problem must optimize for these new variables:
Note that, in this formulation, the number of features selected in each domain cannot be fixed to a specific number. Instead, the parameters λ 2 and λ 3 control the penalty for selecting more features. Values for these parameters must be selected so the corresponding terms contribute to the minimization process, yet do not dominate it.
This problem formulation is intuitive, but requires several parameters and the use of mixed data types (binary and real-valued) that must be optimized. Instead, we adopt an alternative formulation and remove the binary r ∈ {0, 1} vectors and replace them with r ∈ R m . We then set w = r A ⊗ r B and optimize only r A and r B . This problem is written as, arg min
This form of the problem is mathematically more attractive, though perhaps less intuitive. We have implemented both models and found this simpler model to provide better performance, and hence have used this model in our experimental studies.
1) Coordinate Descent for Regularized Logstic Regression:
To solve the convex optimization problem, we implemented an algorithm that sequentially optimizes each single variable using a line search, and hence refer to it as a coordinate descent method. To optimize a feature r A j the gradients of the loss and penalty terms are calculated as,
where l = (j − 1) * m B + k, giving the index for w corresponding the the j'th r A feature and k'th r B feature. The equations are similar for a feature r B k . For learning on homogenous data the implementation is altered so that optimization is done to features in only one domain and mirrored in the other (identical) domain.
IV. EXPERIMENTAL STUDY
A. Data Sets
Chemical-Protein Interaction.: We obtained protein sequences and chemical structures the from DrugBank [27] database. The FDA "approved" drug sets of chemicals and proteins were taken, containing 1,382 chemicals and 1,608 proteins. The number of chemical structures was further cut to 1000 by removing chemicals which contain heavy atoms and compounds that we could not parse. The data set contains 3,115 interactions.
Protein-Protein Interaction:
We obtained proteinprotein interaction data from the Human Protein Reference Database (HPRD) [19] . This database contains 25,661 proteins and 38,167 protein-protein interactions manually curated from literature. A set of 1000 proteins was randomly selected with 125,888 interactions. This label set is less sparse than the chemical-protein interaction data, but still contains < 15 % positives.
Synthetic Negatives: In both chemical-protein and protein-protein interaction data, the true negatives are not known. For each known positive interaction selected, between say chemical A and protein B, we select an unknown negative interaction between chemical A and protein C such that the similarity between B and C is low, according their protein feature vectors. A similar process is used in the case of protein-protein interaction.
Feature Extraction: For interaction prediction we must generate features for both the proteins and chemicals. For proteins, we use the set of frequent k-mers [12] . For chemicals, frequent subgraphs were mined and each chemical is also described by a binary feature vector [24] , [6] . A chemical-protein pair is then represented by 1) the tensor product between the two feature vectors or 2) the concatenation (stacking) of the feature vectors. Parameters for frequent k-mers and subgraphs are tuned to obtain about 50 features in both cases, although the exact number changes for each trial and cross-validation fold. For frequent k-mers, k = 3 was chosen with a support of 27%. For subgraph features, the support threshold was 61% with a subgraph size ranging from 5 to 10 vertices. The entire sets of about 50 features for each domain were used, for a total of about 2500 features in the tensor product space and about 100 using stacked features.
B. Model Construction 1) Training and Testing Samples.:
For each data set, a random subset of 500 positive and 500 negative interactions are sampled. This subset is then randomly divided into 5 cross-validation folds which are then used for model training and testing. For the SVM linear kernel experiments, in each of the 5 cross-validation experiments, the training data is first used to perform feature selection and next a series of internal 5-fold cross validation experiments are performed on the training data with selected features in order to select the best model parameters. For the logistic regression experiments, since feature selection happens simultaneously with model construction, feature selection and model parameter selection both takes place during the internal 5-fold cross validation process. The final model in both cases is then taken using the best model parameter with selected features. This model is then tested on the cross-validation test data and the performance is recorded. This entire process is repeated over 5 trials, using different random subsets of 500 positives and negatives.
2) Feature Selection: Tensor Product Feature Selection with Linear Kernel: In this approach, we use a linear kernel classifier (SVM) and couple it to a RFE-like feature selection process based on maximizing a weighted submatrix of selected features. We compare this method to SVM-RFE using both tensor product and stacked features. The number of features selected was explicitly set to 50% for all methods, and feature selection is performed before the model parameters are selected.
Logistic Regression with Tensor Product Feature Selection: The second feature selection approach embeds the feature selection process into the regularized logistic regression problem. In order to show the feasibility of solving this new optimization problem, we implemented a coordinate descent algorithm. We compare our tensor product logistic regression formulation to L 1 regularized logistic regression using both stacked features and tensor product features. The number of selected features using this L 1 regularization is not set explicitly, but is controlled through the model parameter λ.
3) Model Parameter Selection: For SVM classification, within each cross-validation trial, after selection of the best 50% of the features, an internal 5-fold cross-validation experiment is performed to select model parameters. A C-SVC model is used and the C parameter is chosen through cross validation using a simple grid search.
In the L 1 logistic regression model, the λ parameter must be selected. The coordinate descent algorithm adds another parameter to choose, the step size γ. Using the tensor product logistic regression model, we add an additional λ parameter. Selection of the optimal parameters is a difficult process, requiring many trials testing each parameter combination. Because of this parameter selection difficulty, we set the γ parameter to 1 and set λ 1 = λ 2 . The best λ parameter is selected using grid search.
C. Model Evaluation
Each method is evaluated in terms of accuracy, sensitivity and specificity on testing samples. Accuracy is defined as (T P + T N)/S where T P is number of true positives, T N is number of true negatives and S is the total number of testing samples. Sensitivity (T P/(T P + F N)) and specificity (T N/(T N + F P )) are also collected. F P is number of false positives and F N is number of false negatives. For statistical significance, we use a two-way ANOVA test and report p-values. Table I presents the results of classification experiments using both linear kernel with SVM and logistic regression. Significance of the accuracy of the MIQP-TPFS and L1-TPFS methods compared to the other methods is indicated with asterisks.
D. Analysis of Results
1) Chemical-Protein Interaction:
The MIQP-TPFS method shows generally improved performance, except in the case of specificity where the RFE-TPF method is slightly better. The accuracy gains from the MIQP-TPFS method are significant with high confidence.
The L1-SF and L1-TPF methods have the same accuarcy, however both methods (as well as L1-TPFS) have more balanced sensitivity/specificity with some preference toward sensitivity. The L1-TPFS method shows improved accuracy with high confidence. The specificity of L1-TPFS is also improved over the other methods, however both L1-SF and L1-TPF have better sensitivity.
2) Protein-Protein Interaction:
The RFE-SF method shows a 7 % increase in accuracy over RFE-TPF, however, the sensitivity/specificity of RFE-TPF is much more balanced. The MIQP-TPFS method shows significant gains in accuracy over the RFE methods, and has improved sensitivity as well, while the RFE-SF method has slightly better specificity.
For protein-protein interaction with logistic regression, L1-SF and L1-TPF perform almost identically. The L1-TPFS method has significantly improved accuracy and is skewed toward sensitivity where it is better than the other methods, but is worse than the other two with respect to specificity.
V. FUTURE WORK In the future we will explore applications of our feature selection strategies to other classifiers. Of particular interest is the embedding of the tensor product feature selection process into the SVM model. The use of tensor product feature selection as a wrapper for SVM shows promise, and hence integrating this process into the model training process may increase accuracy and efficiency.
