The fuzzy c-means clustering algorithm, and a related supervised classifier, require the a priori selection of a weighting parameter called the fuzzy exponent. This paper investigates suitable values of this fuzzy exponent using the criterion that fuzzy set memberships reflect class proportions in the mixed pixels of a remotely sensed image.
INTRODUCTION
The unsupervised fuzzy c-means (FCM) [2] clustering algorithm is widely used in pattern recognition applications and attempts to minimize an error function, 
The algorithm iterates, updating the cluster centers and the fuzzy memberships of each observation until some stopping criterion is reached.
SUPERVISED FCM
Key et al. [ll] noted that a supervised classifier could be implemented using (3) to determine fuzzy memberships. This was used in Foody [9] . In this algorithm, training sets are selected as representative of desired classes. Trainingclass means and co-variance matrices (non-fuzzy) are computed and used to calculate the (squared) Mahalanobis distance between each pixel and the mean of each class, where ek represents the (squared) Mahalanobis distance between pixel x k and the mean of class i, mi; superscript t denotes (vector) transpose; and X i 1 is the inverse of the covariance matrix of the ith class. Fuzzy class memberships are calculated according to This substitution of m for q in (1) (2) and (3) is made for notational ease, noting that m = 5.
PARAMETER SETTING FOR m
With both the unsupervised FCM clustering algorithm and the supervised Mahalanobis Distance fuzzy classifier described above, a priori choices about the number of classes c and the fuzzy exponent m are required. When using the supervised Mahalanobis Distance fuzzy classifier for a specific set of data, the number of classes c is largely determined by the application: the value of the fuzzy exponent m remains, however, problematic. [l] all suggest a strong relationship between fuzzy memberships and proportions of ground cover. Although Campbell and Hashim Consider a mixed pixel in a real proportion XI, : XzP. For convenience we omit the subscript p . Without loss of generality we require, XI + Xz = 1. Under the linear mixing assumption we would expect such a mixed pixel to exhibit a spectral vector 5p = (q,, y p ) t given by, 
(the mean of class 2), and (021)' is the class 2 (squared) Mahalanobis Distance of ,ii1 (the mean of class 1).
This development permits us to derive analytically a value for the exponent m in the Mahalanobis Distance fuzzy classifier. In the simple case where there are only two classes, we denote the fuzzy set membership of the pixel p in the class j ,
Interpreting fuzzy set membershi s as pro ortions of mixed pixels leads to P I p : pgp = : R,, i.e. t i e ratio of memberships should equal the ratio of proportions. Therefore we require More generally the ideal value for the fuzzy exponent m in the Mahalanobis Distance Fuzzy Classifier (under the requirement that the fuzzy memberships equal proportions in the mixed pixel case), is shown to be a function of both the ratio of the Mahalanobis Distances, arid the ratio of proportions. This shows we cannot select an optimal (in the sense of returning fuzzy class memberships in proportions of mixtures) value for m unless we alreadv know the but (1 -XI) = XZ therefore,
X~,((~Z--I)~(YZ-Y~))~C;'((~Z--~)~(~~-~~)) --
We can.explore (5) further. If KZ < 1, then lnKz < 0. Recall we require m 2 0, then (InKZ -lnKl) must be < 0. Therefore In K1 > In Kz. Therefore Kl > K z . Therefore Kl < K2 < 1 implies that no analytic solution is possible. To examine these relationships numerically, we require some typical d u e s for K1 (for K2, the ratio of class proportions it suffices to select values 0.1 to 0.9 in increments of 0.1). We can derive typical values for K1 from the training data in our case study.
VALUES FROM CASE STUDY
Our study area is located on the western end of Kangaroo Island, South Australia. Landsat 5 TM (partial) image datasets were used (1024 x 1024 pixels, bands 2, 3, 4 and 5), and a digital ground truth dataset. The 'ground truth' was compiled for the same date as the image data by interpretation of photographic imagery supported by limited field survey. There were 12 classes in ground truth dataset: forest (normal), forest (uncertain/unknown), forest (modified), natural vegetation (other), sea, swamp, lake, pine, pasture/cropland, 3 road classes (vehicular track, sealed road, and unsealed road). The TM image was rectified/registered to the ground truth image using a polynomial warping approach with nearest neighbor re-sampling. A number of regions were selected for each training class by inspection of the image and consultation with the ground truth. The regions did not include boundary areas: no attempt was made to deliberately include mixed pixels in the training data. The data from the selected regions were grouped to form the training class data for each class. from training data are shown in Table I . Table I indicates that the Forest Mahalanobis Distance to the mean of class Sea divided by the Sea Mahalanobis Distance the mean of class Forest in 0.15, and so on. Table I reveals that ratios of Mahalanobis Distances can typically be found in the range 0.15 to 7. Using values in this range, we can investigate the various possibilities given by (6) to (11). Recall that the requirement is to solve (5), rewritten, 
for y = 0. Values for K1 and K2 selected appropriately enable us to find the correct value for the fuzzy exponent value (represented by z) and also permit us to examine the sensitivity of our solution. Case (6), (K2 > K1 > 1) -(with typical values inserted from Table I ) -shown graphically in Fig. 1 , has a (positive) root at 0.8. Case (7), (K1 > K2 2 1) is plotted in Fig. 2 . This has no positive root (it is one of the cases identified earlier as having no solution). Fig. 3 , and has a root at about 0.4. Case (9), (K2 < K1 < 1) is plotted in Fig. 4 , and has a root at 0.6. Case (lo), (KI < K2 5 1) is plotted in Fig. 5 . This has no (positive finite) root (but is satisfactory for practical purposes at about 2 = 3). Eqn (10) was shown to have no analytic solution however in practice a value of m = 3 will suffice. Case (Il), (K1 < 1 5 K2) is plotted in Fig. 6 , showing a root at x = 0.4.
Therefore we can say that where the equation for the analytic value for the fuzzy exponent (for the two class mixed pixel case) has positive (and finite) roots found in the range 0.25 to 1.5 (over a range of 'reasonable' values for ratios of distances and ratios of proportions); figures which accord reasonably well with earlier empirical investigations.
It is noted that in several of the cases plotted, the slope of the graph around the root (y = 0) suggests a high degree of sensitivity to the value of the fuzzy exponent. m. This is shown in general to be a function of both the ratio of the class distance metrics (i.e. the observed data) and the ratio of proportions of contributing classes (the very thing which we would often seek to estimate with the fuzzy classification approach). Some special cases are described; most notably, that m = 0.5 returns the ideal fuzzy memberships for all class proportions in the case of identical distributions, and that, for some combinations of ratios of Mahalanobis Distances and class proportions, there is no correct choice for m (i.e. no value which will return fuzzy memberships equaling class proportions). Because of the relationship between this classifier and the FCM clustering algorithm, it it expected that these results will be extensible to FCM. pp. 537-551, 1996.
