We investigate the adsorption of chlorine on the Cu(111) surface with full potential all-electron density functional calculations. Chlorine adsorption at the fcc hollow sites is slightly preferred over that at the hcp hollow. The adsorption geometry is in excellent agreement with electron diffraction and ion scattering data. Adsorption energies and surface diffusion barriers are close to those deduced from experiment.
I. INTRODUCTION
The determination of surface structure and adsorption energetics is a key issue in surface science 1 . Adsorption on metallic surfaces is of particular importance due to its relevance to many industrial processes. First principles simulation, based on density functional theory, is now one of the key tools for studying and developing an understanding of these systems 2 .
The adsorption of halides on metal surfaces and especially Cl on Cu(111) has been the subject of extensive experimental studies. The first study in 1977 reported on results from low energy electron diffraction (LEED), Auger electron spectroscopy (AES), work function measurements and desorption experiments 3 . Further work has been performed using surface extended X-ray absorption fine structure (SEXAFS) and photoelectron diffraction 4, 5 , normal incident X-ray standing wavefield absorption (NIXSW) [6] [7] [8] [9] , secondary ion mass spectrometry (SIMS) 10 , scanning tunneling microscopy (STM) 11 , LEED, AES, thermal and electron stimulated desorption 12 . However, we are not aware of any first principles simulations of this system. This is no doubt in part due to the large computational effort needed to study the complex surface geometry with sufficient accuracy. In this article we present the results of an extensive study of the surface adsorption geometry and energetics within a gradientcorrected density functional formalism. It turns out that a very high accuracy is necessary to distinguish the different adsorption sites and thus careful calculations capable of resolving energy differences of the order of only a few meV are required. In view of this we present details of the tests performed to establish the numerical accuracy of the calculations.
The outline of the article is as follows. In section II, we give the details of the computational method. In section III, we present results for bulk Cu which document the accuracy of the numerical methodology and the functional used. In section IV, the surface geometry and energetics of the clean Cu surface are presented. The important numerical approximation of reciprocal lattice sampling is discussed in detail. In section V we present a quantitative description of the adsorption of Cl on the (111) surface of Cu.
II. METHOD
The fundamental approximation made in density functional calculations is the choice of the effective one-particle potential. In this study we employed three distinct approxima- (E(T ) + F (T )); with E the energy and F the free energy
where S is the electronic free entropy. The important approximation associated with the choice of the sampling nets employed in reciprocal space integration will be discussed in detail below.
III. BULK PROPERTIES
We calculated the band structure and cohesive properties of Cu bulk in order to document the performance of our numerical approximations and to compare different choices for the effective one-particle potential (LDA, GGA, and HF). The structure and cohesive properties are reported in table II. The GGA cohesive energy, lattice constant and bulk modulus are in good agreement with those observed. The LDA tends to over-bind the system resulting in a somewhat too low lattice constant and thus a high bulk modulus. The HF solution is dramatically underbound, the lattice constant far too large and thus the bulk modulus is very low. It is clear that the structure and energetics of the bulk crystal are best described within the GGA.
IV. CU SURFACES
We studied the clean Cu surface in some detail in order to establish the accuracy of predicted surface structures and energies.
We used two methods to compute the surface energy 25, 20 . Firstly, by extrapolating from calculations on slabs with a different number of layers (n and m):
and secondly by using an independent bulk energy:
where all the quantities E surf ace , E slab (n), and E bulk are expressed as energies per atom.
In Ref. 20 , we gave a detailed comparison of the application of both formulas to the Li surface.
The electronic structure of Cu is more complex than Li so as a first step we investigated the dependence of the surface energies on the electronic temperature and number of sampling points.
We focus the discussion now on the Cu (111) surface. In figure 3 , we display the temperature and sampling point dependence of the surface energy obtained from equation 1 using two slabs with 3 and 4 layers. The density of reciprocal lattice points is determined by a shrinking factor. We used different shrinking factors of 2, 4, 8, 12, and 16 which result in 2, 4, 10, 19, and 30 points in the irreducible part of the Brillouin zone. As expected the surface energy converges with respect to k-point sampling at higher temperatures but as the temperature is raised the extrapolation to the athermal limit becomes less accurate.
For the very high accuracy required in the current study we selected a shrinking factor of 16 and a temperature of k B T = 0.01E h (E h =27.2114 eV). This converges the total energy of the bulk to better than 0.1 mE h , and that of the three layer copper slab to better than 0.3 mE h . In table III, we show the variation of the computed surface energy with slab thickness obtained both with equation 1 and 2. The convergence of the data based on equation 2
demonstrates the independent convergence of the bulk and slab energies with respect to kspace sampling. This is an important prerequisite for accurate studies of chemical processes at surfaces. In many surface studies bulk cells and k-space sampling are chosen to eliminate systematic errors in the definition of the surface energy. We note that this is not sufficient to guarantee the accuracy of surface properties. 
V. CHLORINE ADSORPTION ON THE CU(111) SURFACE
The adsorption of chlorine on the Cu(111) surface was first studied by Goddard and NIXSW measurements, the fcc site was confirmed as the adsorption site, but also a small occupation of the hcp (hexagonal closed packed) hollow was observed 9 .
We optimized the structure of a slab with a chlorine coverage of one third of a monolayer in a √ 3 × √ 3 R30
• cell. GGA calculations with the computational parameters described in section IV were performed which led to 73 sampling points in the irreducible part of the reciprocal lattice. Slabs consisting of 3 and 4 layers of Cu were used in which the Cu atoms in the top layer and the Cl layer were allowed to relax perpendicular to the surface. Cl was adsorbed in a number of sites; the threefold hcp hollow, the threefold fcc hollow, a top position, and a bridge position (figure 4).
The relaxed geometries and adsorption energies are presented in for the bridge site and 2.17Å for the top site. This is consistent with the idea that the next-neighbour bond strength is greater, and therefore the bond shorter, when fewer nearest neighbours are available 32 . The inwards relaxation of the copper layer of ∼ 0.04Å (1.9 %) is insensitive to the Cl adsorption site and similar to that found for the clean surface (1.7 %, table V).
The energy difference between the fcc and hcp sites is 0.3 mE h and increases to 0.4 mE h when the Cu surface is relaxed. To investigate the dependence of this rather delicate result on the number of layers of the slab, we performed similar calculations for fcc and hcp site on a four layer slab. The fcc site remains the preferred one by 0.2 mE h . The relaxed surface geometry (i.e. the interlayer distance Cl-Cu) is identical to that computed for the three layer slab. The relaxation of the top Cu layer reduces slightly to 0.03Å(1.4 %) which is a similar trend as for the clean surface (table V) . This value is within the errorbars of the experimentally expected value. The optimization indicates that the fcc site is becoming more stable relative to the hcp site as the interlayer spacing between Cl and the second Cu layer is reduced. This is demonstrated in Figure 5 where, at a fixed interlayer spacing of 1.886Å between Cl and the top Cu layer, the top Cu layer is allowed to relax inwards.
As the relaxation increases, the fcc site becomes more stable with respect to the hcp site.
The small energy difference between the fcc and hcp adsorption sites is in agreement with observations of predominantly fcc-site adsorption accompanied by a small occupancy of the hcp site 9 .
The calculated adsorption energy of 0.135 E h (per Cl atom) is in reasonable agreement with that deduced from desorption measurements (∼ 250 kJ/mol corresponding to 0.095
The experimental desorption energy is obtained from an Arrhenius model and therefore depends on a pre-exponential factor which was chosen to be 10 A crude estimate from our calculations is possible if we assume that the energy difference of 3 mE h between the hollow site and the bridge site is of the order of the activation energy for diffusion.
VI. CONCLUSION
We have demonstrated that a quantitative description of the adsorption of Cl on the Cu(111) surface can be achieved with full potential, all-electron, GGA calculations. The surface structure and adsorption energies are in excellent agreement with experiment. The
Cl-Cu bond length is found to be 1.89Å and the top Cu layer relaxes inwards by 1.4 %. The fcc hollow is found to be the preferred adsorption site, with the hcp site being ∼ 0.2 mE h (5 meV) higher in energy. The energy difference between the two sites is sufficiently small that it may alter slightly if a larger slab geometry was considered. Similarly, by analogy to the results for the clean Cu slab we might expect the inwards relaxation of 1.4 % to become slightly lower with larger slab geometries. The adsorption energy and surface diffusion energy is in reasonable agreement with those which can be estimated from experiment. Bulk and surface properties of Cu metal are found to be in very good agreement with experiment and previous calculations, when the gradient corrected GGA functional is used.
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