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ENTROPY FOR PRACTICAL STABILIZATION∗
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Abstract. For deterministic continuous-time nonlinear control systems, ε-practical stabilization
entropy and practical stabilization entropy are introduced. Here the rate of attraction is specified by
a KL-function. Upper and lower bounds for the diverse entropies are proved, with special attention
to exponential KL-functions. The relation to feedbacks is discussed and, in particular, it is shown
that the existence of a feedback making the system Input-to-State Dynamically Stable (ISDS) implies
that the practical stabilization entropy vanishes. Two scalar examples are analyzed in detail.
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1. Introduction. The notion of invariance entropy is motivated by digitally con-
nected control systems. Here a controller that in finite time intervals [0, τ ] receives
only finitely many data can generate only finitely many (open-loop) control functions
on [0, τ ]. Invariance entropy abstracts from this situation by counting the number of
control functions needed in order to achieve invariance on [0, τ ] and then looks at the
exponential growth rate of this number as τ tends to infinity. The specific relations
to minimal data rates are worked out in the monograph Kawan [13], where also the
relations to feedback entropy introduced in the pioneering work Nair, Evans, Mareels
and Moran [21] are clarified. Related work includes Kawan and Da Silva [15] using
hyperbolicity conditions, Huang and Zhong [10] for a dimension-like characterization,
and Wang, Huang, and Sun [24] for a measure-theoretic version. A similar approach is
taken in Colonius [4] for entropy of exponential stabilization and analogous construc-
tions are also used for state estimation in Liberzon and Mitra [18] as well as Matveev
and Pogromsky [19, 20], cf. also Kawan [14]. Related work is also due to Berger and
Jungers [2], where finite-data rates for linear systems with switching are analyzed.
In the present paper, a definition of entropy for practical stabilization is proposed.
We specify not only the sets Γ of initial states and the “target set” Λ of final states,
but also the convergence rate given by a KL-function, similarly as in the definition
of practical stability in Hamzi and Krener [9]. We consider the minimal number
of control functions needed in order to achieve the practical stabilization goal on a
finite time interval. Then we let time tend to infinity and consider the exponential
growth rate of these numbers. In the special case of exponential KL-functions, this
is very close to the familiar definition of invariance entropy as exposed, in particular,
in Kawan [13]. Note, however, that here in contrast to [13], the set of initial states in
general not a subset of the target set.
In more specific terms the basic construction is the following. Consider a control
system in Rd of the form x˙(t) = f(x(t), u(t)) with a set U of admissible control
functions u and trajectories denoted by ϕ(t, x, u), t ≥ 0. Fix subsets Γ,Λ ⊂ Rd and a
KL-function ζ. For τ > 0 a set S ⊂ U of controls is (τ, ζ,Γ,Λ)-spanning if for every
initial value x ∈ Γ there exists u ∈ S with
d(ϕ(t, x, u),Λ) ≤ ζ (d(x,Λ), t) for all t ∈ [0, τ ]. (1.1)
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Denoting by r(τ, ζ,Γ,Λ) the minimal cardinality of a (τ, ζ,Γ,Λ)-spanning set we define
the stabilization entropy by lim supτ→∞
1
τ log r(τ, ζ,Γ,Λ). This number measures,
how fast the number of required controls increases, when the system should approach
the set Λ with the bound (1.1) as time tends to infinity. In order to guarantee
finite spanning sets of controls, this notion has to be slightly modified. Practical
stabilizability properties, which are in the focus of the present paper, are obtained if
we require that the solutions approach Λ only approximately, cf. Definition 2.2.
The contents of this paper are as follows. Section 2 introduces ε-practical sta-
bilization entropy, practical stabilization entropy, and stabilization entropy about a
compact set Λ for compact sets of initial states Γ. Also modifications for non-compact
control ranges and non-compact sets of initial states are indicated. Section 3 proves
upper bounds for the diverse entropies. Furthermore, a lower bound based on a
volume growth argument is established. Special attention is given to exponential
KL-functions. Section 4 discusses the relation to feedbacks. In particular, it is shown
that the existence of a feedback making the system Input-to-State Dynamically Stable
(ISDS) implies that the practical stabilization entropy vanishes. Section 5 analyzes
two scalar examples, where practically stabilizing feedbacks can be constructed and
estimates for the entropies can be obtained. The analysis reveals some subtleties in
the constructions. Actually, the wish to gain a better understanding of these examples
accompanied our work on the present paper.
Notation. Recall that a KL-function is a continuous function ζ : [0,∞) ×
[0,∞)→ [0,∞) such that ζ(r, s) is strictly increasing in r for fixed s with ζ(0, s) = 0
and decreasing with respect to s for fixed r with lims→∞ ζ(r, s) = 0. In a metric
space, the distance of a point x to a nonvoid set A is d(x,A) := inf{d(x, a) |a ∈ A}
and for a compact set A the ε-neighborhood is N(A; ε) = {x |d(x,A) < ε}. For a
point a we write the ball with radius ε around a as B(a, ε) = {x |d(x, a) < ε}. The
cardinality, viz. the number of elements, of a finite set A is denoted by #A. The
natural logarithm is denoted by log.
2. Entropy notions. We consider control systems in Rd of the form
x˙(t) = f(x(t), u(t)), u(t) ∈ U ⊂ Rm. (2.1)
The control range U is a subset of Rm and the set of admissible control functions is
given by
U = {u ∈ L∞([0,∞),Rm) : u(t) ∈ U for all t}.
We assume standard conditions on f guaranteeing existence and uniqueness of so-
lutions ϕ(t, x, u), t ≥ 0, with ϕ(0, x, u) = x for all x ∈ Rd and u ∈ U as well as
continuous dependence on initial values.
Consider the following (asymptotic) stability properties for a differential equation
x˙ = g(x, t) with (unique) solutions ψ(t, x0), t ≥ 0, for initial conditions ψ(0, x0) = x0.
Definition 2.1. Let Γ,Λ ⊂ Rd and let ζ be a KL-function. Then the system is
(ζ,Γ,Λ)-stable, if every x0 ∈ Γ satisfies
d(ψ(t, x0),Λ) ≤ ζ(d(x0,Λ), t) for t ≥ 0.
It is ε-practically (ζ,Γ,Λ)-stable if every x0 ∈ Γ satisfies
d(ψ(t, x0),Λ) ≤ ζ(d(x0,Λ), t) + ε for t ≥ 0.
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Recall that asymptotic stability of an equilibrium e is equivalent to the existence
of a KL-function for Λ = {e}, cf. Clarke, Ledyaev and Stern [3, Lemma 2.6]. We are
interested in the data rate needed to make the control system (2.1) stable or at least
practically stable. Again, let subsets Γ,Λ ⊂ Rd and a KL-function ζ be given. For
τ, ε > 0 we call a set S ⊂ U of controls (τ, ε, ζ,Γ,Λ)-spanning if for every x ∈ Γ there
exists u ∈ S with
d(ϕ(t, x, u),Λ) ≤ ζ (d(x,Λ) + ε, t) for all t ∈ [0, τ ].
Furthermore, a set S ⊂ U of controls is called practically (τ, ε, ζ,Γ,Λ)-spanning if for
every x ∈ Γ there exists u ∈ S with
d(ϕ(t, x, u),Λ) ≤ ζ (d(x,Λ) + ε, t) + ε for all t ∈ [0, τ ].
The minimal cardinality of a (τ, ε, ζ,Γ,Λ)-spanning set and a practically (τ, ε, ζ,Γ,Λ)-
spanning set are denoted by rs(τ, ε, ζ,Γ,Λ) and rps(τ, ε, ζ,Γ,Λ), resp. If there is no
finite spanning set or no spanning set at all, we set these numbers equal to +∞.
Definition 2.2. Let Γ,Λ ⊂ Rd and let ζ be a KL-function.
(i) The stabilization entropy is
hs(ζ,Γ,Λ) = lim
ε→0
lim sup
τ→∞
1
τ
log rs(τ, ε, ζ,Γ,Λ).
(ii) For ε > 0 the ε-practical stabilization entropy hps(ε, ζ,Γ,Λ) and the practical
stabilization entropy hps(ζ,Γ,Λ) are
hps(ε, ζ,Γ,Λ) = lim sup
τ→∞
1
τ
log rps(τ, ε, ζ,Γ,Λ) and hps(ζ,Γ,Λ) = lim
ε→0
hps(ε, ζ,Γ,Λ).
For ε1 > ε2 > 0 the following inequalities are easily seen:
hps(ε1, ζ,Γ,Λ) ≤ hps(ε2, ζ,Γ,Λ) ≤ hps(ζ,Γ,Λ) ≤ hs(ζ,Γ,Λ). (2.2)
Definition 2.2 does not require that Γ is a neighborhood of Λ. Nevertheless, situations
where Γ is a neighborhood of Λ or, at least, has nonvoid interior are certainly most
interesting.
Remark 2.3. In Colonius [4] the following notion of entropy for exponential
stabilization is introduced. Consider a compact set Γ ⊂ Rd of initial states, and let
α > 0,M ≥ 1, and ε > 0. For a time τ > 0 a subset S ⊂ U is called (τ, ε, α,M,Γ)-
spanning if for all x ∈ Γ there is u ∈ S with
‖ϕ(t, x, u)‖ < e−αt(ε+M ‖x‖) for all t ∈ [0, τ ]. (2.3)
The minimal cardinality of such a set is sstab(τ, ε, α,M,Γ) and the stabilization en-
tropy is defined by
hstab(α,M,Γ) = lim
ε→0
lim sup
τ→∞
1
τ
log sstab(τ, ε, α,M,Γ).
The spanning condition (2.3) can be rewritten in the following way: With Λ = {0}
let a KL-function ζ be defined by ζ(r, s) := e−αsMr. With Mε instead of ε and
d(y, y′) = ‖y − y′‖, condition (2.3) is
d(ϕ(t, x, u), {0}) < e−αtM(ε+ ‖x‖) = ζ(d(x, {0}) + ε, t) for all t ∈ [0, τ ].
3
Thus hstab(α,M,Γ) is a special case of stabilization entropy as specified in Definition
2.2(i). In [4, Proposition 2.2]) it is shown that finite spanning sets can only be expected
for positive ε > 0 in (2.3). This is the reason why we also consider positive ε in
Definition 2.2(i). Relations to minimal bit rates for (non-exponential) stabilization
are given in [4, Lemma 5.2 and Theorem 5.3].
Remark 2.4. Hamzi and Krener [9] call a control system locally practically
stabilizable around an equilibrium in the origin if for every ε > 0 there exists an
open set D containing the closed ball B(0, ε), a class KL-function ζ and a positive
constant δ = δ(ε) and a control law u = kε(x) such that for any initial value x(0)
with ‖x(0)‖ < δ, the solution x(t) of the feedback system x˙ = f(x, kε(x)) exists and
satisfies
d(x(t),B(0, ε)) ≤ ζ (d(x(0),B(0, ε)), t) for all t ≥ 0. (2.4)
This is, for the special case Γ = B(0, δ) and Λ = {0}, a local feedback variant
of the notion of practical stabilizability introduced above. Observe that d(x, {0}) ≤
d(x,B(0, ε)) + ε with equality for x 6∈ B(0, ε). Hence (2.4) means
d(x(t), {0}) ≤ ζ (d(x(0),B(0, ε)), t) + ε for all t ≥ 0.
Remark 2.5. In Da Silva and Kawan [6] a version of invariance entropy (called
practical stabilization) is defined for the special situation, where (in our notation) Γ is
a compact subset of a control set D and Λ = clD. Then, under a uniform hyperbolicity
condition for clD, it is shown that the corresponding entropy varies continuously with
respect to system parameters.
First we will ascertain that under weak assumptions finite spanning sets exist.
Lemma 2.6. Consider for a control system of the form (2.1) subsets Γ,Λ ⊂ Rd
and a KL-function ζ. Assume further that Γ is compact and fix ε > 0.
(i) Suppose that for every x ∈ Γ there is a control u ∈ U with
d(ϕ(t, x, u),Λ) < ζ(d(x,Λ) + ε, t) for all t ≥ 0.
Then for every τ > 0 there is a finite set S = {u1, . . . , un} ⊂ U such that for every
x ∈ Γ there is uj ∈ S with
d(ϕ(t, x, uj),Λ) < ζ (d(x,Λ) + 2ε, t) for all t ∈ [0, τ ].
(ii) Suppose that for every x ∈ Γ there is a control u ∈ U with
d(ϕ(t, x, u),Λ) < ζ(d(x,Λ) + ε, t) + ε for all t ≥ 0.
Then for every τ > 0 there is a finite set S = {u1, . . . , un} ⊂ U such that for every
x ∈ Γ there is uj ∈ S with
d(ϕ(t, x, uj),Λ) < ζ (d(x,Λ) + 2ε, t) + 2ε for all t ∈ [0, τ ].
Proof. (i) For every x0 ∈ Γ choose a control u ∈ U with
d(ϕ(t, x0, u),Λ) < ζ(d(x0,Λ) + ε, t) for all t ∈ [0, τ ].
By continuous dependence on initial values (as assumed for (2.1)) there is δ with
0 < δ < ε such that for all x ∈ Rd with ‖x0 − x‖ < δ and for all t ∈ [0, τ ]
d(ϕ(t, x, u),Λ) < ζ(d(x0,Λ) + ε, t) ≤ ζ(‖x0 − x‖ + d(x,Λ) + ε, t)
< ζ(δ + d(x,Λ) + ε, t) < ζ(d(x,Λ) + 2ε, t).
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Now compactness of Γ shows that there is a finite set S = {u1, . . . , un} ⊂ U such that
for each x ∈ Γ there is uj ∈ S satisfying for all t ∈ [0, τ ]
d(ϕ(t, x, uj),Λ) < ζ (d(x,Λ) + 2ε, t) .
(ii) This is proved analogously.
The following remarks elaborate on some variants of the entropy notions.
Remark 2.7. In the examples in Section 5 (cf. Theorem 5.2 and Theorem
5.5) also unbounded control ranges U occur. Here it will be appropriate to employ
a reduction to compact sets by introducing the following modified notion: For com-
pact sets K ⊂ Rm a subset S ⊂ U of controls with values in U ∩ K is practically
(τ, ε, ζ,Γ,Λ, U ∩K)-spanning if for every x ∈ Γ there exists u ∈ S with
d(ϕ(t, x, u),Λ) ≤ ζ (d(x,Λ) + ε, t) + ε for all t ∈ [0, τ ].
Denoting the minimal cardinality of such a spanning set by rps(τ, ε, ζ,Γ,Λ, U ∩K) we
define the ε-practical stabilization entropy by
hps(ε, ζ,Γ,Λ, U) = inf
K
lim sup
τ→∞
1
τ
log rps(τ, ε, ζ,Γ,Λ, U ∩K),
where the infimum is taken over all compact subsets K ⊂ Rm. Then the practical
stabilization entropy again is obtained by letting ε→ 0. In the case of an exponential
KL-function ζ(r, s) = e−αsMr, the relevant quantity is the exponential rate α. Hence,
in the examples in Section 4, we will allow M to depend on K, while α does not.
Remark 2.8. In the theory developed below, compactness of the set Γ of initial
states plays a crucial role. For general closed sets Γ a reasonable notion of practical
stabilization entropy might be introduced as
hps(ζ,Γ,Λ) := sup
K
hps(ζ,Γ ∩K,Λ),
where the supremum is taken over all compact sets K ⊂ Rd. This is in the same
spirit as the definition of topological entropy for uniformly continuous maps on metric
spaces, cf. Walters [23, Definition 7.10].
3. Estimates for practical stabilization entropy. In this section we derive
upper and lower bounds for the practical stabilization entropy.
First we show that the practical stabilization entropy is finite under weak as-
sumptions. The proof is based on a cut-off function and is a modification of the
proofs in Katok and Hasselblatt [11, Theorem 3.3.9] (for topological entropy) as well
as Colonius and Kawan [5, Theorem 4.2] (for invariance entropy).
For compact control range U and a compact set Λ ⊂ Rd, a KL-function ζ, and
ε ≥ 0 define the compact set
Pε :=
{
x ∈ Rd
∣∣∣∣d(x,Λ) ≤ ζ(maxy∈Γ d(y,Λ) + ε, 0) + ε
}
and the constant Lε := max(x,u)∈Pε×U ‖fx(x, u)‖ <∞.
Theorem 3.1. Consider for control system (2.1) compact sets Γ,Λ ⊂ Rd and
let ζ be KL-function. Suppose that the control range U is compact, that f is C1 with
respect to x and the derivative fx(x, u) =
∂f
∂xf(x, u) is continuous in (x, u).
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(i) Fix ε > 0. If for every x ∈ Γ there is a control u ∈ U with
d(ϕ(t, x, u),Λ) < ζ(d(x,Λ) + ε, t) + ε for all t ≥ 0, (3.1)
then the 2ε-practical stabilization entropy satisfies
hps(2ε, ζ,Γ,Λ) ≤ Lεd
(ii) If the assumptions in (i) hold for all ε > 0, the practical stabilization entropy
satisfies
hps(ζ,Γ,Λ) ≤ L0d.
Proof. Define
Rε := {(x, u) ∈ Γ× U |d(ϕ(t, x, u),Λ) ≤ ζ(d(x,Λ) + ε, t) + ε for all t ≥ 0}.
Note that every (x, u) ∈ Rε satisfies ϕ(t, x, u) ∈ Pε for t ≥ 0, since
d(ϕ(t, x, u),Λ) ≤ ζ(d(x,Λ) + ε, t) + ε ≤ ζ(max
y∈Γ
d(y,Λ) + ε, 0) + ε,
using that ζ is increasing in the first argument and decreasing in the second argument.
(i) Fix ε > 0 and let ε˜, τ > 0 be given. Since the compact set Pε+2ε˜ is contained
in the interior of Pε+3ε˜ one can choose a C
1-function θ : Rd → [0, 1] with θ(x) = 1 for
all x ∈ Pε+2ε˜ and support contained in Pε+3ε˜ (cf. Abraham, Marsden and Ratiu [1,
Prop. 5.5.8, p. 380]). We define f˜ : Rd × Rm → Rd by f˜(x, u) := θ(x)f(x, u). Then
f˜ is continuous and the derivative with respect to the first argument is continuous in
(x, u). Consider the control system
x˙(t) = f˜(x(t), u(t)), u(t) ∈ U. (3.2)
The right hand side of this system is globally bounded and thus solutions exist globally
(see e.g. Sontag [22, Prop. C.3.7]). We denote the solution map associated with (3.2)
by ψ and observe that
ψ([0, τ ], x, u) ⊂ Pε+2ε˜ ⇒ ψ(t, x, u) = ϕ(t, x, u) for all t ∈ [0, τ ].
A global Lipschitz constant for f˜ on Rd ×U with respect to the first variable is given
by
L˜ = max
{
‖ f˜x(x, u) ‖
∣∣(x, u) ∈ Rd × U } ,
which satisfies
L˜ = L˜ε+3ε˜ := max
{
‖ f˜x(x, u) ‖ |(x, u) ∈ Pε+3ε˜ × U
}
.
By continuity of f˜x and ζ and compactness of Pε × U it follows that
L˜ε+3ε˜ → Lε for ε˜→ 0. (3.3)
Every (y, u) in Rε+ε˜ satisfies ϕ(t, y, u) ∈ Pε+ε˜ and hence ϕ(t, y, u) = ψ(t, y, u), t ≥ 0.
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Now let S+ = {(y1, u1), . . . , (yn, un)} ⊂ Rε+ε˜ be a subset with the property that
for every x ∈ Γ there exists (yi, ui) ∈ S+ with
max
t∈[0,τ ]
d(ψ(t, x, u), ψ(t, yi, ui)) < ε˜.
Thus also ψ(t, x, u) = ϕ(t, x, u), since ψ(t, x, u) ∈ Pε+2ε˜, t ∈ [0, τ ]. By continuity and
compactness, we may assume that S+ has finite cardinality, and we take S+ with
minimal cardinality denoted by r+(τ, ε˜) = n. Then for 2ε˜ < ε it holds that
rps(τ, 2ε, ζ,Γ,Λ) ≤ rps(τ, ε+ 2ε˜, ζ,Γ,Λ) ≤ r+(τ, ε˜). (3.4)
The first inequality follows by monotonicity in the second argument. The second
inequality follows, since for a minimal set S+ as above and x ∈ Γ there are (yi, ui) ∈
S+ such that for all t ∈ [0, τ ]
d(ψ(t, x, ui),Λ) < d(ψ(t, x, ui), ψ(t, yi, ui)) + d(ψ(t, yi, ui),Λ)
< ε˜+ ζ(d(yi,Λ) + ε+ ε˜, t) + ε+ ε˜
≤ ζ(d(yi, x) + d(x,Λ) + ε+ ε˜, t) + ε+ 2ε˜
< ζ(d(x,Λ) + ε+ 2ε˜, t) + ε+ 2ε˜.
Hence ψ(t, x, ui) = ϕ(t, x, ui), t ∈ [0, τ ], and S+ is practically (τ, ε + 2ε˜, ζ,Γ,Λ)-
spanning, and (3.4) is proved.
Next define the sets
Γi :=
{
x ∈ Γ | max
t∈[0,τ ]
d(ψ(t, x, ui), ψ(t, yi, ui)) < ε˜
}
, i = 1, . . . , r+(τ, ε˜) = n,
By the definitions, Γ is contained in
⋃n
i=1 Γi. Let x ∈ Rd be a point with ‖x− yi‖ <
e−L˜τ ε˜ for some i ∈ {1, . . . , n}. It follows that
‖ψ(t, x, ui)− ψ(t, yi, ui)‖ ≤ ‖x− yi‖+ L˜
∫ t
0
‖ψ(τ, x, ui)− ψ(τ, yi, ui)‖dτ (3.5)
for all t ≥ 0. By Gronwall’s Lemma this implies for all t ∈ [0, τ ],
‖ψ(t, x, ui)− ψ(t, yi, ui)‖ ≤ ‖x− yi‖eL˜τ < ε˜. (3.6)
It follows that x ∈ Γi and thus Γ contains the union of the balls B(yi, e−L˜τ ε˜).
Now assume that there exists a cover V of Γ consisting of ballsB(xi, e−L˜τ ε˜), xi ∈ Γ
for i = 1, . . . , N , such that N = #V < #S+ = r+(τ, ε˜). Assign to the point xi a
control function vi with (xi, vi) ∈ Rε+ε˜. Then the ball B(xi, e−L˜τ ε˜) is contained in
the set {
x ∈ Rd | max
t∈[0,τ ]
d(ψ(t, x, vi), ψ(t, xi, vi)) < ε˜
}
.
This contradicts the minimality of S+. Recall that for a bounded subset Z ⊂ Rd the
upper box dimension is
dimF (Z) := lim sup
εց0
log c(ε, Z)
log(1/ε)
≤ d.
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where c(ε, Z) is the minimal cardinality of a cover of Z by ε-balls. We have shown
that
r+(τ, ε˜) ≤ c(e−L˜τ ε˜,Γ).
We have log(1/(e−L˜τ ε˜)) = log(eL˜τ ε˜−1) = L˜τ − log ε˜, and thus
τ =
log(eL˜τ ε˜−1) + log(ε˜)
L˜
=
log(eL˜τ ε˜−1)
L˜
(
1 +
log ε˜
log(eL˜τ ε˜−1)
)
.
It follows that
lim sup
τ→∞
1
τ
log r+(τ, ε˜) ≤ lim sup
τ→∞
1
τ
log c(e−L˜τ ε˜,Γ)
= L˜ lim sup
τ→∞
log c(e−L˜τ ε˜,Γ)
L˜τ
= L˜ lim sup
τ→∞
log c(e−L˜τ ε˜,Γ)
L˜ log(e
L˜τ ε˜−1)
L˜
(
1 + log ε˜
log(eL˜τ ε˜−1)
)
= L˜ lim sup
τ→∞
log c(e−L˜τ ε˜,Γ)
log(eL˜τ ε˜−1)(1 + log ε˜
log(eL˜τ ε˜−1)
)
= L˜ lim sup
τ→∞
log c(e−L˜τ ε˜,Γ)
log(eL˜τ ε˜−1)
= L˜dimF (Γ). (3.7)
As ε˜ tends to zero, the Lipschitz constants L˜ = L˜ε+3ε˜ tend to Lε by (3.3) and, taking
into account also (3.4), this implies
hps(2ε, ζ,Γ,Λ) ≤
(
lim
ε˜→0
Lˆε+3ε˜
)
dimF (Γ) = Lε dimF (Γ) ≤ Lεd,
which proves the first assertion in (i).
(ii) If the assumptions in (i) hold for all ε > 0, then the Lipschitz constants Lε
converge for ε→ 0 to L0 and the assertion follows from
hps(ζ,Γ,Λ) = lim
ε→0
hps(ε, ζ,Γ,Λ) ≤ lim
ε→0
Lεd = L0d.
The following theorem gives a similar estimate for the stabilization entropy. For
compact control range U and ε ≥ 0,M ≥ 1 define the compact set
P sε :=
{
x ∈ Rd
∣∣∣∣d(x,Λ) ≤M(maxy∈Γ d(y,Λ) + ε)
}
.
and the constant L0 := max(x,u)∈P s
0
×U ‖fx(x, u)‖.
Theorem 3.2. Consider for control system (2.1) compact sets Γ,Λ ⊂ Rd and let
ζ(r, s) = e−αsMr with constants α > 0,M ≥ 1. Suppose that f is C1 with respect
to x, that the derivative fx(x, u) is continuous in (x, u), and the control range U is
compact. Assume that for every ε > 0 and for every x ∈ Γ there is a control u ∈ U
with
d(ϕ(t, x, u),Λ) < e−αtM(d(x,Λ) + ε) for all t ≥ 0, (3.8)
Then the stabilization entropy satisfies
hs(ζ,Γ,Λ) ≤ (L0 + α)d.
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Proof. This proof follows similar steps as the proof of Theorem 3.1 but it is
somewhat simpler. Define for ε ≥ 0
Rsε := {(y, u) ∈ Γ× U
∣∣d(ϕ(t, y, u),Λ) < e−αtM(d(y,Λ) + ε) for all t ≥ 0}.
Fix ε > 0 and choose a C1-function θ : Rd → [0, 1] with θ(x) = 1 for all x ∈ P s3ε and
support contained in P s4ε. We define f˜ : R
d×Rm → Rd by f˜(x, u) := θ(x)f(x, u) and
consider the control system
x˙(t) = f˜(x(t), u(t)), u(t) ∈ U.
The solution map ψ associated with this system satisfies for τ > 0,
ψ([0, τ ], x, u) ⊂ P s3ε ⇒ ψ(t, x, u) = ϕ(t, x, u) for all t ∈ [0, τ ].
Now let S∗ = {(y1, u1), . . . , (yn, un)} ⊂ Rsε, n = r∗(τ, ε), be a minimal subset with the
property that for every x ∈ Γ there exists (yi, ui) ∈ S∗ with
max
t∈[0,τ ]
d(ψ(t, x, u), ψ(t, yi, ui)) < εe
−ατ for t ∈ [0, τ ].
With
Γi :=
{
x ∈ Γ | max
t∈[0,τ ]
d(ψ(t, x, ui), ψ(t, yi, ui)) < εe
−ατ
}
, i = 1, . . . , r∗(τ, ε˜) = n,
L4ε = max
{
‖ f˜x(x, u) ‖
∣∣(x, u) ∈ Rd × U } = max{‖ f˜x(x, u) ‖ |(x, u) ∈ P4ε × U
}
consider x ∈ Rd with ‖x−yi‖ < e−(L4ε+α)τε for some i ∈ {1, . . . , n}. Then Gronwall’s
Lemma implies instead of (3.6) for t ∈ [0, τ ]
‖ψ(t, x, ui)− ψ(t, yi, ui)‖ ≤ ‖x− yi‖eL4ετ < e−(L4ε+α)τεeL4ετ = εe−ατ .
It follows that x ∈ Γi and thus Γ contains the union of the balls B(yi, e−(L4ε+α)τε).
Instead of (3.4) we obtain rs(τ, 3ε, ζ,Γ,Λ) ≤ r∗(τ, ε), since for a minimal set S∗ as
above and x ∈ Γ there are (yi, ui) ∈ S∗ such that for all t ∈ [0, τ ]
d(ψ(t, x, ui),Λ) < d(ψ(t, x, ui), ψ(t, yi, ui)) + d(ψ(t, yi, ui),Λ)
< e−αtε+ e−αtM(d(yi,Λ) + ε)
≤ e−αtM(d(yi, x) + d(x,Λ) + 2ε)
≤ e−αtM(d(x,Λ) + 3ε).
Furthermore ψ(t, x, ui) ∈ P s3ε, hence ψ(t, x, ui) = ϕ(t, x, ui), t ∈ [0, τ ], and the set of
controls {u1, . . . , un}, n = r∗(τ, ε), is (τ, 3ε,Γ,Λ)-spanning. One finds that
rs(τ, 3ε, ζ,Γ,Λ) ≤ r∗(τ, ε) ≤ c(e−(L4ε+α)τε,Γ)
and
lim sup
τ→∞
1
τ
log r∗(τ, ε) ≤ (L4ε + α) dimF (Γ) ≤ (L4ε + α)d.
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For ε→ 0 the Lipschitz constants L4ε converge to L0 and the assertion follows.
Remark 3.3. Theorem 3.2 generalizes and improves Colonius [4, Theorem 3.3],
where an upper bound for stabilization entropy about an equilibrium is given using a
global Lipschitz constant L.
Next we prove lower bounds for the ε-practical stabilization entropy based on a
volume growth argument. For general KL-functions the lower bound is given by the
divergence of f with respect to x, while for exponential KL-functions a stronger result
involving also the exponential bound holds.
Theorem 3.4. Consider for control system (2.1) compact sets Γ,Λ ⊂ Rd, where
Γ has positive Lebesgue measure and let ζ be KL-function. Suppose that the control
range U is compact, that f is C1 with respect to x and that the derivative fx(x, u) is
continuous in (x, u).
(i) The ε-practical stabilization entropy and the practical stabilization entropy
satisfy
∞ ≥ hps(ε, ζ,Γ,Λ) ≥ min
(x,u)∈N(Λ;ε)×U
divxf(x, u),
∞ ≥ hps(ζ,Γ,Λ) ≥ min
(x,u)∈Λ×U
divxf(x, u).
(ii) Let Λ = {0} and ζ(r, s) := e−αsMr, r, s ≥ 0, with constants α > 0,M ≥ 1.
Then the ε-practical stabilization entropy and the practical stabilization entropy satisfy
∞ ≥ hps(ε, ζ,Γ, {0}) ≥ α+ min
‖x‖≤ε,u∈U
divxf(0, u),
∞ ≥ hps(ζ,Γ, {0}) ≥ α+min
u∈U
divxf(0, u).
Proof. (i) If hps(ε, ζ,Γ,Λ) =∞, the inequalities in (i) are trivially satisfied. Hence
we may assume that for τ > 0 there is a finite practically (τ, ε, ζ,Γ,Λ)-spanning set
S = {u1, . . . , un} of controls and we pick S with minimal cardinality, hence n =
rps(τ, ε, ζ,Γ,Λ). Define for i = 1, . . . , n
Γi := {x ∈ Γ |d(ϕ(t, x, ui),Λ) < ζ(d(x,Λ) + ε, t) + ε for all t ∈ [0, τ ]} .
Denote κ := maxx∈Γ d(x,Λ) and δ(t) := ζ(κ+ ε, t), t ∈ [0, τ ]. Then for i = 1, . . . , n
ϕ(t,Γi, ui) ⊂ N(Λ, ζ(κ+ ε, t) + ε) = N(Λ; δ(t) + ε). (3.9)
implying for the Lebesgue measures
λ(ϕ(τ,Γi, ui)) ≤ λ(N(Λ; δ(τ) + ε)). (3.10)
On the other hand, by the transformation theorem and Liouville’s trace formula we
get for i = 1, . . . , n
λ(ϕ(τ,Γi, ui)) =
∫
Γi
∣∣∣∣det ∂ϕ∂x (τ, x, ui)
∣∣∣∣ dx ≥ λ(Γi) · inf(x,u)
∣∣∣∣det ∂ϕ∂x (τ, x, u)
∣∣∣∣
= λ(Γi) · inf
(x,u)
exp
(∫ τ
0
divxf(ϕ(s, x, u), u(s))ds
)
. (3.11)
Here, and in the rest of this proof, inf(x,u) denotes the infimum over all (x, u) ∈ Γ×U
with ϕ(t, x, u) ⊂ N(Λ; δ(t) + ε) for all t ∈ [0, τ ]. Fix τ0 ∈ [0, τ ]. Then (x, u) as above
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satisfies the estimate∫ τ
0
divxf(ϕ(s, x, u), u(s))ds ≥
∫ τ0
0
divxf(ϕ(s, x, u), u(s))ds+(τ−τ0) min
(y,v)
divxf(y, v),
(3.12)
where the minimum is taken over all (y, v) ∈ Rd × U with d(y,Λ) ≤ ζ(κ+ ε, τ0) + ε.
This holds since the function ζ is decreasing in the second argument, and for all s ≥ τ0
d(ϕ(s, x, u),Λ) < ζ(max
x∈Γ
d(x,Λ) + ε, s) + ε ≤ ζ(κ+ ε, τ0) + ε.
We may assume that λ(Γ1) = maxi=1,...,n λ(Γi). Inequalities (3.11) and (3.10) imply
0 < λ(Γ) ≤
n∑
i=1
λ(Γ1) ≤ n · λ(Γ1) ≤ n · λ(ϕ(τ,Γ1, u1))
inf(x,u) exp
(∫ τ
0 divxf(ϕ(s, x, u), u(s))ds
)
≤ n · λ(N(Λ; δ(τ) + ε))
inf(x,u) exp
(∫ τ
0 divxf(ϕ(s, x, u), u(s))ds
) ,
hence
n = rps(τ, ε, ζ,Γ,Λ) ≥ λ(Γ)
λ(N(Λ; δ(τ) + ε))
inf
(x,u)
exp
(∫ τ
0
divxf(ϕ(s, x, u), u(s))ds
)
.
Using (3.12) and taking the logarithm on both sides one finds
log rps(τ, ε, ζ,Γ,Λ) ≥ logλ(Γ) − logλ(N(Λ; δ(τ) + ε))+
+ inf
(x,u)
∫ τ0
0
divxf(ϕ(s, x, u), u(s))ds+ (τ − τ0) min
(y,v)
divxf(y, v).
This yields the inequality
lim
τ→∞
1
τ
log rps(τ, ε, ζ,Γ,Λ) (3.13)
≥ lim
τ→∞
[
− 1
τ
logλ(N(Λ; δ(τ) + ε)) +
τ − τ0
τ
min
(y,v)
divxf(y, v)
]
.
Since δ(τ)→ 0 for τ →∞ and λ(N(Λ; ε)) > 0, we find
lim
τ→∞
− 1
τ
logλ(N(Λ; δ(τ) + ε)) = lim
τ→∞
− 1
τ
logλ(N(Λ; ε)) = 0.
It follows that
lim
τ→∞
1
τ
log rps(τ, ε, ζ,Γ,Λ) = min
(y,v)
divxf(y, v).
Recall that the minimum is on the set
{
(y, v) ∈ Rd × U |d(y,Λ) ≤ ζ(κ+ ε, τ0) + ε
}
.
In the Hausdorff metric, these sets converge to N(Λ; ε)× U for τ0 → ∞. Taking the
supremum over ε > 0 one concludes that all inequalities in assertion (i) hold.
(ii) For ε > 0 inequality (3.13) holds. If we employ the maximum-norm in Rd, we
obtain for the Lebesgue measure
λ(N({0}, δ(τ) + ε)) = λ(B(0, δ(τ) + ε)) ≤ (2δ(τ) + 2ε)d,
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and, by the choice of ζ,
lim
τ→∞
1
τ
log(δ(τ) + ε) = lim
τ→∞
1
τ
log
[
e−ατM(κ+ ε) + ε
]
= −α.
Hence (3.13) implies
lim
τ→∞
1
τ
log rps(τ, ε, ζ,Γ,Λ) ≥ αd+ lim
τ→∞
(
τ − τ0
τ
min
(y,v)
divxf(y, v)
)
= αd+ min
(y,v)
divxf(0, v)
and all inequalities in assertion (ii) follow.
Remark 3.5. Theorem 3.2(ii) improves Colonius [4, Theorem 3.2], where a
similar lower bound for the stabilization entropy (which in general is larger than the
practical stabilization entropy) is proved.
4. Relations to feedbacks. First we will prove an upper estimate of the prac-
tical stabilization entropy under the assumption that practically stabilizing feedbacks
exist. This is based on a notion of entropy for feedbacks. Then we show that the
practical stabilization entropy vanishes, if there is a feedback which makes the system
Input-to-State Dynamically Stable (ISDS).
Consider for system (2.1) a Lipschitz continuous feedback k : Rd → U such that
the solutions ψ(t, x0; k(·)), t ≥ 0, of
x(0) = x0, x˙(t) = f(x(t), k(x(t)), (4.1)
are well defined and depend continuously on the initial value. We define the topolog-
ical entropy of the feedback k(·) in the following way. Let Γ ⊂ Rd be compact and
define for every x ∈ Γ a control by
ux(t) = k(ψ(t, x; k(·))), t ≥ 0.
For ε > 0, τ > 0 a set E = {y1, . . . , yn} ⊂ Γ is (τ, ε,Γ)-spanning if for all x ∈ Γ there
is j ∈ {1, . . . , n} with∥∥ϕ(t, x, uyj )− ϕ(t, yj , uyj)∥∥ = ∥∥ϕ(t, x, uyj )− ψ(t, yj; k(·))∥∥ < ε for t ∈ [0, τ ].
Our assumptions guarantee that finite (τ, ε,Γ)-spanning sets exist.
Definition 4.1. For system (2.1) and Γ ⊂ Rd, the ε-entropy and the entropy of
the feedback k are
htop(ε, k(·),Γ) = lim
τ→∞
1
τ
logmin{#E |E is (τ, ε,Γ)-spanning},
htop(k(·),Γ) = lim
ε→0
htop(ε, k(·),Γ).
The entropy of a feedback as defined above is based on the assumption, that only
in the beginning, at time t = 0, an estimate of the initial point is used. The control
is not corrected at any later time.
The following result shows that the ε-practical stabilization entropy is bounded
above by the ε-entropy of practically stabilizing feedbacks.
Proposition 4.2. Let Γ,Λ ⊂ Rd with Γ compact and ε > 0. Suppose that there
is a feedback kε(·) such that for every x0 ∈ Γ the solution ψ(t, x0; kε(·)), t ≥ 0, of the
feedback system (4.1) is well defined and satisfies the ε-practical stability property
d(ψ(t, x0; kε(·)),Λ) ≤ ζ(d(x0,Λ) + ε, t) + ε for t ≥ 0. (4.2)
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Then the 2ε-practical stabilization entropy is bounded above by the ε-entropy of the
feedback kε(·),
hps(2ε, ζ,Γ,Λ) ≤ htop(ε, kε(·),Γ).
Proof. Fix τ > 0 and consider a minimal (τ, ε,Γ)-spanning set E = {y1, . . . , yn}
for the feedback system (4.1) with k(·) = kε(·), i.e., for all x ∈ Γ there exists j with∥∥ϕ(t, x, uyj )− ϕ(t, yj , uyj)∥∥ < ε for t ∈ [0, τ ].
We claim that the set of control functions defined by
S = {uy1 , . . . , uyn}
is practically (τ, 2ε, ζ,Γ,Λ)-spanning. In fact, for x ∈ Γ there exists yj ∈ E with∥∥ϕ(t, x, uyj )− ϕ(t, yj , uyj)∥∥ < ε for t ∈ [0, τ ].
By ε-practical stability of the feedback system we know
d(ϕ(t, yj , uyj ),Λ) = d(ψ(t, yj ; kε(·)),Λ) ≤ ζ (d(yj ,Λ) + ε, t) + ε for all t ≥ 0.
Note that for all y, z one has d(y,Λ) ≤ ‖y − z‖+ d(z,Λ). Hence for all t ∈ [0, τ ],
d
(
ϕ(t, x, uyj ),Λ
) ≤ ∥∥ϕ(t, x, uyj )− ϕ(t, yj , uyj )∥∥+ d(ϕ(t, yj , uyj ),Λ)
≤ ε+ d(ψ(t, yj ; kε(·)),Λ) (4.3)
≤ ε+ ζ (d(yj ,Λ) + ε, t) + ε
≤ ζ(d(x,Λ) + 2ε, t) + 2ε.
Here we have also used that ζ is increasing in the first and decreasing in the second
argument. Hence S is (τ, 2ε, ζ,Γ,Λ)-spanning, as claimed. This implies
min{#S |S is (τ, 2ε, ζ,Γ,Λ))-spanning} ≤ min{#E |E is (τ, ε,Γ)-spanning}.
Taking the limit for τ →∞, one obtains
hps(2ε, ζ,Γ,Λ) = lim
τ→∞
1
τ
logmin{#S |S is (τ, ε, ζ,Γ,Λ)-spanning}
≤ lim
τ→∞
1
τ
logmin{#E |E is (τ, ε,Γ)-spanning} = htop(ε, kε(·),Γ).
Remark 4.3. Suppose that the solution ψ(t, x0; k(·)), t ≥ 0, of the feedback system
(4.1) satisfies instead of (4.2) the stronger stability condition
d(ψ(t, x0, kε(·)),Λ) ≤ ζ(d(x0,Λ), t) for t ≥ 0.
Also in this case, the proof above will only lead to a result on practical stabilization
entropy, due to estimate (4.3).
Next we illustrate the notion of entropy of a feedback by considering a linear
system of the form
x˙(t) = Ax(t) +Bu(t), u ∈ U , (4.4)
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with matrices A ∈ Rd×d, B ∈ Rd×m, and control range U = Rm. For a linear feedback
K the feedback system has the form
x˙(t) = (A+ BK)x(t), u ∈ U ,
with solutions ψ(t, x;K) = e(A+BK)tx. For a compact subset Γ ⊂ Rd the entropy of
K is determined by the following. Let
uy(t) = Ke
(A+BK)ty, t ≥ 0.
For ε, τ > 0 a set E = {y1, . . . , yn} is (τ, ε,Γ)-spanning, if for all x ∈ Γ there exists j
such that for t ∈ [0, τ ]
ε >
∥∥ϕ(t, x, uyj )− ϕ(t, yj , uyj)∥∥
=
∥∥∥∥eAtx+
∫ t
0
eA(t−s)Buyj (s)ds− eAtyj −
∫ t
0
eA(t−s)Buyj(s)ds
∥∥∥∥
=
∥∥eAt(x− yj)∥∥ .
Thus the corresponding entropy is given by the topological entropy of the flow Φt =
eAt, t ≥ 0, hence for λ(Γ) > 0, one has htop(K,Γ) =
∑
i: Re(λi)>0
Re(λi), where λi
denote the eigenvalues of A, cf. Walters [23, Theorem 8.14].
For general nonlinear systems, it seems very hard or impossible to derive explicit
formulas for the entropy of a feedback.
Remark 4.4. The papers Liberzon and Hespanha [17] and De Persis [7] use
Input-to-State (ISS) stability properties in order to derive stabilizing encoder/decoder
controllers. This condition (Assumption 2 in [17]) means (in our notation) that there
exists a locally Lipschitz feedback law u = k(x) which satisfies k(0) = 0 and renders
the closed-loop system input-to-state stable with respect to measurement errors. This
means that there exist µ ∈ KL and γ ∈ K∞ such that for every initial condition
x(t0) and every piecewise continuous signal e the corresponding solution of the system
x˙ = f(x, k(x+ e)) satisfies
‖x(t)‖ ≤ µ(‖x(t0)‖ , t− t0) + γ( sup
s∈[t0,t]
‖e(s)‖) for all t ≥ t0.
The ISS property is used in order to estimate the effect of perturbations on feedbacks.
In Proposition 4.2, we have used instead the entropy property of the feedback k.
Next we study the relation between the entropy of feedbacks and robust stability
properties. Consider the following dynamic variant of the ISS stability property. As a
special case of Gru¨ne [8, Definition 3.2.7], we say that a feedback k(·) makes a control
system x˙ = f(x, u) Input-to-State Dynamically (ISDS) stable, if there exist µ ∈ KL
and γ ∈ K∞ such that for every initial state x(0) and every piecewise continuous
signal (or input) e the corresponding solution of the system
x˙(t) = f(x(t), k(x(t) + e(t)))
exists and satisfies with ν(e, t) := maxs∈[0,t] µ(γ(‖e(s)‖), t− s)
‖x(t)‖ ≤ µ(‖x(0)‖ , t) + ν(e, t) for all t ≥ 0.
Contrary to ISS, this notion takes into account fading of past inputs e(s) as shown in
the following simple lemma.
Lemma 4.5. Suppose that ‖e‖∞ = supt≥0 ‖e(t)‖ < ∞ and e(t) → 0 for t → ∞.
Then ν(e, t)→ 0 for t→∞.
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Proof. Fix ε > 0. Since µ(0, s) = 0 and µ is continuous, one finds δ > 0 such that
µ(δ, 0) < ε. There is S0 > 0 such that γ(‖e(s)‖) < δ for all s ≥ S0 and there is T0 > 0
such that µ(γ(‖e‖∞), t) < ε for all t > T0. Let t > S0 + T0. For t− s ≥ T0 it follows
that
µ(γ(‖e(s)‖), t− s) ≤ µ(γ(‖e‖∞), t− s) < ε
and for t− s ≤ T0, i.e., s ≥ t− T0 ≥ S0,
µ(γ(‖e(s)‖), t− s) ≤ µ(δ, t− s) < µ(δ, 0) < ε.
We show that the existence of such a feedback implies that the practical stabi-
lization entropy vanishes.
Theorem 4.6. Let k(·) be a locally Lipschitz continuous feedback which is con-
tinuous in x = 0 with k(0) = 0 such that the closed loop system
x˙(t) = f(x(t), k(x(t)),
has the ISDS property. Then for very compact set Γ ⊂ Rd the entropy of the feedback
k and the practical stabilization entropy vanish,
hps(Γ, {0}) = htop(k,Γ) = 0. (4.5)
Proof. Define for every x ∈ K a control by
ux(t) = k(ψ(t, x; k(·))), t ≥ 0,
where ψ(t, x; k(·)) is the solution of the feedback system. Let x, y ∈ Γ and consider
the initial value problem
x(0) = y, y˙(t) = f(y(t), ux(t)) = f(y(t), uy(t) + (ux(t)− uy(t)) = f(y(t), uy(t) + e(t)),
with e(t) := ux(t)− uy(t), t ≥ 0. The ISDS-property implies that
‖ϕ(t, y, ux)− ϕ(t, x, ux)‖
≤ ‖ϕ(t, y, ux)‖+ ‖ϕ(t, x, ux)‖
≤ µ(‖y‖ , t) + ν(ux − uy, t) + µ(‖x‖ , t)
≤ µ(‖y‖ , t) + ν(k(ψ(·, x; k(·))) − k(ψ(·, y; k(·))), t) + µ(‖x‖ , t) (4.6)
Fix ε > 0. Then there is T1 > 0 such that µ(maxz∈Γ ‖z‖ , T ) < ε/3 for all t ≥ T1 and
hence
µ(‖y‖ , t) < ε/3 and µ(‖x‖ , t) < ε/3. (4.7)
Furthermore, we get that for all s ≥ 0
‖ψ(s, x; k(·))‖ ≤ µ(‖x‖ , t) ≤ µ(max
z∈Γ
‖z‖ , s) and ‖ψ(s, y; k(·))‖ ≤ µ(max
z∈Γ
‖z‖ , s).
Since µ(maxz∈Γ ‖z‖ , s) → 0 for s → ∞ and k(·) is continuous at the origin with
k(0) = 0, it follows that
‖k(ψ(s, x; k(·)))‖ , ‖k(ψ(s, y; k(·)))‖ → 0 for s→∞,
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and we also know that ‖k(ψ(s, x; k(·)))‖ , ‖k(ψ(s, y; k(·)))‖ , s ≥ 0, are bounded. Using
Lemma 4.5 one finds T2 ≥ T1 > 0 such that for all t ≥ T2
ν(k(ψ(·, x; k(·))) − k(ψ(·, y; k(·))), t)
= max
s∈[0,t]
µ(γ(‖k(ψ(s, x; k(·))) − k(ψ(s, y; k(·)))‖), t− s)
≤ max
s∈[0,t]
µ(γ(‖k(ψ(s, x; k(·)))‖ + ‖k(ψ(s, y; k(·)))‖), t− s) < ε/3.
This together with (4.7) and estimate (4.6) shows that for all x, y ∈ Γ and all t ≥ T1
‖ϕ(t, y, ux)− ϕ(t, x, ux)‖ < ε. (4.8)
Concerning times t ≤ T2, by continuous dependence on the initial value, we find δ > 0
with
‖x− y‖ < δ =⇒ ‖ϕ(t, y, ux)− ϕ(t, x, ux)‖ < ε for all t ∈ [0, T2].
Hence the compact set Γ can be covered by finitely many balls B(yi; δ), i = 1, . . . , n,
such that for every x ∈ Γ there is j with
‖ϕ(t, x, ux)− ϕ(t, yi, uyi)‖ < ε for all t ∈ [0, T2].
Together with (4.8) we have shown that this estimate holds for all t ≥ 0. Thus the
set {y1, . . . , yn} is (τ, ε,Γ)-spanning for all τ > 0 and
htop(ε, k(·),Γ) = lim
τ→∞
1
τ
logmin{#E |E is (τ, ε,Γ)-spanning} = 0,
and for ε→ 0 one finds
htop(k(·),Γ) = lim
ε→0
htop(ε, k(·),Γ) = 0.
Now the first equality in (4.5) is a consequence of Proposition 4.2.
5. Examples. In this section we present several examples illustrating various
practical stabilization properties and estimates for the corresponding entropies. Fol-
lowing an approach in Hamzi and Krener [9] for practical stabilization, our strategy
is first to construct quadratic or piecewise linear feedbacks, such that the closed loop
systems has, in addition to the unstable equilibrium at the origin, one or two stable
equilibria arbitrarily close to the origin. Thus practical stability holds, and then we
use the estimates for entropy from Section 3.
5.1. A scalar example with quadratic feedback. Consider the scalar control
system with scalar control given by
x˙ = f(x, u) = λx + α0x
2 + βxu + γu2, (5.1)
where λ > 0 and α0, β, γ with γ 6= 0 are real parameters and the controls take values
u(t) ∈ U ⊂ R. This system occurs in the scalar case of a quadratic normal form, cf.
Krener, Kang, and Chang [16, Theorem 2.1].
First we note the following controllability and stabilizability properties. For sys-
tem (5.1) the origin x = 0 is an equilibrium corresponding to u = 0 if 0 ∈ U . For
x = 0 the right hand side of (5.1) is given by f(0, u) = γu2. For γ > 0 one has
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f(0, u) > 0 for all 0 6= u ∈ R and for γ < 0 one has f(0, u) < 0 for all 0 6= u ∈ R.
Hence the system is not controllable around the origin. By Brockett’s necessary con-
dition (cf. Sontag [22, Theorem 22]) it is not locally C1 stabilizable. If γ < 0 and
Γ = [r1, r2], 0 < r1 ≤ r2 and the control range U contains 0 and control values u
with |u| large enough, every point x ∈ Γ may be steered to the origin, analogously
for γ > 0. This discussion shows that for γ > 0 stabilization can only be expected for
initial values in (−∞, 0) and for γ < 0 for initial values in (0,∞).
For quadratic feedbacks of the form
u(x) = kx+ xqx with k, q ∈ R, (5.2)
the closed loop system is
x˙ = λx + α0x
2 + βx(kx + qx2) + γ(kx+ qx2)2
= λx + (α0 + βk + γk
2)x2 + q(β + 2γk)x3 + γq2x4. (5.3)
We denote the solutions of this equation by ψ(t, x; k, q) on their existence intervals.
The following theorem shows that with quadratic feedback (5.2) system (5.1) can be
made ε-practically stable with exponential rate α ∈ (0, 3λ) where the constant M in
ζ(r, s) = e−αsMr depends on ε and Γ, cf. Definition 2.1.
Theorem 5.1. Consider system (5.1) with quadratic feedback (5.2) and let Λ =
{0}. Fix ε > 0. If γ < 0 consider Γ = [r1, r2] and if γ > 0 consider Γ = [−r2,−r1],
where 0 < r1 ≤ r2. In both cases, let the control range be given either by U+ε = [0, ρ(ε)]
or by U−ε = [−ρ(ε), 0] with ρ(ε) large enough.
Then there are k, q ∈ R and M = M(Γ, ε) ≥ 1 such that for ζ(r, s) = e−αsMr
with 0 < α < 3λ the closed loop system (5.3) is ε-practically (ζ,Γ, {0})-stable.
The proof of Theorem 5.1 is given in the appendix.
Next we estimate the ε-practical stabilization entropy for unbounded control
ranges. Here it is essential to employ the modified notions for non-compact con-
trol ranges in Remark 2.7. In the following, the control ranges will vary, hence we
add this argument in the notation for the entropy.
Theorem 5.2. Consider system (5.1) with quadratic feedback (5.2). Let the
assumptions of Theorem 5.1 be satisfied, but suppose that control range is given either
by U+ = [0,∞) or U− = (−∞, 0]. Consider compact sets Γ ⊂ (0,∞) for γ < 0 and
Γ ⊂ (−∞, 0) for γ > 0.
(i) For every ε > 0 the ε-practical stabilization entropy satisfies
hps(ε, ζ,Γ, {0}, U±) ≤ Lε/2 <∞
with M =M(ε,Γ) ≥ 1 and
Lε/2 = max
{
|λ+ 2α0x+ βu|
∣∣∣∣x ∈ Γ, |x| ≤M maxy∈Γ |y|+
ε
2
(M + 1) and u ∈ U±ε/2
}
.
(ii) Suppose that the Lebesgue measure of Γ is positive, β 6= 0 and for β > 0 the
control range is U+ = [0,∞) and for β < 0 the control range is U− = (−∞, 0]. Then
for ζ = e−αM with 0 < α < 3λ and M ≥ 1 the ε-practical stabilization entropy for
ε > 0 and the practical stabilization entropy satisfy
∞ ≥ hps(ε, ζ,Γ, {0}, U±) ≥ α+ λ− 2 |α0| ε
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and
∞ ≥ hps(ζ,Γ, {0}, U±) ≥ α+ λ.
Proof. Recall the modified notion of ε-practical stabilization entropy from Remark
2.7,
hps(ε, ζ,Γ,Λ, U
±) = inf
K
lim sup
τ→∞
1
τ
log rps(τ, ε, ζ,Γ,Λ, U
± ∩K)
= inf
K
hps(ε, ζ,Γ,Λ, U
± ∩K),
where the infimum is taken over all compact subset K ⊂ Rm. The inequality
inf
K
hps(ε, ζ,Γ, {0}, U± ∩K) ≤ hps(ε, ζ,Γ, {0}, U±ε/2),
is trivially satisfied. Fix α ∈ (0, 3λ). Theorem 5.1 shows for every x ∈ Γ there is a
control u(t) = u(ψ(t, x; k, q)), t ≥ 0, with values in U±ε/2 such that
d(ϕ(t, x, u), {0}) < ζ(d(x, {0}) + ε
2
, t) +
ε
2
for all t ≥ 0.
Then Theorem 3.1(i) yields the upper bound
hps(ε, ζ,Γ, {0}, U±ε ) ≤ Lε/2,
where Lε/2 = max(x,u)∈Pε/2×U±ε/2
‖fx(x, u)‖. Here fx(x, u) = λ+ 2α0x+ βu and
Pε/2 =
{
x ∈ Γ
∣∣∣∣|x| ≤M maxy∈Γ |y|+
ε
2
(M + 1)
}
.
This proves assertion (i).
(ii) Note that
hps(ε, ζ,Γ, {0}, U±) = inf
K
hps(ε, ζ,Γ, {0}, U± ∩K) ≥ hps(ε, ζ,Γ, {0}, U±ε ).
This follows, since we may take ρ(ε) arbitrarily large, hence for every compact set K
there is ρ(ε) > 0 such that K ∩ U± ⊂ U±ε . By Theorem 3.4 we obtain
hps(ε, ζ,Γ, {0}, U±ε ) ≥ α+ min
|x|≤ε,u∈U±ε
fx(x, u) = α+ λ+ min
|x|≤ε,u∈U±ε
(2α0x+ βu)
≥ α+ λ− 2 |α0| ε+ min
u∈U±ε
(βu).
For β < 0 we get minu∈U−ε (βu) = minu∈[−ρ(ε),0](βu) = 0. For β > 0 we get
minu∈U+ε (βu) = minu∈[0,ρ(ε)](βu) = 0. The assertion for the practical stabilization
entropy follows for ε→ 0. This proves assertion (ii).
Remark 5.3. Observe that for ε→ 0 the upper bound Lε converges to ∞, since
β 6= 0 and ρ(ε)→∞.
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5.2. A scalar example with piecewise linear feedback. Consider the scalar
system with scalar control given by
x˙ = f(x, u) = λx+ α0x
2 + β0xu+ γ0u
2 + α1x
3 + β1x
2u+ γ1xu
2 + η1u
3, (5.4)
where λ > 0, α0, β0, γ0, α1, β1, γ1, and η1 are real parameters with γ0, η1 6= 0, and the
controls take values u(t) ∈ U ⊂ R.
First we note the following controllability properties. The origin x = 0 is an
equilibrium corresponding to u = 0. For x = 0 the right hand side of (5.4) is given by
f(0, u) = γ0u
2 + η1u
3. Let the control range be U = [−ρ2, ρ1] ⊂ R with ρ1, ρ2 > 0. If
ρ1, ρ2 are large enough, then there are control values u1, u2 ∈ U with f(0, u1) > 0 and
f(0, u2) < 0, hence the system is controllable around the origin. If the set of initial
points Γ ⊂ R is compact and ρ1, ρ2 are large enough, then every point x ∈ Γ can be
steered to the origin.
First we will show that system (5.4) is practically stabilizable about the origin
using a piecewise linear feedback with k1, k2 ∈ R of the form
u(x) =
{
k1x, x ≥ 0
k2x, x ≤ 0 . (5.5)
We denote the solutions of the feedback system by ψ(t, x0; k1, k2), t ≥ 0.
Theorem 5.4. Consider system (5.4) with piecewise linear feedback (5.5), let
Γ ⊂ R be a compact set of initial values and Λ = {0}. For α > 0 and ε > 0 there
is M = M(ε,Γ, α) ≥ 1 such that ζ(r, s) = e−αsMr satisfies the following property.
If Uε = [−ρ(ε), ρ(ε)] with ρ(ε) large enough, then there are k1, k2 ∈ R such that the
system is ε-practically (ζ,Γ, {0})-stable.
The proof of Theorem 5.4 is given in the appendix.
Next we estimate the ε-practical stabilization entropy for unbounded control
range. Here again it is essential to employ the modified notion for non-compact
control ranges in Remark 2.7.
Theorem 5.5. Consider system (5.4) with piecewise linear feedback (5.5) and
let the assumptions of Theorem 5.4 be satisfied, but with control range U = R.
(i) For every ε > 0 the ε-practical stabilization entropy satisfies
hps(ε, ζ,Γ, {0}, U) ≤ Lε/2 <∞
with M =M(ε,Γ, α) ≥ 1 and
Lε/2 = max
{ ∣∣λ+ 2α0x+ β0u+ 3α1x2 + 2β1xu + 2γ1u2∣∣ :
x ∈ Γ, |x| ≤M maxy∈Γ |y|+ ε2 (M + 1) and u ∈ Uε/2
}
.
(ii) If the Lebesgue measure of Γ is positive and γ1 > 0, then for ζ = e
−αsMr
with α > 0 and M ≥ 1 the ε-practical stabilization entropy for ε > 0 and the practical
stabilization entropy satisfy
∞ ≥ hps(ε, ζ,Γ, {0}, U)
≥ α+ λ− 2 |α0| ε− 3 |α1| ε2 − 1
4γ1
{
(β0 − 2 |β1| ε)2 for β0 < 0
(β0 + 2 |β1| ε)2 for β0 > 0
and
∞ ≥ hps(ζ,Γ, {0}, U) ≥ α+ λ− β
2
0
4γ1
.
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Proof. (i) As in the proof of Theorem 5.2 we use
hps(ε, ζ,Γ,Λ, U) = inf
K
hps(ε, ζ,Γ,Λ, U ∩K) = hps(ε, ζ,Γ,Λ, Uε). (5.6)
By Theorem 5.4 one finds for every x ∈ Γ a control u(t) = u(ψ(t, x; k1, k2)), t ≥ 0,
with values in Uε/2 such that
d(ϕ(t, x, u),Λ) < ζ(d(x,Λ) +
ε
2
, t) +
ε
2
for all t ≥ 0.
Then Theorem 3.1(i) yields the upper bound
hps(ε, ζ,Γ, {0}, Uε) ≤ Lε/2,
where Lε/2 = max(x,u)∈Pε/2×Uε/2 ‖fx(x, u)‖. Here
fx(x, u) = λ+ 2α0x+ β0u+ 3α1x
2 + 2β1xu + 2γ1u
2,
Pε/2 =
{
x ∈ Γ
∣∣∣∣|x| ≤M maxy∈Γ |y|+
ε
2
(M + 1)
}
.
This proves the first assertion in Theorem 5.5.
(ii) Using (5.6) and the lower estimate provided by Theorem 3.4(ii) we obtain
hps(ε, ζ,Γ, {0}, Uε)
≥ α+ min
‖x‖≤ε,u∈Uε
fx(0, u)
= α+ λ+ min
‖x‖≤ε,u∈Uε
{
2α0x+ 3α1x
2 + (β0 + 2β1x) u+ 2γ1u
2
}
≥ α+ λ+ min
‖x‖≤ε
{2α0x+ 3α1x2}+ min
‖x‖≤ε
min
u∈Uε
{
(β0 + 2β1x) u+ 2γ1u
2
}
.
Clearly, min‖x‖≤ε{2α0x+ 3α1x2} ≥ −2 |α0| ε− 3 |α1| ε2 and for the parabola
(β0 + 2β1x)u+ γ1u
2
with γ1 > 0, the minimum is attained in u = −β0+2β1x2γ1 , hence for ε > 0 small enough,
min
‖x‖≤ε
min
u∈Uε
{
(β0 + 2β1x) u+ γ1u
2
}
= min
‖x‖≤ε
(
− (β0 + 2β1x)
2
2γ1
+
(β0 + 2β1x)
2
4γ1
)
= − 1
4γ1
min
‖x‖≤ε
(β0 + 2β1x)
2
≥ − 1
4γ1
{
(β0 − 2 |β1| ε)2 for β0 < 0
(β0 + 2 |β1| ε)2 for β0 > 0 .
Together this yields the lower estimate for hps(ε, ζ,Γ, {0}, U). The estimate for
hps(ζ,Γ, {0}, U) follows by taking the limit for ε → 0. This proves assertion (ii).
We conclude this paper with the following remarks on open problems. In the
admittedly relatively simple examples above, the system is practically stabilizable
about the set Λ = {0} but not stabilizable. The ε-practical stabilization entropies
are positive and the upper bounds tend to +∞ for ε → 0, where the KL-function
ζ(r, s) = e−αsM(Γ, ε) depends on ε. This is due to the fact, that our notions of
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practical stabilization entropy are semi-global, since we consider arbitrary compact
subsets Γ ⊂ Rd of initial values. It is not clear, if the practical stabilization entropy,
i.e., the limit for ε→ 0, is also +∞, although this may seem intuitively appealing.
An interesting generalization of the example in Section 5.1 is obtained by coupling
the scalar system with a d− 1-dimensional system with controllable linearization (as
in Hamzi and Krener [9] where stable manifold theory is invoked to prove existence
of practically stabilizing feedbacks).
In another direction, Kawan [12] shows a lower bound for (non-asymptotic) sta-
bilization in terms of topological pressure under a uniform hyperbolicity assumption.
Can one use hyperbolicity properties also in the present context?
Certainly, the relations to minimal data rates for discrete noiseless channels are
of utmost importance and need to be explored.
6. Appendix. In this appendix we prove Theorem 5.1 and Theorem 5.4.
Proof. [of Theorem 5.1]. Equilibria different from the trivial equilibrium x = 0
satisfy
0 = λ+ (α0 + βk + γk
2)x+ q(β + 2γk)x2 + γq2x3. (6.1)
Recall the following elementary facts on cubic equations of the form
x3 + a2x
2 + a1x+ a0 = 0. (6.2)
The solutions are given as follows (cf. [25, formulas (54)-(56)]). With
Q =
3a1 − a22
9
, R =
9a2a1 − 27a0 − 2a32
54
, S =
(
R+
√
D
)1/3
, T =
(
R−
√
D
)1/3
,
where D = Q3 +R2, the three solutions in C are
x∗1 = −
a2
3
+ S + T and x∗2 = −
a2
3
− 1
2
(S + T )± 1
2
i
√
3(S − T ).
We choose the constant k in order to eliminate the quadratic term,
β + 2γk = 0, i.e., k = − β
2γ
. (6.3)
Then
α0 + βk + γk
2 = α0 − β
2
2γ
+
β2
4γ
=
4α0γ − β2
4γ
, (6.4)
hence the equilibria are determined by
x3 +
4α0γ − β2
4γ2q2
x+
λ
γq2
= 0.
For (6.2) one has a0 =
λ
γq2 , a1 =
4α0γ−β
2
4γ2q2 , and a2 = 0, hence
Q =
a1
3
=
4α0γ − β2
12γ2q2
, R = −a0
2
= − λ
2γq2
, D = − 1
q6
(
4α0γ − β2
12γ2
)3
+
1
q4
λ2
4γ2
.
If D > 0, we get a single real solution, hence a unique nontrivial equilibrium given by
e(q) = x∗1 = −
a2
3
+ S + T =
(
− λ
2γq2
+
√
D
)1/3
+
(
− λ
2γq2
−
√
D
)1/3
. (6.5)
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The condition D > 0 holds iff
q2 >
(
4α0γ − β2
12γ2
)3
4γ2
λ2
.
This condition is satisfied for |q| large enough. The dominant term for |q| → ∞ in D
is 1q4
λ2
4γ2 and hence the dominant term in e(q) is
(
− λ
2γq2
+
1
q2
λ
2γ
)1/3
+
(
− λ
2γq2
− 1
q2
λ
2γ
)1/3
, hence it is − 1
q2/3
λ1/3
γ1/3
. (6.6)
Thus for |q| → ∞ one has e(q) → 0 with |q|−2/3. It also follows that for |q| large
enough
γ > 0 =⇒ e(q) = x∗1 < 0 and γ < 0 =⇒ e(q) = x∗1 > 0.
Finally, we analyze stability of the equilibria. General properties of scalar autonomous
differential equations imply that e(q) is asymptotically stable with domain of attrac-
tion given by (−∞, 0) if e(q) < 0 and (0,∞) if e(q) > 0. In order to prove exponential
stability, we compute the Jacobian of (5.3) with (6.3) and (6.4)
J(x) =
∂
∂x
[
λx + (α0 + βk + γk
2)x2 + q(β + 2γk)x3 + γq2x4
]
= λ+ 2(α0 + βk + γk
2)x+ 4γq2x3 = λ+
4α0γ − β2
2γ
x+ 4γq2x3.
For x = e(q) we obtain by (6.6) that for |q| → ∞ the dominant term in the Jacobian
J(e(q)) is
λ+
4α0γ − β2
2γ
(
− 1
q2/3
λ1/3
γ1/3
)
− 4γq2 1
q2
λ
γ
= λ− 1
q2/3
4α0γ − β2
2γ
λ1/3
γ1/3
− 4λ→ −3λ.
Hence for |q| large enough, the equilibrium e(q) is locally exponentially stable with
ζ(r, s) = e−α1sr for 0 < α1 < 3λ.
Claim: One can find M = M(Γ) ≥ 1 such that for every α1 ∈ (0, 3λ), every
x ∈ Γ, and every ε > 0 the following exponential estimate holds,
‖ψ(t, x; k, q)− e(q)‖ ≤ e−αtM ‖x− e(q)‖ t ≥ 0.
In order to prove the claim, note first that we may choose ε > 0 small enough
such that e(q) ∈ [−ε, ε] and either Γ ⊂ (−∞, e(q)) or Γ ⊂ (e(q),∞). First we consider
the case e(q) > 0. Then one can choose z ∈ R in the domain of exponential attraction
such that e(q) < z, hence
‖ψ(t, z; k, q)− e(q)‖ ≤ e−α1t ‖z − e(q)‖ for t ≥ 0.
For every x ∈ Γ there is Tx > 0 with ψ(Tx, x; k, q) = z hence for t ≥ 0
‖ψ(t+ Tx, x; k, q)− e(q)‖ = ‖ψ(t, ψ(Tx, x; k, q); k, q)− e(q)‖
≤ e−α1t ‖ψ(Tx, x; k, q)− e(q)‖ . (6.7)
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By compactness of Γ it follows that T = maxx∈Γ Tx <∞. Let
M(q) := e3λT max {‖ψ(t, y; k, q)− e(q)‖ |t ∈ [0, T ] and y ∈ Γ} /min
y∈Γ
‖y − e(q)‖ .
Hence for every x ∈ Γ and t ∈ [0, Tx]
‖ψ(t, x; k, q)− e(q)‖ ≤ max {‖ψ(t, y; k, q)− e(q)‖ |t ∈ [0, T ] and y ∈ Γ}
=Me−3λT miny∈Γ ‖y − e(q)‖ ≤Me−α1t ‖x− e(q)‖ .
For t > Tx we get using also (6.7)
‖ψ(t, x; k, q)− e(q)‖ = ‖ψ(t− Tx, ψ(Tx, x; k, q); k, q)− e(q)‖
≤ e−α1(t−Tx) ‖ψ(Tx, x; k, q)− e(q)‖
≤ e−α1(t−Tx)e−α1TxM ‖x− e(q)‖ = e−αtM ‖x− e(q)‖ .
Since Tx depends on q, it as well as T = maxx∈Γ Tx and hence M depend on ε.
If M < 1 we replace it by M = 1, and the exponential estimate remains valid.
Analogously, one argues for e(q) < 0. Finally, choosing |q| large enough, it follows
that e(q) ∈ (−ε/2, ε/2), hence the system is ε-practically (ζ,Γ, {0})-stable. Our
assumptions on the control range U±ε guarantee that the values of the quadratic
feedback (5.2) can be taken in U±ε for x ∈ Γ.
Proof. [of Theorem 5.4]. We will show that for every ε > 0 there are k1, k2 ∈ R
such that, besides the trivial equilibrium at the origin, the feedback system has two
equilibria in [−ε/2, ε/2] which are exponentially stable.
Let i ∈ {1, 2}. Any nontrivial equilibrium x must satisfy
0 = λ+ [α0 + β0ki + γ0k
2
i ]x+ [α1 + β1ki + γ1k
2
i + η1k
3
i ]x
2. (6.8)
Abbreviate
∆0,i(ki) = α0 + β0ki + γ0k
2
i and ∆1,i(ki) = α1 + β1ki + γ1k
2
i + η1k
3
i .
Then the solutions of (6.8) are
x±i (ki) =
−∆0,i(ki)±
√
∆20,i(ki)− 4λ∆1,i(ki)
2∆1,i(ki)
.
Claim: The feedback system with |ki| large enough and sign(ki) = −sign(η1) has
three equilibria given by
−ε/2 < e2(k2) := x+2 (k2) < 0 < e1(k1) := x−1 (k1) < ε/2.
For the proof of the claim observe first that x±i (ki) ∈ R iff
∆20.i(ki)−4λ∆1,i(ki) > 0, (6.9)
and x±1 (k1) an equilibrium iff it is positive and x
±
2 (k2) is an equilibrium iff it is
negative. For i = 1, 2 let sign(ki) = −sign(η1) with |ki| large enough. Then it follows
that ∆1,i(ki) < 0. Hence (6.9) holds and x
±
i (ki) ∈ R.
We distinguish the following two cases.
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- Let γ0 > 0. For |ki| → ∞ it follows that ∆0,i(ki)→∞ with |ki|2 and ∆1,i(ki)→
−∞ with |ki|3, hence x±i (ki)→ 0 with |ki|−1 and x−i (ki) > 0 and x+i (ki) < 0 for |ki|
large enough.
- Let γ0 < 0. For |ki| → ∞ it follows that ∆0,i(ki) → −∞ with |ki|2 and
∆1,i(ki) → −∞ with |ki|3, hence x±i (ki) → 0 with |ki|−1. Again, x−i (ki) > 0 and
x+i (ki) < 0 for |ki| large enough.
In both cases, we find for |ki| large enough that the equilibria are x−1 (k1) ∈ (0, ε/2)
and x+2 (k2) ∈ (−ε/2, 0) and the claim is proved.
Next we analyze the stability properties of the equilibria. Since the equilibrium
at the origin is unstable, it follows from general properties of scalar autonomous
differential equations that e1(k1) and e2(k2) are asymptotically stable with domains
of attraction (0,∞) and (−∞, 0), respectively. In order to prove exponential stability,
we compute the Jacobian for x = ei(ki) using the product rule and (6.8),
J(x) =
∂
∂x
[
x(λ + α0x+ β0kix+ γ0k
2
i x+ α1x
2 + β1x
2ki + γ1xk
2
i x+ η1k
3
i x
2
]
= x
[
α0 + β0ki + γ0k
2
i + 2(α1 + β1ki + γ1k
2
i + η1k
3
i )x
]
= x [∆0,i(ki) + 2∆1,i(ki)x] .
For x = x−1 (k1) = e1(k1) > 0 one finds for the Jacobian
J(e1(k1)) = e1(k1) [∆0,1(k1) + 2∆1,1(k1)e1(k1)]
= −e1(k1)
√
∆0,1(k1)2 − 4λ∆1,1(k1) < 0.
and for x = x+2 (k2) = e2(k2) < 0 one obtains
J(e2(k2)) = e2(k2)
√
∆0,2(k2)2 − 4λ∆1,2(k2) < 0.
Concluding, we see that one finds constants k1, k2 with |k1,2| large enough such that
there are, besides the trivial equilibrium at the origin, the two equilibria e1(k1) and
e2(k2) with −ε/2 < e2(k2) < 0 < e1(k1)) < ε/2 are locally exponentially stable with
domain of attraction (−∞, 0), and (0,∞), respectively. Note that for |ki| → ∞ one
has that J(ei(ki)) → −∞ with |ki|. This follows, since ei(ki) → 0 with |ki|−1 and√
∆0,i(ki)2 − 4λ∆1,2(ki)→∞ with |ki|2. Hence the exponential rate α can be chosen
arbitrarily large for |ki|−1 large enough.
Similarly as in the proof of Theorem 5.1 one finds for α > 0 a constant M =
M(ε,Γ, α) ≥ 1 such that the solutions ψ(t, x0; k1, k2) satisfy for t ≥ 0
|ψ(t, x0; k1, k2)− ei(ki)| ≤ e−αtM |x0| .
for x0 ∈ Γ ∩ (0,∞] if i = 1 and for x0 ∈ Γ ∩ (−∞, 0) if i = 2.
Finally, we have to guarantee that the required control values kiψ(t, x, k1, k2), x ∈
Γ, are in the control range. This holds if again the control range, i.e., ρ(ε), is large
enough.
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