This paper evaluates different Restricted Boltzmann Machines models in unsupervised, semi-supervised and supervised frameworks using information from human actions. After feeding these multilayer models with low level features, we infer high-level discriminating features that highly improve the classification performance. This approach eliminates the difficult process of selecting good mid-level feature descriptors, changing the feature selection and extraction process by a learning stage. Two main contributions are presented. First, a new sequence-descriptor from accumulated histograms of optical flow (aHOF) is presented. Second, comparative results using unsupervised, supervised and semisupervised classification experiments are shown. The results show that the RBM architectures provide very good results in our classification task and present very good properties for semi-supervised learning.
INTRODUCTION
Video-sequence classification of human motion is a challenging and open problem, at the root of which is the need of finding invariant characterizations of complex 3D human motions from 2D features [1] . In this context, searching for specific 2D features that code the highest possible discriminative information on 3D motion is a very relevant research problem.
Middle-level feature selection feeding a good classifier is the most popular approach in human action recognition (HAR). But this approach has the weakness of having to guess which functions of the raw data represent good features [2, 3, 4, 5, 6, 7] . In this respect, our approach, on one hand, is reminiscent of some of these ideas, since we use the low level information provided by optical flow, but, on the other hand, we process this information in a different way. In our approach, we learn our better feature vector from low level information using an abstraction process giving high level semantic features.
In [8, 9] Hinton introduced a new algorithm allowing to learn high level semantic features from raw data on Restricted * This work has been granted by TIC2005-01665 project and Consolider Ingenio MIPRCV project of the Spanish Minister of Science and Innovation. Boltzmann Machines (RBMs). In [10] the Discriminative Restricted Boltzmann Machine model (DBRM) is introduced as a discriminative alternative to the generative RBM. In [11] a distance measure is proposed on the feature space in order to get good features for non-parametric classifiers. Some of these algorithms have shown to be very successful in some image classification problems [12, 13, 14] , where the raw data distributions are represented by the pixel gray level values. However, in our case, the motion describing the action is not explicitly represented in the raw image and a representation of it must be introduced. Here we evaluate the efficacy of these architectures to encode better features from the raw data descriptor in the different learning setups.
In section 2 the feature extraction process and the development of the new action descriptor are presented. Section 3 summarizes the main properties of the multilayer architectures. Section 4 shows the experimental set up with the obtained results. Finally, in section 5, conclusions and future work are presented.
ACTION DESCRIPTOR: AHOF
For each image, we focus our interest on the Bounding Box (BB) area enclosing the actor performing the action. On each image, we estimate the BB by using a simple thresholding method based on that given on [15] , approximating size and mass center, and smoothed along the sequence. BBs proportional to the relative size of the object in the image, and large enough to enclose the entire person, regardless of his pose, have been used (Fig. 1.a) . All the frames are scaled to the same size 40 × 40 pixels. Then the Farnebäck's algorithm [16] is used to estimate the optical flow value on each pixel.
The idea of using optical flow features from the interior of the bounding box was firstly suggested in [2] , although here we use it to propose a different image descriptor. The optical flow from each frame is represented by a set of orientation×magnitude histograms (HOF) from non-overlapped regions (grid) of the cropped window. Each optical flow vector votes into the bin associated to its magnitude and orientation. The sequence-descriptor, named aHOF (accumulated Histogram of Optical Flow), is a normalized version of the image descriptor accumulated along the sequence. Therefore, a bin (i, j, k) of a aHOF H is computed as:
, where l i , o j and m k are the spatial location, orientation and magnitude bins, respectively, and H t is the HOF computed a time t. The normalization is given by each orientation independently on each histogram (see Fig. 1 
Here each bin is considered a binary variable which value is the probability of taking value 1.
In practice, we associate multiple descriptors to each observed sequence, that is, one aHOF-descriptor for each subsequence of a fixed number of frames. Fig. 2 shows the aHOF representation for different actions in KTH database. The descriptor has been computed from a window of 20 frames around the displayed frame.
RBM AND ITS GENERALIZATIONS
A Restricted Boltzmann Machine (RBM) is a Boltzmann Machine having a bipartite connectivity graph between the visible variable x-vector and the hidden variable h-vector respectively (see 3). In RBM the probabilities between visible (hidden) variables are conditional independent given the hidden (visible) with expressions given by p(
is the logistic sigmoidal function and W i and W j represent the i-row and j-column respectively of the model parameter W-matrix. The vectors b and c represent the bias associated to the visible and hidden units respectively. In RBMs the equilibrium distribution p(x, h) can be estimated using a very long Gibbs sampling alternating p(h|x, W ) and p(x|h, W T ) starting from the visible variables clamped on the data.
T denotes transpose.
Learning RBMs maximizing the gradient log-likelihood needs of averaging from the equilibrium distribution p(x, h) what means a prohibitive cost. The Contrastive Divergence (CD) criteria proposed by Hinton [9] , only needs to get samples from the data distribution p 0 , and the one step Gibbs sampling distribution p 1 , what implies an affordable cost. The parameter updating equations give updating values proportional to averages difference from these two distributions. That is,
where v i h j means average (using the subindex distribution) of the number of times that hidden unit j is on for the visible variable i. The equations for the bias b i and c j are similar.
A different strategy for training a two layers model, called autoencoder, is to learn the parameter vector (W, b, c) reconstructing each sample from the hidden layer. In this case the training criteria minimizes the negative log-likelihood of the reconstruction. In the binary case, it is given by
where p i denotes the sample andp i its reconstruction .
Other RBM models
RBM with Nonlinear NCA. Salakhutdinov and Hinton [11] proposed to estimate the weights W by minimizing the O NCA criteria in order to define a good distance for non-parametric classifiers:
where f (x|W ) is a multi-layered network parametrized by the weight vector W, N is the number of training samples, and c b is the class label of sample b.
Fig. 4. KTH database. Examples of different actions, actors and scenarios.
Discriminative RBM. Larochelle and Bengio [10] propose the DRBM architecture to learn RBM using a discriminative approach. They add the label y to the visible data layer and models the following distribution:
where, E(y,
for C classes. Two objective functions can be used with this model:
where O gen is the cost function for a generative model, and O disc is the cost function for a discriminative model. Both cost functions can be combined in a single one (hybrid):
Semisupervised training can be performed with DRBM models by using the following cost function:
where O disc is applied only to the labelled samples.
EXPERIMENTS AND RESULTS
We carry out experiments on KTH's video sequence database. This database contains a total of 2391 sequences, where 25 actors performs 6 classes of actions (walking, running, jogging, boxing, hand clapping and hand waving). The sequences were taken in 4 different scenarios: outdoors (s1), outdoors with scale variation (s2), outdoors with different clothes (s3) and indoors (s4). Some examples are shown in Fig.4 . As in [4] , we split the database in 16 actors for training and 9 for test. In our experiments, we consider 5 different datasets: each one of the 4 scenario and the mixture of the 4 scenarios as the fifth one. In this way we make our results comparable with others appeared in the literature. In all the following experiments, we take subsequences of length 20 from the full length sequences. Each full sequence is classified by using majority voting on the independently classified subsequences.
All the results reported in this paper are on the full length sequences. 
Evaluation of aHOF descriptor
For all our experiments, we compute the aHOF descriptors with 8 bins for orientation and 4 bins for magnitude 1 . We used a KNN classifier on subsequences of length 20, and three different grid configurations: 2 × 1, 4 × 2 and 8 × 4 in order to define the best grid size for aHOF. The 8 × 4 configuration provides the best results. With this experimental setup, the global classification performance on the four scenarios is 94.5%, when using 5NN on the subsequences. This result outperforms the state-of-the-art on KTH database (e.g. 91.8% Laptev et al. [6] or 90.5% Fathi&Mori [7] ).
Experimental Results

Unsupervised and Supervised Code Learning.
In this experiment, we are interested in evaluate four different feature encoding architectures: (i) a RBM trained as an autoencoder (unsupervised) (denoted AE); (ii) a DRBM model trained in a supervised way using O gen cost function (eq. 4) (denoted DG); (iii) a DRBM model trained by using O disc cost function (eq. 4); and, (iv) a RBM trained with objective function NCA (eq. 2). We try different length codes (hidden units), from 12 up to 512 (half of the original vector dimensionality). In table 1, we show a comparative of the classification results using an 1NN classifier on the codes generated by the different models. It is remarkable that the maximum scores, in bold, for the four scenarios belong to only one code length. This points out the need of a minimum number of units to represent the data complexity. Semisupervised Learning. Table 2 shows how the classification performance changes with the proportion of unlabelled actors added during training. Results are averaged on 5 different training/test sets. β = 0.1. We have selected scenario 1 for this experiment.
As can be seen in the results, in order to use shorter codes we need a greater proportion of labelled data than the one needed for larger codes. Note that with 128-codes the model seems to reach a maximum in the performance. Table 3 shows a comparative between a supervised Hybrid-DRBM (eq. 5) and a semisupervised DRBM (eq. 6). In both cases, only 8 labelled actors are used for training. In the semisupervised case, 8 extra unlabelled actors are used. Test is done on the remaining 9 actors. Results are averaged on 5 different training/test sets. For the hybrid model β = 0.01 is used, and α = 0.1 is used for the semisupervised model. We have selected scenario 1 for this experiment.
Hybrid DRBM VS Semisupervised DRBM
CONCLUSIONS
In this paper, RBM models trained with different cost functions are compared on the HAR task. As expected, table 1 shows that the supervised learning obtains the best global results, but the main goal of this paper is the unsupervised and semi-supervised cases. In fact, for NCA-256, the average classification performance on the four scenarios (95.3%) outperforms the state-of-the-art on KTH. The main conclusion from tables 3-2 is that the length of the hidden layer is very important when using unsupervised samples in the training set. In semi-supervised learning this length can be shorten according to the proportion of labeled samples in the learning set. In all the experiments, the scores associated with the length (L) show one local maximum, although we do not have a clear explanation for this fact, we think that this length represents the shortest one that explains the data complexity. In this way, these results contrast with theoretical results where the longer the hidden layer the better the data is represented.
Clearly, the estimation of the shortest hidden layer needed to encode the data with unsupervised or semi-supervised learning techniques, remains an interesting open problem for these architectures.
