Introduction
With the rapid development of information technology and progress in the domain of sending information, there is an increasing threat of loss, manipulation or lack of access to data in various type of digital resources.
One of possible solutions to the presented problem in implementation of detection systems and systems preventing hacks. They are network solutions increasing safety of computer networks by IDS detection (Intrusion Detection System) or attack identification and blocking, i.e. IPS (Intrusion Prevention System) in real time. Therefore, the mentioned solutions enable an increase in safety level of computer networks by strengthening the inspection of communication between networks of different trust degree [20, 15] .
A method of protection against new, unknown attacks is a rather radical change in operating concept. Instead of searching for attacks signatures in the traffic so called "a pattern of abuse", we should recognize (define profiles of allowed activities) normal, correct behavior of network 24 T. Andrysiak, Ł. Saganowski, M. Maszewski, P. Grad traffic. Then, such profiles should be understood as "good patterns", and all noticed violations from those profiles should be acknowledged as symptoms of new attacks. A movement showing any kind of deviation from the profile should be blocked. Such a deviation from a normal, pattern traffic is called an anomaly [9, 35] .
The strength of such an approach is protection against so far unknown attacks, specially developed (targeted attacks), to attacks directed onto an information system or simply forming so called zero day exploits. In such environments, anomaly detection systems may play a special role. Their task is then to detect (for the purposes of automatic reaction) not typical behaviors of the network traffic being symptoms of unauthorized activities directed onto the secured information resources [23] .
In the field literature, there can be found numerous papers and experiment results concerning different methods of artificial intelligence, expert systems or machine learning used for intrusion/attack detection. The attempts of using immune systems are presented in [21] . In paper [31] there is included the analysis of effectiveness of the use of immune systems in IDS, where different methods of generating antibodies and coding of data downloaded from the IP network were used. The utilization of genetic algorithms in IDS is presented in [24] . As the input data, vectors consisting of basic data included in the head of packages (e.g. port and IP address) were used.
The methods using decision trees [2, 25] were also widely applied in IDS. Systems of this kind presented high effectiveness, however, their drawback was a problem with adapting to new situation, when new attacks or new kind of normal network traffic appeared.
Another approach was the use of neural networks as unassisted systems learning the attacks' signatures or normal behavior of the users. On the basis of a performed analysis there were made decisions about generating an alarm or taking other action due to the detected attack [1, 27] . More effective solutions were hybrid methods, where the neural network identifies suspicious events and passes them to the expert system for further analysis [13] .
Currently, particularly intensively developed methods of intrusion/ attack detection are those using the notion of anomaly in the network traffic [29, 26] . One of possible solutions is anomaly detection based on statistical models describing the analyzed network traffic as time series.
Most often used are the autoregressive models: ARM A, ARIM A or ARF IM A, which enable to estimate the characteristics of the analyzed network traffic [10, 3] . In literature, there can also be found hybrid methods connecting elements of initial processing (decomposition signal), and then estimating statistical parameters of so preprocessed signal [11, 30] .
In the present article we propose using estimation of conditional heteroscedastic statistical models ARCH, with false sender address (spoofing). Generally, it should be assumed that this kind of attack fails in providing credible data about the source of the attack (the place of generating the aggressive network traffic) [22] .
The victims of these attacks are often single personal computers, supercomputers, and widespread networks.
The effects of these activities concern not only regular Internet users, but also the biggest companies dealing in new technologies often providing mass services, and powerful government organizations of numerous countries. Currently, more and more often, services in the application layer are being subjected to DDoS attacks. However, few years ago the DDoS attacks mostly aimed at networks and used the lowlevel protocols such as PING or Smurf.
Today's attacks are rather directed onto particular network applications in a more sophisticated manner. The aggressors utilize legal demands to reload the server.
More subtle DDoS attacks are realized by initial reconnaissance of websites, allowing to understand which of the demands form the most aggravating for the processor queue of SQL queries to the internal database. Other attacks may attempt to manipulate the memory of the server, writing onto the hard drive or can be attacks directed towards single resources [16] .
Analyzing the statistics, it appears that the average size of DDoS attacks as well as their number in 2014 were rapidly increasing. According to the State of Internet report prepared by Akamai, the number of noted attacks in 2014 was 22% greater comparing year to year. It is also visible that there is a significant growth in bandwidth used in attacks. According to Symantec, the average bandwidth in 3rd quarter of 2014 was higher by 389% comparing to a corresponding period a year earlier, and 80% bigger than in 2nd quarter previous [18] . 3 Conditional heteroscedastic models for network traffic prediction
In order to realize the prediction of variation in the analyzed time series the parameters of the network traffic we use the heteroscedastic estimated models. Unlike the homoscedastic models, where the variance of the random element is constant over time, the variance in heteroscedastic models is most often variable.
In a heteroscedastic model, besides the basic autoregression model, the crucial models are mean models and conditional variances as parameters of realization of the stochastic process in moment t, assuming that in previous moments t − 1 those realizations were known. The ARCH model of row p is usually written as ARCH(p) and it is defined with the use of the following two dependences:
ARCH model
where t denote a real valued discrete time stochastic process, Θ t is an information set of all information up to time t, h(·) is a nonnegative function of its arguments and α = (α 0 , α 1 , ..., α p ) is a vector of unknown parameters.
Hence from the above equations it follows that the random variable y t (reflecting a time series unit) has the expected value of zero and a variance, which is dependent on the implementation of the random variables y in p previous periods. In contemporary uses it is usually assumed that h t function has the following form
where α 0 > 0, α i ≥ 0 and i = 1, 2, ..., p.
In practice it is taken that t is a series of variables of the and to avoid problems with negative variance parameter estimates, a fixed lag structure is typically imposed on.
Because of these reasons, there is a practical interest to extend the ARCH class of models to permit for both a longer memory and a more flexible lag structure [7, 8] .
GARCH model
The extention of ARCH model is introduced by Bollerslev [5] and Taylor [34] the Generalized Autoregressive Conditional Heteroscedastic Model .
The GARCH(p, q) model is given by (1) along with the volatility equation
where parameters adept values p > 0, q > 0, α 0 > 0 and α i > 0 for i = 1, 2, ..., p, and β j > 0 for j = 1, 2, ..., q.
If we assume that α(L) and β(L) are lag operators such as:
then the equation of variability (4) adopts the form
For p = 0, the model reduces to an ARCH(p) and for p = q = 0, t is simply a white noise process.
The estimation of GARCH model parameters is performed with the use of maximum likelihood method for a function of a similar form to that used for ARCH model estimation. The likelihood of a GARCH(p, q) model based on the sample 1 , 2 , ..., T can be written as
where υ = (α 0 , α 1 , ..., α q , β 1 , ..., β p ) .
In practice, a commonly used specification is the GARCH model (1, 1) . It allows for a decent description of variability of the examined time series. Its advantage over ARCH lies in the fact that there is a small number of used parameters and, therefore, optimization of the speed and computational complexity.
FIGARCH model
The model enabling description of long-memory in variance series is F IGARCH(p, d, q) (Fractionally Integrated GARCH) introduced by Baillie, Bollerslev and
Mikkelsen [4] . The F IGARCH(p, d, q) model for time series y t can be written as:
where z t is a zero-mean and unit variance process, h t is a positive time dependent conditional variance defined as For F IGARCH process the mentioned influence decreases to zero far more slowly than in GARCH process,
i.e. according to the hyperbolic function [33] .
Rearranging the terms in (8), an alternative representation for the F IGARCH(p, d, q) model may be obtained
From (14), the conditional variance h t of y t is given by
where 
where θ = (α 0 , d, β 1 , ..., β q , ϕ 1 , ..., ϕ p ). The likelihood function is maximized conditional on the set of initial values. However solving the problem of forecasting using equation (10) may be obtained as
The one-step ahead forecast of h t is given by
By analogy, the two step ahead forecast is given by
In general, the n-step ahead forecast is can be written as
In practical application, we stop at a large N and this leads to the forecasting equation
The parameters will have to be replaced by their corresponding estimates [33] . 
where θ is the estimated set of parameters, L Ω (ρ) is the likelihood function, and Ω is the number of observations.
Most often, generally, the analytic solution of the equation (22) [6] . Values of these criteria can be calculated on the basis of the following formulas:
where ρ is the number of parameters in the sought model.
Among different forms of the model the one that is chosen
has the lowest value of information criterion.
In our research, for parameter estimation and the choice of the form of the model we used MLE method and information criteria. This selection was made due to its relative simplicity of solution and computing efficiency [33, 12] .
Experiments and results
In this section we presented some results in case of ARCH, GARCH and F IGARCH statistical model usage for DDoS attack detection. We simulated real world LAN test network.
As a network sensor we used SNORT IDS [32] .
SNORT in our case is responsible for traffic capture and extracting network traffic features (see Tab. 3). Twelve traffic features were used for evaluation of presented ARCH, GARCH and F IGARCH statistical models. In the present study we examined the predictive properties of variation described by analyzed statistical models in terms of their effectiveness to detect DDoS attacks in network traffic. We described and studied three diverse statistical models, i.e. ARCH, GARCH and 
