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Abstract 
We study a scenario in which a machine acts upon input from its environment by changing 
the environment, hence affecting its own future input. The machine is a string pattern matcher; 
the environment varies - for example it can be a one-character buffer. Practical experiments 
reveal a disparity between stable and unstable (or irregular) behaviour of the machine, depend- 
ing on the initial state. We suggest a definition of stability and study its theoretical properties. 
1. Introduction 
The present study is motivated by efforts in computer vision [9, l] to construct 
machines which, based on visual input, manipulate their environment. By its actions, 
a manipulating system changes its future input; the environment not only changes as 
the result of actions by external agents, but also as the result of actions by the 
manipulating system itself. 
In order to construct a simple, yet nontrivial model of the behaviour of a computer 
system interacting with its environment, many simplifications have been made. As 
control algorithm, exact on-line string matching [ll] was chosen. Although exact 
string matching may often be too stringent a technique for pattern matching applica- 
tions, it clearly embodies a fundamental principle. It is a powerful technique in 
adaptive text compression [2] and fast implementations [8,10-121 exist which in 
average use constant time per input character independent of the total number of 
inputs. 
Input has been simplified from a sequence of images taken by a digital camera to 
a sequence of single characters from a finite set. Control words for robot motors have 
also been modelled by single characters. 
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Another gross simplification is the reduction of the environment; as will be appar- 
ent, nontrivial results show up even modelling the environment as a one-character 
delay. 
The final model is an on-line string matching machine connected in a feedback loop 
to an environment machine. The loop is simulated in discrete steps. In each step both 
machines read, process and output a character from a finite alphabet. 
The string matching machine depends upon the entire history of inputs for its 
decision, thus the state space of the machine is infinite. 
In the next section the string matching algorithm is defined. The following section 
introduces by way of example stable and unstable sequences generated by simulating 
the feedback loop in which the environment is a unit delay. Then theoretical results 
are presented. First a definition of stable sequences i  proposed. The existence of an 
unstable sequence is proved, and a property of an unstable sequence is formulated and 
proved. As a corollary, specific sequences can be proven stable. The paper terminates 
by reporting an experiment in which a copy of the string matching machine is 
substituted for the environment machine. The initial states of the two machines are 
varied independently and the behaviour is recorded in each case. 
2. The string matching algorithm 
Lempel and Ziv [7] have used exact string matching to define the complexity of 
a finite string. Their method has been the basis of many algorithms for data compres- 
sion. Bell et al. [2] survey different variations of Lempel and Ziv’s idea for text 
compression. Fast implementations use suffix tress [S, 10-123. In this paper on-line 
exact string matching is analysed independent of the time complexity of an implemen- 
tation. Let 1 be the empty word. 
Definition. Let z be a finite alphabet.fis called a sequential map from C* to C*, if the 
following condition is true. If x is a prefix of w, thenf(x) is a prefix off(w). 
The algorithm is called lrs for “longest repeated suffix” [6]. The induced sequential 
map is written lrs, and the algorithm is defined inductively as follows: 
I?@) = A, lrs(xa) = lrs(x)b, 
where b is a single symbol defined by the program below. Define also lrsl as the map 
from E+ to ,J? which is the symbol b: Irsl(xa) = b. 
1. If x does not contain the symbol a, then b = a. 
This only happens the first time a symbol occurs. 
2. Otherwise determine the longest suffix of xu, which is a subword of X. It must be 
nonempty, since a occurs in x. Let its length be k. It is called the active suffix 
following Giegerich and Kurtz [4]. 
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3. Let r be the largest initial position of any occurrence of the active suffix in x. This 
latest occurrence is called the actiue occurrence. It is denoted (I, r + k - 1) using its 
initial and terminal position. 
4. b is the symbol immediately following the active occurrence: b = the (r + k)th 
symbol of XQ. 
The difference between this algorithm and the principle of reproduction by Lempel 
and Ziv [7] is that in point 3 it is specified which of the occurrences of the active suffix 
to select. 
The active occurrence can be interpreted as a hypothesis about the future input. The 
hypothesis is that from position I the sequence will be periodic with a period which 
extends until and including the position immediately before the initial position of the 
active suffix. 
The choice of the maximal position for the active occurrence is important as 
exemplified below. A lexicon can be immediately established. The input is formatted 
using brackets surrounding a keyword. A bracketed keyword is then simply typed 
followed by the entry. A question is posed as a bracketed keyword. The question is 
now a suffix of the active suffix. The answer immediately follows the active occurrence. 
Updating the lexicon is simple: type the bracketed keyword followed by the 
updated entry. Choice of the latest occurrence means that the most recent change 
is retrieved. 
A pattern recognition system based on exact string matching is described in [S]. It 
is a model system for a robot surveying its environment using a visual sensor. Its input 
is a sequence of images rather than unstructured items. The algorithm predicts the 
next input by a generalization of Lempel and Ziv’s algorithm. In this context it is 
important to choose the latest occurrence, since the extrapolates the latest motion 
pattern among several identical ones. As a consequence, an external teacher can 
overwrite his previous demonstrations simply by repetition. In that application 
a behaviour demonstrated by a stable sequence is not sensitive to initial mistakes. On 
the other hand, it is not possible to teach an unstable behaviour . 
The next section reports an experiment with an lrs machine in a feedback loop 
connected to a unit delay. Two different kinds of infinite sequences appear to be 
generated. In the following section a formal definition is suggested to capture the 
difference. Next follows yet another experiment in which two lrs machines are coupled 
in a feedback loop. The paper terminates by a conclusion. 
3. Feedback with a delay 
How does the machine under study behave, when it is coupled in a closed loop with 
other machines? It will be convenient o supply the lrs machine with an initial string of 
inputs, which are read by the machine before interaction. These inputs are parameters 
which can be considered teaching data or “genetic information”, in analogy with the 
lexicon example. 
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The standard setup of a loop containing an lrs machine and another machine, called 
the environment machine, is as follows. 
An initial word is chosen to initialize the lrs machine. Then the input of each 
machine is connected to the output of the other machine. This feedback loop can be 
stepped one step at a time. At each step one machine takes as input the output of the 
other machine at the previous time step. This generates two infinite sequences. The 
properties of these sequences will be investigated for different choices of the initial 
word. 
In this section, a particular simple environment machine is chosen: the delay by one 
time step. 
Example: 
initial state inputs 
one step delay 1 1010100111011011001 
lrs machine 00100 1101010011101101100 
The input sequences are read from left to right. The loop has run for 19 steps. 
Fig. 1 shows the prefixes of length 128 of the input sequences to the lrs machine 
resulting from 128 runs with a feedback loop between an lrs machine and a delay. The 
initial state of the lrs machine consists of 7 bits and has been varied systematically. 
Several immediate observations can be made from this figure. 
Several sequences consist of runs of 0 separated by 1. The length of the runs are 
augmented by one. These sequences are called counters. 
The periodic sequences with period 0 and 1 occur. 
The initial word 1110111 generates a sequence which looks quite irregular. By 
construction, it has the property that it is shift equivalent to its image under lrs. 
Otherwise it has not been possible to detect any regularities in this sequence. These 
irregular sequences pop up very often. It is intriguing that the simple seed can generate 
an apparently very complicated infinite sequence. 
Apart from the irregular sequences, the following classes of sequences are found, 
varying the first 7 bits exhaustively (two classes are considered identical if one can be 
found from the other by interchanging 0 and 1): 
1. all zeros, 
2. the counter: n& 1 lo”, 
3. the split counter: flF= 1 1 1 On+ r lo”1 0”. 
In the next section such sequences are sought characterized by the definition of 
a stable sequence. 
Of the 128 sequences, 86 are stable and belong to six classes. The remaining appear 
to be unstable. 
For the delay loop, some, but apparently not all sequences are stable. In order to 
find out how many sequences are stable, another experiment was performed. The 
stable sequences for a feedback connection with a single delay have been mapped for 
the length of the initial state equal to 8 through 13. For each sequence class and for the 
P. Johansen / Theoretical Computer Science 141 (1995) 53-67 51 
Fig. 1. Each row represents the input sequence to the lrs machine in a feedback loop with a delay. The 
seven initial bits of the input were varied systematically. 
total number of stable sequences, the number of sequences was noted. These figures 
are shown in Table 1. 
A problem is to detect empirically when a sequence is stable. One possibility utilizes 
the fact that the active occurrences occur later and later in the previously read input. 
The first positions of the active occurrences are recorded for the last half of the input 
sequence. If they are all greater than a constant, then deem the sequence stable. The 
stable sequences in the experiment have been detected this way and have been output 
for visual control. 
One can observe that the total numbers of stable sequences form an approximate 
quotient series for increasing lengths of the initial state. The quotients between two 
consecutive numbers are 1.79, 1.77, 1.76, 1.80 and 1.79. 
58 P. Johansen / Theoretical Computer Science 141 (1995) 53-67 
Table 1 
Number of stable sequences of feedback loop with lrs machine and a delay 
Pattern Resolution (length of initial state) 
8 9 10 11 12 13 
0 
10” 
Total number of stable sequences 
Total number of unstable sequences 
48 86 154 280 512 
92 156 266 460 802 
18 36 60 102 186 
2 8 22 36 76 
4 10 24 
2 4 
160 286 506 890 1604 
96 226 518 1158 2492 
944 
1406 
322 
150 
38 
8 
2868 
5324 
This means that the numbers follow a power law 
where I is the length of the initial input string, n, = 2’ is the total number of sequences 
of length I, and D is a constant. A least squares fit of N, to the logarithm with base 2 of 
N, gives D = 0.83. Apparently the delay/lrs loop generates a number of stable input 
sequences which follow a power law with fractional exponent 0.83. This empirical 
estimate of a fractional exponent is an attempt o answer the question: “How frequent 
are the stable sequences”?. 
In this section it was demonstrated that in a feedback with a delay there exist two 
distinct classes of input sequences to the lrs machine, stable and unstable sequences. 
Several classes of stable sequences were found, and it was shown that the number of 
stable sequences follow a power law with fractional exponent 0.83. 
In the next section we shall investigate a few general properties of stable and of 
unstable sequences. Finally an experiment is reported, in which another copy of the lrs 
machine has been substituted for the delay in the feedback loop. 
4. Stable and unstable sequences 
In an attempt o capture the concept of stable behaviour for a sequential algorithm, 
a behaviour is called stable if distortion of a finite number of inputs does not influence 
the eventual behaviour. 
The shift map [3] is the mapping from sequences to sequences, which omits the first 
element of a sequence. Two sequences are shift equivalent if there exist two integers 
n and m, such that the sequences are identical when the n first elements are omitted 
from the first sequence and the m first elements are removed from the second sequence. 
Let y be a sequential map from sequences to sequences. 
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Definition. w is stable (with respect o y) if w shift equivalent o w’ implies that y(w) is 
shift equivalent to y(w’). 
As a consequence, w is unstable if and only if there exist a finite sequence s and 
a finite prefix p of w, such that if p is replaced by s, its image under lrs is changed at an 
infinite number of positions. 
Theorem 1. In any sequence u, which is unstable with respect to b-s there exists 
a position n, such that any subword with initial position greater than n occurs infinitely 
often in u. 
PProof. Let k be a finite prefix of u which, when changed, changes the image of 
u under lrs at an infinite number of positions. Let P = {p I, p 2, . . . pn, . . .} be this infinite 
set of positions. Let Q be the set of positions in k. Let n be the position immediately 
following the largest position in Q. 
Define the necessary match mi = (lip ri) as the active occurrence of the active suffix 
Si Of UoUl ***Up,_ 1. Let u be u in which k has been replaced by another prefix, such 
that the image under lrs differs at the positions in P. Let ni = (I$, r:) be the necessary 
matches for u. 
First, for a fixed i, either Ii < n or 1: < n. Otherwise it would follow that Mi = ni. If, 
for instance, lmil < Inil, then ni would have been used instead of nti, and if they had the 
same length and ni occurred later than mi, then again the location of ni would have 
been used instead of the location of mi. The conclusion is that mi = ni. But a contra- 
diction follows since then the images of u and of u cannot differ at position pi. 
Since P is infinite, either u or u must have infinitely many necessary matches with 
first position less than n. Assume u has. Then infinitely many necessary matches 
contain position n. Since there are only finitely many positions not greater than n, an 
infinite number of these must have the same initial position. Changing the notation 
slightly, let P = {p 1, pz, . . . ,} now denote the subset of positions corresponding to this 
set of necessary matches. Finally, observe that since i # j implies that mi # mj and 
since for all i: Ii = lj it follows that for all i: ri # rj. 
Now the technical preparations have been made. Consider a word t with initial 
position greater than or equal to n. Choose a necessary match mi which contains t. 
Then t also occurs later as a subword of the active suffix sP In other words, any 
subword with initial position not less than n also occurs later in the infinite sequence. 
Hence it occurs an infinite number of times. 
This argument assumed that u has an infinite number of necessary matches with 
first position less than n. If instead u had this property, the theorem would have been 
proved for u. But since u and u are identical at any position not less than n, the theorem 
would still be valid for u. 0 
Corollary. Let w = niY’, lO”i, where ni > ni- 1. Let x be any word. Then xw is stable. 
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Example. In particular the counter 101001000100001 . . . is stable. 
Lemma 1. Let q be ajnite sequence of 0 and 1. Then lq is not a subword of qOq. Also ql 
is not a subword of qOq. 
Proof. Assume that lq is a subword of qOq. Then there exist words x and y and 
a symbol a, which is either 0 or 1, such that xlqay = qOq. Notice that x is a proper 
prefix of q. 
Let q0 = uu and qa = rs, where (ul = IsI = (xl + 1. The prefixes of xlqay and qOq of 
length 1x( + 141 + 2 are xlrs and UVU. Since they are equal, it follows that xl = u, r = u 
and s = u. It is deduced that xl = s and a = 1: 
(go)” = (uu)m = (xl?)” = (xl)(rxl)la = (xl)(rs)m = (x1)(91)“. 
I want to prove by induction in n that for all n, symbol n( 1x1 + 1) of (go) * is 1. Since 
x is a proper prefix of q, symbol 1x1 + 1 of (40)” is 1. This proves the induction 
hypothesis for n = 1. Assume now that the induction hypothesis is true for n = i. If 
symbol i( 1x1 + 1) of (qO)“O is 1, then symbol i(lxl + 1) of (91)” is 1, since no 1 has been 
replaced by 0. Then symbol (1x1 + 1) + i(lx1 + 1) of (x1)(91)” is 1. Since 
(xl)(ql)“O = (go)“, symbol (i + l)( 1x1 + 1) of (go)” is 1 and the hypothesis is true for 
n = i + 1. By induction, all symbols whose position in (40) * is congruent o 0 modulo 
(1x1 + 1) are 1. 
A contradiction is now found by considering symbol number (1x1 + l)(lql + 1) of 
the sequence (go)“. Obviously, every (141 + 1)th symbol is 0 contradicting that every 
(1x1 + 1)th symbol was proved to be 1. 
The second statement of the theorem follows by the above argument considering 
the reverse words. 0 
Theorem 2. There exists an unstable sequence. 
Proof. The sequence is constructed inductively. By construction, removing the first 
symbol will change the image under Jrs at an infinity of positions. 
The loop below is iterated forever. w is a variable, in which the infinite word is 
accumulated by concatenating symbols to the right. p is a prefix of w. rt is a map which 
maps a word of length n to its prefix of length (n - 1). CJ is the shift map which maps 
a word of length n to its suffix of length (n - 1). The following assertion is shown to be 
invariant for the loop. p and w are initialized later. 
Assertion: The prefix p of w is the active occurrence of the active suffix of w. Also 
IPI < IWIP. 
string w,p; 
const symbol 0,l; 
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forever loop 
string q; 
symbol a; 
Let a be the symbol following p 
w = wa; 
P = pa; 
// Program point 1 
if(lrsl(w) # Irsl(a(w))) 
// Program point 2 
break; 
if(lpl < M/2) 
// Program point 3 
break; 
// Now IPI = M/2 
// Let p = Oq 
4 = o(p); 
// Now q is p with the first symbol removed. 
w = PPlqPP; 
// Program point 4 
P = PP 
end loop 
Below it is proved that the assertion is indeed invariant for the loop. Also it is 
shown that at exit points 2 and 4 the number of necessary matches is increased, and 
that exit point 3 at most can be used a finite number of times in succession. 
At program point 1, the first half of the invariant remain valid, since p located as 
prefix of w is still the longest repeated suffix: let p match somewhere in w. Then a(p) 
matches at the same position in n(w). Since the invariant is true at entry to the loop, 
n(p) only matches as a prefix and as a suffix of K(W). 
Thus, by the construction in point 1, p matches w only as a prefix and as a suffix. 
At program point 2, where Irsl(w) is different from M@(w)), IpI < (WI/~ must be 
true. Assume to the contrary that IpI = 1~12. This means w = pp. Assume that p starts 
by the symbol 0. Then w = OqOq. M(w) = 0. Since Irsl(w)is different from Irsl(a(w)), 
ql must be a subword of w. This is not possible by Lemma 1. Thus, the entire invariant 
is true. Also p is a necessary match, such that the number of necessary matches is 
increased by 1. 
At program point 3, where IpI < lwl/2, the invariant is true, but the number of 
necessary matches remains the same. 
At program point 4, the invariant will remain true when p is set to pp. 
In order to realize this, consider first IFS(W). The suffix pp matches the prefix pp 
which gives the prediction 1. The suffix pp = OqOq can match at no other positions in 
w: it cannot be an interior subword of pplqp = OqOqlqOq by Lemma 1. It cannot be 
a subword of qpp since this would violate the invariant. Irsl(w) = 1. 
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Consider then Irsl(a(w)). The suffix qp matches with its initial position immediately 
following the inserted 1. It cannot match at a later position, as argued above. It does 
match the prefix, but since lrs uses the latest match, if several maximal matches are 
possible, the prefix match is not used. It cannot overlap the inserted 1 by Lemma 1. 
The next longer suffix is pp. Since pp only matches the prefix in w it has no matches 
different from the suffix in a(w). Consequently, qp is the active suffix of a(w) and 
Irsl(a(w)) is equal to the initial symbol of p: Irsl(a(w)) = 0. The prefix pp of w is the 
active occurrence of the active suffix of w and, since Irsl(w) # Irsl(aw) it follows that 
pp is a necessary match. After the statement p = pp, the invariant holds, and the 
number of necessary matches has been augmented by 1. 
Summing up the argumentation, at each program point, and hence after each 
traversal of the loop, the loop invariant remains true. The number of necessary 
matches is augmented by one except at exit at program point 3. The algorithm can, 
however, only exist at this point at most lwl times. Thus the number of necessary 
matches is infinite, which was to be proved. 
To finish the proof, it only remains to choose w and a prefix p which satisfy the 
assertion. Let w = 010 and p = 0. III 
Theorem 3. For any word w there exists an unstable sequence with prejix w. 
Proof. Write w = tp”x, where x is a prefix of p, and where t and p terminate by 
different symbols. This is always possible: if t = SO and p = 1-0, choose s and Or as new 
ivalues for t and p. Since the length oft decreases, this procedure must terminate with 
different terminal symbols for t and p or with t = 1. Let t terminate by 1 or let t = 1. 
Let p terminate by 0: p = r0. Choose m such that lp’“l > lpprltppl and lp”l > lp”l. 
Set w = tp”rltp”. Obviously tp”x is a prefix of w. The invariant is true for w and 
prefix tp” as shown below. 
rl is not a subword of (r0)“’ = p” by Lemma 1. If pm is a subword of w, and t is 
different from A, it cannot overlap the final 1 of t and the following period, again by 
Lemma 1. Since m has been chosen large enough, the only possible matches for tp” are 
as suffix and as prefix. Obviously, tp” is the longest repeating suffix. 
Set p = tp”. Hence w and its prefix p can be used as initial values for constructing an 
infinite unstable sequence by the algorithm in the proof of Theorem 2. 0 
5. Feedback between two Irs machines 
In order to see to which extent the results from the feedback loop with a delay are 
also valid for other environment machines (see also Fig. 2), the delay was replaced by 
a copy of the lrs machine. This setup considers an ensemble of loops in which also the 
environment machine is parameterized by its initial state. The length of the initial 
inputs to the two lrs machines has been varied from 5 bits to 8 bits. All different inputs 
of a given length were tried. For each length, the stable sequences were found. 
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Table 2 
Number of stable and unstable sequences of a feedback loop between two lrs machines 
Pattern Resolution 
5 6 I 8 
0 
01 
001 
0001 
0011 
00001 
00011 
01011 
OOOOOl 
000011 
010011 
000111 
OOOOOOl 
Periodic patterns total 
Fibonacci 
Split Fibonacci 
Exponential patterns total 
Total number of stable sequences 
Total number of unstable sequences 
128 392 
18 50 
12 34 
2 13 
2 
160 491 
240 671 
240 671 
400 1172 
624 2924 
1152 
162 
100 
30 
16 
10 
6 
2 
2 
1780 4142 
1862 5218 
12 58 
1874 5216 
3354 10018 
13030 55518 
3698 
512 
306 
98 
50 
28 
14 
10 
10 
6 
4 
2 
2 
Table 2 shows the number of occurrences for each of 15 different classes of stable 
sequences. One may notice that there are periodic sequences and sequences with 
exponentially scaled patterns (called Fibonacci and split Fibonacci), but no 
sequences with linearly scaled patterns like the counter in case of the delay feedback 
loop. 
The quotients between the total number of stable sequences of successive resolu- 
tions are 2.92, 2.86, and 2.99. Again, the numbers seem to be approximately equal, 
which means that the number of stable sequences follow a power law: 
where n r = 2’ is the total number of sequences, r is the 
strings to the two lrs machines, and D is a constant. D 
logarithm to be 1.55. 
length of the initial input 
is found by fitting to the 
A graphical rendering of the set of stable sequences can be seen in Fig. 3. The initial 
inputs for the two machines are used as coordinates. The initial states are sorted using 
inverse lexicographical order, such that the states are in increasing numerical order. 
Each pixel represents the result of a run with a feedback loop. An unstable sequence is 
represented by a white pixel. 
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Fig. 2. The periodic sequences are generated by an environment machine which performs the identity 
mapping. The graph shows the result of varying the initial 8 bits exhaustively. Each row represents the input 
sequence to an lrs machine with immediate feedback. 
Notice that the main diagonal as expected contains periodic sequences. The 
counter diagonal consists entirely of unstable sequences. This might be expected, 
since these result from the complementary initial states, which would tend to lead 
to the most random sequences: each time a match has found the maximal matching 
suffix, the output is chosen different from the following symbol. The hypotheses of 
the machines shift at each step. This diagonal pattern is reflected in the overall 
appearance of the graph. Stable sequences tend to cluster along the main diagonal 
as well as along the main diagonals of the four quadrants of the graph and their 
subquadrants, etc. Similarly, the unstable sequences cluster around the counter 
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Fig. 3. Each pixel represents a run with a tandem. The coordinates are the binary representations of 
the initial input to the two Irs machines. (Least significant bit l&t.) The origin is at the upper left corner. 
The initial input has seven bits which have been varied systematically. The white pixels correspond 
to unstable sequences. A heuristic decision procedure was used. This has resulted in two mis- 
classifications: two black pixels are unstable and not stable as indicated. One is located four pixels 
from the top in the middle of the figure. The other is symmetrically located in the bottom of the figure. 
diagonals. The image is like a saddle, in which each subquadrant again approxi- 
mates a saddle. Notice in particular, that the stable sequences are not evenly distrib- 
uted in the graph. 
Choosing a fixed suffix for the initial states is equivalent o increasing the resolu- 
tion for a particular subimage. Similarly, choosing a fixed prefix of the initial state 
is equivalent to increasing the resolution for an equally spaced sampled subset of 
the image. Fig. 4 demonstrates augmented resolution of the upper left quadrant 
of Fig. 3. 
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Fig. 4. Each pixel represents a run with a tandem. The coordinates are the binary representations of the 
initial input to the two lrs machines. (Least significant bit first.) The origin is at the upper left corner. The 
initial input has eight bits. The first seven have been varied systematically. The eight bit is always 0 for both 
machines. The white pixels correspond to unstable sequences. The figure is a blown up version of the upper 
left quadrant of Fig. 3. 
6. Conclusion 
Experiments have shown that in string matching with feedback, there appears to be 
a separation between, on the one hand, strings that follow relatively simple patterns 
and laws and, on the other hand, strings that appear to be highly irregular. 
We have suggested a definition of stability and proved that unstable sequences 
exist. It is not always easy to prove that a sequence is unstable. One of our theorems 
shows that stability can never be determined on the basis of a finite initial segment of 
the input alone. 
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