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Abst rac t - - In  this paper, we discuss the global existence and blear-up of the solution to the 
quasilinear parabolic system with nonlinear boundary condition. We also discuss the blow-up set of 
the blow-up solution and obtain the blow-up rate of the blow-up solution and prove the existence of 
the self-similar btow-np solution. © 2005 Elsevier Ltd. All rights re.served. 
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1. INTRODUCTION 
In  this paper, we consider the following system, 
u~ = u'~lu~x, vt = v'~v~::, for x E (0 , l ) ,  t > 0, 
-~,~ (o, t) = av,' (o, t ) ,  -~,~ (o, t) = b~,~ (o , t ) ,  ~, (z,t) = v (I, t) = o, 
u (x, 0) = u0 (x) ,  v (x, 0) = vo (x) ,  for x e (0, l ) ,  
(1.1) 
for t > 0, (1.2) 
(1.3) 
where 0 < e l ,  (~2 < 1, p,q,a,b > 0, and the init ial  values u0(x),  re(x) > 0, for x E (0,I) are 
sufficiently smooth and satisfy 
-uo~ (0) = ~v~ (0), -vo~ (0) = b~ (0), uo (0 = ~o (1) = 0. (1.4) 
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It  may be exhibited as a model for a standard porous medium equation. Specifically, using the 
transformations ~ = ((1 - al)l/O~u) 1-~,  0 = ((1 - a2)l /~v) i-a=, the model is fit = (fim~)~, 
~t = (6m~)~, where m~ = 1/(1 - czi), with boundary flux conditions -(f i '=l )z = a~v~, _(~m=)= = 
brim at ~ = 0, which the "slow diffusion" case of ml ,  m2 > 1 is discussed in this paper. This 
system can be used to describe the processes of diffusion of heat and the heat convection is on 
the surface of body in two-component continuous media (see [1,2]). Systems (1.1) with source 
are discussed in [3,4]. When a l  = a2 = 0, this system is studied in [5,6] where the blow-up rate 
and the self-similar solution are obtained. 
DEFINITION 1. A pair positive classical solution of  (1.1)-(1.3) is a pair fimction (u, v) E C([0, I) x 
(0,T)) n C2J([0, l) x (0,T)) x C([0, l] x (0,T)) n 0~,1([0, l) x (0,T)),  which satisfies (1.1)-(1.3) 
and u(x,t) ,v(x,t)  > 0 for (z,t) e [0, l) x (0,T), where 0 < T <_ co. HT  = +co, then (u,v) is a 
p~r  g Iob~ so~,,tio~ of  (1 .0 - (1 .3 ) .  
In this paper, that the solution (u, v) blows-up is meant in the sense that there exists a T* E 
(0, oo), such that 
max u (x, t ) ,  max__ v (x, t) < co, for t E (0, T*) ,  
zEG zEF~ 
and 
lim maxu(x,t)  (or m~v(x , t ) )  = +oo. 
t-*T* xE~ 
DEFINITION 2. A point xo C ~ is a blow-up point of (u,v), if there exists a sequence {x, , t~},  
such that t,~ --* T*, x= --* Xo and l ine-.co u(x,, t , )  (or v(x, ,  t~) ) = +oo. 
Our main results are as follows. 
(i) (See Theorem 1.) In the case p,q < 1, there exists a pair unique global solution (u,v) for 
(I.I)-(1.3). 
(ii) (See Theorem 2.) In the case p, q > 1, (1.1)-(1.3) has a pair unique global solution for 
the "small" initial value and (1.1)-(1.3) admits a pair blow-up solution at the finite time 
for the "large" initial value. 
(iii) (See Theorem 3,4.) In (ii), if solution blows-up then, ~ -- 0 is only blow-up point and the 
blow-up rate has estimates (a l  < ix2), 
c (T - t) -~/ (p~'+q~+~l~-~' -~)  <_ u (0, t) <_ C (T - ~)-~1 (~-~+l ) / ( (2q~+~-2~l ) (q -~,+~)) ,  
c (T  - t )  -~(~-~'  + l ) / ( (p~+q~2+~2-~, -~2) (p -~2+l ) )  <_ v (0, t)  <_ O (T  - t) -~/ (2q~+~'~2-2~)  , 
for ~1tc~2 = (q + 1)/(p + 1), 
c (T - t) - *=/ (p~l+q~=+o'~-~' -~)  <_ u (o, t) < C (T - t) -~* /~p~+q~'+ . . . .  -~ ' -~) ,  
c (T  - t) -~ / lp~`+qo~+~-~' -~ l  <_ v (0, t) <_ C (T - t) -~` / (p~`+q~+=~=~-~' -~)  . 
(iv) (See Theorem 5.) (1.1),(1.2) has the self-similar blow-up solution. 
In Section 2, we prove the local existence and the uniqueness of the solution of (1.1)-(1.3). In 
Section 3, the blow-up solution is discussed and the blow-up point set and the blow-up rate are 
obtained. In Section 4, we prove the existence of the self-similar blow-up solution. 
2.  THE LOCAL EX ISTENCE AND UNIQUENESS 
In this paper, we assume that 
~0 (~), ~0 (~) e c 1 ([0, l]) n c 2 ((0, 0) ,  
- , ,o~ (o) = a,,o ~ (o) ,  -~o~ = w,~o (o) ,  ~,o (l) = ,,o (z) -- o, 




In this section, we consider the case: a, b < 1. 
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2.1. The  Loca l  Ex is tence 
To prove existence, consider, for any ¢ > 0, 
u~t = (u~ + ~)~' uExz, vet = (v6 + ~),,2 re,=, in (0, l) x (0, to), (2.4) 
-u~(O, t )=av[ (O , t ) ,  -v~=(O,t)=bu~(O,t), uE(1,t)=v~(l,t)=O, in (0,to), (2.5) 
u~ (x, 0) = uo (x), v~ (z,0) = vo (z), in (0, l). (2.6) 
For (2.4)-(2.6), standard parabolic theory shows that there is a pair unique positive solution 
(u¢(x, t), v~(x, t)) if to is sufficiently small (see [7]). Furthermore, it is easy to check that u~, v~ e 
C 2+~, 1+(~/2)([0,11) (0 < fl < 1) by the Schauder estimates. 
LEMMA 2.1. AN ESTIMATE OF m~xlu~l, iv~l. I fp< 1, q < 1 then, 
u~ (x, t),  v¢ (x, t) < K (I - x),  for (x, t) • [0, l /× (0, to) 
where K > 1 is a sufficiently large positive constant which is independent of ~. 
PROOF. Let U(x, t) = K( l  - x) - u~(x, t), V(z,  t) = K( i  - x) - v~ (x, t), then, 
u,  - (u~ + ~)°'  v= = o, v,  - (,,~ + ~)~' v= = o, (2.7) 
-U~ (0, t) = K - a~ (0, t) ,  -Vz  (0, t) = K - bu~ (0, t),  U (l, t) = V (l, t) = 0. (2.8) 
Choose K > max{(alP) l / l -p, (blq)l/(l-q)}, such that 
U (z, 0) = g (l - z) - u0 (x) > 0, V (x, 0) = g (l - x) - v0 (x) > 0, for x • [0, l]. (2.9) 
If the assertion is not true, by (2.8) and the continuity, then there exists 0 < tl < to, x~ • [0, l), 
such that U(x,t),  V(x , t )  > 0 in [0,/) × [0,tl) and V(Xl , t l )  = 0 (or V(Xl, tl) = 0). Without 
loss the generality, we assume that U(z l , t l )  = O. If xl  • (0,1), then the maximum principle [6] 
shows that U(z,t)  - O, for x • [0, l), t • [0,tl). This is a contradiction, which leads to xl = 0, 
and U(0,tl) = O, V(0,tl) _ O. That is, v~(O, tl) < Kl.  Since K > (alP) l / l -p,  it follows that 
Uz(0,tl) -- -g+av[ (O,  t l)  < -K+aKVl  p < 0, this is a contradiction. Hence, U(z,t),  V(z , t )  > O, 
for (x,t) E [0,1) x (0,t0). This shows that 
sup tt~ (z, t),  sup v~ (x, t) < KI. 
zE[O,l), te(O,to) =e[o,/), te(O,to) 
LEMMA 2.2. THE LOWER BOUND ESTIMATES. There exist constants k,p > 0 which are inde- 
pendent of~, such that u¢(x,t), v¢(x,t) > ke -~t cos(Ir/2l)x for (x,t) e [0, l / x  (0,t0). 
PROOF. Let w(x, t) = uE(x, t) - ke -pt cos(1r2l)z, and 
p>m= ~ (M+~)~,  ~ (M+c)  ~ , 
where 
M=max / sup u~(x,t ) ,  sup v~(x , t )} .  
[zc{0,/), t~(0,to) zE[0,/), e6(o,to) 
Then, 
we - (uE + e) ~" w== = ke -pt cos -~z p - (u~ + ¢)=' ~ > 0 
~ (o, t) = -~,~, (o, t) < o, ~ (l, t) = o 
Since (2.1) and (2.2), we can choose k sufficiently small, such that 
0) = uo (z)  - k cos ~/z  > 0, x c (0,1).  (=, 1/) 
Similar to the discussions of I.emma 2.1, we have w(x,t)  > 0 x • [0,l), 0 < t < to. That is, 
ue(x,t) > ke-Ptcos(~r/21)x. Similarly, we also have v6(x,t) > ke -pt cos(cc/21)x. This completes 
the proof of Lemma 2.2. 
To prove existence, we still need the equicontinuity. First, we prove the following. 
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LEMMA 2.3. u,(.,t),v,(.,t) • Hl((O,I)), for 0 < t < to, i.e. I1' IIH'((0,~I) < c~, whe~ C1 is 
independent of t and e. 
PROOF. Multiplying both sides of the first equation in (2.4) by uet(u~ ÷ e) -~  and integrating 
over (0, l) x (0, t), we get 
(u~ + E) -a' (u~t) 2 dz dt = u~tu~.~ dxdt 
/t 1/' 1/' 
= ~, , .¢  (o,~) d t -  ~ (,.,,, (~,t)) 2 d~ + ~ (~,o,,) 2 d~. 
Since uoxx(x), voxx >_ 0 (or < 0), it is easy to imply that ut(x,t), vt(x,t) >_ 0 (or <_ 0) for 
(x:t) • [0, l) × (O, to) by the maximum principle. From Lemma 2.1, it follows that 
/ / (uE +~)-' l(uEt)2dxdt+-~ / (u~x(x,t))" dx 
lfo' 
_< 2M p+I + g (Uo~) 2 dx < C2, 
(2.10a) 
where M = ma~x{sup~e[o.0,te(o,to ) u¢(x,t), sup~e[0,t),te(0,to ) v~(x,t)}, and C2 is independent of 
c,t. 
Similarly, for ve(x,t) we also have 
/ t i t  (v¢t)2 dxdt+l  (v¢~(x,t))2 dx<Ca • (2.lOb) 
(rE + ~)¢'~ 
This completes the proof of Lemma 2.3. 
REMARI4 1. It is easy to check that Lemma 2.1 holds for to = ev. Hence, (2.1[}) also holds for 
t = oc, that is, 
L~ fo I (u~) 2 dxdt + l / l  (u~+~)~l ~ (ue~(x,t)) 2 dx ~_ C2, 
/~ / '  (v.t) 2 dxdt+l~ ` (~, + ~)., ~ (v,. (x , t ) )  ~ dz < c.. 
(2.11a) 
(2.115) 
LEMMA 2.4. THE EQUICONTINUITY. For any (x,t), (y,s) C [0,/] × (0, to), 
I~, (~,z) - '.', (y, s)l _< c ,  (k  - yl ~'~ + It - ~1~/') ,  
where C4/s independent of ~. 
PROOF. From Lemma 2.3 and the embedding theorem, for any x,y • [0,1], t C [0,t0), it follows 
that 
[u~ (x,t) - u~ (y,t)] < N1 Ix - y[1/2 (2.12) 
For any t, s • [0,t0), assume without loss generality that At = t -- s > O, x, x + (At) 1/2 • [0, l], 
then 
~+(,x~)./2 ft f~+(At) l /2 / ~f u, tdxdt <(At) 3/4,,. ,,~ (u~t) 2d~dt. (2.13) 
From Lemma 2.1 and (2.10a), we have 
fo £ the right side of (2.13) _ (At) 3/4 (u~t) 2 dz dt< N2 (At) a/4 . (2.14) 
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Applying the integral mean value theorem, we conclude that there exists a point x* E (x, x + 
(At)l/2), such that 
x+(&*)~/2 dx the left side of (2.13) = f -- (u~ (z, t) - u, (x, s)) 
d~ 
= I~ (~*,  t) - ~ .  (x , ,  s ) l .  (AO ~/~ • 
Using (2.14), we thus have 
I~ (~,,t)  - ~, (~,, ~)1 < N2 (At) v4 (2.15) 
So, 
lu, (x, t) - ~,  (y, s)l _< I~, (x, t) - ~,  (x, ,  t) + ~ (x, ,  t) - ~ (~,, 8) + ~ (x, ,  ~) - u~ (v, ~)1 
< N~ Ix - x , I  1t2 + Ns It - sl ' I '  +N~ I:~ * -y l  ~I2 
_< C4 (I x - yl 't2 + I t - sI1/4) , 
where Ca is independent of E. This completes the proof. 
REMARK 2. A similar proof shows that Lemma 2.4 also holds for v,(x, t). 
The uniform boundedness of ue(x, t), vE(x, *) (Lemma 2.1) and the eqnieontinuity (Lemma 2.4) 
show that there exist the subsequences u,~ (x, t) and v,, (x, t) and u(x, *), v(x, t) E cltS'll4([O, I] x 
(0, to)), such that 
lim uE, (x, t) = u (x, t) llm v,, (z, t) = v (x, t) (2.16) 
uniformly in [0, l] x (0,t0). 
Since Lemma 2.2 we have u(x,t),  v(x,t) > C, > 0, for (x,t) 6 L~,o - [0,1-6] x (0,*0). The 
parabolic system's Schauder estimates show that 
I1'-'. (x,t)l lc~+.,,+(0/~(~go), IIv, (x, 011c~+~,=+~./~(n#o) --< cs, 
where Cs is independent of 6. By employing the Ascoli-Arzela theorem, we conclude that there 
exists a subsequence { j}, such that 
uniformly in [0 , / -  #] x (0,¢0). So, u(x,*), v(x,t) • C2,~((0,/) × (0,to))n C([0,1] x (o, to)) and 
satisfies (1.1)-(1.3). The above discussion can be written as the following lemma. 
LEMMA 2.5. Assume that a, b < 1 and (2.1)-(2.3) hold, then, there exists a pair positive classical 
solution (u, v) of (1.1)-(1.3) for some to _< +oo. 
2.2. The Uniqueness 
In this section, we will prove that the positive classical solution of (1.1)-(1.3) is unique. 
LEMMA 2.6. The positive classical solution of (1.1)-(1.3) is unique. 
PROOF. Using the method (for single equation) in [8], suppose (Ul, Vl) and (us, v2) are two 
solutions of (1.1)-(1.3). Let 
A 1 (x, t) = ul  - -  Z~2 e I (t) : u~ (0, t) - u2 a (0, t) (2.17a) 
~"1-~' - us~-°" ~1 (0, t) - ~ (0, t)" 
?)1 - -  V2 B2  v{ (0, t) - v~ (0, t) (2.17b) 
A s (x , t )= v~ a2_v2  vl - 1 - -~,  (*) = (0, t) v~(0 ,0"  
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In (2.17a), if Ul(XZ, t~) = u2(Xl ,  tz),  then we define 
A 1 (xl, t l) - 1 Z a l  
Hence, we redefine A 1 as 
1 f01 (rul  -¢*~ +(1 - 7 )u l -~ ' )  ~'/(1-~') dr. (2.18a) A ~ (x , t )  = 1 - a l  
Similarly, 
1 f~  (~v~-~* + (1 - ~) v~-~')~,/ (1-~) dr, (2aSb) A 2 (x , t ) -  1 --c~2 
1 )--1 
and 1 (0~) )--I 
B ~ (t) = p (f~ (~ + (1 - ~):~ (0,~)) ~'-'>:" d ,  (Z19b) 
For some fix T1 < to, in [0, l] × [0, Tll, u,(x, t), . ,(~, t) (i = 1, 2) are bounded functions, and u,(0, t), 
vi(O,t) have a positive lower bound. So A*(x,t), Bi(t) (i -~ 1,2) are bounded functions. From 
u~(x, t), v~(x,t) > 0, for (x,~) 6 [0,/)x(0,Ti), i tfol lowsthatA~(x,t) > 0, for (x,t) 6 [0,/)x(0,T1). 
Especially in a neighborhood of x = 0, that is, in [0,6] x (0,T1), A~(x,t) have a positive lower 
bound 7, where 7 is only dependent of 6, T1. Choose sequences {A~}, {B~} (i = 1, 2) of smooth 
functions, such that 
1 _<A~< max A~+ 1 (2.20) 
n [o.qx [O.T~] n 
(A~ - A ~) --+ 0, in L 2 ((0, l) x (0, T1)), (2.21) 
and 
B~ - B ~ --* O, in L 2 ((0, T~)). (2.22) 
This is easily seen to be possible. Let (~o,, ¢~) be the solution of the backward problem, 
~.~ + (1 - cq) A I~,~ = f, (2.23a) 
¢ , ,  + (1 - au) A~P,,..  ---- g, (2.23b) 
-~ . .  (o,,) -- ~1 - ~2~ ( , )¢ ,  (o,~), 
1 - a l  
-¢~ (0, t) = a~X-~ B~ (t) ~o~ (0, t) , (2 .24)  
i - -  o~ 2 
~ q, t) = ¢.  (~, t) = 0, 
~an (~, T1) = ~b, (x,T~) = 0, (2.25) 
where f ,  g E C°°([0, l] x [0,T1]) and ] ( l , t )  = g( l , t )  = 0. This is a nondegenerate linear parabolic 
system and has a unique solution (~o~, ¢n)(see [6]) and ~o~, ¢,~ e C°°([0, l] x [0,Tx]) satisfy that 
0) I*-I, I¢,1 < C6, 
(~) I~-,I, I¢-,I < C7, I . . . (0,t) l ,  t¢-~l < Cs, 
A I t x2 
(~ib) :[' J:,A~,o,..,~....,: ax~t < c~. 
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In fact, Part (i) is an immediate consequence from the maximum principle ([7], Ch.1, Theorem 
2.3). Since Ai(0,t) (i -- 1, 2) have a positive lower bound, we can obtain (ii) by using standard 
parabolic estimates in [0,5] × (0,TI). Now, to prove (iii), multiplying (2.23a) by ~o,~= and 
integrating over (0, l) × (0, T1), we see that 
_ LT~L~ T~ i 
io"io o,) 
Simple calculations how that 
~ I1~,~ (~,o)11~ + A~ (~,=)  2 dxdt 
= ~ont (0, t) ~'.z (0, t) dt + f : :~. + j':~o. (0, t) dr, 
_<Co, 
that is, (2.28a) holds. 
Similarly, we can prove that (2.28b) holds. 
Now, we prove that Ul = u2, vl = v2. For any 
f,9 e o ~ ([o,~] × [O,T~]), 
I (4 t) = o (4 t) = 0, 
= =~ ) (~ ,+(1- ,~) -4~. . )  a~dt  
L T~ L t (v~ -a '  (1 a2) A~¢~)  dxdt  + -¢°~)  (~. ,  + - 
= - 0 , I  - ,~  - u~,--~.j~ .  - (~ -~) (u I  -o ,  ' - -~  
JoT L _ O , l - - . _~-~,~ .~, _ ( l _~) (¢ . , -v~-" , )A~,~.~dt  2 I t  '~'n 
=-  (1 -  ~) ( ,~- ,~)_  ~o,~- (1 -  ~,)(,~I -~  - ¢"~)  ~o._~dt  
-j(' jo' (~- o2) (o, - o~.)= +°-  (~- o,) (vl-O, - ¢o , )  ~+ooo~ 
(1/o' : - -  (1  - -  ~1)  ( l t l  - -  I t2)  ~r txx  - -  A 1 (~ I  -~1 - -  Itl--cq~'2 ] "vrtzz'~ d:gdt  
+ (1 - ~)  (,~ - ~2)= (o, t) ~ .  (o, t) - (% - ~)  (o, t) ~o,.= (o, t) dt 
( I '  - (1 - ~)  (~ - ,,~) ¢ . -  -~-  ~ ~1~°"-"' - ¢~, )  ¢~_  d~ dt 
+ (1 - c~2) (v~ - v2)~ (0, t) g,.~ (0, t) - (v~ - v2) (o, t) ¢ . .  (o, t) dt 
=(~-~1 (u l -o ,  - ~-~, )  (A~ - A, )  ~ ._  
Jo  Jo  
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+ ~ (1 - ~)  ~.  (o, t) (~  - ~,2) (o, t) (B~ - B ~) et 
+ b (1 - ~)  ¢ .  (0, t) (~: - ~)  (0, t) (B~ - B ~) dr. 
_<clo 
+ c,, f : '  IB'. - B'I dt 
+C•2 
0 (~ ---, ~). 
~4 -°.): + (.:-o, - .:--,) . )  d~dt  
1/2 
Since f ,g  are the arbitrary functions, we have ul --u2~ Vl = v2. This completes the proof. 
Note that  the upper bound of u(x, t), v(x, t) is uniform in t, hence, the local existence impel 
the global existence. So, we have the following thereom. 
THEOREM 1. I f  p < 1 and q < 1, assume that (2.1)-(2.3) hold, then, there exists a pair unique 
positive global solution of (1.])-(1.3). 
REMAtH4 OF GLOBAL EXISTENCE. Only modifying the proof of Lemma 2.1, we have that i fp = 1, 
q = 1, max{a, b}l < 1; p = 1, q < 1, al < 1; p : 1, q > 1, ai < 1, uo (and vo) < (blq)l/(q-1)(i-x); 
p < 1, q = 1, bl < 1; p < 1, q > 1, us (and v0) < (blq) I / (q-1)( l -x);p > 1, q = 1, bl < 1, u0 (and 
vo) < (al~):/(P-I)(l - x); or p > 1, q < 1, us (and v0) < (ap')l/(p-1)(1 - x) and (2.1)-(2.3) hold, 
then, there exists a pair unique p~sitive global solution of (1.1/-(1.3). 
3. THE BLOW-UP SOLUTION 
In this section, we assume that p > 1, q > 1 and prove that  for "small" initial value there 
exists a pair unique global solution of (1.I)-(1.3), and for "large" initial value there exists a pair 
unique blow-up solution of (1.1) (1.3). 
3.1. The Blow-Up Solution 
THEOREM 2. Assume that p > 1, q > 1 and (2.1)-(2.3) hold. 
(i) I fuo(x), vo(z) < m(l - z) (m = min{(aP') 1~(l-p), (blq)l/(:-q)}) for x • [0, l), then, there 
exists ~ pair unique global solution of (1.1)-(1.3). 
(ii) flv~0xz ___ 0, ~J0xx ---~ 0, (a(1--O~1))(1- ~2)v~--l(0), (b(1--~3~2))(1- C:~l)U~-l(0) __~ 1 ~nd 
I > 1 (here admits p, q -- 1), then, there exists a pair unique positive solution (u, v) o[ 
(I.1)-(1.3), which sat/sties, for some T < oo, limt-~T u(0,t), v(0,t) = c¢. 
The proof of the Part (i) is similar to the proof of Theorem 1. Now, to prove (ii), we first 
establish local existence. 
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LEMMA 3.1. There is a T~ > O, such that (1.1)-(1.3) admit a pair unique positive solution (u, v), 
which satisfies ut, vt > 0 in [0, l) x (0 ,T0 
PROOF. Uniqueness follows by Lemma 2.6. To prove the local existence, we introduce, for any 
¢ > 0, two smooth functions g~(u), h~(v) satisfying 
{ u ~1 if u > e, 
if u< ~, 
{ v ~ if v >_ s, h~ (v) = ~ e 
if v< ~. 
Now, we consider the problem, 
ut = g~ (u) uzx, vt = h~ (v) vxx, for x • (0, l), t > 0, (S.1) 
-ux  (0, t) = a (v - e) p , u (l, t) = ~, for t > 0, (3.2a) 
-v~ (0, t) = b (u - e) q , v (l, t) = z, for t > 0, (3.2b) 
u (x, 0) = uo (x) + e, v (x, 0) = ~0 (~) + ¢, for • ~ (0, l ) .  (3.S) 
By standard theory [9], there is a pair unique solution (u,v) = (u~, v,) of (3.i)-(3.3), for 0 < t < 
T~ (see Section 2). Further, by the maximum principle, ur _> e, for (x, t) • [0, l] x (0, Te). The 
functions Z1 = u~t, Z~ = v~t satisfy 
Zlt = g~ (u~) Z~x + g'~ (u,) u,x~Z~, for 0 < x < l, 0 < t < T~, 
Z2t=h~(v~)Z2~+h'~(v , )v~Z2,  for 0<x</ ,  0 < t < T,, 
-Z t : (O , t )=pa(v¢-s )v - lZ2(O, t ) ,  Z l ( l , t ) - -O,  for 0 < t < T:, 
-Z2: (O, t )=qb(u: -e )q -xZ~(O, t ) ,  Z2(l , t)=O, for 0 < t < T:, 
z~ (~, o) = g~ (~o + ~) ~o~ > o, z~ (~, o) = h~ (~o + ~) ~o~ > O. 
Hence, Z1, Z2 > 0 in (0, l) x (O,T~) (see Lemma 2.1). That is, 
u~t (x, t) ,  v~t (x, t) > 0, for (x, t) 6 (0,1) x (0, T~). 
In particular, 
u~ (x, t) >__ Uo (x) + e, v~ (x, t) > Vo (x) + e, in [0, l) x (0, Tt) .  
(s.4) 
It follows that g,(u,)  = u~ 1, h,(v,) = v~ and therefore, (ue, v,) satisfies (1.1) in (0, I) x (0,T,). 
The functions (u~, v,) and (ul, Vl) (i.e., ¢ = 1) then satisfy the same equation (1.1). Set z < 1, 
then 
- (~  - ~)~ (o, t) 
=a p( r (v l (O , t ) - l )+(1 - r ) (v~(O, t ) -~) )  p-1 dr (v l (O ,O-v~(O, t ) - l+e  ), 
- (v t  - ~)~ (o, t)  
=b q( r (u l (O , t ) - - l )+(1 - - r ) (ue(O, t ) - -e ) )  q-1 dr (u l (O , t ) -u~(O, t ) - l+e) ,  
( u l  -- ~) t  : U~ 1 (~1 --  U~)Zj c ~-'U'~xx ('/2? 1 --  ~1) ,  
(s.5) 
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(U l  - -  u~)  ( l , t )  = 1 - -  e ,  
(~ - ~) (~, 0) = ~ - ~, 
(.~ - ~) (~, t) = 1 - ~, 
(Vl - v~) (x, 0) = 1 -- e. 
The maximum principle shows that, ul - u~ > 1 - e > 0 and Vl - v~ > 1 - ~ > 0, for  0 < x < l, 
0 <: t <: min{T~,T~}. Hence, we can extend the solution (u~, v~) step by step to all t in the 
interval (0, T~). Consequently, 
T~>_T1. 
REMARK 3. TI ~ a > 0 for some a. In fact, let A, % ~ > 0 s~tisfy A < % ?(3 - i) < ~, 
~/(q - 1) < #, and 2/~ -{- 7 < 1. It is easy to check that 
u~ (z, t ) ,  vl (co, t) _< (a - t) -~ 1 + (a - t ) -u  x + 1, 
in [0, l) x (0, a), if ~ is sufficiently small. 
The above proof also shows that u~(v~) ~ if e J.. Set u = limu~, v = limv~, then u~(x,t) > 
u(~,t) > ~0(~) ~d ~(~, t )  > v(x , t )  >_ ~0(~) for (~,t) • [0,0 x (0,Td.  So, (~.,~) -~ (~,~) 
uniformly with the second derivatives in compact subset of [0, l) x (0, T1) (see Section 2) and ut, 
vt > 0 in [0, l) x (0, T1). Since u~= > 0, we have 
0< (~-~)~=d~= ~(~-~)1~o-  (~=)~ d~, 
that  is, 
f j  < a (u~ - e) (.~ - e) ~ (0, t) < C~4, for 0 < t < T~, (~)~ dx 
where C14 depends on the upper bound of ul, vl and is independent of ¢. For v~, we also have 
l 2 fo(V~) dx < C1~, for 0 < t < Tb Similar to Section 2, from the embedding theorem, it follows 
that u~(x,t), vt(x,t) are HSlder continuous in [0,/] x (0,T1) (see Lemma 2.4). Hence, (u,v) is a 
pair solution of (1.1)-(1.3). This completes the proof. 
Next, we consider 
¢,~ = A¢, in (0,1), (3.6) 
--¢, (0) = ¢ (0), ¢ (0 = 0. (3.7) 
It is easily seen that there exists A1 > 0, ¢(x) > 0, x E (0,/), such that (3.6),(3.7) hold if I > 1. 
LEMMA 3.2. I[uO(w), Vo(X) Sat~fy (2.1),(2.2) ~nd conditio~ of Theorem 2(ii), then the solution 
(~, ~) of (1.1)-(1.s)  b lo~- .p  . t  ~nit~ ~im~ T, ~d 
T < AI~ (u~-~ +v~-")  @dx , 
2~2/(t-~') /; d~ 
T < A~-~(1 - - -~)  (0) ~i/0-~2) _ 2a2/(1-~2)r(1-~l)/(~,-~)A'o ' 
if Oq ~ 0( 2 --I- O~ 
if a l  > c~2, 
where r, Ao are some constants arid F(O) = JotUo~f" 1-al + vlo-~2)¢dx. 
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PROOF. Choose ¢, such that fo / q~(x) dx = 1 (see (3.6)). Let F(t) = P(t) + Q(t), P(t) = 
I0 / u ' -~ '¢dx ,  Q( t )=/0  l v I -~¢dx .  Then, 
l ! 
Jo' fo' = (1 -- a l )  Cu~ dx + (1 -- rv2) Cv~ dx 
(1-~,) ¢(0)(av' (0 , t ) l -a2  b (1- c~2)u, (0 ' ) = . (0, t) + ~) - ~ (0, t) 
1 - a l  1 - a l  
+ x~ ((1 - ~)  ~ + (1 - ~2) ~,,) a~ 
___ )u ((1 - c,~) ¢~ + (1 - ~2) ¢~,) ~ 
If a l  = a2 = a then, 
F '  (t) _> )~1 (1 -- a)  2-a/(1-a)F 1~(l-a) (t). (3.8) 
Integrating (3.8) from 0 to t, we obtain 
2,~f(1-~,) 
t <_ ~ F  -~/(~-~) (0). (3.9) 
Al(~ 
If o~ 1 ~ (~2, assuming without loss the generality that (~1 > or2, then by virtue of Young's 
inequality, 
p1/(1-~l) :> rp1/(1-a~) _ r(1-~2)/(~-a2)Ao, 
where r > 0 is an arbitrary constant and A0 = (0(1 -~2) / (1 -a2) (1  - a l ) / (1  -- c~2) (1-a~)/(a~-=2), 
taking 
1 - a2 2_(,~(a,_a2))l((l_al)(~_a~))_lF(C,,_a~)/((l-~)(~-a~)) (0 Ao (~'-~)/0-"~)} r= Inin ~ 1 _ o~1 ~ 
since F(t) > F(0), we conclude that 
F' (t) _ )hr (i - (:~I) p l / ( l -a~)  + A1 (i - a2) Ql/(l-a~) _ )~i (I - a~) ?'(l-a~)/(al-a~)Ao 
_> A~r (1 - a~) 2-~/ (1 -~)F  ~/(~-~) (t) - ~1 (1 - a~)r (1 -~) / (~-~)Ao  (3.10) 
:>>0. 
Integrating (3.10) from 0 to t, we obtain 
2 ~/ (1 -~)  / ;  d~ 
~: --- ~ '~ '~ ' :~11)  (0) ~l/( l - -a~) __ 2c¢~/(1-¢~.~),r(1-a,)/(~l-a~)Ao <: oo. (3.11) 
Equations (3.9),(3.11) lead that u(x,t) or v(z, t:) blows up at a finite t ime T. Furthermore, since 
(1.1)-(1.3), we conclude that u(x,$) and v(x,t) have the same blow-up time T. This completes 
the proof of Lemma 3.2. 
Above, Lemmas 3.1 and 3.2, show that the assertion of Theorem 2(ii) is true. 
3.2. The  B low-Up Po in t  
Next, we will prove that x ---- 0 is the only blow-up point. 
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THEOREM 3. Assume that the solution (u,v) blows up a~ T. H i _ al/(~2 > max{b/a, 
(q -F 1)/(p -F 1)) and uo(x), vo(x) satis[y that vo(0) > 1 and 
~o~,  ~o~ > 0, ~o~ + ~.o p _< 0, ~g~ > ,~', ~o~ • e [0, 0 .  
Then, x = 0 is the only bIow-up point. 
Before beginning the proof of this theorem, a remark is in order. 
REMARK 4. Substituting the conditions "1 _ az/a2 >_ max{b/a, (q + 1)/(p + 1)} and uo(x), 
Cel "2 Vo(X) satisfy that Vo(0) _> I and Uo~ + av~o ~ 0, u o > v o in [0,/)" by the conditions "1 >_ 
~/~i  >- max{a/b, (p ÷ 1)/(q + 1)} and uo(x), vo(x) satisfy that uo(0) > 1 and vs, + bu0 q _< 0, 
u~ ~ < v~ 2 in [0,l)", the assertion of Theorem 3 holds, of which the proof is similar to that given 
in the following. 
The proof of our theorem will follow koma series of lemmas. 
LZMMA 3.3. I l l  _> al/c~2 ~ max{b/a,(q + 1)/(p + 1)}, u~(x)  > v~2(x) in (O,l), and Vo(0) > 1, 
then 
u "~ (~, t) > v "2 (z, t), for (x, t) • [0, I) x (0, T). (3.12) 
PROOF. Let ul = u ~/~ and w = ul - v~ then w satisfies that 
-~ ,  (o,t)  = a l  
~2 1 \ Ot 2 
>> G, Otl~] -(a~/al) (V(a,/al)(q-l-l)--I- Zfi~a'/al)(q"l-l)--l) , 
~2 
~, q, 0 = o, ~o  (~) = , ,~1/~ (2) - ~o (:~) > o. 
Thus, we have 
u~' /"~(x, t )>v(x, t ) ,  for (x,t) e[O, l )x(O,T) .  
This completes the proof of Lemma 3.3. 
REMARK 5. The above comparison can be explained as u~ ~/~2 > v,, Lemma 3.3 follows as e --* 0. 
LEMMA 3.4. There are some ~1 > 0 sattlciently sma//, such that 
v= (x, ~) + ~lv (a2t"l)q (x, t) <_ O, for (x, t) e [0, l) × (0, T). (3.13) 
PROOF. Since v~ _> 0 and v~(l, t) < 0, we have that v~(x, t) < 0 in [0, l) x [0, T). Take b > hi > 0 
be sufficiently small, such that 
v0~ (2) + ~.o ~/°~ (~) < 0 
and let J l (x , t )  = v~(x , t )+ ~lV("2/~l)q(x,t), then Jz satisfies that 
J lt - va2 Jlxx = a2v~- ivxvx~ - ~r~2q Uo2÷(a2/al)q-1 (~j~)2 < O, 
c~ 1 
J1 (0, t) = v, (0, t) ~- ~zv ("'/a:)q (0, t) <_ v, (0, t) ~- bu q (0, t) = O, J1 (l, t) < O, 
J, (~, o) = ~o~ (~) + ~1~(o ~'/~" (~) < o. 
The maximum principle shows that Jr -< 0. That is, (3.13) follows. 
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LEMMA 3.5. x = 0 is ~he on/y blow-up poin~ o fv (x , t )  at T .  
PROOF. Set J(U) = f~o s_(,2/o,)q ds, then for U > ~ > 0, J(~) < +oo thus, 
J (~)  - - ,  0, as ,~ -~ oo. (3.1a) 
Since (3.13), we have 
0x 
This leads to the relation, 
g (v) > a lx ,  x • [0, t), 0 < t < T. (3.15) 
Now, if for some x > 0, v(x , t )  ~ co as t --* T,  then by (3.14) J ( v (x , t ) )  --~ 0 as t --* T ,  a 
contradiction to (3.15). Hence, z = 0 is the only blowing-up point of v. This completes the proof 
of Lemma 3.5. 
LEMMA 3.6. Assume that uoxx, voz~ > 0 in [0, I1] (11 < l), then for some saf~ciently small ~ > O, 
we h~ve 
vv~ - 5 (v,)  a >_ O, for (x, t) • [0,11] x (0, T ) .  (3.16) 
PROOF. Let c and k < 11 be sufficiently small, it is easy to show that  u,, vt >. cCk - ~) by using 
the lower-solution method. Since Lemma 3.6 and v~ > 0, we obtain that for some p > 0, 
I-~1 --- Mlv, for (x, t) • [p, I - p] x (0, T ) ,  
where M1 only depends on p. For some fixed ll, take ~ > 0 to be sufficiently small, such that 
vv ,=(x ,O) -&(v~)2(x ,O)  >0,  fo rxE  [0,/t], (3.17) 
and 
vv~ (1~, t) - 5 (v2) 2 (l~, t) > 0, for t • (0, T) .  (3.18) 
Set J2(x,t)  = VVzx(X,t) - ~(v~)~(x,t) and & < (1 - o~2)/2 , we have 




v~2v=vx=x v~- lv~J2x  + (25 1) v ¢z2-1 Cvx) 2 : _ vxz,  
-bq~*-~u,  (o, t) = . . ,  (o, t) = ,~2"°~-~, .v~.  (o, t) + ~°%~.  (o, t ) ,  
(3.19) 
- J2x  (0, t) -- (1 - 25) ( -v , )  v~= CO, t) - ~x~ (0, t) 
- -  (1 - 25) b~%xx (0, t) - ~2b~%~ (0, t) + bqv l -~q-%,  (0, t) 
C3.20) 
= (1 - 32 - 25) b~%x~ (0, t) + bq~-"~uq-%t  (O.t) 
>0.  
Some simple calculations yield 
J2L - -  va2 J2~ = a2v 32 (Vzx) 2 + 2 ((x2 - 1) v~2vxv~= + 32 (32 - 1 - 25) v ~-1  (v~) 2 v~.  
Using (3.19), we have 
J2e - va* d2z~ + 2 (1 - oe2) va2-1vxdlx 
= a2v ~2 (vxx) 2 + (2 - as)  (1 - ~z2 -- 25) v 02-1 (vx) 2 vxx C 3.21) 
>0.  
Since (3.17),(3.18) and (3.20),(3.21), we conclude that J2(x, t )  > 0 in [0,11] x (0,T), which leads 
that C3.1fi) follows. This completes the proof of Lemma 3.6. 
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LEMMA 3.7. Assume that: uo~(~) + av~(x) < O, then 
u~ (x, t) + avp (z,t) <_ o, for (x, t) • [0, ~) x (0, T). 
PROOP. Let Ja(x,t)  = u~(z, t) + avP(x, t), then 
gs~ - u ~1 J3= 
= a luOl - lu~u~ - ap (p - 1) v "-2 (v,) 2 u ~' -apv  v-1 (u"'  - v "2) v~ (3.22) 
< 0 (see Lemma 3.3.). 
It is easy to check that 
,/3 (0, t) ---- 0, J3 (l, 5) < 0, J3 (x, 0) _< 0. (3.23) 
Since (3.22) and (3.23), we conclude Ja(x, 5) < O. This completes the proof of Lemma 3.7. 
Since Lemma 3.7 and Ja(0,t) = 0, we have Ja~(0, t) < 0, for 0 < t < T, that is, 
ut (O,t) < abpu q+°l (O,t)v v-1 (O,t), for 0 < t < T. (3.24) 
Since Lemma 3.6, we also have 
vt (0, t) 7> gb~u 2q (0, 5)v ~2-1 (0, t) ,  for 0 < t < T. (3.25) 
From (3.24),(3.25), it follows that 
abp v-a2 (0, t ) ,  for 0 < t < T. (3.26) uq-~lut (0, t) <_ -7-v v~ 
Integrating (3.26) from 0 to t, we get 
u q- ' l+l  (O,t) < q - 81 + 1.  abp (vp_,2+l (O,t) -v  r-~2+' (0,0)) +uq- , ,+ l  (0,0). 
- p - a 2 + 1  
Noting that vt(O,t) > O, we have 
uq-a '+ l (O, t )<2 .q -a l+ l  .abPvv-~2+l(o,t) for 0 <t  < T. (3.27) 
-- p -a2+l  g 
Taking ~2 > 0 be sufflciently small and letting 
J4 (X, t;) = U, (X, t) + t¢2 u(q-cq +l)/(p-c~'+ l)'p (X, t) , 
we have Ja(x, t) <_ 0 for (x, t) C [0, l) × (0,T) (see Lemma 3.4). Similar to Lemma 3.5, we conclude 
that x = 0 is the only blow-up point of u(x, t) at T. 
This completes the proof of Theorem 3. 
3.3. The  B low-Up Rate  
Since Lemma 3.3, (3.25) yields 
V t (0, t) _> ~V 2q'(cta/~q)Tct2-1 (0, t) ,  for 0 < t < T. (3.28) 
Integrating (3.28) from t to T, we conclude that 
v (0, t) < Cm (T - t) - °~/ (2q~+~2-2~)  , for 0 < t < it'. (3.29) 
Since Lemma 3.3, (3.24) yields 
ut (0, 5) < abpu (p-')'(a~/a2)+q+a~ (0, t) ,  for 0 < t < T. (3.30) 
Integrating (3.30) from t to T, we obtain 
u (0, t) >_ Cl~ (T - t) a2/O'a'+q~2+~'~2-~q-°'2) , for 0 < t < T. (3.31) 
b-hrthermore, since (3.27), (3.29) and (3.31), we have 
u (0, t) <_ C,s (T - t) -(~(p-~2+l))/((2q~2+~2-2~)(q-~t+l)) , for 0 < ~ < T, (3.32) 
and 
v (O,t) > C19 (T - t) -(~2(q-~+l))/((~+qa2+a~a:-a~-a2)(v-a2+l)) , for 0 < t < T. (3.33) 
The above argument yields the following theorem. 
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THEOREM 4. Assume that the conditions of Theorem 3 hold. Then, the blow-up rate o[ u(O,t) 
and v(O, t), for 0 < t < T,  has estimates, 
C17 (T  - t) - " s / (~ ' '+q '~+~'~s-~' - "~)  <_u (0, t) 
i < 018 (T  - t )  - ( ' ' l ( l~ - ' * l+ l ) ) t ( ( '~ ' l '~s+~'~'~-2"~) (q -~+l ) )  , 
C~s (T - ~) - (~2(q-~l '{ -1) ) / ( (p~l+qO~-[ -~l~2-~l -~12)(p-~2" ;c l ) )  __~ v (0, t )  
_< C Is  (T  - t )  -a~/ (2qa~+alaa-2a~)  , 
if ~ /~2 = (q + 1)/(p + I), then 
C17 C T -- t) -as / (p~l+qa2+wlv~s-a ' - "s )  __~ U C 0, l~) < 018 C T --  t )  -aa / (pa~+q~a+~x"a-"x - "a )  , 
C19 (T  - t) -~'l(~':~+qc's+a~c~a-al-a~) <_ v C 0, t) <_ 016 (T  - t) -~ / (~+q'~+" ' - s -~-=s)  . 
4. SELF-S IMILAR SOLUTION 
In this section, we will assume that 
~1 q+l  
~2 -- p+l '  
and show that equation 0.1) has a blowing up self-similar of form 
u, (x,t) = (T - t) -~s/(p~l+q~s+°'~2-~'~-"2) w (y), 
v, (x,t)  --- (T - t)--ax/(Pa~+qa~+ala~--al--"2) Z (y , 
X 
Y = (T - t) ((az/czs)p-1)/(paz÷qa2"fala2-al-aa) ' 
C4.1) 
where the functions w(y), z(y) > 0 satisfy the following nonlinear ordinary differential equations 
derived by substituting C4.1) into (1.1), 
) w'~w~z/-- A1 p - 1 yw~ - AlW = 0, for y > 0, (4.2a) 
) z~2z~ - ka q-1  yzu - A2z = O, 
and the nonlinear boundary conditions, 
for y > 0, (4.2b) 
-~  (0) = ~zp (0), -z~ (0) = ~q (0), ~ (~o) = ~ (oo) = o, (4.s) 
where 
= 0~2 ~ ~2 = 0~I 
~tl P¢~I -4- q~2 % O~lOt2 -- Oq -- O~ 2 ~ i  q- qa2  + ~I0~2 --  Oq --  0~2' 
Our goal is to prove that (4.2),(4.3) has a pair positive decreasing solution (w(y), z(y)) for all 
y > 0. Namely, the self-similar blow-up solution of (1.1),(1.2) exists. 
(When a = 0, the existence of the self-similar blow-up solution to (1.1),C1.2) is obtained in [5].) 
To show the existence, we first prove that the nonincreasing positive solution the following 
boundary value problem exists, 
w~ - ,.kl (Pl - 1) YW-~lw~ - .~1 'Wl-°~l = O, for Y > O, (4.4) 
910 Z.-W. DUAN et M. 
-w~ (0) = O1 > 0, w (c~) ---- 0, (4.5) 
where pz = (,~l/Ot2)p. To do this, consider initial value problem (4.4) with the initial value, 
-w~ (0) = 0, > 0, ~ (0) = 7, (4.5') 
and try to find an initial value y(01) giving a positive decreasing solution to (4.4),(4.5). 
For any ,7 > 0, the initial value problem (4.4),(4.5') has a unique local solution and there exists 
a 6 > 0, such that 
w(y)>0,  w~(y)<0,  i fye (0 ,6 ) .  (4.6) 
Let Ymax be the maximum existence time of the positive solution w(y, ~7) (If w(y, 7) > 0 for all 
y > 0, then define Yrr~x = oe. If there is a point Y0, such that w(y, ~/) > 0 for y E (0, Y0) and 
w(yo, 77) = O, then define Ym~ = Yo.), then 
6 < Ym~,, _< oo. 
Let I+ be the set of initial data 7, such that w(y, ~1) attains positive local minimum before it 
reaches zero, 
I+ = {7 > 0 I 3 Y0 > 0, such that w~ (Y0, 7) = 0, and w (y, 7) > 0, for 0 < y < Y0.}. 
Let I_  be the set of ~?, such that w(y,~l) reaches zero before it attains local minimum. Since 
w(y, 71) is decreasing in (0, 6) (see (4.6)) for some 6 > 0, we have 
L = {~? > 0 ] 3 Y, .~ < oo, such that w (Ym~, ~) = 0, 
and w (y, , )  > 0, wu (y, 7) < 0, for y • (0, Ym~)} • 
Integrating equation (4.4) over (0, y) (y < }'max) and using the integration by parts gives 
wv = ~'t Pl - 1 1  - ~1 ywl-a~ - )~1 Pl+°tl--2j~oYWl-a~(~)d~--Ol'l - a l  for y e (0, Ym~),  (4.7) 
since -w~(O) = 01. 
Multiplying both sides of (4.4) by ~ and integ~:~ting over (0, y) (~ < Ym~x), we ~t  
j~o y 2),1 w2_a~ 4-02 2),1 ~2-az, (4.8) 
(~)2 = 2 ),~ ~1 - i )~-°~ (w~) 2d~ + 2 - ~1 2 - a, 
for y • (0, Y.~) since (4.5). 
LEMMA 4.1. I -  is the nonempf;y open set. 
PROOF. It is obvious that  I _  is open. Now, we prove that I _  is nonempty. 
In (4.8), if ~? is sufficiently small then 0, 2 - (2A1/(2 - a l ) )~/~-~ > 0. Namely, (wv) 2 has a 
positive lower bounded. Hence, there is a point yl, such that 
~ (y, ~) < 0, w (y, 7) > 0, 
and w(yl, ~?) ---- O. Namely, I_  is nonempty. 
This completes the proof of Lemma 4.1. 
Next, we prove a key lemma. 
for y • (0,y l ) ,  
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LEMMA 4.2. I_ has a positive upper bound. 
PROOF. First, we introduce the following auxiliary function, 




h (0) = kd -1/(p~-1), 
hu (0) = -k /~pl  - 1)d -p~/(p~-I), 
h,v(O) = p lk / ( (p ,  - 1)2)d -(2p'-1)/("I-'). 
k = 01 (Pl - 1) d ~'~/(w-1), 
-h ,  (0) = -~,  (0) (s~ (4.10)). 
Next, we take 
1/(2- -et l )  
\~71]  ' 
which yields 
),1 ((Pl - 1)Old) 1-~ > _plk_ ~d_(2~_l)t(p~_l )
(vl - 1) 
and 
h~lhuu - A t  (P t  - 1) yh~ - k lh  
= k (d+ y)-1/~1-1) k~'~ tPl~ 1) 2 (d+y)  ~/( '~-1)-~ + k i -~-~ - 3q 
<0.  
Let ~ = (Pl - 1)01d, then from (4.10),(4.14) it follows that 
w (0, 7) = n = h (0) 
-~ ,  (0, 7) = -h~ (0) 
w,~ (0, u) = ~lw 1-"1 (0, 7) 
---- '~1 ( (P l  - -  1) Old) 1-(~' > plk 2d_(2p,_l)l(pl_l) 
(Pl - 1) 
= h~ (o). 
Hence, there exists a small neighborhood (0, ~o), such that 
w~(y,~?) > h~(y) ,  fo rye  (0,50). 
Integrating (4.17) a~d using (4.16), we get 
wv (y,7) > hu (y), w (y,7) > h (y),  for y • (0,5o). 











(4 .18)  
w (Y2, 7) = h (Y2) > 0. (4.19) 
912 
Let W(y)  = w(y,  ~) - h(y),  then 
where 
Z.-W. DUAN et al. 
wyy - ,~1 (Pl - 1) yw-e~wy - ),lW 1-"~ - (hyu - ~1 (Pl - 1) yh-~*hv  - ),lh 1-~*) 
= w~ - ~ (p, - 1) y~" ,w~ + h~ (h °~ - ~o °~) 
= w~ - A (~) w~ - ~ (~) w 
> 0 (see (4.15)) 
A (y) = ~ (p, - 1) y~-"* (y), 
[/o 1-1 B(~)  = -) ,1 (p~ - 1 )yhya l  (r~"~ + (1 --'-) h'~) °-~1)/~' dr 
E/: + ~1 (1 - ~1) (~'w 1 -~ + (1 - ~') h l - °~)  '**/0-'*~) do" 
>0.  
Applying the maximum principle in (0, Y2), we conclude that 
w(y) < 0, for • (0, y~), 
this contradicts (4.18). Namely, assertion (4.19) is not true. Thus, we conclude that 
w (y, 7) > h (y) > 0, for y • (0, oo). 
(4.13),(4.21) show that if 
then 
77 > ~]. = (Pl - 1) did., 
(u, 7) > 0, for y e (0, oo). 
It follows that 0 < ~2. is a upper bound of I_. The proof of Lemma 4.2 is completed. 
THEOREM 4.1. The strict/y decreasing solution of  (4.4),(4.5) exist~ f f  Pl :> 2 -- ~1. 
PROOF. For any y < c~, (4.7) implies that 
(~ (y))~ + (~ (y))2 # o. 
If ~ fg I_ ,  we discuss two possibilities of w(y) .  
CASB 1. w~ (y, 7) < 0 for y e (0, ~) .  
CASE 2. There exists Yo ------ min{y [ w~(y ,v  ) ---- 0}, such that wy(Yo,~]) = O. 
In Case 2, noticing that 
wv~ (Y0, 7) = Ax w1-~1 (Yo, 7/) > O, 
thus, we obtain that for a sufficiently small 5 > O~ 
~ (~, 7) > o, w~ (~, n) > 0, in (Yo, Y0 + 5). 




~(y ,~)  > 0, ~(y ,~)  > 0, as y > Yo. (4.23) 
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Equation (4.23) shows that w(y ,  rl) ---+ ca as y ---+ ca. Since (4.22) and the continuous dependence 
on parameters (see [10, Prop. 3.2]), we see that I+ is nonempty open set in Case 2. Define 
q* = sup/_  < ~}. (see Lemma 4.2). (4.24) 
Then, W, ~ I+ U I - .  Namely, W,, such that Case 1 occurs. 
In Case 1, then the limit of w(y,r/) exists as y --+ oo. Assume that  limu_+c¢ w (y,~}) - c > 0. 
Since (4.7), we conclude that 
(p~ - 1 ~ I0 ~ ~-°~ (~, ~) d~ 0t lira wy (y, ~7) = A1Pl -- 1 lim 7M t -a l  - -  )t 1 1 lim - lira - -  
y-.~o y 1 -- a t  ~-~oo 1 - a l  ] y-*~ y ~-.co y 
= C 1-¢~1 :> O. 
This is a contradiction, which yields c = 0. Thus, we have limy-..oo w(y ,  rl) = 0. Namely, whether 
Case 1 or Case 2 occurs,the solution of (4.4),(4.5) exists. 
This completes the proof of Theorem 4.1. 
Next, we further give two properties to the solution of (4.4),(4.5). 
PROPERTY 1. ASYMPTOTIC BEHAVIOR. If w(y)  is the solution of (4.4),(4.5), then 
(y) = cy-t /¢~ ~-~) (1 + ~ (~)), as y - ,  o¢, (4.2~) 
where C is a constant, lim~-+oo e(y) = 0 and ~(y) < 0, for y > 0. 
PROOF. Put  ¢(y)  = -ywuw- l (y ) ,  then ¢(0) = 0 and 
~ y = -- IV y'W -1  -- y'W yy'W -1  -Jr- y ( 7~l] y) 2"W - 2 
: - -W~ -1  -- Yw-~A1 (Pl -- 1) ywuw -1  - A lyw -~ + y (w~) ~ w -2  
= y- t¢~ + (y- ,  + At (pt - 1) m~ -~' )  ¢ - A~vw -~ . 
Thus, we obtain the Riccati equation for ~b, 
¢~ = f (y) ¢~ + g (y) ¢ + h (y), 
where f (y)  ~- U -1, g(y)  = y -1  --I- .~I(Pl - 1 )Yw -a l ,  and  h(y )  --  -A lyw '~'. The isoclines of zero 
are 
~ (y) + (1 +At  (pt - 1) y=~ -~' )  ~(y) - Aty2~ -~'  (y) -- 0. 
Hence, 
~(y) = --1 -- )tl (Pl -- 1) ~f2UJ--°~l (y) 
2 
v/ l+ 2AI (Pl - 1)y2w -'~ + A~ (Pl - 1) 2 Y 4w-2'~ + 4Aly 2w-~ 
:l: 
The zero isocline in the upper half-plane is 
2AI 
~/y--4~2v~1 + 2A1 (~1 - -  I )Y  -2wa~ + AI 2 (/)i -- i) 2 + 4AtY  -2w~ + y -a~a~ + A1 (Pl  - -  I )  
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Since limy__.~ w(y) = 0, we have 
1 
lim a (y) -- 
It is known that Riccati's equation has a unique solution, such that limv_.oo ¢(y) = 1/(pl - 1), 
and the remaining solutions either have vertical asymptotes or enter the lower half-plane (see 
[11]). Hence, 
1 
w v - -  - l Y - lw  (i + p(y)), (4.26) 
Pl 
where limu_.~ p(y) = O. 
Using (3.26) in (3.2), we have 
= - (p l  - 1) ~w- '  - (p~ - 1) y ~  -~ + (p~ - 1) y (w~)~ w -2  
= - (p~ - 1 )w~w -1  - ~1 (p l  - 1)~ u2w-~-" l~  - x~ (p l  - 1 )~ -~ '  + (p l  - 1) y (~)2  ~ -2  
Pl - t  = (Pl -- 1)--I Y--lP 2 -~- (y--1 _~_ "~i (P l -  I )~ "~U-''l -[- 2 (p l -  1)--1Y - I )  O-}- 
p-T:~_ i y 
4 
Thus, we obtain the following Riccati's equation for p(y), 
pl y-1. (4.27) = (pl - 1)-~ v -1 .  ~ + (~-~ + ~ (p , -  ~) y~-"~ + 2(p l -  ~)-' y-~) p+ Pu 
The isoclines of zero are 
b 2 (y) -~- b(y) (pl -~- 1 -~- ~1 (pl - 1)2 yZw -~ ' )  + p~ = 0. 
Hence, both zero isoelines of equation (4.27) are in the fourth quadrant for y > 0. The larger is 




t im bCv) = 0. 
y---+c:o 
Above this isocline we have Pv > 0, hence, p < 0 if limy_.¢¢ p(y) = O. 
Now, from (4.26) it follows that 
(ywpl-1 (y))~ = wpl-, (1 + (pl - 1 )y - l~- l )  > 0 
for sufficiently large y. Let l imy_~ yw p1-1 (y) = Const. (Investigation of the case in which 
lim~__,~¢ y- lwl -P~ (y) = 0 is similar.) By considering O(y) = pw -2(p1-1)-~1 (y) and repeating the 
above discussions, we have 
p (y) = -C lw 2(pl-1)+a' (y) (1 + el (y)), (4.28) 
where C1 is some constant and limv_.:¢ el(y) = 0. Let Y0 be such that IP(Y)I < 1/2 when y _> yo, 
then (4.26) implies that 
1 
--  'y--lw (y) for y _> Yo. wv(y)< 2(p1--1) 
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Let (72 be chosen so that w(y) < (72y-U(2(P-I)) for y > Y0, then, (4.28) implies that 
Ip(y)l ~ c3~ t-l-(c~'/(2(pl-1))}, fOr y > Y0. (4.29) 
Using (4.29) and integrating (4.26), we obtain (4.25). It follows from (4.25),(4.26), and p(y) < 0 
that, for y > 0, we have e(y) < 0. 
This completes the proof of Property 1. 
PROPERTY 2. The nonzero decreasing solution of (4.4),(4.5) is unique. 
PROOF. Suppose that 0 < ¢(y), ~(y) are the solutions of (4.4),(4.5), and ¢(0) = ~1, ¢(0) = ~. 
we also assume that 
k= ~---<1. 
Let ¢(k)(y) = k¢(k-a~/2y). Then, 




Let W(y) = ¢(~)(y) - V(y). Then, 
W (0) = 0, lim W (y) = 0, W~y - A (y) W~ - B (y) W = 0, y--'->C~ 
where B(y) > 0 (see the proof of Lemma 4.2). From the maximum principle it follows that 
W (y) = 0, for 0 < y < oo. 
Namely, ¢(k) _-__ ~ ,this contradicts 
-¢~) (0) = k~-~/% # o~ = -% (0). 
The uniqueness i thus proved. 
Since the continuous dependence on parameters ( ee [10, Prop. 3.2]) and a simple comparison, 
we have the following. 
PROPERTY 3. 77(91) is nondecreasing continuous function with respect o t?l. 
Furthermore, from (4.8) it follows that 
(2 -,~l'l~/~-°'> e~/~ ~-''~ ~ )  < r/(01) (See Lemma 4.1.) 
Since Property 2 and the proofs of Lemma 4.2 and Theorem 4.1, we have 
(01) = sup L _ 7. (See (4.24)). 
That is, 
c , ,~e;  -°~ < ~(~) <_ c.=e~/<2-~ (4.30) 
where C,1, Cn2 are independent of el. 
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Similarly, for (4.2b) with boundary value, 
-z~ (0) = 8~ > O, z (co) = O, (4.31) 
we also have that there exists an unique ~(82), such that the solution of (4.2b),(4.31) exists and 
~(82) is nondecreasing continuous function with respect o 82 and satisfies 
f~ n2/(2--~) c¢18~/c2-~) < ~ (8~) < ,-,~2~,~ (4.32) 
where CO, C{2 are independent of 82. 
It is obvious that the solution of (4.2),(4.3) exists if there exists the nonzero solution of the 
following algebraic equations, 
81 = a~ ~ (02), 8~ -- b~ ¢ (8~). (4.33) 
In fact, f~om the monotonity of ~, ¢ and (4.30),(4.32), we immediately conclude that the equation 
81 -- a~P(b~q(81)) admits a nonzero positive solution. That is, the nonzero positive solution of 
(4.33) exists. Thus, we have the following theorem. 
THEOREM 5. The strictly decreasi1~g positive solution of (4.2), (4.3) exists. 
Above discussions show that (1.1),(1.2) has the self-similar blow-up solution with the form, 
~. (~, t) = (T -~) - "~/ (P~+q~+~'°~-~-~)   (y), 
v. (x, t) = (T -  t) -~'/(pa~+q"2+~'~2-~-~2) z (y) ,  
y= 
(T  - t) ( (~ l /~)p-1) / (pa l  +qa2+al~2-a l -a2)  
where the  funct ions w(y),  z(y)  > 0 are strict]y decreasing posit ive solut ion of (4.2),(4.3) and 
satisfy 
w (y) = C~,y -1 /~ ' -1 )  (1 + ¢~ (y)), 
z (y) = Czy  -1](p l -1} (1 ÷ ~ (y)), 
as y ---~ oo~ 
as y ---~ oo, 
where C~, Cz a~e constants, lim~_~¢¢ e~(Ez)(y) -- 0 and e,,(~z)(y) < 0, for y > 0. 
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