Abstract. Quantum supermaps are higher-order maps transforming quantum operations into quantum operations. Here we extend the theory of quantum supermaps, originally formulated in the finite dimensional setting, to the case of higher-order maps transforming quantum operations with input in a separable von Neumann algebra and output in the algebra of the bounded operators on a given separable Hilbert space. In this setting we prove two dilation theorems for quantum supermaps that are the analogues of the Stinespring and Radon-Nikodym theorems for quantum operations. Finally, we consider the case of quantum superinstruments, namely measures with values in the set of quantum supermaps, and derive a dilation theorem for them that is analogue to Ozawa's theorem for quantum instruments. The three dilation theorems presented here show that all the supermaps defined in this paper can be implemented by connecting devices in quantum circuits.
Introduction
Quantum supermaps [14, 15] are the most general admissible transformations of quantum devices. Mathematically, the action of a quantum device is associated to a set of completely positive trace non-increasing maps, called quantum operations [21, 30] , which transform the states of an input quantum system into states of an output quantum system. In the dual (Heisen-berg) picture, quantum operations are given by normal completely positive maps transforming the observables of the output system into observables of the input system, with the condition that each quantum operation is upper bounded by a unital completely positive map. A quantum supermap is then a higher-order linear map that transforms quantum operations into quantum operations.
The theory of quantum supermaps has proven to be a powerful tool for the treatment of many advanced topics in quantum information theory [4, 6, 12, 16, 40, 43] , including in particular the optimal cloning and the optimal learning of unitary transformations [5, 13] and quantum measurements [7, 8] . Moreoever, quantum supermaps are interesting for the foundations of Quantum Mechanics as they are the possible dynamics in a toy model of non-causal theory [18] . A particular type of quantum supermaps has been considered by Zyczkowski [44] , who used them to construct a theory with a state space that has a quartic relation between the number of distinguishable states and the number of parameters needed to specify a state. Quantum supermaps also attracted interest in the mathematical physics literature, as they suggested the study of a general class of completely positive maps between convex subsets of the state space [27] .
Originally, the definition and the main theorems on quantum supermaps were presented by D'Ariano, Perinotti, and one of the authors in the context of full matrix algebras describing finite dimensional quantum systems [14, 15] . An extension of the theory that includes both classical and quantum systems has been exposed informally in [17] , still in the finite dimensional setting. However, a rigorous definition and characterization of quantum supermaps in infinite dimension and for arbitrary von Neumann algebras is still lacking. This problem will be the main focus of the present paper.
Before presenting our results, we briefly review the definition and characterization of supermaps for full matrix algebras. Quantum supermaps are defined axiomatically as linear completely positive maps transforming quantum operations into quantum operations (see [14, 15] for the physical motivation of linearity and complete positivity). A quantum supermap is deterministic if it transforms quantum channels (i.e. unital completely positive maps, see e.g. [26] ) into quantum channels. References [14, 15] proved the following dilation theorem for deterministic supermaps: denoting by L(H) and L(K) the C * -algebras of linear operators on the finite dimensional Hilbert spaces H and K, respectively, and writing CP(L(H), L(K)) for the set of completely positive maps sending L(H) into L(K), we have that any deterministic supermap S transforming quantum operations in CP(L(H 1 ), L(K 1 )) to quantum operations in CP(L(H 2 ), L(K 2 )) has the following form:
[S(E)](A) = V for all E ∈ CP(L(H 1 ), L(K 1 )), where V 1 and V 2 are two ancillary finite dimensional Hilbert spaces, V 1 : K 2 → K 1 ⊗ V 1 and V 2 : H 1 ⊗ V 1 → H 2 ⊗ V 2 are isometries, I V 1 is the identity map on L(V 1 ) and I V 2 is the identity operator on V 2 . In the Schrödinger (or predual) picture, this result shows that the most general way to transform a quantum operation is achieved by connecting the corresponding device in a quantum circuit consisting in the following sequence of operations:
1. apply an invertible transformation (corresponding to the isometry V 1 ), which transforms the system K 2 into the composite system K 1 ⊗ V 1 ;
2. use the input device on system K 1 , thus transforming it into system H 1 ; in the Schrödinger picture the action of the device will correspond to a set of predual quantum operations E * transforming states on K 1 into states on H 1 ;
3. apply an invertible transformation (corresponding to the isometry V 2 ), which transforms the composite system H 1 ⊗ V 1 into the composite system H 2 ⊗ V 2 ;
4. discard system V 2 (mathematically, take the partial trace over V 2 ).
In this paper we will extend Eq. (1) and the other results of [14, 15, 17 ] to the case where the input spaces L(H i ) of the quantum operations are replaced by arbitrary separable von Neumann algebras and the outputs L(K i ) also are allowed to be infinite dimensional. The usefulness of this extension for applications is twofold: on the one hand, it removes the restriction to finite dimensional quantum systems and provides the natural generalization of quantum supermaps to the infinite dimensional case; on the other hand, replacing the input algebras L(H i ) with generic separable von Neumann algebras, it allows us to include transformations of quantum measuring devices, which are described in the Schrödinger picture by maps from the algebra of bounded operators on the Hilbert space of the measured system to the commutative algebra of functions on the outcome space. The supermaps defined in this paper are thus able to describe tasks like 'measuring a measurement' [20, 24, 32, 33] , where one tries to measure properties of a quantum measuring device by inserting it in a suitable circuit.
In trying to extend Eq. (1) to the infinite dimensional setting, one encounters two key differences with respect to the finite dimensional case. The first difference concerns the domain of definition of quantum supermaps. Clearly, the natural domain for a quantum supermap is the linear space spanned by quantum operations. However, while in finite dimensions quantum operations in CP(L(H i ), L(K i )) span the whole set of linear maps from L(H i ) to L(K i ), in infinite dimension they only span the proper subset CB(L(H i ), L(K i )) of algebraic tensor product M n (C)⊗M. If E : M m (C) → M n (C) and F : M → N are linear operators, we then see that their algebraic tensor product can be regarded as a linear map E ⊗ F : M (m) → N (n) . Since both M (m) and N (n) are von Neumann algebras, it makes sense to speak about positivity and boundedness of E ⊗ F. This fact is at the heart of the classical definitions of complete positivity and complete boundedness. In both definitions, we use I n to denote the identity map on M n (C), i.e. I n := I Mn(C) . DEFINITION 1. Let M, N be two von Neumann algebras. Then a linear map E : M → N is -completely positive (CP) if the linear map I n ⊗ E is positive, i.e. maps M (n) + into N (n) + , for all n ∈ N;
-completely bounded (CB) if there exists C > 0 such that, for all n ∈ N,
i.e. if the linear map I n ⊗ E is bounded from the Banach space M (n) into the Banach space N (n) for all n ∈ N, and the uniform norms of all the maps {I n ⊗ E} n∈N are majorized by a constant independent of n.
EXAMPLE 2. The simplest example of CP and CB map is given by a * -homomorphism π : M → N . Indeed, for all n ∈ N the tensor product
is again a * -homomorphism, hence it is positive and
We recall that a positive linear map E : M → N is normal if it preserves the limits of increasing and bounded sequences, i.e. E(A n ) ↑ E(A) in N for all increasing sequences {A n } n∈N and A in M + such that A n ↑ A (as usual, the notation A n ↑ A means that A is the least upper bound of the sequence {A n } n∈N in M, see e.g. Lemma 1.7.4 in [38] ). It is a standard fact that a positive linear map E : M → N is normal if and only if it is weak*-continuous (Theorem 1.13.2 in [38] ).
We introduce the following notations: 
The same fact is true if we replace all CB spaces with CP's or CP 1 's. REMARK 4. Let M 0 , M be two von Neumann algebras contained in the same operator algebra L(H), with M 0 ⊂ M. Since the inclusion map
A similar application of the composition property also shows the inclusions
The relation between the two sets CB(M, N ) and CP(M, N ) is shown in the following theorem (see also [25] ). 
PROOF. We have already remarked that, if a positive map E : M → N is normal, then it is weak*-continuous. If E is CP, then it is CB by Proposition 3.6 in [36] . Thus, the inclusion CP(M, N ) ⊂ CB(M, N ) holds. Clearly, CP(M, N ) is a cone in CB(M, N ). Now, suppose E ∈ CB(M, L(K)). By Theorem 8.4 in [36] , there exists a (not necessarily separable) Hilbert spaceĤ, a unital * -homomorphism π : M → L(Ĥ) and bounded operators V i : K →Ĥ (i = 1, 2) such that
Let M * be the Banach dual space of M, and let M * = M * ⊕ M ⊥ * be the direct sum decomposition of M * into its normal and singular parts, as described in Definition 2.13 p. 127 of [42] (the normal part M * coincides with the predual of M).
. By Theorem 2.14 p. 127 in [42] , there exists an orthogonal projection P ∈ L(Ĥ) which commutes with π and is such that:
-t π(ω P ⊥ u,P ⊥ v ) ∈ M ⊥ * for all u, v ∈Ĥ, where P ⊥ = IĤ − P and t π is the transpose of π, defined by
Since P and π commute, we have
We thus see that E(A) = V * 1 P π(A)P V 2 for all A ∈ M. As π restricted to the subspace PĤ is normal, then each map E k (k = 0, 1, 2, 3), given by
The cone CP(M, N ) induces a linear ordering in the space CB(M, N ), that we will denote by . Namely, given two maps E, F ∈ CB(M, N ), we will write E F whenever F − E ∈ CP(M, N ).
An elementary example of maps in CB(M,
[Note that the domain of the map E ⊙ M F is explicitly indicated by the subscript M].
The main properties of E ⊙ M F are collected in the next proposition. 
0.
The importance of the elementary maps E ⊙ M F 's will become clear in the following, as we will briefly see that by Kraus theorem (see Theorem 8 below) every map in CB(M, L(K)) is the limit (in a suitable sense) of sums of elementary maps E ⊙ M F .
Two of the main features of CB weak*-continuous maps which we will need in the rest of the paper are the following: -a notion of limit can be defined for a particular class of sequences in CB(M, N ), which is the analogue of the least upper bound for increasing bounded sequences of operators;
are von Neumann algebras, the maps in CB(M 1 , N 1 ) and CB(M 2 , N 2 ) can be tensored in order to obtain elements of the set CB(M 1⊗ M 2 , N 1⊗ N 2 ).
As these concepts are the main two ingredients in our definition of supermaps and in the proof of a dilation theorem for them, we devote the next two sections to their explanation.
Increasing nets of normal CP maps
If Λ is a directed set and {A λ } λ∈Λ is a net of operators in M + , we say that the net is increasing if A λ 1 ≤ A λ 2 whenever λ 1 ≤ λ 2 , and bounded if there exists B ∈ M + such that A λ ≤ B for all λ ∈ Λ. In this case, the net has a least upper bound A ∈ M + , and we use the notation A λ ↑ A.
We now extend the notion of increasing net and least upper bound to nets in CP(M, N ). We say that the net {E λ } λ∈Λ of elements in CP(M, N ) is
Note that, if the net {E λ } λ∈Λ is CP-increasing, then, for all A ∈ M + , the net of operators
The following result now shows that the least upper bound exists for any CP-incresing and CP-bounded net in CP(M, N ). 
E has the following property:
PROOF. We have just seen that, if A ∈ M + , then the sequence {E λ (A)} λ∈Λ is bounded and increasing in N . We thus define E(A) ∈ N + to be its least upper bound. Now, every operator in M is the linear combination of four elements in M + , therefore we can extend the definition of E to all A ∈ M by linearity (it is easy to see that such definition of E(A) does not depend on the chosen decomposition of A into positive operators). In order to show that E is normal, pick any positive sequence {A n } n∈N in M such that A n ↑ A for some A ∈ M + . Then, for all positive elements ρ in the predual N * of N ,
Hence E(A n ) ↑ E(A), and E is normal.
Finally, to show that E is CP, note that, for allÃ ∈ M (n) + , we have wk*-lim λ∈Λ (I n ⊗ E λ )(Ã) = (I n ⊗ E)(Ã) by Eq. (2). Since (I n ⊗ E λ )(Ã) ≥ 0 for all λ, it follows that (I n ⊗ E)(Ã) ≥ 0. Hence, E is CP.
The remaining properties of E are easy consequences of its definition and of the analogous properties of least upper bounds in M, N .
If {E λ } λ∈Λ and E are as in the statement of the above proposition, then we write E λ ⇑ E.
We can now formulate Kraus theorem [30] for normal CP maps in terms of CP-increasing and CP-bounded nets. To this aim, note that, if I is any set, then the class of its finite subsets Λ I is a directed set under inclusion.
We have the following facts.
If I is a finite or countable set and {E
, hence it converges in the sense of Proposition 7 to a unique limit E ∈ CP(M, L(K)).
If
, then there exists a finite or countable set I and a sequence {E i } i∈I of elements in L(K, H) such that the net of partial sums PROOF. (1) The claim is trivial when #I < ∞, therefore we assume I = N.
hence the net of partial sums is CP-increasing. To show that it is CPbounded, we introduce the following bounded operator
where ℓ 2 is the Hilbert space of square-summable sequences and {δ i } i∈N is its standard basis. The sum converges in the norm topology of H ⊗ ℓ 2 , as
where B ∈ L(K) is any positive operator such that i∈J E * i E i ≤ B for all J ∈ Λ N . Given J ∈ Λ N , we let P J be the orthogonal projection of ℓ 2 onto the linear span of {δ i | i ∈ J}. Moreover, we define the following normal * -homomorphism
and the map
As F is the composition of normal CP maps, we have
and the claim follows. [39] ) there exists a finite or countable set I and a sequence
where the series converges in the weak*-topology and is independent of the ordering of I. In particular, the net of partial sums { i∈J E * i E i } J∈Λ I is bounded by E(I H ) in L(K), hence by item (1) the net { i∈J E * i ⊙ M E i } J∈Λ I converges in the sense of Proposition 7 to a unique E ′ ∈ CP(M, L(K)). Comparing Eqs. (2) and (3), we see that E = E ′ .
The last statement follows considering the subnet
. . , i n }, and by uniqueness of the limit.
If E and {E i } i∈I are as in item (2) of the above theorem, then we say that the expression i∈I E * i ⊙ M E i is the Kraus form of E. Note that E is a quantum channel (unital map) iff I K is the least upper bound of the net
Kraus theorem and Theorem 5 show that every map
is a dual operator space in the sense of operator space theory (see e.g. 1.2.20 in [9] for the definition of dual operator spaces, and 1.2.19 in [9] or Proposition 14.7 in [36] for the operator space structure of CB(M, L(K))). Indeed, this is proven in Proposition 2.1 of [10] . In the same reference, it also is proven that the operator space CB(L(H), L(K)) is completely isometrically isomorphic to the weak*-Haagerup tensor product L(H, K) ⊗ w * h L(K, H) (see [10] or 1.6.9 in [9] for the definition). Moreover, still in the case M = L(H), Kraus theorem 8 above is a restatement of Theorem 2.2 in [10] , which asserts that each E ∈ CB(L(H), L(K)) is the weak*-limit of a sequence of maps
However, for simplicity of presentations in the following we will not phrase our result in the language of dual operator spaces, because most of the proofs are simpler (and more intuitive) in the language of operator algebras.
Tensor product of weak*-continuous CB maps
. Weak*-continuous CB maps constitute an important exception to this obstruction, as it is shown by the following proposition (see also Proposition 5.13 p. 228 in [42] ).
PROOF. Without loss of generality, let us assume
First suppose that the maps E and F are CP, and have
It is easy to check that
The claim of the theorem for generic elements E ∈ CB(M 1 , N 1 ) and F ∈ CB(M 2 , N 2 ) then follows by linearity and Theorem 5.
defined in Proposition 10 is clearly bilinear, and yelds the inclusion
REMARK 11. When M 1 = M m (C) and N 1 = M n (C), the product E ⊗ F defined in Proposition 10 clearly coincides with the algebraic product that we already encountered in the definition of CB and CP maps (Definition 1). Moreover, the above inclusion actually becomes the equality
Indeed, choose two bases
(where the superscript † labels the dual basis). We then haveẼ ji ∈ CB(M, N ), asẼ ji is obtained by composing and tensoring weak*-continuous CB maps (recall that the maps g †
the equality of sets (5) follows.
It is easy to check that the tensor product ⊗ defined above preserves -composition of maps:
Moreover, when tensoring the elementary maps
we clearly obtain
In particular, we see that, if V is another Hilbert space, then
Quantum supermaps
In this section we introduce the central object in our study, i.e. a particular set of linear maps S : CB(M 1 , N 1 ) → CB(M 2 , N 2 ) which mathematically describe the physically admissible transformations of quantum channels. These maps were introduced and studied in [14, 15] in the case where
are the full algebras of linear operators on finite dimensional Hilbert spaces H i and K i . The main difference in the infinite dimensional case is the role of normality, which will be crucial for our dilation theorem (see Theorem 18 of the next section).
Let us start from some basic terminology:
-completely positive (CP) if the map
is positive for every n ∈ N, where I n is the identity map on the linear space CB(M n (C), M n (C));
Note that in the above definition of complete positivity we used the identi- N 2 ) is normal, even though, by definition, S transforms normal maps into normal maps. A simple example of non-normal CP map is the following: suppose M 1 = C and N 1 = L(K), with K infinite dimensional. In this case, we have the nat-
Since ρ is CP (see Proposition 3.8 in [36] ), it is easy to check that S is CP. However, S is not normal: consider for example a Hilbert basis {e i } i∈N for K and let P n be the orthogonal projection onto span {e i | i ≤ n}. If E n , E ∈ CP(C, L(K)) are given by E n (1) = P n and E(1) = I K , in this way one has E n ⇑ E, whereas S(E n ) = 0 and S(E) = F. Hence, S is not normal.
We are now in position to define quantum supermaps.
The convex set of quantum supermaps from CB(M 1 , N 1 ) to CB(M 2 , N 2 ) will be denoted by SCP (M 1 , N 1 ; M 2 , N 2 ). A partial order ≪ can be introduced in it as follows: given two maps
We now specialize the definition of quantum supermaps to the following two main cases of interest.
Deterministic supermaps are a particular case of probabilistic supermaps. We will label by
Obviously, composing two quantum supermaps one still obtains a su- N 1 ; M 3 , N 3 ). Similarly, the composition of two probabilistic [resp. deterministic] supermaps is a probabilistic [resp. deterministic] supermap.
We now introduce two examples of supermaps which will play a very important role in the next section.
Moreover, if A and B are quantum channels, then C A,B is deterministic.
PROOF. The map C A,B is normal: if E n ⇑ E, then the sequence {AE n B} n∈N is CP-increasing and CP-bounded by AEB. Using Proposition 7, we have wk*-lim n AE n B(A) = AEB(A) for all A ∈ M 2 , hence AE n B ⇑ AEB, i.e. C A,B is normal. To prove complete positivity, note that for every mapẼ ∈ CB(M (n) , N (n) ) one has (I n ⊗ C A,B )(Ẽ) = (I n ⊗ A)Ẽ(I n ⊗ B). Therefore, ifẼ 0, then also (I n ⊗ C A,B )(Ẽ) 0, hence I n ⊗ C A,B is positive and C A,B is CP. Finally, if A and B are quantum channels, then AEB ∈ CP 1 (M 2 , N 2 ) for all E ∈ CP 1 (M 1 , N 1 ), i.e. C A,B is deterministic.
PROPOSITION 17. (Amplification) Suppose V is a Hilbert space, and define the amplification supermap
where we recall that
Proposition 10 for the definition of tensor product). Then the map Π V is a deterministic supermap, that is,
PROOF. If E n ⇑ E, then the sequence {E n ⊗I V } n∈N is CP-increasing and CPbounded by E ⊗I V , hence E n ⊗I V ⇑Ã for someÃ ∈ CP(M⊗L(V), N⊗L(V)) by Proposition 7. We havẽ
for all A ∈ M and B ∈ L(V), which impliesÃ = E ⊗ I V by Proposition 10. Thus, E n ⊗ I V ⇑ E ⊗ I V , i.e. Π V is normal. Clearly, if E is unital, so is Π V (E) = E ⊗ I V . To prove complete positivity, note that for everỹ
The main result in the next section is that every deterministic supermap in the set
) is the composition of an amplification followed by a concatenation.
Dilation of deterministic supermaps
This section contains the central result of our paper, namely the following dilation theorem for deterministic supermaps.
deterministic supermap if and only if there exists a triple (V, V, F), where -V is a separable Hilbert space
The triple (V, V, F) can always be chosen in a way that
In Eq. (7), the adjoint u * of u ∈ K 1 is the linear functional u * : w → u, w on K 1 . (6) holds, then we say that the triple (V, V, F) is a dilation of the supermap S. If also Eq. (7) holds, then we say that the dilation (V, V, F) is minimal.
DEFINITION 19. If a Hilbert space V, an isometry
The importance of the minimality property is highlighted by the following fact.
The proofs of Theorem 18 and Proposition 20 will be given at the end of this section.
REMARK 22. As claimed at the end of the previous section, Theorem 18 shows that every deterministic supermap
is the composition of an amplification followed by a concatenation. Indeed,
, and Eq. (6) gives S = C A,F Π V . REMARK 23. It is useful to connect Theorem 18 with Eq. 1 and the previous results of [14, 15] . So, let us assume
) is a deterministic supermap if and only if there exist two separable Hilbert spaces V, U and two isometries V :
for all E ∈ CB(L(H 1 ), L(K 1 )) and A ∈ M 2 . Indeed, by Stinespring theorem (Theorem 4.3 p. 165 in [39] and the discussion following it) every quantum channel
for some separable Hilbert space U and some isometry U : H 1 ⊗ V → H 2 ⊗ U . Eq. (8) then follows by Eq. (6), thus recovering the main result of [14, 15] .
REMARK 24. Theorem 18 can be compared with an analogous result in the theory of operator spaces, namely the Christensen-Effros-Sinclair-Pisier (CSPS) theorem for maps ϕ :
is the algebraic tensor product L(H)⊗L(H) endowed with the operator space structure given by the Haagerup tensor norm (see Chapter 17 in [36] for a review of these topics). Indeed, one can show that, if a linear map S :
) is CP and probabilistic, then it is automatically CB. In this case, if moreover M i = L(H i ), regarding the linear spaces CB(L(H i ), L(K i )) as dual operator spaces according to Remark 9, normality of S is equivalent to its weak*-continuity. These facts can be proven with some efforts as direct consequences of definitions, or more easily checked a posteriori by making use of Eq. (6) in Theorem 18. Being an operator space, CB(M 2 , L(K 2 )) can be completely isometrically immersed into some L(K) by Ruan theorem (Theorem 13.4 in [36] ). On the other hand, by the completely isometric isomorphism CB( 
However, we stress that this expression is very different from the the dilation of Theorem 18 above for deterministic supermaps. In particular, our central Eq. (6) does not follow from Eq. (9) in any way. The main novelty of Theorem 18 with respect to CSPS theorem may be traced back to the requirement that deterministic supermaps preserve quantum channels. Indeed, this is a very strong request, which can not be employed in the CSPS dilation of Eq. (9) for the reason that Ruan theorem gives no means to characterize the image of the subset of quantum channels
In other words, it is not possible to translate the requrement that a deterministic supermap S preserves the set of quantum channels into Eq. (9). Instead, we will see that, in order to prove Theorem 18, one needs to explicitely construct two Stinespring-type dilations (Û 1 , π 1 , U 1 ) and (Û 2 , π 2 , U 2 ) associated to S (see the proof of Proposition 34 below), and make an essential use of the quantum channel preserving property in the construction of the dilation (Û 1 , π 1 , U 1 ) (via Lemma 30 below).
Of course, one can recover our dilation (6) from CSPS Eq. (9) in the simple case M 2 = C, for which the equality CB(M 2 , L(K 2 )) = L(K 2 ) is trivial and does not require Ruan theorem. We leave the details of the proof to the reader. Note however that even in this case the proof still needs an application of Lemma 30 below. REMARK 25. As anticipated in the Introduction, Eq. (6) shows that all deterministic supermaps can be obtained by connecting quantum devices in suitable circuits. Such a physical interpretation is clear in the Schrödinger picture: indeed, turning Eq. (6) into its predual, we obtain
for all elements ρ in the set T (K 2 ) of trace class operators on K 2 and E ∈ CB(M 1 , L(K 1 )). The above equation means that the higher-order transformation S can be obtained in the following way:
1. apply an invertible transformation (corresponding to the isometry V ), which transforms the system K 2 into the composite system K 1 ⊗ V;
2. use the input device (corresponding to the predual quantum operation E * ) on system K 1 , thus transforming it into system H 1 ;
3. apply a physical transformation (corresponding to the predual channel F * ).
In particular, it M i = L(H i ), we can take the Stinespring dilation
where tr U denotes the partial trace over U . If ρ is a quantum state (i.e. ρ ≥ 0 and tr (ρ) = 1), this means that the quantum system with Hilbert space K 2 first undergoes the invertible evolution V , then the quantum channel (E ⊗ I V ) * , and finally the invertible evolution U , after which the ancillary system with Hilbert space U is discarded. It is interesting to note that the same kind of sequential composition of invertible evolutions also appears in a very different context: the reconstruction of quantum stochastic processes from correlation kernels [2, 31, 35] . That context is very different from the present framework of higher-order maps, and it is a remarkable feature of Theorem 18 that any deterministic supermap on the space of quantum operations can be achieved through a two-step sequence of invertible evolutions.
Theorem 18 contains as a special case the Stinespring dilation of quantum channels. This fact is illustrated in the following two examples. EXAMPLE 26. Suppose that M 1 = M 2 = C, the trivial von Neumann algebra. In this case we have the identification CB(C, L(K i )) = L(K i ). Precisely, the element E ∈ CB(C, K i ) is identified with the operator
which is just Stinespring dilation for normal CP maps. A linear map S :
) if and only if it is a unital normal CP map, i.e. a quantum channel.
EXAMPLE 27. Suppose now that K 1 = K 2 = C. In this case we have the identification CB(M i , C) = M i * , the predual space of M i (see e.g. Proposition 3.8 in [36] ). Precisely, the CP map E ∈ CB(M i , C) is identified with the element ρ E ∈ M i * given by E(A) = ρ E (A) ∀A ∈ M i . Moreover, the isometry V : C → C ⊗ V = V is identified with a vector v ∈ V with v = 1, and Eq. (6) becomes
where ω v ∈ L(V) * is the linear form ω v : A → v, Av . Thus, S(E) = F * (ρ E ⊗ ω v ), hence S, viewed as a linear map S : M 1 * → M 2 * , is CP and trace preserving. In other words, S is a quantum channel in the Schrödinger picture.
The rest of this section is devoted to the proof of Theorem 18, which first requires some auxiliary lemmas.
LEMMA 28. Suppose M ⊂ L(H), and let S ∈ SCP 1 (M, L(H); N , L(K)). If E, F ∈ CP(M, L(H)) are such that E(I H ) = F(I H ), then [S(E)](I N ) = [S(F)](I N
).
PROOF. By linearity, it is enough to prove the claim for E(I
2 , E ′ := E + A, and F ′ := F + A. With this definition, E ′ , F ′ ∈ CP 1 (M, L(H)). Since S is deterministic, one has
By comparison, this implies that [S(E)](I N ) = [S(F)](I N
LEMMA 29. Suppose M ⊂ L(H), and let
S ∈ SCP 1 (M, L(H); N , L(K)). Then, for all E ∈ CP(L(H), L(H)), [S(EF)](I N ) = [S( E| M )](I N ) ∀F ∈ CP 1 (M, L(H)) .
PROOF. Note that the restriction E| M belongs to CP(M, L(H)) by Remark 4. Therefore, since EF(I
, the claim is an immediate consequence of Lemma 28.
LEMMA 30. Suppose M ⊂ L(H), and let
for all E ∈ CB(L(H), L(H)) and A ∈ L(H). In particular,
PROOF. By linearity, it is enough to prove the claim for A * = A and for E ∈ CP(L(H), L(H)). One has
where E + , E − ∈ CP(M, L(H)) are given by
Since E + (I H ) = E − (I H ), we can apply Lemma 28 to the maps EE + and EE − , and obtain
hence the claim. The last statement trivially follows taking
, and let S be a (not necessarily deterministic) supermap in the set
Then, the sesquilinear form ·, · S is positive semidefinite.
be the standard basis for the Hilbert space C n , and {e ij } n i,j=1 be the standard basis of the matrix space M n (C), given by e ij (e k ) = δ jk e i . Definẽ
With these definitions, we haveẼ
and
Complete positivity of S then implies
which shows that the sesquilinear form ·, · S is positive semidefinite. Since the sesquilinear forms ·, · T , ·, · S and ·, · S−T are all positive semidefinite, the second statement in the lemma follows from φ, φ T = φ, φ S − φ, φ S−T ≤ φ, φ S .
In the next two lemmas, we do not assume separability as a part in the definition of Hilbert spaces. LEMMA 32. Let H be separable, {e i } i∈N be a Hilbert basis for H, and P n be the orthogonal projection onto span
(H) → L(Û ) (withÛ not assumed separable) is normal if and only if
PROOF. Since P n ↑ I H , if π is normal one must necessarily have π(P n ) ↑ π(I H ) = IÛ . Conversely, assume that π(P n ) ↑ IÛ . Let us decompose π into the orthogonal sum of * -homomorphisms π = π nor ⊕ π sin , where π nor is normal and π sin is singular, that is π sin (K) = 0 for every compact operator K ∈ L(H) (see e.g. Proposition 10.4.13, p. 757 of [29] ). We then have π(P n ) = π nor (P n ) ↑ π nor (I H ) by normality, hence π nor (I H ) = IÛ . On the other hand, IÛ = π nor (I H ) ⊕ π sin (I H ). This implies π sin (I H ) = 0, and, therefore, π sin = 0.
LEMMA 33. Let H be separable and π : L(H) → L(Û ) be a normal unital * -homomorphism (withÛ not assumed separable). If there exists a separable subset S ⊂Û such that the linear space
is dense inÛ , thenÛ is separable.
PROOF. Since the Hilbert space H is separable, the Banach subspace L 0 (H) of the compact operators in L(H) is separable. Let P n be defined as in the previous proposition. By normality of π, we have lim n π(P n )v − v = 0 for all v ∈Û (Lemma 5.1.4 in [28] ). Therefore, π(A)v = lim n π(AP n )v for all A ∈ L(H) and v ∈Û , where AP n ∈ L 0 (H) because P n has finite rank. Therefore, the closure of the linear space defined in (10) 
is a deterministic supermap. Let ·, · 1 be the positive semidefinite sesquilinear form in L(H)⊗K defined by
Let R 1 be its kernel andÛ 1 be the Hilbert space completion of the quotient space L(H)⊗K/R 1 (not assumed separable). We denote by ·, · 1 and · 1 the scalar product and norm inÛ 1 . Moreover, let R 2 be the kernel of the positive semidefinite sesquilinear form ·, · S , and letÛ 2 be the Hilbert space completion (not assumed separable) of the quotient space L(H)⊗N⊗K/R 2 with respect to such form. We denote by ·, · 2 and · 2 the resulting scalar product and norm inÛ 2 .
We define two linear maps
It is easy to verify that U 1 and U 2 extend to isometries U 1 : K →Û 1 and U 2 :Û 1 →Û 2 , respectively. Indeed, for U 1 we have the equality
where we used the fact that S is deterministic, implying [S(
we have the equality
For B ∈ L(H), we introduce the linear operator
for all E ∈ L(H), v ∈ K. We claim that π 1 (B) extends to a bounded linear operator onÛ 1 , that π 1 is a normal unital * -homomorphism of L(H) into L(Û 1 ), and thatÛ 1 is separable. Indeed, for every φ =
where we used Lemma 30. Note that π 1 (I H ) is the identity on L(H)⊗K, and
It follows that, for all φ ∈ L(H)⊗K, the map ω φ : B → φ, π 1 (B)φ 1 is a positive linear functional on L(H), hence
Therefore, π 1 (B) extends to a bounded operator onÛ 1 , and π 1 is a unital * -homomorphism of L(H) into L(Û 1 ). We now prove that π 1 is normal. Let {e i } i∈N be a Hilbert basis for H, Q i be the orthogonal projection onto Ce i , and P n be the orthogonal projection onto span {e i | i ≤ n}. By Lemma 32, to prove that π 1 is normal it is enough to prove that π 1 (P n ) ↑ IÛ
where
, the normality of S and Lemma 29, we then obtain
This relation extends by linearity to all φ, ψ ∈ L(H)⊗K, and, since the sequence {π 1 (P n )} n∈N is norm bounded, by density to all φ, ψ ∈Û 1 . Therefore, we obtain wk*-lim n π 1 (P n ) = IÛ 1 , thus concluding the proof of normality of π 1 . Note that the linear space span {E ⊗ v = π 1 (E)U 1 v | E ∈ L(H), v ∈ K} is dense inÛ 1 by definition, hence, using Lemma 33 withÛ ≡Û 1 and S ≡ U 1 K, we obtain thatÛ 1 is separable.
For C ∈ N , we define a linear operator π 2 (C) on L(H)⊗N⊗K given by
for all E ∈ L(H), A ∈ N , v ∈ K. We claim that π 2 (C) extends to a bounded linear operator onÛ 2 and that π 2 is a unital * -homomorphism of N into
The same argument used for π 1 then shows that π 2 (C) extends to a bounded operator on L(Û 2 ), and π 2 is a unital * -homomorphism of N into L(Û 2 ). We now introduce the following linear map
Clearly, the map G is CP and unital. If {A n } n∈N is an increasing sequence in N such that A n ↑ A, then, for all vectors φ, ψ ∈ L(H)⊗K,
as a consequence of weak*-continuity of S(E * i ⊙ M F j ). Hence, G is normal, and, therefore, we have G ∈ CP 1 (N , L(Û 1 )).
By Lemma 2.2 p. 139 in [21] (or Corollary 10.4.14 in [29] ), separability of U 1 and normality of π 1 imply that there exists a (separable) Hilbert space U such thatÛ 1 = H ⊗ U and π 1 (B) = B ⊗ I U for all B ∈ L(H). We now prove that G(A) ∈ M⊗L(U ) for all A ∈ N , i.e. actually G ∈ CP 1 (N , M⊗L(U )). By Proposition 1.6 p. 184 in [42] and by von Neumann's double commutation theorem (Theorem 3.9 p. 74 in [42] ), it is enough to show that G(A)(B ⊗I U ) = (B ⊗ I U )G(A) for all A ∈ N and B ∈ M ′ . So, for φ, ψ ∈ L(H)⊗K with
where the equality
We conclude with the proof of Eq. (11) . If E ∈ L(H), A ∈ N and v, w ∈ K, then we have, for
Setting U := U 1 , we then obtain Eq. (11) in the special case E = E * ⊙ M E. The equality for generic E ∈ CP(M, L(H)) then follows by Kraus Theorem 8 using normality of S and of the amplification supermap Π U : E → E ⊗ I U . Finally, linearity and Theorem 5 extend the equality to all E ∈ CB(M, L(H)). This concludes the proof of Proposition 34.
We still need another easy auxiliary lemma before coming to the proof of Theorem 18. LEMMA 35. Let K, V be Hilbert spaces, and let S be a linear subspace of K ⊗ V. The following facts are equivalent:
PROOF. Clearly, condition (i) implies (ii) by taking H 0 ≡ C, and condition (iii) implies (i) by taking H ≡ C. We now suppose that condition (ii) holds, and prove (iii). If H is a Hilbert space, letĤ = span
the operatorP commutes with L(H) ⊗ I V , henceP = I H ⊗ P for some orthogonal projection P of V by Proposition 1.6 p. 184 in [42] . Choose a Hilbert basis {e i } i∈I of H 0 , and fix a vector e ∈ H with e = 1. Defining
where the sum converges in the strong sense if #I = ∞. It follows that, for all A ∈ L(K, H 0 ) and v ∈ S,
where convergence of the sum is in the norm topology of H 0 ⊗ V. By density, we conclude I H 0 ⊗ P = I H 0 ⊗V , hence P = I V , i.e.Ĥ = H ⊗ V.
We are now in position to prove Theorem 18.
PROOF. (Proof of Theorem 18) The 'if' part of the statement follows since
are the concatenation and amplification supermaps defined in Propositions 16 and 17, respectively.
Conversely, suppose
. We can assume without restriction that M 1 ⊂ L(H 1 ) for some Hilbert space H 1 . Let ℓ 2 denote the Hilbert space of square-summable sequences, and define an isometry T as follows T :
where e ∈ ℓ 2 is a fixed vector with e = 1. Then, define two deterministic supermaps
given by
and the Hilbert spaces H 1 ⊗ ℓ 2 and K 1 ⊗ ℓ 2 are isomorphic and infinite dimensional, we can apply Proposition 34 to the deterministic supermapS and obtain the existence of a Hilbert space U , an isometry U :
On the other hand, we have
where we set W := ℓ 2 ⊗ U . Now, letĤ 1 be the following closed subspace of
and letP be the orthogonal projection of
there is an orthogonal projection P of W such thatP = I H 1 ⊗ P . Let V = P W, and define the operator V : (12) can be turned into
By Lemma 35 (with S ≡ V K 2 ), we then have
Define the quantum channel
) by the usual continuity and linearity argument. Finally, in order to show that V is an isometry, pick a quantum channel E ∈ CP 1 (M 1 , L(K 1 )), and, since S is deterministic,
This concludes the proof of Theorem 18.
We end the section with the proof of Proposition 20.
PROOF. (Proof of Proposition 20) Define the linear space
and let W : V 0 → V ′ be the linear operator given by
We claim that W is well defined and extends to an isometry W : V → V ′ . As usual, we can assume with no restriction M 1 ⊂ L(H 1 ). Pick then a vector e ∈ H 1 with e = 1. For all u, w ∈ K 1 , define
Thus, W is well defined and isometric, and extends to an isometry W : V → V ′ by density of V 0 in V. For all u ∈ K 1 , v ∈ K 2 and w ∈ V ′ , we have
By the minimality condition (7) and Lemma 35, we have
We finally come to uniqueness of W . Suppose that U : V → V ′ is another isometry such that (
By the minimality condition (7), U = W .
An application of Theorem 18: transforming a quantum measurement into a quantum channel
For simplicity we consider here quantum measurements with a countable set of outcomes, denoted by X. In the algebraic language, a measurement on the quantum system with Hilbert space K 1 and with outcomes in X is described by a quantum channel E ∈ CP 1 (M 1 , L(K 1 )), where M 1 ≡ ℓ ∞ (X) is the von Neumann algebra of the bounded complex functions (i.e. sequences) on X with uniform norm f ∞ := sup i∈X |f i |. The channel E maps the function f ∈ ℓ ∞ (X) into the operator
where each P i is a non-negative operator in L(K 1 ) and i∈X P i = I K 1 . Note that the map i → P i is a normalized positive operator valued measure (POVM) based on the discrete space X and with values in L(K 1 ). Actually, Eq. (13) allows us to identify the convex set of measurements CP 1 (ℓ ∞ (X), L(K 1 )) with the set of all normalized L(K 1 )-valued POVMs on X. 1 The probability of obtaining the outcome i ∈ X when the measurement is performed on a system prepared in the quantum state ρ ∈ T (K 1 ) (ρ ≥ 0, tr (ρ) = 1) is given by the Born rule
and the expectation value of the function f ∈ ℓ ∞ (X) with respect to the probability distribution p is given by
The above equation allows us to interpret the channel E as an operator valued expectation (see e.g. [19] ). Now, consider the deterministic supermaps sending quantum measurements in the set CP(
where M 2 ≡ L(H 2 ). Our dilation Theorem 18 (in the predual form of Remark 25) states that every deterministic supermap S :
where V is a Hilbert space, V : K 2 → K 1 ⊗ V an isometry and F ∈ CP 1 (L(H 2 ), ℓ ∞ (X)⊗L(V)) a quantum channel. In our case, we have the identification
Indeed, by commutativity of ℓ ∞ (X) the set CP1(ℓ ∞ (X), L(K1)) coincides with the set of all normalized weak*-continuous positive maps from ℓ ∞ (X) into L(K1) (Theorem 3.11 in [36] ). The latter set is just the set of all normalized L(K1)-valued POVMs on X, the identification being the one given in Eq. (13) .
where ℓ ∞ (X; L(V)) is the von Neumann algebra of the bounded L(V)-valued functions on X. Its predual space is
i.e. the space of norm-summable sequences with index in X and values in the Banach space of the trace class operators on V (see Theorem 1.22.13 in [38] ). In the Schrödinger picture, the channel F * can be realized by first reading the classical information carried by the system with algebra ℓ ∞ (X) and, conditionally to the value i ∈ X, by performing the quantum channel
where δ i σ ∈ ℓ 1 (X; T (V)) is the sequence (δ i σ) k = δ ik σ ∀k ∈ X, δ ik being the Kronecker delta. Hence, Eq. (14) can be rewritten as
In other words, Theorem 18 states that the most general transformation of a quantum measurement on K 1 into a quantum channel from states on K 2 to states on H 2 can be realized by 1. applying an invertible dynamics (the isometry V ) that transforms the input system K 2 into the composite system K 1 ⊗ V, where V is an ancillary system; 2. performing the given measurement (E * , in the predual picture) on K 1 , thus obtaining the outcome i ∈ X;
3. conditionally to the outcome i ∈ X, applying a physical transformation (the channel F i * ) on the ancillary system V, thus converting it into the output system H 2 .
Radon-Nikodym derivatives of supermaps
The dilation theorem for deterministic supermaps will be generalized here to probabilistic supermaps. In this case, the following theorem provides an analog of the Radon-Nikodym theorem for CP maps (compare with [1, 3] , and see also [37] for the particular case of quantum operations).
THEOREM 36. (Radon-Nikodym theorem for supermaps) Suppose that S is a deterministic supermap in
PROOF. Without loss of generality, let us suppose M 1 ⊂ L(H 1 ) for some suitable Hilbert space H 1 . Hence, we can regard the quantum channel F as an element in CP 1 (M 2 , L(H 1 ⊗ V)). Consider the Stinespring dilation of the channel F, given by
where U : H 1 ⊗ V → U is an isometry, U is a separable Hilbert space, and π : M 2 → L(U ) is a normal unital * -homomorphism (see e.g. Theorem 2.1 p. 137 of [21] ). In particular, we can take the minimal Stinespring dilation, which satisfies the relation
Let us define the dense subset U 0 ⊂ U as
where H 0 is the following dense subset of
(see Eq. (7) and Lemma 35 for the proof that H 0 is dense in H 1 ⊗ V). We now introduce a positive sesquilinear form ·, · 0 on U 0 , which we will briefly see that is bounded and thus can be extended by continuity to a form on
We claim that ·, · 0 is a well defined positive and bounded sesquilinear form on U 0 . In order to show this, it is enough to prove that
Indeed, the first inequality is clear from Lemma 31. For the second, again by Lemma 31 we have, for φ =
This concludes the proof of our claim. We continue to denote by ·, · 0 the previous form extended by continuity to the whole space U . Then, there exists a bounded operator C ∈ L(U ), with 0 ≤ C ≤ I U , such that
Note that C commutes with the von Neumann algebra
By density and the polarization identity we then obtain Cπ(A) = π(A)C for all A ∈ M 2 .
We are now ready to define the map G ∈ CP(M 2 , L(H 1 ⊗ V)) as
Since v, w ∈ K 2 are arbitrary, we just proved the relation
for all E, F ∈ L(K 1 , H 1 ) and A ∈ M 2 . Eq. (17) allows us to prove that the range of the map
where the equality H 1 ) ; Eq. (15) for all E ∈ CB(M 1 , L(K 1 )) then follows by linearity and normality of T and Theorems 5 and 8.
Note that Eq. (15) determines G uniquely: if
) is a map satisfying Eq. (15), then for a generic element u ∈ H 0 , written as
which, by polarization identity and by density of H 0 , implies G ′ (A) = G(A) for every A ∈ M 2 , and therefore G ′ = G.
To conclude we prove that the map G has the property G F:
I Mπ, L(U ) being item (4) of Proposition 6. DEFINITION 37. In Theorem 36, the CP map G ∈ CP(M 2 , M 1⊗ L(V)) defined by Eq. (15) is the Radon-Nikodym derivative of the supermap T with respect to S.
REMARK 38. Note that the validity of Theorem 36 can be trivially extended to quantum supermaps that are bounded by positive multiples of deterministic supermaps, i.e. to supermaps T such that T ≪ λS for some positive λ ∈ R and some deterministic supermap S.
Superinstruments
Here we apply the Radon-Nikodym theorem proven in the previous section to the study of quantum superinstruments. Quantum superinstruments describe measurement processes where the measured object is not a quantum system, as in ordinary instruments, but rather a quantum device. While ordinary quantum instruments are defined as probability measures with values in the set of quantum operations (see [22] , and also [21] for a more complete exposition), quantum superinstruments are defined as probability measures with values in the set of quantum supermaps. DEFINITION 39. Let Ω be a measurable space with σ-algebra σ(Ω) and let S be a map from
We say that S is a quantum superinstrument if it satisfies the following properties:
, where if n = ∞ convergence of the series is understood in the following sense:
We will briefly see that every quantum superinstrument is associated to an ordinary quantum instrument in a unique way. Before giving the precise statement, we recall the notion of quantum instrument, which is central in the statistical description of quantum measurements: N ) is a quantum instrument if it satisfies the following properties:
We then have the following dilation theorem for quantum superinstruments. By uniqueness of the Radon-Nikodym derivative we then conclude G ∞ = J B .
The physical interpretation of the dilation of quantum superinstruments is clear in the Schrödinger picture. Indeed, taking the predual of Eq. (18), we have for all ρ ∈ T (K 2 ) and E ∈ CB(M 1 , L(K 1 ))
This means that the system with Hilbert space K 2 (initially prepared in the quantum state ρ) undergoes an invertible evolution, given by the isometry V , that transforms it into the composite system with Hlbert space K 1 ⊗ V; then the system with Hilbert space K 1 is transformed by means of the quantum channel E * , while nothing is done on the ancilla; finally, the quantum measurement described by the instrument J * is performed jointly on the system and ancilla.
Application of Theorem 41: Measuring a measurement
Suppose that we want to characterize some property of a quantum measuring device on a system with Hilbert space K 1 : For example, we may have a device performing a projective measurement on an unknown orthonormal basis, and we may want to find out the basis. In this case the set of possible answers to our question is thus the set of all orthonormal bases. In a more abstract setting, the possible outcomes will constitute a measure space Ω with σ-algebra σ(Ω). This includes also the case of full tomography of the measuring device [20, 24, 32, 33] , in which the outcomes in Ω label all possible measuring devices. The mathematical object describing our task will be a superinstrument taking the given measurement as input and yielding an outcome in the set B ∈ σ(Ω) with some probability. In the algebraic framework, we will describe the input measurement as a quantum channel E ∈ CP(M 1 , L(K 1 )), where M 1 ≡ ℓ ∞ (X) is the algebra of the complex bounded functions on X (see the discussion in Section 4.1.).
Outcome statistics for a measurement on a measuring device
If we only care about the outcomes in Ω and their statistical distribution, then the output of the superinstrument will be trivial, that is M 2 ≡ L(K 2 ) ≡ C. In this case, Theorem 41 states that every superinstrument S : σ(Ω) → SCP (ℓ ∞ (X), L(K 1 ); C, C) will be of the form
where V is an ancillary Hilbert space, v ∈ K 1 ⊗ V is a unit vector, and J : σ(Ω) → CP(C, ℓ ∞ (X)⊗L(V)) ≃ ℓ ∞ (X; L(V)) + is just a weak*-countably additive positive measure on Ω with values in ℓ ∞ (X; L(V)), satisfying (J Ω ) i = I V ∀i ∈ X. Note that in this case each supermap S B is actually a linear map S B : CB(ℓ ∞ (X), L(K 1 )) → C, and, if E is a quantum channel, the map B → S B (E) is a probability measure on Ω. In the Schrödinger picture
where ω v is the state in T (K 1 ⊗ V) given by ω v (A) := v, Av ∀A ∈ L(K 1 ⊗ V). Note that J B * : ℓ 1 (X; T (V)) → C. Thus, if for all i ∈ X we define the following normalized L(V)-valued POVM on Ω: which shows that, conditionally on the outcome i ∈ X, we just perform a measurement with POVM Q i on the states in T (V). In other words, Theorem 41 claims that the most general way to extract information about a measuring device on system K 1 consists in 1. preparing a pure bipartite state ω v in K 1 ⊗ V;
2. performing the given measurement E on K 1 , thus obtaining the outcome i ∈ X;
3. conditionally on the outcome i ∈ X, performing a measurement (the POVM Q i ) on the ancillary system V, thus obtaining an outcome in Ω.
Note that the choice of the POVM Q i depends in general on the outcome of the first measurement E.
Tranformations of measuring devices induced by a higherorder measurement
In a quantum measurement it is often interesting to consider not only the statistics of the outcomes, but also how the measured object changes due to the measurement process. For example, in the case of ordinary quantum measurements, one is interested in studying the state reduction due to the occurrence of particular measurement outcomes. We can ask the same question in the case of higher-order measurements on quantum devices: for example, we can imagine a measurement process where a measuring device is tested, and, due to the test, is transformed into a new measuring device. This situation is described mathematically by a quantum superinstrument with outcomes in an outcome set Ω, sending measurements in CP(M 1 , L(K 1 )) to measurements in CP(M 2 , L(K 2 )), where M 1 ≡ ℓ ∞ (X) and M 2 ≡ ℓ ∞ (Y ) for some countable sets X and Y . In this case, it follows from Theorem 41 that every superinstrument S :
