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Critical governmental information systems are governmental information 
systems used by the administration to retain information and provide services 
that enable and safeguard the lives, well-being and security of citizens. These 
include public healthcare information systems, electronic voting systems, and 
border control information systems with biometric registers. As the ongoing 
digitalisation of our society advances, our dependence on information 
systems, their functionality and security continues to grow and the quality of 
work done with them increasingly intertwines with the daily lives of citizens. 
However, it has long been evident that IT projects in public administration are 
failing. Governmental information system projects often end up being 
astronomically expensive, unreasonably ineffective and ethically 
unsustainable. Therefore, much more attention should be paid to the 
procurement process for these systems. 
The reasons for these problems are manifold. Often, simple political 
motivations and appeal to, among other things, national pride, are a simple 
way for politicians to attain support. The creation of large-scale system 
entities favours large-scale private-sector actors specialised on governmental 
information systems. These companies’ impact on society’s decision-making 
and operations should not be underrated. However, the lack of understanding 
of technology and socio-technical problems and the structure of the 
digitalisation in society are likely to be the biggest problems in procuring 
these systems. It must be understood that organisational behaviour changes 
when its information systems are changed - including the ethical basis. 
To develop efficient, economical and ethical governmental information 
systems, a holistic approach is required. The ability to make decisions that 
take into account the needs and requirements of the citizens, employees, 
system vendors, and society at large in an ethically sustainable way is 
required. It should be noted that the decision makers, payers, suppliers, and 
the targets of the use are often different parties with their own desires, goals, 
and objectives. It is necessary to understand the functioning of the technology 
and its potential, but also to address the limitations of technology and 
potential threats created by it. The security required for these systems should 
not be diminished. 
This dissertation is framed in the light of Ovid’s telling of the myth of 
Daedalus and Icarus and through the framework for Aristotle's virtue ethics to 
examine the responsibility of governmental information system procurement, 
the role of responsible actors in society, and their required capabilities. The 
dissertation demonstrates that the current approach in many situations, the 
Icarian method, whereby persons committed their lives to the virtue of 
scientific knowledge are dismissed on discussion and decision-making in a 
way that is economically, effectively and ethically unsustainable. The 
antithesis for this, the Daedalus effect, represents a desirable state where 
decision-making is guided by caution, as well as by scientific and ethical 
inspiration. The dissertation proposes that critical governmental information 
systems should be guided by a prominent actor cultivated to the virtue of 
holistic scientific wisdom.  
 
TIIVISTELMÄ 
Julkishallinnon kriittiset tietojärjestelmät ovat tietojärjestelmiä, joita hallinto 
käyttää säilyttämään tietoa sekä tuottamaan kansalaisten henkeä, hyvinvointia 
ja turvallisuutta mahdollistavia palveluita. Näihin järjestelmiin lukeutuvat 
muun muassa julkisen terveydenhuollon tietojärjestelmät, sähköiset 
äänestysjärjestelmät sekä rajavalvonnan tietojärjestelmät biometrisine 
tunnisterekistereineen. Yhteiskunnan digitalisoituessa riippuvuutemme tieto-
järjestelmistä sekä niiden toimivuudesta ja turvallisuudesta jatkaa 
kasvamistaan ja näiden järjestelmien avulla suoritetun työn laatu on yhä 
tiukemmassa vuorovaikutussuhteessa kansalaisten jokapäiväiseen elämään. 
On kuitenkin ollut ilmiselvää jo pitkään, että julkishallinnon IT-hankkeet 
epäonnistuvat taajaan. Julkishallinnon tietojärjestelmähankkeet ovat usein 
tähtitieteellisen kalliita, kohtuuttoman tehottomia ja eettisesti kestämättömiä. 
Siksi näiden järjestelmien hankintaprosessiin olisi syytä kiinnittää nykyistä 
selvästi enemmän huomiota. 
Syyt näihin ongelmiin ovat moninaiset. Usein jo yksinkertaiset poliittiset 
motivaatiot sekä vetoaminen muun muassa kansalliseen ylpeyteen ovat 
poliitikolle yksinkertainen keino saavuttaa kannatusta. Suurikokoisten 
järjestelmäkokonaisuuksien tekeminen suosii julkishallinnon 
järjestelmähankintoihin keskittyneitä suuryrityksiä, joiden vaikutusta 
yhteiskunnalliseen päätöksentekoon ja toimintaan ei sovi väheksyä. Kuitenkin 
ymmärtämättömyys teknologiasta ja sosio-teknisistä ongelmista sekä digitali-
soituvan yhteiskunnan rakenteista lienee suurimpia ongelmia järjestelmien 
hankinnassa. On otettava huomioon, että yhteisön toiminta muuttuu, kun sen 
tietojärjestelmiä muutetaan – myös eettisen toiminnan osalta. 
Luodaksemme tehokkaita, taloudellisia ja eettisesti kestäviä 
tietojärjestelmiä julkishallinnon käyttöön on asiaa lähestyttävä 
kokonaisvaltaisesti. On osattava tehdä päätöksiä, joissa otetaan huomioon 
kansalaisten, työntekijöiden, järjestelmien toimittajien sekä yhteiskunnan 
tarpeet ja vaatimukset eettisesti kestävällä tavalla. On huomattava, että 
päättäjä, maksaja, toimittaja ja käytön kohde ovat kovin usein eri tahoja 
omine toiveineen, tavoitteineen ja päämäärineen. On ymmärrettävä 
teknologian toiminta ja sen luomat mahdollisuudet mutta myös käsitettävä 
teknologian rajoitukset ja sen luomat uhat. Myöskään tietoturvan tarvetta 
näiden järjestelmien kohdalla ei sovi vähätellä. 
Väitöskirjassa käsitellään Ovidiuksen kertoman Daedaluksen ja Ikaroksen 
myytin kautta Aristoteelisen hyve-etiikan viitekehyksessä julkishallinnon 
tietojärjestelmätilausten vastuuta sekä vastuuhenkilöitä, vastuuhenkilöiden 
asemaa yhteiskunnassa ja heiltä vaadittavia kykyjä. Väitöskirjassa osoitetaan, 
että monessa tilanteessa esiintyvä julkishallinnon toimintatapa, Ikaroslainen 
metodi, jossa tiedon hyveillä varustautuneet henkilöt sivutetaan keskustelusta 
ja päätöksenteosta on niin taloudellisesti, tehokkuudellisesti kuin eettisestikin 
kestämätön toimintatapa. Tämän vastavoima, Daedalus-efekti, taas edustaa 
tavoitetilaa, jossa päätöksentekoa ohjaavat varovaisuus sekä tieteen ja 
moraalifilosofian inspiroima toiminta. Väitöskirjassa esitetään, että 
julkishallinnon tietojärjestelmätoimintaa pitäisi ohjata laaja-alaisen tieteellisen 
viisauden hyveen kultivoinut näkyvä toimija.  
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Digitalisation is an ongoing phenomenon. We can compare this digital 
revolution to the industrial revolution in regard to changes in work, 
productivity, economics, security, well-being, and the realisation of 
possibilities. As work and the economy change, the demands brought for 
those working, dividing those who can adjust to digitalisation from those who 
cannot. Because productivity is tied more and more to automatisation, humans 
are left only the tasks that machines cannot yet do as cheap as humans 
(European Economic and Social Committee, 2017, pp. 11–14). 
At best, this transformation leads to more and more people contributing to 
the well-being of everyone, yet the possibility for dystopias, such as those 
suggested by Huxley or Orwell, are still present. When society allows 
automatization more power over personal information, the citizens empower 
the government with their detailed personal information, responsibility for our 
security and safety, tasks to keep us healthy, and more possibilities to use the 
aforementioned information and tasks against them. That is, the citizens may 
become more reliant on the government, not vice versa, giving the 
government increased power over their citizens thus lessening the citizens’ 
power over their own life. 
These information systems controlling our society are not actors 
themselves but mere tools for someone. In the context of this thesis these 
actors are the government and its citizens. These systems pose a threat 
because, whoever controls them, controls the information flow in society, that 
is the citizens (i.e. the individuals) and the societal infrastructure, and, 
therefore, controls the society (i.e. the citizens and the infrastructure around 
them). Thus when these systems are paid for by the society, acquired or 
implemented by the government and forced to be used by the government (i.e. 
the entity consisting on politicians and officials who govern the society, 
usually divided to different offices, and in the end, to the government officials 
as individuals), the control over society is also given to the government. This 
of course does not mean that there is – necessarily – one person controlling 
over the citizens with the CGISs, but to analyse in a larger scheme of things 
where the balance of power is moving between the those who govern and 
those who are governed. When the citizens give this control to the 
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government, who guards the government to see that these systems are used for 
the benefit of the citizens? Or as Juvenal (6.O29-34) posed, “But who is to 
guard the guards themselves?”  
The process of developing government information systems should be as 
open as possible and the responsibilities for using them should be clearly 
defined. This thesis focuses on government-controlled information systems, 
referred to as critical governmental information systems (CGIS). These 
systems are critical to holding the information and implementing functions 
that protect the lives, security, and well-being of citizens. Examples of these 
systems include eHealth, eDemocracy, police databases, and information 
security systems, such as physical access rights to paper archives (Heimo et 
al., 2013). 
This study is a theoretical analysis of critical governmental information 
systems that are made to serve and protect the society. The study concludes 
that Aristotelian virtue ethics are an effective way to analyse the virtues that 
are required for the procurement process of the efficient, economical, and 
ethical CGISs. As the resources are limited, the members of society, the 
individuals, should be the utmost priority in regard to their lives, security, and 
well-being. To understand this we must monitor the development of digital 
infrastructures – especially how to monitor the digital-age government. 
Vartiainen, Heimo, and Kimppa (2016) describe an increased concern about, 
and frustration toward, the development of governmental information systems 
(GIS). In their study of Finnish information technology (IT) specialists, the 
specialists reported frustrations from observing unethical procurement and 
development practices. For example, they reported procurement issues that 
included mandatory lying and biased selection of providers. On the 
development side, they reported poor quality of work and services, and higher 
fees that were charged by the contractors from the government as a result of 
intentionally increasing the amount of work. According to Vartiainen et al., 
the underlying reasons for bad client-vendor relationships should be 
considered to even start improving the systems. Responsibility in the public 
sector information systems lies with the governmental office (2016; see also 
Heimo, Koskinen, and Kimppa, 2013). 
Laws and regulations directly mandate the activities of government 
offices, giving them different motivations from private organisations. 
Vartiainen et al. (2016) found in their survey that the relationship between a 
developer of an information system (IS) and a government office was missing 
critical factors (e.g. trust into the procurement process and trust to the 
functionality of these systems) that are required for IT specialists to be 
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satisfied. Their research showed that governments should choose the best 
vendor for procurement and development based only on the technology that is 
needed. However, the IT specialists claimed that developers are chosen 
unethically and that the procurement, development, and management 
processes have major problems. 
This thesis is focuses on Ethics, the study of morals, morality – everyday 
morals (Feldman, 1978), form IT-ethics perspective (formerly known as 
computer ethics). It differs from information ethics perspective (see e.g. 
Floridi, 2010, pp. 39–48) by not focusing on the information but bringing the 
technology and society to the focal points for a more holistic approach. IT-
ethics is a part of ethics of technology (or technology ethics) but with a more 
social twist as IT has become an indistinguishable part of modern society and 
its’ functions. 
IT ethics is a branch of philosophy focused on ethical issues in IT, with a 
strong connection to IT, sociology, economics, psychology, and other relevant 
sciences; it might also be a branch of IT with a strong connection to 
philosophy, especially ethics. The American Engineers Council for 
Professional Development first addressed the ethical issues with computer 
science and technology in 1966. The Association for Computing Machinery 
(ACM) adopted their ethics as a set of guidelines for professional conduct.1 
Early in the field of computer ethics, the issues of concern were unauthorized 
use of services and information, information ownership, responsibility and 
intimidation, and deception done with computers (Parker, 1979). 
According to Moor (1985), computer ethics is “the analysis of the nature 
and social impact of computer technology and the corresponding formulation 
and justification of policies for the ethical use of such technology.” Moor 
focused on solving the problems where “computer technology essentially was 
involved” and “there was uncertainty about what to do and even about how to 
understand the situation.” Weckert and Adeney (1997) point out that 
computer ethics should concern both IT professionals and society as a whole.  
The dynamic and complex field of IT ethics must consider the 
relationships among facts, conceptualizations, policies, and values (Moor, 
1985). The characteristic features of IT ethics use a descriptive reality of 
technology, especially for IT, to raise issues about the state and direction of 
society’s digitalisation process and derive judgements for these policies 
through normative ethics. Johnson (2001) argues that the policy requirements 
                                                 
1 More on the subject: https://inroads.acm.org/article.cfm?aid=3204466  
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and the lack of policies are the ethical part of Moor’s description in computer 
ethics. Johnson (pp. vii – viii) also states that technology should follow ethics, 
not vice versa, at least in some situations. 
Also characteristic for IT ethics is that studies are only a quick peek into a 
larger issue from the point of technology and normative ethics. Often, the 
result leads to fractilised studies made in IT ethics. Although most of the 
scientists in the field generally agree upon the same issues (e.g. it is unethical 
to produce IS which endanger people’s lives because of one’s own financial 
gain), the bigger picture is hard to gather and combine from the small 
different pieces of research from the multitude, some of them being in 
contradiction with each other. Therefore it can be argued that the field of 
study is a sum of these pieces and one general theory of IT ethics does not 
exist. Nonetheless, IT ethics does not usually produce a fixed set of rules but 
rather a set of skills and tools to evaluate the nature of the IT that is used and a 
general theory of IT ethics could easily interfere with this. From a 
philosophical perspective, IT ethics produces concepts to understand the 
science; it provides tools and policies for the science to understand the 
philosophy, yet being a discipline on its own right (Moor, 1985). Ess (2009) 
describes ethical thinking as an important skill for making well-informed 
judgements, which Socrates and Aristotle referred to as phronesis or practical 
wisdom. This practical wisdom is needed when facing new situations, 
including the challenges of digitalisation. 
Some excellent IT ethics guides (see e.g. Stamatellos, 2007), where the 
writers are philosophers themselves, give only descriptions of the setting and 
the questions without answers. The writers might have done this because they 
did not have concrete answers, which is probable, or perhaps they wanted to 
be more pedagogical? Nonetheless, when the discourse aims to entertain the 
mind and make an impact on society, the great majority requires answers, not 
riddles. 
IT ethics is the scientific offspring of early science fiction literature. For 
example, Shelley’s Frankenstein, Huxley’s Brave New World, Lovecraft’s 
Herbert West—Reanimator, and Orwell’s 1984, provided warnings for the 
scientific community and society about the problems of science without 
ethics. Luckily, today’s scientists do not have to use mere fiction but also 
have tools provided by science to tackle with these issues, although fiction 
remains a good tool for teaching IT ethics. The field of IT ethics has filled this 
gap with both philosophical deduction and scientific method. However, the 
relationship with IT ethics to early science fiction is a general style of 
narrative in IT ethics, where the phenomena of technology is criticized with 
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both dystopia-like narrative structures and clear warnings to both the scientific 
community and society. 
The problem with IT ethics often occurs with timelines. It is easy to focus 
on a phenomenon, for example, automation and artificial intelligence (AI) 
(e.g. automated stock markets) and combine (or confuse?) it with science 
fiction (e.g. robots that walk and talk like humans), which might not be 
probable for the next two decades. To clarify, the timelines of these two 
aforementioned AI-related cases do not match and thus when discussing 
around these current and futuristic issues a timeline must always be clarified 
and described. The descriptive state of technology as described in this thesis is 
based on current affairs or what is happening in the next couple of years. 
As mentioned earlier, the field of IT ethics suffers from fractalisation and a 
lack of cohesion. Several scientific works give instructions (e.g., Johnson, 
2001; Duquenoy, Jones, and Blundell, 2008; Stahl et al., 2014) on what to do 
and how to act in complex ethical situations. However, some published works 
on this topic describe a problem and treat the solution as so obvious or trivial 
that the researcher should not address it (cf. most ETHICOMP or CEPE 
conference proceedings), which is not usually the case in a real environment. 
As digitalisation advances, those citizens or groups who oppose it must 
provide reasons not to digitalise and present alternatives and guidelines on 
what to do–in contradiction to traditional burden of proof. For example, 
opposition to a specific advance in digitalisation might be due to its expected 
cost-benefit ratio.  
The implementation of technology also includes problems that concern 
society as a whole because technology can be used to diminish, disregard, and 
dismiss certain groups and individuals. We need ideas to make the 
information age work for the benefit of society and the individuals. 
This thesis is written with the aim to provide answers and ideas to use 
technology to do good. It consists of traditional IT ethics articles that critique 
certain aspects of the digitalisation phenomenon. It is also based on articles 
that describe problems in-depth and that give ideas and advice on how to 
possibly correct the problems. This thesis is highly theoretical because 
empirical studies from the field give light only to mores, or opinions of the 
people, rather than the ethical justifications for the phenomena (e.g., see 
Vartiainen et al., 2016). Also, proper empirical studies with CGIS require a 
nation state, such as Uruguay, to conduct tests on how the theory works in 
practice and several nations to conduct A/B testing, that is, simultaneous tests 
between two or more countries. 
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The thesis aims to avoid certain philosophical “razors”; the hypothesis of 
this thesis were selected that has the fewest assumptions but is not always 
open for empirical testing, only philosophical testing (Wigosky, 2004, pp. 30 
– 32). It dismisses statements with no evidence by arguments with no 
evidence (Hitchens, 2007). It does not attribute malice when the situation can 
be adequately explained with ignorance (Wigosky, 2004, pp. 30 – 32) and by 
stating only something that can be falsified (Popper, 1959), yet with the power 
of deduction due to the theoretical framework.  
To emphasise, the goal of this thesis is not to declare all CGISs as 
inherently bad nor is it to criticise governments, information systems, or 
technology. This thesis highlights both malpractices and the tools and 
methods that might help solve such problems that have arisen with the 
technology positive attitude towards rapid digitalisation during the said 
digitalisation. Although much of the research focuses on Finland, the 
problems, values, and solutions can be applied to governments around the 
world. 
This thesis focuses on the current situation and problems with CGIS and 
presents possible directions and guidelines on how to improve them. It 
includes the following terms: 
 eVoting refers to casting and counting votes with, or aided by, 
electronic devices during the voting process. The focus is on 
elections that are “important enough” in regional, national, or 
international level and thus not concerned with, for example, 
student union elections or Internet polls.  
 Biometric passports refers to travel documents, which, in addition 
to normal passport information, contain additional machine-
readable biometric data about the person they are issued to.  
 eHealth refers to healthcare practices that are supported by 
electronic processes, communication, or devices. It also refers to 
the digitalisation and upgrading and upkeep of digital healthcare 
information systems. 
Starting in Chapter 2, this thesis focuses on the terminology and 
philosophy regarding critical governmental information systems. As shown 
later in the thesis, terminology is not just a tool to communicate but is needed 
to enable meaningful discussion about the subject (e.g., see Rantanen and 
Heimo, 2014). Chapter 3 presents several examples that show how different 
processes surrounding CGISs are handled. They include examples of system 
failures and poor system designs in addition to examples of issues 
surrounding ongoing pre-procurement CGIS. Chapter 4 explains possible 
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solutions to the problems from Chapter 3 based on a wide range of analysis 
and discussion.  
Finally, Chapter 5 outlines requirements for CGIS procurement, through a 
virtue ethics-based analysis. In this chapter a discussion through Aristotelian 
virtue ethics the procurement process of the efficient, economical, and ethical 
CGISs could be procured by the lead of Archons, philosopher-scientiests 
proficient in the field of required sciences, skill, and knowledge required to 
guide us through these vast socio-technical challenges. 
As mentioned earlier, IT ethics has a strong connection to science fiction. 
Therefore, during this thesis, we follow the tale of Icarus and Daedalus 
(Metamorphoses 8), a science fiction epic from ancient Greece written by 
Publius Ovidius Naso (also known as Ovid), who wrote the Metamorphoses 
series. As these narratives go hand-in-hand, they show how the development 
and adaptation of technology still follows this ancient Greek poem, where 
hasty adoption and adaptation of technology causes misfortune to those who 













Meanwhile Daedalus, hating Crete, and his long exile, and filled with 
a desire to stand on his native soil, was imprisoned by the waves. “He 
may thwart our escape by land or sea” he said “but the sky is surely 
open to us: we will go that way: Minos rules everything but he does 
not rule the heavens.”  
—Metamorphoses 8 by Ovid 
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2 CRITICAL GOVERNMENTAL  
INFORMATION SYSTEMS 
A critical governmental information system is an information system that is 
provided by the government and differs from other government information 
systems, e.g. government websites, due its critical nature: its failure can 
cause endangerment or loss of something valuable to society, such as life, 
health, democratic process, or security. Heimo et al., (2013) define CGIS as 
follows: 
 
A critical governmental information system (CGIS), by 
definition, is an information system developed for governmental 
needs including data or functionality which is critical in nature to 
the security or wellbeing of individuals or the society as whole. It 
is a system where something invaluable can easily be 
compromised. These kinds of systems include eHealth, 
eDemocracy, police databases and some information security 
systems e.g. physical access [rights] control. 
 
To emphasise, CGISs are by nature more vulnerable to different kinds of 
threats from user error to malicious activity and the consequences when these 
threats actualise are dire due to the nature of information and functionalities 
they are entrusted with. The easiness in this context does not refer to the 
amount of effort required to compromise (hopefully vice versa) but rather the 
easiness to compromise security, safety, and wellbeing via poor procurement, 
design, implementation, and upkeep decisions. Thus CGISs require more 
meticulous approach in their lifecycle of the said type of ISs compared to 
other ISs.  
CGISs serve and secure the critical functions that are required for a 
modern society to function properly and to maintain the required level of 
safety for its citizens to live their lives without excess fear. The government 
can outsource some of the critical services (e.g., passport control) to a third-
party supplier the system still being a governmental system. 
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In an ideal situation, CGISs play a major role in modern society by 
providing the primary digital infrastructure that helps society to function 
efficiently and without interference. In practice CGISs due to system 
vulnerabilities often predispose a society to various social and technical 
attacks and abuses that diminish the security of the society. The power to 
determine the kind of CGISs that are introduced or used implicitly include the 
power to determine how to manage society. These decisions address many 
questions, for example: (a) are the health services a public or private domain 
(i.e. is healthcare paid by the government), (b) who can read patients’ medical 
data, (c) who can apply for certain jobs, and (d) who is driving their own 
private vehicles, when are they driving, and where are they driving to (i.e. 
vehicle surveillance). The digital decisions of the society lead to possibilities 
of building “digital platforms” over the formerly analogue society. Society 
must limit the information system and imbue it with its inherent values, not 
vice versa. 
Any digital platform transforms to a CGIS when sensitive information 
about the society or its’ members are included in the system. This information 
can include healthcare data, locations, timestamps, biometrics, voting 
behaviour, or personal connections and desires. A CGIS can contain 
information and even fragments of information that, when mined, can be 
harmful to the individuals or society and therefore, must be protected by 
society – and by the government. 
To protect these kinds of data, it would be ideal not to collect it at all. For 
example, in Germany, the legislature found that the national biometric 
database contradicted the rights of informational self-determination that were 
provided by the German constitution (Hornung, 2007, p. 256). On the other 
hand, in some situations data must be collected for the sake of a person, their 
identity, their safety, or their well-being, and in some cases for the sake of 
others. These situations bring to mind yet another problem. Because the 
information must be accessed by some and not by others, who gets access to 
it? 
In this digital age, a lot of personal information is given to – or collected 
by – various commercial actors. Legislation limits the legal possibilities of 
how to use this data, which is an issue that is not enforced all the time because 
of local and international legislation. However, the governments, which 
follow different legislation concerning information gathering, have not stood 
idly by with the development of digitalisation and information sharing (e.g., 
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see BBC, 2010; Fildes, 2010; Langner, 2010; Schneier, 2010; F-Secure, 2011; 
Sanger, 2012; Heimo and Kimppa, 2013; Hakkala, Heimo, Hyrynsalmi, and 
Kimppa, 2017). Moreover, after Edward Snowden’s revelations2 in 2014, 
governments around the world have decided to arm themselves with cyber 
capabilities (i.e. capabilities of waging war in cyberspace), with budgets 
higher than ever (Hyppönen, 2017). These revelations give a glimpse on how 
widespread the digital warfare armament phenomenon was. The current 
situation remains a mystery and thus it is hard for an individual – even for a 
scientist – to know what information concerning them is stored and by whom 
– and how do the governments store, share, and (ab)use the information they 
have gathered to their systems.  
It is important to understand that these systems are CGISs. They are made 
by the government for the government, but hopefully at least in Western 
democracies for the citizens. The data stored to the servers include various 
personal and private data about both citizens and foreign people and can be 
used against them if a need arises. One could question should a government 
have that kind of power over their citizens. 
Many CGISs are provided as the only system for a citizen to use, such as 
for passport processing, and thus “monopolized” by the government for a 
reason3. CGISs and governmental information databases at large can create 
problems with the government-citizen relationship because of the increased 
possibility for governmental control and surveillance (Heimo et. al., 2012). 
Even though it is ethically justified for the government to monopolize some of 
the functions in society, e.g. military or border security, the government 
should not have this level of power without accountability. 
Private sector functions, such as electric networks, mobile networks, bank 
systems, and Internet services, are critical for society in the same ways as 
CGISs. However, the economic philosophy is different. That is, they are 
regulated by the government and paid for by customers in exchange for 
services, but have profits that go shareholders. In comparison with critical 
private sector information systems, CGISs have two clear differences: (a) they 
are provided by the government and, therefore, paid for by the citizens to 
                                                 
2 See e.g. https://www.theguardian.com/world/interactive/2013/nov/01/snowden-nsa-files-
surveillance-revelations-decoded 
3 In this context, made something a government monopoly, e.g. having a military is a 
common government monopoly. 
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serve them, and (b) the government usually monopolizes them. This does not 
mean that the electric or mobile networks could not be a CGIS if governments 
choose to provide them to their citizens. Rather, the distinction is about who 
provides these services. In any case, society requires critical information 
systems. The difference is whether the government regulates them or the 
government has direct control over them. Competition provides a possible 
sanction against serious malfeasance, but government actors can enforce a 
monopoly that protects them from consequences. 
All publicly held and many if not most private companies and corporations 
have only one purpose: to generate a profit to their shareholders (unless 
otherwise specified). For example, banks serve their shareholders by making 
systems secure enough. The assumption is that some of the money is lost with 
the process, but a lower level of security is more advantageous in the means 
of creating more capital (Fairweather & Rogerson, 2002). This, of course, 
reflects on responsibility.  
Usually a company constructs a network of responsibility between 
employees and management and between management and shareholders. If 
the shareholders best interests are to serve the customer with a functional and 
usable information system, management and employees are responsible for 
creating and maintaining that system. The customer can choose whether to use 
the system and whether to pay the company. To maintain the quality in 
eGovernment systems, a network of interest and responsibility must be built. 
Later, this thesis explains the field of responsibility and the improvements that 
are related to it. 
Poor eGovernment solutions have even resulted in the loss of lives. One of 
the most classic examples is when the whole emergency healthcare system in 
London, England, went down because of the IS. Ambulances were sent to 
wrong sites causing several deaths and injuries (Avison & Torkzadeh, 2008, 
pp. 292 – 293)4. Also, numerous eVoting solutions worldwide have resulted in 
elections that were compromised numerous times (Mercuri, 2001, pp. 13 – 20; 
Heimo, Fairweather, & Kimppa, 2010; Robison, 2010; Heimo, Kimppa, and 
Nurminen 2014).  
                                                 




By the description alone, functioning CGISs are a necessity for 
governments and their people as a value of life, well-being and security. The 











So saying he applied his thought to new invention and altered the 
natural order of things. He laid down lines of feathers, beginning with 
the smallest, following the shorter with longer ones, so that you might 
think they had grown like that, on a slant. Then he fastened them 
together with thread at the middle, and bees’-wax at the base, and, 
when he had arranged them, he flexed each one into a gentle curve, so 
that they imitated real bird’s wings. His son, Icarus, stood next to him, 
and, not realising that he was handling things that would endanger 
him, caught laughingly at the down that blew in the passing breeze, 
and softened the yellow bees’-wax with his thumb, and, in his play, 
hindered his father’s marvellous work.  




3 CASES OF CGIS 
3.1 Electronic Voting 
During the 1990s and 2000s, the Western world saw numerous experiments in 
electronic voting (eVoting), either to supplement or to replace existing 
systems. After several trials and many errors, several nation states have 
abandoned their eVoting projects (Heimo et al, 2010). Various arguments 
have been used to justify procuring eVoting systems, including cost savings, 
activating passive voters, speed, efficiency, and reliability of counting votes, 
and staying in the front line of information and communication technology 
(ICT)-using nations (Heimo et al, 2010). This section analyses these goals and 
the methods for acquiring an eVoting system. 
eVoting systems have proved to be expensive (Verzola, 2008) and have 
not been shown to activate more people to voter. They are not be especially 
fast or efficient. At least in the Finnish case, the possibility of reducing the 
four-hour vote tally calculation to 30–60 min can be questioned altogether – a 
saving the value of which can be questioned. eVoting systems also tend to be 
more unreliable in counting votes than manual systems (Mercuri, 2001; 
Fleichman 2010; Heimo et al., 2010). 
eVoting systems as a whole seem to have a few problems in common. 
Mainly, every system in use has not proved to be functional or has proved to 
be dysfunctional. Consider the following examples in the United States (US): 
 In 2003, a candidate in the state of Virginia lost 100 votes due a 
programming error (Schneier, 2004; Effi, 2009). 
 In 2001, in the state of California, because of a programming error, 
votes had to be recounted by hand, using paper copies (Schneier, 2004; 
Effi, 2009). 
 In the 2000 U.S. presidential election, Al Gore was initially attributed 
minus 16 0225 votes in a voting district in Florida (Schneier, 2004; 
Effi, 2009). 
                                                 
5 Yes, you read that correctly. That is a negative number of votes. 
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 In 2003 in Boone county, Indiana, with 20,000 voters, 140,000 votes 
were accounted for (Schneier, 2004; Effi, 2009). 
 In the 2008 elections in Florida, 3400 votes were lost6 (Schneier, 2004; 
Effi, 2009). 
 In the US, a group of researchers demonstrated that a voting machine 
can be hacked in less than 7 minutes (Appel et al. 2009; Effi, 2009). 
Other countries and geographic regions have experienced their own problems 
with eVoting machines: 
 In 2007, automated elections in Scotland cost GB£40 million. 
Elections in 2003 cost GB£17 million (Verzola, 2008). 
 In 2008 in Finland, eVoting try-outs lost 2.3% of votes (Heimo et al., 
2010). 
 In 2007 in the Netherlands, a group of activists proved that the voting 
machine was hackable while in use (Gonggrijp & Hengeveld, 2007). 
 In Ireland (population of 4 million), a five-year eVoting project cost 
over EU€52 million (Verzola, 2008). 
eVoting systems are vulnerable to various attack methods. One of these 
methods entails tampering with a single voting machine, such as the hack 
done by Appel and his research group (Appel et. al., 2009). They proved that 
a Sequoia Pacific AVC Advantage can be turned Turing complete7 in under 7 
minutes, including the required lock picking. Also the Dutch activist group 
Wijvertrouwenstemcomputersniet made a commonly used 
Nedap/Groenendaal ES3B play chess (Gonggrijp and Hengeveld, 2007). 
These hacks are rather easy to produce, but even easier hacks can be found 
from 2018 Defcon Conference, where the security of 13 different U.S. voting 
systems was tested against children. 11-year old boy could hack a system in 
10 minutes and overall 30 children could hack into the systems in 30 
minutes.(Regan, 2018) Another possible form of attack includes information 
warfare-style attacks of the core system. While these methods have not been 
discovered against eVoting systems, but their potential impact could be huge. 
Mercuri (2001) states in her study that the underlying problems of direct 
recording electric (DRE) voting machines, voting machines that are fully 
digital, are critical because they record and handle the votes only digitally and 
hence fraud might be difficult to detect. A fair number of those problems also 
recurred.  
                                                 
6 See also https://www.theregister.co.uk/2008/09/04/missing_florida_votes/ 
7 A computer that can simulate a universal Turing machine and thus execute all possible 
programs. See e.g. https://link.springer.com/chapter/10.1007/978-1-4615-0237-1_1 
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Most of the eVoting systems, including AVC Advantage, AVC Edge, 
Tieto Voting System, and Nedap ES3B, use a black-box security method, also 
known as security through obscurity. In this method, the blueprints or design 
of the systems are kept secret, making it harder to evaluate the system and 
create an attack (Heimo et al., 2010). German constitutional court ruled 
eVoting as unconstitutional in 2009 (Bundesverfassungsgericht, 2009). 
Mercuri also stated that mobile or Internet-based voting systems (mobile 
voting, mVoting, voting conducted with the voters’ own computers/mobile 
devices), due to the mobile nature, do not fulfil the requirements of 
democratic elections, such as privacy of the ballot or integrity of elections. To 
implement mVoting, ballot privacy must be broken (Mercuri, 2001; Heimo et 
al., 2010; Merimaa, 2017). However, many countries, including Finland, are 
preparing their own mVoting systems (e.g., see Merimaa, 2017). Estonia, the 
forerunner in mVoting, has used its mVoting system for several years 
(Mercuri, 2001; Heimo et al., 2010).  
Yet there is a solution. The Voter Verified Paper Audit Trail (VVPAT) 
method, also referred to as the Mercuri method after Rebecca Mercuri, is a 
modification to DRE voting machines so that it provides a paper trail. The 
benefits of the DRE, mainly efficiency, are included along with trust in the 
authenticity of the results because they can be verified. In the VVPAT 
method, the DRE device is implemented with a transparent cover where the 
voter can see their printed vote and verify its correctness. Votes are cast after 
the voters verify them, and the physical records are stored inside the machine 
where they are gathered after the election. After the preliminary results, which 
are faster to gather when DRE machines are used, the election results can be 
verified by counting the paper votes (Mercuri, 2001). The only downside of 
this method is the price, which is roughly the cost of a paper ballot and DRE 
voting machine combined. 
Both theoretically possible and actual problems still exist in using modern 
eVoting systems. Systems are developed and deployed into use without a 
burden of proof where the proposer of the change must prove the systems’ 
validity. Scientists, civil activists, and non-governmental organizations invest 
huge amounts of work to prove that systems are being designed and 
implemented incorrectly. However, governmental offices are leaving out 
technical, social, economic, and ethical issues and, at best, are outsourced to 
members of the public (Heimo et al., 2010). 
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3.2 Biometric Passports 
At the dawn of the 21st century, the 9/11 terrorist attack in the United States 
shocked the world. As an outcome of this event, Western nations came to a 
consensus on the need to identify travellers more thoroughly. In Finland, the 
Ministry of Internal Affairs implemented the biometric passport application to 
protect its citizens from international terrorism, illegal immigrants, and 
international criminals (Finnish Ministry of Interior, 2011). Recent scientific 
advancements in IT and biometrics had created a possibility to fulfil this demand.  
The number of errors during the development and implementation of the 
biometric passports is still unclear, but current knowledge from past five years 
shows no negative consequences from implementing this system. However, 
some questionable decisions can lead to both direct and collateral 
consequences that are harmful to both individuals and society (Heimo, 
Hakkala, & Kimppa, 2012). 
This section is based on the Finnish biometric passport control system 
reform as a part of European passport reform and its possible direct and 
collateral consequences. For collateral consequences, the related ethical 
questions are harder to find, examine, and analyse, making the outcome of the 
transition from non-biometric to biometric passports unclear (Heimo et al., 
2012). 
Biometric passports are similar to traditional passports but contain 
additional machine-readable biometric data from the person they are issued to. 
This additional biometric data can be read from the passport at border and can 
be used for automatic biometric recognition of the traveller (Heimo et al., 
2012). 
The International Civil Aviation Organization (ICAO) has defined the 
standard for biometric passports to include biometric traits including the face, 
fingerprints, and iris. A picture of the passport holder’s face is stored on all 
biometric passports, and the other biometrics are optional (ICAO, 2006). The 
first phase of Finnish biometric passports contained only the photograph in a 
machine-readable form, and the second phase introduced fingerprint data. 
Some countries have implemented iris data, while others have left it as an 
option. 
All biometric passports also contain sensitive, personal information such 
as the holder’s date of birth and social security number. The initial standard 
for biometric passports issued by the ICAO (2006) contained technical 
measures for limiting access to the embedded radio-frequency identification 
(RFID) chip.  
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Heimo, Hakkala, and Kimppa (2012) list the following possible issues 
with biometric passports, which can be used for… 
 gathering undeniable proof that a person has been in a particular 
place at a certain time by a third party (Monnerat et al., 2007, pp. 
21 – 2); 
 identifying passports by their response behaviour to a read request;  
 identifying the nationality of a passport of certain nationals by this 
behaviour by a third party (Monnerat et al., 2007, p. 19), but not 
U.S. passports because of the Faraday cage that is implemented in 
the passport (Vaudenay, 2007, p. 61); 
 fingerprinting and tracking of RFID chips for which a signature is 
known (Danev, Heydt-Benjamin, & Čapkun, 2009); and 
 signature tracking, which is probably more practical for detecting 
counterfeit passports than tracking people (Chothia & Smirnov, 
2010, pp. 26 – 32).  
Chothia & Smirnov (2010) also presented a technique for tracking a 
passport without breaking security protocols. By listening to a transaction 
between a reader and a passport, it is possible to identify a passport holder’s 
home country based on the passport’s response to ill-formed read requests. 
Richter, Mostowski, & Poll (2008) pointed out various different 
vulnerabilities which may result in the loss of location privacy or anonymity 
for the passport holder. The most notable failure still seems to be that all the 
security protocols are optional (Chaabouni & Vaudenay, 2009, p. 7; Heimo et 
al., 2012). As stated earlier, adopting biometric passport systems can be 
divided into direct consequences and collateral consequences. 
Examples of direct consequences include: 
 erosion of document security (as explained previously);  
 the leaking of personal information, which can be used in identity 
theft (Hoepman et al., 2005, p. 5; Juels et al., 2005, p. 15) through 
eavesdropping or skimming personal information from the 
passport (Ramos et al., 2009); and  
 decreased security at borders due to inefficiency or errors in the 
socio-technical information system.  
When a system is designed in haste due to tight schedules or budget, 
critical phases of the design process may not be done properly. For example, 
the security system implementation might be inadequate, or work processes in 
border security are incorrectly understood.  
According to Leavitt (1964) and Nurminen and Forsman (1994), when 
technological solutions change, the work also changes. That is, when passport 
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technology changes, the tools that are used by border control agents and their 
whole work process must change. Biometric passports have automated border 
control and this surely is not an addition, as was told when the biometric 
passports were introduced, but a substitution to the border control workflow. 
It is debatable whether biometric passports increase border security as was 
intended (Heimo et al., 2012). Automation of border control procedures will 
eventually diminish the tacit knowledge and professional skills of border 
officials. Therefore, the concept of increased security will turn into a change 
in security procedures. While automation will bring more reliable methods for 
identifying travellers, other required border control security skills, such as 
identifying smugglers, can eventually be lost (Heimo et al., 2012).  
Biometric passports also enable the possibility of building explosive 
devices to detonate near citizens of a specified nationality (Juels et al., 2005, 
p. 5; Zetter, 2006) or to be triggered by a certain number of foreign nationals. 
The ability to recognize certain nationalities, or foreigners in general, in a 
crowd could increase the efficiency of pickpockets to find targets or mark 
foreigners for kidnapping (Lockton & Rosenberg, 2005).  
If national cryptographic keys are leaked, an irreversible denial of service 
(DoS) attack is possible8. Also, all passports that support Extended Access 
Control (EAC) and grant access for the country in question could be read at 
will by those in possession of the keys, giving access to any information in the 
passports and any saved biometric data (Grunwald, 2007; Heimo et al., 2012). 
Collateral consequences include the erosion of privacy through the 
different registries that local and foreign governments keep. In Finland, the 
first phase of the biometric passport system started with the passport reform in 
2006. The second phase started in 2011. The system incorporated fingerprint 
verification in accordance with European Council (EC) Regulation No. 
2252/2004 (p. 2). During the second phase, the Finnish Government decided 
that the fingerprints gathered from passport applicants would be stored in a 
national fingerprint registry, an addition that EC Regulation does not require 
(EC, 2004, HE 234/2008). This registry contains all gathered biometric 
identifiers of Finnish passport holders and allows fingerprint and facial picture 
matching. It allows, for example, location detection of persons with two or 
more different official identities, unlike other systems (e.g., see Helsingin 
Sanomat, 2010a), making it a major ethical concern. Unfortunately the 
advantage is overshadowed by issues such as decreased privacy, false 
                                                 
8 A big if, but very bad consequences if realised. 
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positives in criminal investigation and framing innocents to crimes, and 
compromising the border security (Heimo et al., 2012). 
The Finnish Ministry of Internal Affairs justifies the registry because it 
holds the possibility to identify persons who have lost their passports (Finnish 
Ministry of Interior, 2011). The government has not revealed any 
specifications about the registry in its publications, meaning the system is an 
example of security-by-obscurity. The negative possibilities of biometric 
registries are taken seriously in some countries. For example, the German 
legislature ruled out the creation of a national biometric database because it 
contradicted the right of informational self-determination that is provided in 
the German constitution (Hornung, 2007, p. 256; Heimo et al., 2012).  
During the legislative process, high-ranking Finnish police officials and 
politicians repeatedly demanded authorisation to use the database be included 
in the legislation. The system was opened to identify the deceased as well as 
to identify the living (given their consent). However, the demand for forensic 
use of the system was ultimately ruled out by the Finnish government in 2010 
(HE 234/2008; Kerkelä, 2008a; Kerkelä, 2008b; Happonen, 2010; Lehto, 
2010; Heimo et al., 2012; Nelonen.fi, 2012; Reinboth, 2014). 
Yet no guarantee exists in law to prevent opening the biometric database 
for forensic use. Because Finland does not have a constitutional court, but 
rather a constitutional committee selected from the MPs, the issue is not 
settled but can be brought forth to parliamentary voting after every election. 
Eventually parliament might accept the use of the biometric database for 
purposes other than originally purported. This kind of registry might be built 
retroactively with only a subset of accepted passport applications: if the 
applications are stored or the database is retroactively constructed from the 
travel documents read at borders, airports, and other locations (i.e. if a 
passport is used, all information it contains is stored and inserted to a 
database). If passport application data are not destroyed, a database can be 
constructed in a matter of hours from the aforementioned data. Also, the 
registry can be constructed during the passport validity check of the border 
security process by saving data from the passports (Heimo et al., 2012). The 
retroactively constructed database inherits all the ethical dilemmas with a 
“traditional” fingerprint registry. 
Having fingerprints stored can create problems like those surrounding the 
2004 Madrid bombings, where an innocent American citizen was erroneously 
identified as the perpetrator based on the fingerprints found in forensic 
investigations. The Spanish police later connected the fingerprints to a 
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different person, and the FBI was forced to admit their mistake (Cherry & 
Imwinkelried, 2006, p. 336 – 337). 
Evidence has shown that innocent people can be marked as suspects (and 
face a loss of freedom) with little to no actual evidence, especially in high-
profile cases. The Finnish government has stated that its citizens should be 
worried about the effectiveness and cost of catching criminals. What Finnish 
citizens, and citizens of all countries, should be concerned about is the 
government being more than interested in gaining personal data about their 
citizens. (Heimo et al., 2012) 
The problems with Finnish biometric passport systems are not limited to 
Finland but indicate a clear possibility of intentional international harm. 
Although a citizen of a certain state might trust the handling of their biometric 
data by their own country’s officials, with foreign officials, the situation 
changes. When authorised border officials of other countries are authenticated 
to open the biometric data, the citizen owners of the data do not know when or 
where that data are stored or used afterwards (Singel, 2004; Heimo et al., 
2012). The concept of massive storage of biometric data is at least a possible, 
if not even a probable, threat, which makes it important to ponder the 
potential consequences of these scenarios.  
The actual implementation documents of biometric passports are not 
generally available for study by academics, making it difficult to ascertain 
whether they conform to the standards. Nation states do not usually publish the 
details of their implementations. Therefore, dealing with privacy and security 
issues must be reverse-engineered (Mostowski & Poll, 2010, p. 2). Because of 
trade secrets and security-through-obscurity methods, the openness of society 
and its implemented technology is lacking. Analysing and comprehending the 
changes in the border workflow is a challenge (Heimo et al., 2012). 
No open public review or source of key information for any biometric 
passport system seems to exist. All analysable information is gained by 
examining and reverse-engineering passports and the technology that are 
currently in use. Yet with only these sources, the results of the analyses have 
raised numerous problems and security flaws, some of which have been 
fixed.Access to design documents prior to implementation might allow some 
of these flaw to be identified by experts. When the work of border officials is 
automated, we can presume that not all the changes in the given processes are 
beneficial to the citizens. Yet the border work process is one of the key 
functions of a secure society, if not at a national level, then at least at the outer 
borders of a border alliance. Altering this process without tacit consideration 
of the consequences and without open examination can decrease security for 
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both individuals and society alike. Moreover, the gathering of biometric data 
seems to be a problem where the interest of individuals or even of the society 
is placed behind the interest of their government (Heimo et al., 2012). 
3.3 eHealth 
Healthcare is a divided ensemble with separate special requirements for 
information systems. In addition the traditional challenges of IS development, 
healthcare IS must support the work processes and procedures in a fragmented 
healthcare system. Fragmentation and the resulting compartmentalisation in 
the healthcare sector is innate and unavoidable.Thus, healthcare imposes 
requirements and added costs for system development, and when those 
requirements and costs are not acknowledged, theyhealthcare IS can reduce, 
rather than increase, the amount of utility that the system provides (Danzon 
and Furukawa, 2001).  
Rantanen and Heimo (2014) argue that the discussion around healthcare 
information systems (HCIS) in Finland seems to follow Plato’s Theory of 
Forms, where the idea should be in everyone’s mind (e.g., see Theaitetos, pp. 
184 – 186; Republic, IX – X, pp. 589 – 599), but no one actually agrees with 
even the most basic terminology. In Finnish public rhetoric, patient 
information systems should be clear to everyone, but the interpretation of such 
systems varies widely (Rantanen & Heimo, 2014). Rantanen and Heimo 
(2014) state: “Whilst an engineer can see the problem as a technical one, a 
sociologist or economist has quite a different view about the subject. 
Therefore whilst the reflected idea is subjective, we need something more 
clear to have a discussion upon.”  
Heimo, Kimppa, and Nurminen (2014) argue that an information system 
should be viewed in larger context that consists of “[…] not only the 
technology nor the communications of the actors within the technology, but 
actually from any communication and delivery of information between the 
actors in real time or in stored format for their work tasks.” That means the 
communication can happen in real life or using non-digital media as well as 
by communicating with technological solutions – both with the system core or 
with a communication tool, e.g. VoIP or mobile phone. Moreover the digital 
trace is not always visible – and the communication flows can be a tricky 
thing to follow by an outsider. 
Therefore, HCISs are not only electronic patient records, electronic health 
records (EHR), or computerised patient records but something much larger – 
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yet the distinctions are unclear at best (see Rantanen & Heimo, 2014) . 
According to Nurminen (1986a), they are a combination of software, 
electronics, papers, doctors, nurses, patients, stored patient data, knowledge, 
and communication. They are not technical problems and should not be 
viewed as such. Instead, they should be viewed as a complex combination of 
workers and their tools intertwined with communication between them.  
The technical and economic decisions seem to play a much larger role in 
the discussion and procurement than they should (e.g., see Kivekäs, 2012; 
Niilola, 2012; Peltomäki, 2012; Helsingin Sanomat, 2013; Iranto, 2013; 
Juntunen, 2013; Kasvi, 2013; Liimatainen, 2013; Lindstedt, 2013; Pitkänen, 
2013; YLE, 2013; Rantanen and Heimo, 2014).  
Rantanen and Heimo (2014) propose a common set of terms for HCIS so 
that everyone can understand them and partake in the discussion. They argue 
that to have a meaningful discourse about these complex multidisciplinary 
information systems, we must have a common language. The main focus of 
their study was just one term: patient information systems, which is commonly 
used in Finnish HCIS discussions. They noticed no consensus when using this 
single term. The meaning differed from a healthcare database to a whole 
hospital, including the people who use these systems. Therefore, a meaningful 
discussion about the price of a patient information system becomes impossible. 
Numerous examples exist of situations where the language is even more 
unclear. While patient information system can be defined for every situation 
before the situation starts, sometimes language is actually used to confuse the 
reader and to intentionally (or with extreme incompetence in clarifying one’s 
thoughts) make discussions about the subject more difficult. If the digital 
divide was not bad enough to separate those who can understand digital realm 
and those who do not, writing deliberately more complex (and vaguer) texts 
surely divides those who are both interested in the subject and capable of 
understanding, from those who are not. In the following example a description 
on how the secondary use of patient information will be executed in the near 
future and serves as a good example on how overly complex language is used: 
 
The development and resourcing of the secondary use of the 
knowledge: The development and gathering of social- and 
healthcare (sote) action-knowledge is set a national and regional 
goals and a national plan for a new sote-infrastructure will be 
made according to executing and action-requirements. Knowledge 
gathering and analyzing will be transformed to match the needs of 
the requirements, accessibility, productisation, tracking and 
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development. Social- and healthcare services are described by 
classifications and metrics (content of services and use, 
accessibility, service processes, quality, efficiency and 
effectiveness) will be unified and developed through knowledge 
architecture. Coordination responsibility: national.9 (STM, 2017) 
 
To clarify: the text above describes the methods on how the government 
will proceed in selling citizens’ healthcare information can be sold to 
outsiders. In addition public HCIS development publications provide yet 
another fine example of poor communication by introducing a new county-
lead healthcare structure, as shown in Figure 1 by THL (Finnish Institute of 
Health and Welfare): 
 
Figure 1. An example of complex government information, Supervision and 
control of social and healthcare in a new structure. From Nykänen, Kovasin, 
Liukko, Blomqvist, Krohn, Ahola, Nurmi-Koikkalainen and Jonsson, 2017. 
                                                 
9 “Tiedon toissijaisen käytön kehittäminen ja resursointi: Sosiaali- ja terveydenhuollon 
toimintatiedon keräämiselle ja hyödyntämiselle asetetaan kansalliset ja alueelliset tavoit-
teet ja laaditaan kansallinen suunnitelma uuden sote-rakenteen toimeenpanon ja toimin-
nan vaatimusten mukaisesti. Tiedon keruu ja analysointi muutetaan vastaamaan sote-
palveluiden tarpeen, saatavuuden, tuotteistuksen, seurannan ja kehittämisen tarpeita. 
Sosiaali- ja terveyspalveluita kuvaavat luokitukset ja mittarit (palveluiden sisältö sekä 
käyttö, saatavuus, palveluprosessit, laatu, tehokkuus ja vaikuttavuus) yhdenmukaiste-
taan ja kehitetään tietoarkkitehtuurin avulla. Koordinaatiovastuu: kansallinen” 
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In the future, more research will be conducted on the topic of language 
used in Finnish public-sector HCIS development. The difference between 
good governance and bad governance might just be in the discourse (e.g., see 
Heimo, Koskinen, Kainu, & Kimppa, 2014). A good discourse demands 
honest conversation and, moreover, a common and understandable language 
(e.g., see Rantanen & Heimo, 2014).  
Functionality is a key element when creating a successful HCIS. 
Therefore, when evaluating a HCIS, the procurement process must verify and 
validate that these CGISs are functional. To be successful in this process, 
validation and verification must be easy to do and optimally be done without 
doubt (Koskinen, Heimo, & Kimppa, 2018). 
Because the validation and verification processes are citizens’ last line of 
defence before the systems are implemented, a lot is at stake for this process 
to be done correctly. To produce efficient, economical, and ethical HCISs, all 
of these viewpoints (efficiency, economical and ethical) must be taken into 
account, and ease of verification process must be considered when procuring 
the system (Koskinen, Heimo, & Kimppa, 2018).  
This verification process cannot function without having discourse on the 
subject.  
Heimo, Koskinen, & Kimppa (2013) promote the idea of Habermasian 
rational discourse on the subject of procuring CGIS. They argue that this 
should be done in such a way that the “strategic games” are ruled out from the 
discussion and everyone participating in the discussion has an equal say on 
the matter. Thus if a participant in the discussion tries to promote their own 
advantage over others they are shut down from the discussion.  
Habermasian discourse is an ideal state and cannot function as is in the 
real world, but it can be applied in certain levels to counter the effects on 
irrational and unvirtuous arguments. In the discourse there are for instance 
problems of definition on what are strategic games, who is benefiting from the 
status quo, and who is in advantageous position and when. It must be 
understood that no perfect answer can be found to these questions but only 
answers that can be derived in a high abstraction level which is a clear 
limitation in the Habermasian discourse. Nevertheless there is a possibility to 
have a discourse about the subject and to gain knowledge from different 
interest groups and their needs, hopes, and recommendations on the process of 
CGIS lifecycle. 
To work – even on a theoretical level – the Habermasian rational discourse 
must indeed be rational and promote the rationality as well as common 
benefit. Heimo, Koskinen, Kainu, & Kimppa (2014) suggest a discourse on 
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discourse, which is a discourse to set limits and define terminology before 
discussing the actual subject of procuring the CGIS. Hence, according to 
them, we should have a discussion – on the societal level – on how to discuss 
these problematic questions. We must be aware of who are promoting and 
what – but most of all why – to make the connections to different interest 
groups public and monitor that the proper moral lines are not overstepped. A 
representative example of this was when in the middle of the Finnish Social 
Welfare and Healthcare Reform one nominated expert – professor Hiilamo – 
was found be employed by a large private healthcare organization just after he 
changed his mind on how and when the new system should be implemented 
(Iltalehti, 2018). 
For this we need people who are able to lead the discussion and guide us 
through this problematic field and approximate the arguments from a rational 
perspective. That person – or those persons – should be able to understand the 
limitations of the rational discourse, the possibilities to produce rational 
information for instance, and relate the arguments to the real world. If we 
actively monitor the strategic games – “lobbying” – it could be possible to at 
least cut off the worst cases of the discussion. 
3.4 Social Welfare and Healthcare Reform 
The National Institute for Healthcare and Welfare of Finland (THL) states that 
social welfare and healthcare reform are: 
 
An overhaul of the structures of the social welfare and health care 
services system has been going on in Finland for several years. The 
need for this reform emerged from problems in ensuring equal and 
adequate social welfare and health care services for the population 
under the existing municipality-based service structure as the 
dependency ratio changes. Small and financially weak municipalities 
have encountered significant difficulties in organising and producing 
services. In the present reform, responsibility for providing social 
welfare and health care services is being transferred to larger and 
hence stronger administrative entities. 
The Government has outlined the creation of autonomous areas for 
the purpose of organising social welfare and health care services. The 
objective in this operation is not only to create financially more viable 
bodies as service organisers, but also to achieve complete horizontal 
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and vertical integration of social welfare and health care services. 
(THL, 2018) 
 
This process started in 2011 when the municipality and service reform—
the PARAS10 project—which had similar goals, was cancelled. The next two 
governments, during 2011 and 2015, aimed to reform the social welfare and 
health care system (SoTe-reform) on a large scale. Finland is a welfare state 
where social welfare and healthcare are trusted mainly to the government. The 
current percentage of social welfare and healthcare done by the government is 
over EU€31 billion (from the total of EU€64 billion of taxes) (Raivio, 2006; 
Laki kunta- ja palvelurakenneuudistuksesta, 9.2.2007/169). 
The goal of the project is to move the creation of social welfare and 
healthcare services to the counties, although they do not yet exist (Finnish 
Government, 2018). The ongoing project has faced numerous difficulties, 
such as in the number of counties because opinions vary about the number of 
counties that exist. The number ranged from 5 to 18 counties, but 18 was 
selected. Other difficulties include identifying specific responsibilities, the 
main municipalities in which the services will be located, and rising inequality 
due to centralisation, among other difficulties (Shikeben, 2014; Finnish 
Government, 2016; Kärki, 2016; Demokraatti.fi, 2017; Pantsu, 2017). 
The information system solutions that are tied to reform are only in high-
level planning (Finnish Ministry of Social Affairs and Health, 2017) because 
the national healthcare database is one of the backbones of the system 
(Finnish Ministry of Finance, 2015). Therefore, having a more detailed 
discourse about IS solutions is not necessary at the moment. However, there 
are more intriguing aspects in the public discourse, which is not listening to 
the experts. This project has created such a fuss in Finnish media that experts 
are constantly interviewed by the media. Those entities who are leading the 
project seem to bypass the expert opinions (Merikanto, 2017a, 2017b, 2017c; 
Paulavaara, 2017).  
The Supreme Administrative Court of Finland has criticized the process 
because it seems to forget the social welfare part of the reform and is focusing 
only on the healthcare sector (KHO, 2017). This perception does not mean 
that the reform itself is bad. Finnish national social welfare and healthcare 
costs have increased by almost 2% annually11 and it is obviously this trend 
                                                 
10 Paras means “the best” in Finnish. 
11 During last 10 years over 19%, when inflation was taken into account. See 
http://budjetti.vm.fi/  
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cannot continue for long. However, this reform might not cut the spending, 
and it might increase spending, according to the experts (Heikinheimo et al., 
2017; MTV3.fi, 2017). 
3.5 New Finnish Intelligence Legislation 
Digitalisation has evolved in societies to yield a ubiquitous information 
presence, where information and communication are delivered over national 
borders in mere milliseconds. As a result, traditional intelligence operations 
and the legislation around them have been a rising concern in the Western 
world. In some countries, such as the US, China, and Russia,intelligence 
agencies have traditionally had more rights and resources to act than in the 
smaller countries like Finland. 
As more of these operations require breaking into information systems, 
and as physical and digital worlds are more and more intertwined, it is harder 
to draw line between information warfare and intelligence operations. A 
significant problem is that the Internet makes it difficult to differentiate 
between users and targets, making everyone a target, which leads to mass 
surveillance. 
Information warfare weapon systems (IWWSs) are becoming a more 
commonplace form of government armament around the world. Nation states 
and various military alliances are developing IWWSs for defensive, counter-
offensive, and offensive purposes (U.S. Department of Defense, 2005; Wu, 
2006; YLE, 2009). However, there are major differences between IWWSs and 
traditional military equipment. The discussion about IWWS has been more 
about the use of an IWWS with traditional weaponry, for example, 
surveillance before missile attacks, rather than substituting for it (Heimo & 
Kimppa, 2013). 
A few large warfare-like conflicts have emerged. In 2007, the Estonian 
internal conflict, which was labelled as “the bronze soldier conflict,” escalated 
to an international conflict between Estonia and Russia. This conflict led to 
Russia (although it was not proven to be the Russian Federation) attacking 
several Estonian information services with an effective blow to the 
infrastructure. The attack was one of the largest information warfare attacks 
ever made, lasting three weeks with a focus on governmental services, banks, 
and the media. Russia accused the nationalistic youth movement Nashi, which 
is heavily supported by Kremlin (The Guardian, 2007; Ottis, 2008). Another 
information warfare attack occurred in 2008 during the Georgian conflict. A 
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large distributed DoS attack separated the whole country from the Internet, 
while Russia began a physical invasion. The conflict was reported by The 
Guardian as the first possible modern cyberwar (The White House, 2009; 
Heimo & Kimppa, 2013). 
Not all information warfare requires a warrior behind the keyboard. A 
strike malware commonly known as Stuxnet was considered a military grade 
smart weapon that was designed to seek and destroy a target in the real world 
(BBC 2010; Fildes, 2010; Langner, 2010; Schneier, 2010). It was a precisely 
programmed to use Siemens SIMATIC S7 logic controllers against an Iranian 
nuclear facility in Natanz. The Iranian enrichment program was successfully 
delayed due to broken centrifuges for an extended period (F-Secure 2010/1, F-
Secure 2010/2). The the Flame malware (e.g., see Nakashima, Miller, and 
Tate, 2012), which like Stuxnet, is cyber intelligence malware that scouts the 
terrain and gathers military intelligence, possibly for Stuxnet (Heimo & 
Kimppa, 2013). 
In addition, individuals and non-governmental organisations (NGOs), such 
as Anonymous and Lulzsec, have taken to acts of hacking and hacktivism 
(e.g., see Heimo & Kimppa, 2013). These hackers who have different goals, 
including breaking into and deriving information, or disturbing systems . 
Some of these organisations, such as Nashi, have more clear connections to 
nation states and their goals. For other groups, the aim can be fiscal, political, 
or just for entertainment (Heimo & Kimppa, 2013). 
Because of these examples and recent terrorist activity in the Western 
world, governments are trying to focus on intelligence and increasing their 
rights to counter any harm to their nations and citizens. They are trying to 
create defences to protect against hacking of their systems by increasing 
intelligence work and government control over the local Internet and the 
information that passes through it. This task is difficult because of the rights 
of the targets of the intelligence operations. Giving more power to 
government takes more power from its citizens. Moreover, intelligence 
operations are, by nature, obfuscated for the purpose of efficiency. That is, the 
misdeeds done with these systems and their true nature and capabilities are 
not clear to citizens. For example, the Snowden revelations (e.g., see Landau, 
2013; Hakkala, 2017, pp. 54 – 58), turned U.S. cyber capabilities from science 
fiction to an ugly truth in just one day. 
This security through obscurity –while probably increasing capabilities for 
acting, is alarming for the common citizen, even though it can keep the 
tactical advantage with the military. Citizens can be assured of their security 
by the numbers their military provides and their own government’s capability 
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to use the traditional military might, but to trust (or protect oneself from) 
something they do not know exists is a much harder task (Heimo & Kimppa, 
2013). 
In Finland, the discussion has been about increasing the capability of the 
military and civil intelligence operations of the Finnish Defence Forces and 
Finnish Security Intelligence Service (SuPo). The discussion is in regard to 
both new rights to do intelligence mainly in a digital environment and to 
clearly outline the field of responsibilities between the organisations in the 
field of intelligence. The new intelligence legislation requires changing the 
Finnish constitution related to problems in the wording about the legislation 
of the secrecy of messages. Changing the constitution in normal order requires 
a two-thirds majority in parliament during two separate election cycles. In 
accelerated order, a five-sixths majority is required in parliament during one 
election cycle (Finnish Constitution). The latter has never been done (Ilta-
Sanomat, 2017; Niilola, 2017; Pitkänen, 2017). The new legislation is seen as 
important nearly unanimously by all government officials and NGOs. The 
problem is the content and execution of the legislation process (Järvinen, 
2017). 
The primary objective of the law is to protect national security, which 
according to the Ministry of Interior officials is a goal that the majority of the 
consulting comments agreed upon (Finnish Ministry of Interior, 2017). The 
Ministry of Interior justifies the legislation with following: 
 
The security environment in Finland has changed rapidly. The 
Government has proposed the adoption of intelligence legislation in 
Finland, with the aim of improving our protection capabilities 
against serious threats to national security. Such threats include 
terrorism, espionage by foreign states or disruption of critical 
infrastructure. (Finnish Ministry of Interior, 2017) 
 
While it seems to be clearly beneficial to upgrade the legislation to match 
the digital era and clarify the legislative powers and actors under one law, the 
patterns of poor CGIS procurement are again visible. Even the Finnish 
Ministry of Internal Affairs acknowledges the problem with the feedback that 
it received from consulting groups. Moreover the project has had its share of 
critique in the media. 
Because the legislation is only at it’s earliest phases – planning – it is not 
feasible to analyse the IS solutions made. Yet the process where the creation 
of the guidelines – the laws – can be analysed. Although the evaluation of the 
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legislation and the information systems following it is an ongoing process and 
with the limited information available some patterns shown in previous 
chapters can be seen in the legislation process as well. 
Critiques of the legislation include the obvious problems with citizen 
privacy. Scheinin (2017), amongst others, has criticised the legislation to 
allow mass surveillance of Internet traffic and, therefore, is against a 
legitimate proportionality principle (Scheinin, 2017). That is, the 
proportionality of the punishment should mach the crime as well as the 
proportionality of the criminal act taken12 when fighting crime should be in 
line with the severity of the level and harm of the criminality13. Many experts, 
including Scheinin, oppose the timeframe of the proposed legislation and 
demand that changing the constitution should be in normal, not accelerated, 
order (Ahtokivi, 2017; Järvinen, 2017; Niilola, 2017; Scheinin, 2017). 
However, in this case, the Ministry of Interior has listened to some of the 
critique that has been given and increased limitations on intelligence 
operations. It has also created a position for a high official, an intelligence 
supervisor under the Office of Data Protection supervisor, to monitor the 
intelligence operations (Happonen, 2017). Also, a parliamentary intelligence 
committee has been proposed (Finnish Government, 2017). However, these 
requirements are quite vague as the power of the high official might be too 
limited. This problem also leads to trust issues, for example, how to verify 
that the guardians are properly guarded. 
Other questions remain, such as whether these limitations work and 
whether the government will find an official who is proficient to succeed in 
this enormously critical task (e.g., see Heimo, 2018). The future will 
determine how this legislation, if passed and at what pace, will be formulated 
and combined into the CGISs. 
  
                                                 
12 “One does not hang a cabbage thief.” – A Finnish proverb 













When he had put the last touches to what he had begun, the artificer 
balanced his own body between the two wings and hovered in the 
moving air. He instructed the boy as well, saying “Let me warn you, 
Icarus, to take the middle way, in case the moisture weighs down your 
wings, if you fly too low, or if you go too high, the sun scorches 
them. Travel between the extremes. And I order you not to aim 
towards Bootes, the Herdsman, or Helice, the Great Bear, or towards 
the drawn sword of Orion: take the course I show you!” At the same 
time as he laid down the rules of flight, he fitted the newly created 
wings on the boy’s shoulders. While he worked and issued his 
warnings the ageing man’s cheeks were wet with tears: the father’s 
hands trembled.  




4 REASONS AND FIXES  
4.1 Politics and National Pride or Humility 
As explained previously, functionality is a key element in CGIS success. As 
Nurminen (1986a) states, the success of a system is more of a combination of 
different elements and how they correspond with each other than a single 
design decision. Yet, sometimes the technical and economic decisions seem to 
dominate the discussion of the procurement process. The economic decisions 
make a framework around the procurement process, that is, how much the 
system should cost and what the cost-benefit ratio is around the system. 
Where the limited resources in society dictate the possibilities around the 
procurement and development, technology should be seen as a tool, not as an 
end in itself. However, this does not seem to be the case (e.g., see Kivekäs, 
2012; Niilola, 2012; Peltomäki, 2012; Helsingin Sanomat 2013; Iranto, 2013; 
Juntunen, 2013; Kasvi, 2013; Liimatainen, 2013; Lindstedt, 2013; Pitkänen, 
2013; YLE, 2013; Rantanen & Heimo, 2014). 
The problem of nations holding leadership in ICT usage as an end itself 
seems to have something in common with national pride. Europe and the US 
have both recently seen some nationalistic movements. This national pride 
seems to have a common rhetoric, at least in Finnish discussions, that 
mainstream politicians use from all political perspectives (e.g., see MTV3, 
1999; Valtioneuvosto, 1999; Himanen, 2004; Kauppakamari, 2013; Kasvi, 
2014; Katainen, 2014; Harjuhahto-Madetoja, 2016; Kauppalehti, 2017). Being 
in the forefront of ICT-using nations is seen as an end in itself, not as a means 
to improve society. Possible negative outcomes that professionals point out 
are often dismissed as dystopian(?) science fiction (Heimo, Fairweather, and 
Kimppa, 2010). 
In political rhetoric, the term information society seems to arise from time 
to time as a value in itself. An information society reflects efficiency, 
electronic government practices, and generally a modern society in all 
positive ways. What it really seems to mean is the whole third industrial 
revolution for good and bad (e.g., see SCF Associates Ltd., 2009). While 
rhetorically being at the technological forefront might be appealing, nothing 
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about technology means that being an early adopter is a good thing, and 
therefore, justification for the value itself is needed. A high proportion of 
technologies, from supersonic airliners, to Betamax video, to pagers, and to 
using Gopher to retrieve information from the Internet offered opportunities to 
be at the technological forefront until the technology came to be seen as a 
dead-end (Heimo et al., 2010). 
Many nation states that had committed to eVoting, such as Norway, 
Ireland, Netherlands, and UK, have since abandoned it. This is understandable 
because of costs, for example, at least EU€54 million in Ireland (Melia and 
Byrne, 2012) and GB£40 million in Scotland (Verzola, 2008). Another reason 
is public resistance after trials (e.g., see Oikeusministeriö, 2009). In the UK, 
unaddressed issues of security and transparency were the main reasons to 
abandon eVoting (Electoral Commission, 2007, p4). It seems that it is not 
inevitable to turn to eVoting, but rather it is inevitable to try it. For some 
reason, many nation states have enough nationalism, stubbornness, or 
lobbying to not learn from others’ mistakes (Heimo et al., 2010). 
This phenomenon does not apply to many other CGIS, such as eHealth 
systems, which seem to have become mandatory in most of the digitalised 
world. Nonetheless, cases like Kanta14 and Apotti15 show a clear indication on 
how a governmental actor wants to show power by doing larger projects than 
it actually seems able to (e.g., see Alaranta, 2013; Storås, 2015; Nykänen 
2014; Turtola, 2015).  
van den Hoven (2013) spoke about inserting values into design. For 
example, a low door where a person must bow to enter implements value-
based design to the architecture. Similarly, we should identify these kinds of 
values before design in the procurement process. Therefore, instead of pride, 
more humility could be incorporated into the design of these systems. They 
are procured to safeguard us from harm, maintain our health and well-being, 
and maintain and improve our society with the values we have decided.  
Procuring these systems is not only an implementation or an improvement 
to our current society but a transformation from one state to the next. The 
moment we start making changes, something else changes (e.g., see 
Nurminen, 1986a). To increase the possibility that the change is a positive one 
requires meticulous work that cannot be done when we are over-estimating 
our capabilities and not being humble. 
                                                 
14 see http://www.kanta.fi/ 
15 see http://www.apotti.fi/ 
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4.2 Closed Monolith or Modularity and Open Source 
Many eHealth solutions in Finland are built as big monoliths that consist of 
many different subroutines. For example the Apotti project is now 
approximated to cost circa 575 million euros (Kolehmainen, 2016). The 
functionalities of health care areas differ because the healthcare is a large 
collection of interlinked areas. Therefore, the healthcare sector can be seen as 
fragmented. For example, in addition to the most basic information, a dentist 
requires different information (and differently parsed information) from an 
HCIS human-computer interface than a radiologists or an ER nurse. The 
motives of the governmental office could be questioned when making only 
one monolithic system that is designed to solve all these separate problems. 
The alternative is to divide the problem into smaller modules.  
In this context, modularity stands for the idea that information system are 
constructed out of separate, interchangeable modules that do not fully depend 
on other modules but have relationships with the other modules. Moreover, 
modularity implies a procedure for separating different parts of the 
information system into stand-alone modules that can be procured, developed, 
maintained, and changed without endangering the functionality of the whole 
system. For healthcare, this means defining a focus on one process for a 
specific purpose or activity. 
A key problem in big monoliths is vendor lock-in, where the user of the 
system is tied to the services of one IS producer. That is, when problems 
occur with the IS, only the designated system provider can support it whereas 
when the system is in smaller modules, a substitute for ordering a fix for the 
system can be ordering a module from a different producer thus generating an 
incentive for the original producer to lower their bug-fixing and updating 
prices. In many agreements between the service provider, such as a 
government office, and the system provider, bug-fixes, for example, can be 
free-of-charge. If the procurer left off a key work element outside the list of 
required system functions, the client is required to buy that functionality from 
a certain vendor, regardless of price. In a modular system, the missing module 
can be acquired from another vendor, but with bigger monolithic ISs, this is 
not possible.  
When done modularicly the competition is in lower levels and thus more 
competition can occur in the field – the smaller enterprises are also allowed to 
compete! Moreover the big companies can provide different quality of 
products to different fields (e.g. Company A can have an excellent dentistry 
software but their x-ray analyser is worse than one made by their 
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competitors). Therefore even a single-buyer organisation can have choice and 
cherry-pick the best solutions for different situations instead of being forced 
to choose one overall set of solutions and services. 
Using a modular approach to develop solutions for strictly defined 
problems could avoid issues with the complexity of the solution. The system 
could be analysed and verified with more ease, increasing the likelihood of 
success of the HCIS development. If the modularity of HCIS is done 
correctly, the system implementation could better meet the demands of the 
aforementioned fragmentation of healthcare. 
Koskinen, Heimo, and Kimppa (2018) state that ethical viewpoints of the 
design must also be verified and validated to ensure the safety, health, and 
well-being of patients. They argue that the implications with modularisation 
are clear enough to promote it because the ease of IS verification and 
validation is both functional and ethical. They also argue that: 
 
Modularisation in wider sense, especially in the eHealth – and 
eGovernment in general – can ease the challenge of procuring, 
developing and implementing these systems, but it can be argued 
that the main contribution of the modularisation is the easier control 
of the system. (Koskinen, Heimo & Kimppa, 2018) 
 
With modularisation comes the possibility for open source development. 
While more complex solutions tend to be single-provider monoliths, more 
modularised sets can be handled by various producers. Open source, in many 
cases, would abolish most of the secrecy from the system because it would be 
easy enough for any professional or proficient amateur to review the system. 
Kimppa (2004) states: 
 
“If IPR’s [Intellectual property rights] didn’t exist, any party 
could use advances of another party, and instead of these 
monstrous development projects (be they in software or other 
immaterial) we could instead advance by multiple smaller steps. 
This is specifically beneficial in software development where 
modularity would often time [sic] (see e.g. many F/OSS projects, 
most predominantly GNU/Linux development (Raymond, 2001)) 
work much better than grandiose projects that try to answer all 
problems in one centrally organized software.”  
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Open source code should be a prerequisite to meet the appropriate 
standards of transparency (see e.g. Wolf, Miller and Grodzinsky, 2008). 
However, it does not solve the fundamental tensions between trust and 
extensive security, universal access, and strict privacy. Indeed those tensions 
have caused one previous advocate of open-source eVoting to recant (Kitcat, 
2004; Heimo et al., 2010). Wolf, Miller and Grodzinsky (2008) argue that 
“[a]nyone wishing to be critical of government’s operations and analysis 
would have access to the same software tools as the government and could 
therefore explore alternative analyses and operations.” Yet there are situations 
where it would be crucial to know whether the said program is running in the 
system or some alteration of it. 
Some open source solutions have been available for a while, such as the 
U.S. Veterans’ VistA (U.S. Department of Veterans Affairs, 2009). Also a 
call for universal adaptation of an EHR was made in the United States House 
of Representatives (H.R. 3124, 111th congress). It aimed to pass the Health 
Information Technology Public Utility Act of 2009, which aims to: 
 create a new federal Public Utility Board within the Office of the 
National Coordinator for Health IT to direct and oversee formation 
of this HIT Public Utility Model, its implementation, and its 
ongoing operation; 
 implement and administer a new 21st Century Health IT Grant 
program for safety-net providers to cover the full cost of open 
source software implementation and maintenance for up to five 
years (with the possibility of renewal for up to five years if 
required benchmarks are met); 
 facilitate ongoing communication with open source user groups to 
incorporate improvements and innovations from them into the core 
programs; 
 ensure interoperability between these programs, including as 
innovations are incorporated, and develop mechanisms to integrate 
open source software with Medicaid and Children's Health 
Insurance Program (CHIP) billing; 
 create a child-specific EHR to be used in Medicaid, CHIP, and 
other federal children’s health programs; and 
 develop and integrate quality and performance measurement into 
open source software modules (Healthcare Informatics, 2009).  
The proposal died the same year (H.R. 3124). 
Modular open source CGIS solutions could solve some problems in an 
efficient, economical, and ethical sense. There should be no need to re-invent 
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the wheel, so that, when a solution for a particular problem is developed, other 
developers can develop it further, saving some time. Therefore, the coders and 
their employers would not compete with each other but rather co-operate to 
improve the system for everyone. Current economic realities do not fully 
support this approach because people usually require monetary compensation 
for their intellectual property rights.  
Thus, when someone has to pay for development, the government could 
order smaller modules or make open or closed bids to develop and improve 
current modules instead of ordering only “big solution A” or “big solution B”. 
The development cost could also be paid by smaller actors than the 
government, such as hospitals and municipalities. In a best-case scenario, 
these solutions are bought as open source; the cost could be distributed 
amongst many, done partly as pro bono and in a manner in which others could 
develop the software further. This approach can also improve the HCISs in 
developing countries, giving them access to functioning software and saving 
them healthcare costs for their citizens. This of course does not extend to 
many national security software. 
At a minimum, the base infrastructure for the modules to connect should 
be open source and the system designed so that the modules are small, and 
only the backbone of the system is designed separately. This infrastructure 
should make it possible for small solutions for specialised problems to truly 
compete with each other, at least with systems as complex as eHealth. This 
approach differs from the current practice where a system might have an open 
interface that is built by one developer. Therefore, these interfaces are 
directed from outside of the system, where all the important parts of the 
system are implemented as an inseparable part of the system. 
With the former method, however, one developer could produce software 
for an ER and another program for radiology. Without the basic infrastructure, 
only big system developers can implement solutions to their system, making it 
consist on only their solutions. A modular open-interface frame, however, 
could aid smaller software developers to come up with more efficient, 
economical, and ethical solutions for the public to utilise. This concept also 
holds true for eVoting and biometric passports, keeping in mind the principle 
limitations of those fields. 
The main problem with open source is knowing who is checking that the 
program is running in the system. For example, workers, administrators, 
hackers, or even the government might have installed secret components. It is 
easier to check the source code, but to verify the actual binary files or the 
electronic components as the correct ones on every computer separately is a 
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difficult task. One somewhat cumbersome solution is to use checksums to 
verify that the executable file matches the executable file that was made in a 
controlled environment from an uninfected source code. 
The problems with modularity come from the contract of how to store and 
transfer data between the modules. The interfaces between the modules must 
be programmed so that the data integrity is secured. When technology 
advances the program modules can produce different style of data than 
previously designed – e.g. larger and more accurate image files – thus 
demanding the interface to be updated. This in some cases can lead to the 
requirement to update all the interfaces – and reprogram many of the modules. 
Thus when designing modular systems, the backbone of the system – the 
databases and the interfaces – must be designed meticulously to diminish the 
amounts of updates required as well as the modules must be procured keeping 
in mind that there might be changes in the interface. 
4.3 Indifference or Responsibility and Accountability 
Responsibilities for the actions required for CGIS must be allocated. It is 
important to understand who could be responsible and how to manage their 
responsibility in these situations. In many cases, it seems that responsibility is 
either not defined or it not actualised (Heimo et al., 2010; Heimo, Koskinen 
and Kimppa, 2013; see also Vartiainen, Heimo and Kimppa, 2016). 
Indifferent attitudes about responsibility can easily affect the results and 
generate negative impacts for the society. 
CGIS development should be done responsibly and requires the 
identification of a responsible actor to counter the indifferent attitudes toward 
the outcomes. Best practice dictates that during any IS project, a stakeholder 
analysis should be done. However, in this situation, the discussion is about 
responsibility. The situation also requires an understanding of the difference 
between responsibility and accountability. Even though an actor may be 
responsible, but they might not be held accountable (Heimo, Koskinen, Kainu, 
and Kimppa, 2013). That is, if one is responsible, they are seen as having an 
obligation of fulfilling a task. If, on the other hand, they are held accountable 
for the failure, they have (legal) consequences. One can be responsible for a 
task beforehand but they can be held accountable for it only after they have 
failed to perform the task. And if no one is ever held accountable for their 
actions, the idea of being responsible for the actions may lose its’ ground. 
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If no one is accountable, a plan must be defined as to whom to direct the 
demand for efficient, economical, and ethical CGIS. Heimo et al. (2013) 
divide the possible responsible CGIS parties into four basic interest groups: 
 the government office, whose task is to formulate the solutions to 
fulfil the needs of the society;  
 the producer, who delivers the requested system;  
 the end-user group, which consists of the people who will use the 
system; and 
 the citizens, who are the targets of the system usage  
(Heimo et al., 2013).  
Any or all of the groups can overlap. Heimo et al. (2013) argue that “the 
fundamental responsibility rests with the authorities” because “[t]hey hold the 
monopoly to the services they have been nominated to produce, control and 
upkeep and are in superior position in relation to others and thus with great 
power comes great responsibility.” Therefore, citizens are unable to choose an 
alternative (Heimo, Koskinen, Kainu, and Kimppa, 2013). The end-user group 
possesses professional knowledge of their trade, not the skills to understand 
IT and they are most likely unable to verify the CGIS system as a whole. 
Therefore, assigning the burden of proof for the system functionality to the 
end-user group is unfair, leaving the system producer or governmental office, 
the procurer, to take that responsibility. 
Rawls (1997) states that in society any change in the procedure must be to 
the advantage of the weakest parties, which in this case are the end-users and 
citizens. With the power to decide for the public comes a responsibility to the 
public. Therefore, responsibility must be either with the procurer or the 
supplier. The supplier’s responsibility is in fulfilling the requests of the 
customer, that is, the governmental office. If the supplier fails at this task, the 
supplier is responsible to the authorities for their failure for not fulfilling the 
requirements they agreed upon. If the supplier of the CGIS fulfils its 
obligations, only one party remains for being assigned responsibility (Heimo, 
Koskinen, and Kimppa, 2013).  
The authorities have a monopoly in supplying CGIS. They are in a 
supplier role in relation to citizens. That brings forth the responsibility to 
provide a functioning product. If the system is put into use, the final 
responsibility lies with the last supplier of the system, which is the 
government office, the procurer (Heimo, Koskinen, and Kimppa, 2013). If the 
developer of the system does not fulfil its obligations, the problem is between 
the supplier and the procurer. Therefore, the procurer must have specified 
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possible penalties for not fulfilling the obligations in such a manner that 
minimal harm comes to the public. 
The situations of private organisations versus public organisations seem 
partly similar, partly different. In a private organisation, at least in theory, 
someone who is responsible to the stockholders (e.g., CEO, CIO, the board) is 
in charge of the actions. In a public organization, the responsibility seems to 
disappear into the system. This does not mean that IS procurement in the 
private sector does not have any problems, but rather they differ in this way 
(Vartiainen, Heimo, and Kimppa, 2016).  
A representative of a governmental office or the system provider is 
unable to give reliable information due to the certainty trough (MacKenzie, 
1990). It is impossible to reasonably give accountability to those who are 
unable to hold the responsibility due the problem that they cannot affect the 
outcome in the first place. Only those who can perform the actions can be 
accountable for the actions. It seems that no stakeholder can take the 
responsibility to verify the system against design errors. For a system to be 
considered a secure system, a verification process by a specific outside party 
who verifies the system development and upkeep process is required (e.g., 
see Heimo, Koskinen, and Kimppa, 2013). Those who are auditing CGISs 
must be accountable for the audit. As the watchmen require someone to 
watch them (see Juvenal) when they have erred in their job, they must be 
made accountable. In any other case, this façade of trust is quickly 
dismantled. 
4.4 Security through Obscurity and Forcing the Trust, or 
Security through Trust 
Secrecy, while being justified by security, easily diminishes it. The scientific 
community usually sees security through obscurity solutions differently. 
French mathematician Kerckhoffs defined the basis for (military) information 
security. Kerckhoffs’ (1883) second rule states that security cannot be built 
upon any basis other than the encryption key, and the system designer must 
make an assumption that the enemy knows the system that is being used 
(Shannon, 1949). Therefore, security through obscurity cannot be accepted as 
a scientifically acknowledged and valid security method (Kerckhoffs, 1883; 
Shannon, 1949; Schneier, 1996, pp. 5 – 7; Molnar & Wagner, 2004; 
Gonggrijp and Hengeveld, 2007; Hoepman & Jacobs, 2007). It seems that this 
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method is used as a security measure (e.g. in Finnish eVoting and Passport 
registry cases). 
As stated by Kerckhoffs (1883), Shannon (1949), and Schneier (1996), 
systems must be built in such manner that everything, except the 
cryptographic keys (crypto keys) are public. The public can evaluate system 
security and be ensured that the system is built properly. While security 
through obscurity can slow possible intrusion for a while, it does not remove 
all possible security threats. 
Many of the security through obscurity systems are audited. Even so, in 
many cases, only some parts of the system are audited, the rest remains a 
mystery, and in some cases, auditing is done to silence the opposition. For 
example, the many auditors who were invited to audit the eVoting software in 
Finland declined because of the non-disclosure agreement (NDA) placed by 
TietoEnator. It was described as too restrictive. “The agreement is not 
designed to protect trade secrets, but to silence all criticism” (Tarvainen, 
2008).  
If a system is designed with security through obscurity, people tend to trust 
it as explained in Section 5.3 or because of the certainty trough idea 
(Mackenzie, 1990). With a certainty trough, people are more likely not to trust 
intercontinental ballistic missile (ICBM) technology when they: (a) are 
directly connected to ICBM development, or (b) do not have enough 
knowledge about any technology, as illustrated in Figure 2. Those who have 
knowledge about technology, but not expertise on ICBMs, are the most 
trusting about these doomsday machines and their safety (Mackenzie, 1990).  
 
 
Figure 2. Certainty Trough. From Mackenzie, 1990, p. 371. 
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Pantzar (2002) generalizes this theory to all technology. He also claims 
that the marketers of the product, those who represent the producer, are denied 
their right to be uncertain about the product they are selling. In a wider sense, 
this includes the suppliers’ representatives and anyone with technological 
savvy. Therefore, even a university professor of mathematics can state that 
what is impossible is possible (e.g., see Mölsä, 2008). 
When a government is designing or procuring a system for the public, 
government representatives cannot appear to be uncertain of the product that 
it introduces to its citizens. In a situation where this risk is actualised, the 
information that government officials give to the public is misleading (e.g., 
Woolgar, 1994; Mackenzie, 1990; Pantzar, 2002).  
Hakkala et al. (2017) discussed trust and forced trust. They define forced 
trust as “a situation where a user is dictated to use and to trust an information 
system or an ICT product.” Hakkala et al. (2017) state that 
‘[F]orced trust’ concept depict a situation where an entity–
whether a customer, an organization or even a governmental 
agency–does not have a privilege to choose but is instead 
mandated to use a dictated information system.  
They argue that the most important trust issue is to understand where the 
trust is forced. If the system forces trust from any of the stakeholders, the 
stakeholders are subject to use power. When the trust is forced, the enforcer 
must have some external power that they can rely upon. If this power is lost, 
the forced trust is lost. The perceived power and the possible consequences 
must be greater than the probable gain from breaking the trust (Hakkala et al., 
2017). Schneier (2012) divides trust into moral, reputational and institutional 
pressures, and security systems.  
For CGIS, the requirement for trust is to verify the correctness of an IS at 
least at some level. Without these mechanisms, trust turns into belief. 
Therefore, the trusted party may “fulfil the needs of the person or organisation 
in question and not the needs of users” (Hakkala et al., 2017). The key 
element with trust is a panopticon that is designed to reveal at least some 
malpractices; that is trust with occasional verifying.16 The main problem 
amongst security through obscurity of CGIS designs is the lack of openness 
and the possibility to conceal potential malpractices within the system 
(Hakkala et al., 2017). 
                                                 
16 “Trust, but verify.” – A Russian proverb 
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The resources that are given to organisations are finite, as are the results 
that they are required to produce. When these limited resources are scarce 
enough, the trust towards the CGIS – it’s producer, functionality, security etc. 
– must be forced. Without watchmen, we must trust others, even when 
malpractice is a possibility. When these malpractices are not too grievous, the 
system still works (see e.g., Fairweather and Rogerson, 2002, p. 30). The key 
issue is understanding, and therefore, balancing the where, when, and how to 
dismantle the forced trust and when to pay for increased security (Hakkala et 
al., 2017). 
With CGIS, the magnitude and probability of malpractices are key 
elements in understanding the problem. For example, the patients might give 
wrong information about their symptoms to acquire (otherwise legal) drugs, 
or a developer might leave a backdoor to the system to sell patient 
information to the highest bidder. Although the former example is not desired, 
the latter is clearly of a different magnitude and must be countered. Resource 
allocation to check the system against the worst possibilities, at least with 
some form of a panopticon-style solution, is a necessity. Not all trust can be 
forced, but not all security issues can be countered either. The procurer of 
these systems, therefore, must balance between them. That is, verify at least 
what is of utmost importance. This of course is the worst plausible situation – 
if it is plausible. 
4.5 Inseparability Postulate: the Ethical Version 
During the digital revolution, memos, sticky notes, and traditional mail were 
replaced by digital information systems, email, mobile phones, databases, 
search engines, and so on. This revolution not only filled our lives with 
gadgets, but it changed the way we store, analyse, organise, and deliver 
information to each other. The inseparability postulate is a product of the 
research tradition of the Scandinavian information system, where socio-
technical and humanistic approaches of research emphasises that the IS is an 
inseparable part of any work process. The IS is no longer seen as an entity by 
itself but as a tool that allows for and simplifies work processes and the 
communication between people, creating more than just automating what 
already existed. In this tradition, ISs are seen to lack any goals other than what 
the people using the system have (e.g., see Järvinen, 1983; Nurminen, 1986a; 
Nurminen, 1986b; Bødker, 1989; Nurminen & Eriksson, 1999; Heimo, 
Kimppa and Nurminen, 2014). The inseparability postulate is: 
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You cannot _______ the information system and the way it func-
tions without _______ the way the organisation functions  
(and vice versa). 
 
 
The system is part of work processes. The users of the system do work 
with the system and are part of that system. The goals of the users of the 
system should be the goals of the system (Nurminen 1986a, pp. 84, 99 – 
101). 
The inseparability postulate extends Leavitt’s (1964) idea that structure, 
task, technology, and people areas interconnected. It defines the inseparable 
nature of technology and the organisation better than Leavitt. It states that the 
IS is inseparable from an organization and that, when the way in which the 
organisation functions changes, the information system and the way it 
functions automatically changes. Yet, what these changes are is – at least 
partly – unknown. Also, when the IS is destroyed, the way in which the 
organisation functions is destroyed. The IS is not an actor and has no goals of 
its own. Moreover, the goals that form when the system is used should meet 
the goals of the user. Because users are both actors and part of the IS, the 
organisation that consists of the users is inseparable from the IS (Nurminen 
1986a, pp. 84, 99 – 101). 
Using an IS has consequences for its users, the organisation, for other 
organisations, and especially for the targets of the system. The targets of the 
system are the people whose lives the system impacts. When designing ISs, it 
is important to consider that every design decision that changes the system 
also changes the effects of the system on those who it is used upon (Johnson 
2001, p. 5). The goals of the designer are required to be good and the 
consequences proper (e.g., see Moor, 1999; Tavani, 2007, pp. 64 – 66) 
(Heimo, Kimppa, and Nurminen, 2014). 
CGIS can have grave consequences to its intended targets. For example, if 
a passport system has a fault, people can have their identities stolen; if an 
election system has a fault, democracy might stop functioning; or if a 
healthcare system has a fault, people can lose their lives (Heimo, Fairweather, 
and Kimppa, 2010; Heimo, Hakkala, and Kimppa, 2012; Heimo, Koskinen, 
Kimppa, 2013; Heimo, Kimppa, and Nurminen, 2014). 
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As Koskinen, Heimo, and Kimppa (2012) argue, systems should be built to 
serve the ethical principles of the customer organisation, not to emphasize the 
ethical principles of the producer. The ethical principles are, as Heimo, 
Kimppa, and Nurminen (2014) state: “not only included into the system to 
support the work process but as a model of the work process itself: the ethical 
values of the information systems are therefore inseparable of the ethical 
values of the work process.” 
Values are always designed into a system. If there is no purpose for the 
system, there is no reason to design it. Purpose brings values. The design 
values might differ from the values of the users of the system. For example, 
the values connected to an IT designer’s work (as an IT professional) are 
different than the values that are connected to a medical doctor’s work (as a 
medical professional) (Heimo, Kimppa, and Nurminen, 2014; see also Gillon, 
1994; Koskinen, Heimo, & Kimppa, 2012). 
CGISs have a purpose of maintaining a critical parts of our security (e.g. 
border security, police, military, and traffic control), health (e.g. hospitals and 
ambulances), and wellbeing (e.g. food, electricity, and fuel). Analysing the 
requirements, designing meticulously, and enforcing the desired values on the 
system are imperative for the system to fulfil its part in the process of securing 
and maintaining that critical service or infrastructure to society and its 
members. These systems support work processes that are loaded with goals, 
values, and ethical codes of the critical services that they serve. These values 
should be integrated during system development (Heimo, Kimppa, and 
Nurminen, 2014). Similar conclusions have been made by van den Hoven 
(2013) and Stahl et al. (2014), for example. 
According to the inseparability postulate, if the IS is poorly designed, it 
does not support the goals of the work processes of the organization’s users or 
target population as it should (Nurminen and Forsman, 1994). Heimo, 
Kimppa, and Nurminen (2014) state that this problem stands for both practical 
and moral goals. They argue that the ethical principles that the IS is founded 
upon cannot change without changing the ethical process of the IS that the 
organisation supports and is mainly founded upon. 
Heimo et al. (2014) also argue that, to guarantee the security, health, and 
wellbeing of the public, this postulate should be taken into account throughout 
the whole lifecycle of the CGIS. Whenever an IS is modified, the possibility 
exists that the ethical principles of the IS are altered, modified, or destroyed. 
Modifying an IS means improving, altering or destroying the functionality of 
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the whole information system and vice versa. The ethical principles of the 
organisation must be taken into account in the lifecycle of the IS to ensure that 












He gave a never to be repeated kiss to his son, and lifting upwards on 
his wings, flew ahead, anxious for his companion, like a bird, leading 
her fledglings out of a nest above, into the empty air. He urged the 
boy to follow, and showed him the dangerous art of flying, moving 
his own wings, and then looking back at his son. Some angler 
catching fish with a quivering rod, or a shepherd leaning on his crook, 
or a ploughman resting on the handles of his plough, saw them, 
perhaps, and stood there amazed, believing them to be gods able to 
travel the sky.  




5 THE ICARIAN METHOD OR THE DAEDA-
LUS EFFECT 
Currently, the core process to procure, procure, develop, and implement many 
CGIS is somewhat flawed. In this thesis, the shortcomings are Icarian in 
nature. Icarian refers to Icarus, the son of a protagonist in an ancient Greek 
poem that is narrated by the Roman poet Publius Ovidius Naso, who is 
commonly known as Ovid, in his book Metamorphosis. In this epic, Daedalus, 
an inventor, gave his son Icarus the newest technology to escape from the 
island of Crete. Instead of heeding his father’s warnings, Icarus decided to use 
the new technology beyond its limits and perished because of his actions. The 
current practices seem to reflect this story, where technology is not only being 
developed but putting its users at risk. 
In this thesis, the Icarian method in CGIS means: To implement possibly 
dangerous systems into use without heeding the advice of the professionals, 
without considering the possible consequences, or neglecting the overall 
responsibility of the governmental office towards the society. As described in 
this thesis, the Icarian method seems to be – if not a common practice – at 
least somewhat usual way to procure CGIS. In this chapter the issue is 
discussed through the ancient philosopher Aristotle’s ethical framework. 
According to Aristotle, to reach Eudaimonia, one must be virtuous in their 
everyday life. A good person fulfils his or her telos by avoiding vices, 
achieving their virtues, and most of all, developing their character – by 
flourishing in what they do. Implementing virtues is part of everyday life, and 
doing so develops character, which is a sum of a person’s deeds. By following 
virtues, acting virtuously becomes a natural aspect of ones actions so that the 
character develops itself to be virtuous (Heimo, 2017). Vallor (2013) states 
that moral skills are necessary for moral virtue: 
 
Someone could have moral skills in the sense of practical moral 
knowledge but fail to be virtuous because they are unreliable in 
acting upon this knowledge, or because they act well only for 
nonmoral reasons. Still, moral skills are a necessary if not a 
sufficient condition for moral virtue. Without the requisite 
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cultivation of moral knowledge and skill, even a person who 
sincerely wishes to do well consistently and for its own sake will 
be unsuccessful. 
 
Virtue ethics does not generate a set of norms for normative ethics, to 
improve both people and society. Moreover virtue ethics generates guidelines 
both by promoting the virtuous actions and by encouraging people to avoid 
vice. The normativity comes from the level of ideas rather than from a strict 
set of rules. According to Aristotle, only through virtues can a person generate 
true value and vice versa with vices. Humans should aim for a virtuous life, 
which in the Aristotelian sense requires aiming for their telos, having virtuous 
friends, and navigating vices to arrive at virtue. A character is not virtuous by 
following virtue alone, since one might follow virtue reluctantly and in the 
face of temptation. Rather, when a person automatically aims toward all 
virtues, the character can become virtuous. (EN I, 9 – 10; 1098a, 15 – 21; 
1098b 5 – 30; 1100a31 – 1101a21, II, 1; 1103a31 – 1103b25, 1104a10 – 
1105a16; McPherson, 2013). Or as Vallor (2009) explains:  
 
 […] the moral development of individuals cannot be assessed or 
predicted simply by looking at what they think, feel or believe—
we also have to know what kinds of actions they will get in the 
habit of doing, and whether those actions will eventually 
promote in such persons the development of virtues or vices.  
 
Being virtuous then is not a situational choice but a life choice, and only 
through a life choice can a human enjoy a happy and good life. Yet socially 
valued virtues might not equal ethical virtues (Beauchomp & Childress 2001, 
p. 27). At work, humans are often expected to follow socially valued virtues 
even though they conflict with their moral virtues (e.g., Murphy, 1999). Being 
good at one’s work does not equal being virtuous. The totality of human life, 
which is not divisible into parts that can then ignore other parts, needs to be 
taken into account and built virtuously (MacIntyre, 2004, pp. 240 – 241; 2007, 
p. xv). 
A problem that Aristotelian virtue ethics brings forth is the dictation of 
only higher-level abstraction, for example: be brave; do not act cowardly, 
foolhardily, or rashly. Therefore, more in-depth analysis is required, such as 




Let us discuss them both, but first of all the truthful man. We are 
not speaking of the man who keeps faith in his agreements, i.e. in 
the things that pertain to justice or injustice (for this would 
belong to another virtue), but the man who in the matters in 
which nothing of this sort is at stake is true both in word and in 
life because his character is such. (EN IV, 7, 1127a33 – 1127b2.) 
 
Churchland (2011, p. 115) on the other hand turns the higher abstraction-
level as a favourable position to virtue ethics, as the higher-level concepts – 
ideas rather than rules – tend to work better with the human mind. Rathermore 
Churchland implies that there cannot be universal categorical laws by which 
we can tell the right from wrong all the time and we are more able to 
understand the right from the wrong – truthful from the false – better than via 
complex set of norms or rules. (Churchland, pp. 114-116.) Aristotle states that 
not only words and actions define truthfulness or honesty, but life itself 
defines whether an actor is indeed truthful or honest. Moreover, over time the 
repeated practice of truthfulness can lead the person to understand the concept 
of honesty, see the value in it and embody it better and with more ease. Or as 
Vallor (2013) explains, those who have cultivated themselves in the virtue of 
honesty have “[…] learned how to excel at truth-telling in any situation that 
might arise: who to tell the truth to, when and where, in what way, and to 
what extent.” 
A virtuous CGIS procurer or developer both fulfils stated promises and 
legalities and aims for the right choices because they are right and virtuous 
and develops their character towards better skill, knowledge, and virtue. If 
NDAs are used only to justify actions and choices in a legal sense and to 
avoid responsibility, they might not always be described as ethical, as in 
Finnish eVoting case (e.g., see Tarvainen, 2008). To ensure virtuous CGIS 
development, the actors must be virtuous, and the ethical basis for the system 
must be sound (Heimo et al., 2014). 
MacIntyre (2004) points out that, to interpret Aristotle, humans must not 
just study Aristotle, but comprehend that he wrote for his time, where the 
world, linguistics, and culture were much different from today. The ideas of 
social beings and norms, and even the meaning of the words, have surely 
changed. To comprehend the relevance of Aristotle’s texts, we must 
understand and interpret the virtues that are required in relation to the modern 
world (MacIntyre, 2004). 
According to MacIntyre (2004), language and society are bound to each 
other. We live in quite a different society today than the ancient Greeks did. 
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Therefore, to understand Aristotle, we must reflect on how the virtues in that 
society were understood. Aristotle aimed to be understood by other educated 
Greeks, not by barbarians who lived in the northern part of the continent and 
over two millennia later. To truly comprehend the virtues and vices, we must 
focus on the translation and modernisation of the term and understand the 
virtue itself, that is, to understand how to be a good procurer and a good 
person.  
Aristotelian virtue ethics does not solve all problems. Virtues and 
analysing them alone cannot guide professionals toward making CGIS 
because they cannot be used like mathematical calculations, but they can 
serve as a practice – even a best practice. Virtuousness serves to improve the 
individual(s) and thus make the society a little better.  
Aristotle teaches that the balance for action is somewhere between the 
extremes (Churchland, 2011), or as Daedalus advices in the epic: “If low, the 
surges wet your flagging plumes; If high, the sun the melting wax consumes: 
[…] But follow me: let me before you lay” (Ovid, 8). Where the Icarian 
method is about acting without heeding advice, acting before thinking, acting 
without humility toward the enormity of the task, and acting without virtues, 
there must be another extreme. That extreme is a direct opposite in which all 
advice is taken in account, where people think and ponder, but no one gets 
anything done. Inaction is at the other end of the problem. While there is not 
always a need for a new CGIS, in many cases, there is a need, and it is 
justifiable to procure one. The virtue then is to understand where, between 
inaction and the Icarian method, one should stand. The virtue where a person 
(or an organisation) does what is necessary but with humility is a counterforce 
for both – a virtue between the extremes – the inaction and Icarian method. 
Let us call that the Daedalus effect.  
In the epic, Daedalus offered guidelines for gaining advantage from a new 
technology. In the modern era the scientists who study computing artifacts 
and the philosophers who describe the possible utopias and dystopias urge and 
warn us that we should heed to these ideas. Where the ideas seem likely, on 
some scale, the ideas of the scientists and philosophers must be taken into 
account. This does not mean any philosopher because the word philosopher in 
later times seems to have suffered some inflation. The word philosopher 
comes from the ancient Greek word philosophia, “φιλοσοφία”, meaning love 
of wisdom. This term is too broad for the use in CGIS development. Nor does 
the statement mean any scientist, but a scientist with understanding of CGIS 
development and philosophy. Now we can think of a philosopher, a lover of 
wisdom, who has proven knowledge in both the technological and scientific 
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field of CGIS and the skill in philosophy, IT ethics especially. To ease our 
discussion, let us call that person an archon. 
Heimo (2017) introduces a list of requirements for this archon (all 
required). An archon: 
 understands the technical limitations of the current available 
technology (see also Mercuri, 2001; Heimo et al., 2010); 
 finds the societal needs for the new system (if any) (see also 
Mercuri, 2001); 
 has communication skills to define the terminology and frame of 
discourse to enable the public discussion about the subject (e.g., 
see Heimo et al., 2013; Rantanen & Heimo, 2014); 
 comprehends the work process of the people who are working 
with the (future) CGIS (see also Leavitt, 1964; Nurminen, 1986a; 
and Heimo et al., 2012); 
 sees the needs of citizens who are forced to use the CGIS (see also 
Heimo et al., 2012; Heimo et al., 2013; Heimo and Kimppa, 
2014); 
 desires to protect citizens from overly eager gathering of their 
information (see also Heimo et al., 2012); 
 bravely pushes only those systems that are clearly better than the 
systems they replace, and requires suppliers to improve the 
systems wherever the system might pose a threat (see also Heimo 
et al., 2013); 
 has the wisdom to understand the overall responsibility that they 
are entrusted with (see Heimo et al., 2014); and 
 accepts the accountability of their failures (see also Heimo et al., 
2014). 
 
An archon could also be a person who monitors and moderates the 
discourse about CGIS (and how the discourse on the aforementioned 
discourse should be conducted) as mentioned before when discussing eHealth, 
and derives the meaningful and rational arguments from the public discourse 
– both citizens and experts alike. Archons should be the society’s shield 
against irrationality. 
Therefore, we define the Daedalus effect as: When a scientist who is 
directly involved in the technology or an archon warns of possible 
misconducts with a technology and those who develop the information system 
heed the warning. 
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The Daedalus effect is in place where the warnings of those who focus 
their life on knowledge or wisdom make a difference, where reason triumphs 
over politics. It is the moments when virtues rule over profits, or when the 
people who are responsible did their job not for fear of punishment but 
because it was the right thing to do.  
The balance this virtue seeks requires a lot of work. People should be 
proficient in understanding both the social and technical (and socio-technical) 
aspects of the change and have the courage to pursue the best solutions. They 
should also have proper ambition and pride (not over-ambitious nor 
unambitious), be patient (not irascible nor lacking in spirit), and be truthful 
(not boastful nor understating), and so on. To fulfil the requirements of such a 
large set of virtues, they should dedicate their lives to the pursuit of the 
aforementioned virtues. According to Aristotle, this pursuit requires higher 
virtues of practical wisdom and contemplative wisdom (EN I 9 – 10, 1098a15 
– 21, 1098b5 – 30, 1100a31 – 1101a21, IV, 7, 1127a33 – 1127b2, VI, 12, 
1144b01 – 1145a13, X, 7, 1177a11 – 1177b03). 
Practical wisdom is not theoretical wisdom, but instead is “a true and 
reasoned state of capacity to act with regard to the things that are good or bad 
for man” (EN VI 5, 1140b). Aristotle claimed that it is impossible to be 
practically wise without being good. Therefore, a good leader (or a good 
procurer or developer) can benefit from having practical virtue. Political 
wisdom also shares the same state of mind, but it differs in essence: 
 
Of the wisdom concerned with the city, the practical wisdom 
which plays a controlling part is legislative wisdom, while that 
which is related to this as particulars to their universal is known 
by the general name “political wisdom;” this has to do with 
action and deliberation, for a decree is a thing to be carried out in 
the form of an individual act. This is why the exponents of this 
art are alone said to “take part in politics;” for these alone “do 
things” as manual labourers “do things.” (EN VI, 12, 1144b01 – 
1145a13) 
 
Aristotle stated that the highest form of virtue is contemplative wisdom, 
meaning that the person enjoys thinking, and while thinking, he17 is enjoying. 
This kind of person is, therefore, driven to think about things happily while 
                                                 
17 Can be applied to both sexes. 
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learning and enjoying new ideas and comparing them to old ideas. By 
achieving the supreme virtue of contemplative wisdom, a person becomes 
inseparable from achieving all the virtues of the character (EN X, 7, 1177a11 
– 1177b03). 
To have virtue that leads to the Daedalus effect, which requires the love of 
knowledge to be in action, a person should indeed be proficient in the highest 
virtues, the virtues of practice and wisdom. That is, even Aristotle knew the 
best CGIS procurers are philosophers. 
According to MacIntyre (2004), Aristotelian texts require some 
interpretation. While the philosophers of ancient Greek were scholars, wise 
men, and aristocrats who spent their days debating and arguing, the 
philosophers of today can easily fill their days with administrative reports and 
funding applications – if their workplace does not support the research. To 
understand the concept of the philosopher, we must go deeper into the subject. 
The best description of philosophers of the ancient world could be that they 
were people who by definition loved wisdom, were driven to acquire 
knowledge, and aimed to create a better society. They were philosophers who 
were proficient in their field or archons. In this sense, it would be wise to give 
CGIS procurement and development to them.  
However tempting it might be to say this, it does not mean that the person 
who procures or develops the CGIS must be a wise person. It means that this 
person should be driven to knowledge and aim for higher understanding, 
which in time develops their character for all the virtues and virtue of 
knowledge. The virtue of knowledge does not come cheaply. Therefore, 
archons are, for the sense of the society, of great value for getting a proper 












And now Samos, sacred to Juno, lay ahead to the left (Delos and 
Paros were behind them), Lebinthos, and Calymne, rich in honey, to 
the right, when the boy began to delight in his daring flight, and 
abandoning his guide, drawn by desire for the heavens, soared higher. 
His nearness to the devouring sun softened the fragrant wax that held 
the wings: and the wax melted: he flailed with bare arms, but losing 
his oar-like wings, could not ride the air. Even as his mouth was 
crying his father’s name, it vanished into the dark blue sea, the Icarian 
Sea, called after him. The unhappy father, now no longer a father, 
shouted ‘Icarus, Icarus where are you? Which way should I be 
looking, to see you?’ ‘Icarus’ he called again. Then he caught sight of 
the feathers on the waves, and cursed his inventions. He laid the body 
to rest, in a tomb, and the island was named Icaria after his buried 
child.  




The procurement of CGIS requires the wisdom to listen to different sciences 
and to follow wisdom. Because human life is an end in itself and of infinite 
value (e.g., see Kant, 1785), it seems impossible to actualise the responsibility 
towards one person – or even a group of people – as a means to repay mistakes. 
That is, one cannot give a lost life back or truly make amends of equal value – 
and that is one of the factors that makes these systems critical. Therefore, we 
need discourse on how to realise the responsibility and for what ends. 
The problem of privacy should be considered in-depth before limiting the 
possibilities of personal privacy. While systems can, at least on paper, offer 
easy solutions to difficult problems, in reality it is not always like that. To 
foresee the implications of today’s decisions on tomorrow’s privacy is a task 
that requires a particular kind of wisdom. Saying “no” when asked perform a 
task is a skill indeed. 
Moreover, it is important to discuss the aforementioned problems. 
Analysing, rephrasing, and defining terms in a small scientific community is a 
possibility, but in larger communities and in societies, this type of discussion 
is not an option. The language can and will be used as a tool to get more 
power over others. Society must safely keep CGISs by enabling a proper 
discussion about them. 
Open and modular thinking and design, open discourse, and free-to-inspect 
systems are a way to help people trust these systems. Moreover, these 
methods are a way to keep procurement, design, implementation, and 
maintenance of a CGIS for a society open, fair, and transparent. 
CGISs are a prime example of an area where ethics should be built in. 
Because many CGISs function well, their nature requires meticulous examination 
to diminish or negate the possibility of failures. CGISs do not keep us out of 
harm’s way, but make safety possible. Many professionals work with these 
systems, which are the products of the tools of their trade. They make our lives as 
good as they are now. Although the information system and the work done with it 
are inseparable, these systems might allow or interfere with these esteemed 
servants of society as they work toward our common goal of a secure and healthy 
society where citizen well-being is an utmost priority. To produce a poorly 
designed CGIS is to harm their work for the common good. 
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The goal of this thesis is not to prove that digitalisation and the use of 
technology is inherently bad but moreover to promote good practices when 
creating these systems. The validity of the technology is about the values that 
are embedded to the system, where the system is used, and how it is used. For 
example, electronic voting can be used in various situations, but suitable ideas 
to implement it on a larger (national) scale are not viable. At a higher level, 
the risks are greater than, for example, in a student election because the values 
of the voting and the nature of these values are not compatible, with 
reasonable cost efficiency. Biometric passports can help to tighten security 
and ease travel, but only when they are designed and implemented correctly. 
The trend of changing security methods and using passports’ data for other 
reasons requires a serious discussion about the nature of any change in the 
socio-technical system. The best examples of a good CGIS are in the eHealth 
cases, where technology saves both lives and money every day.  
These information systems all serve a purpose. That purpose must always 
be kept in mind in order to ethically developing information systems. The 
system requirements must be analysed from the viewpoint of the purpose of 
the system and reflect the ethical values and requirements that are embedded 
in the system. Because the purpose and ethical values are tied together, failing 
to understand one is most likely to lead to failure in the other and ultimately 
failure with the whole system procurement.  
Most importantly, we should be humble in front of these immense 
creations of mankind. These systems can help keep us healthy and safe, save 
our loved ones, and protect us from chaos that could occur if they were to stop 
functioning. These systems and their designers deserve our respect. That 
respect should also go to the ones who do the difficult task of ensuring that 
the systems do their intended tasks – for those who watch the watchmen. 
Not all hope is lost in CGIS procurement, at least in Finland. All cases in 
Chapter 3 that showed a lack of proper discussion and discounting of expert 
opinions for the process of intelligent legislation now show signs for the 
better. Delegation of responsibility, checking mechanisms, and public 
discourse have been implemented and sometimes even heeded (see e.g. the 
case of Intelligence legislation). It just might be possible in the future to have 
more Daedalian CGIS procurement in Finland and maybe even globally. 
CGIS procurement is not an easy task and obviously requires skills that not 
everyone possesses. When a task is both important and arduous, we should 
value those who are willing and able to do it. We need virtuous people who 
can guard us from possible harms and guide the CGIS development, allowing 
communities and nations to enter a new age of prosperity.  
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