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Abstract This paper considers the difficulty in the set-system approach to generalizing graph the-
ory. These difficulties arise categorically as the category of set-system hypergraphs is shown not to
be cartesian closed and lacks enough projective objects, unlike the category of directed multigraphs
(i.e. quivers). The category of incidence hypergraphs is introduced as a “graph-like” remedy for the
set-system issues so that hypergraphs may be studied by their locally graphic behavior via homo-
morphisms that allow an edge of the domain to be mapped into a subset of an edge in the codomain.
Moreover, it is shown that the category of quivers embeds into the category of incidence hypergraphs
via a logical functor that is the inverse image of an essential geometric morphism between the topoi.
Consequently, the quiver exponential is shown to be simply represented using incidence hypergraph
homomorphisms.
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1 Introduction & Background
We examine the combinatorial and categorical differences of three well studied categories of graph-
like objects and discuss the deficiencies in the set-system approach to hypergraph theory, before a
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fourth category is introduced as a natural hypergraphic generalization of graph theory. The cate-
gories studied are: (1) the category of quivers Q (directed graphs), (2) the category of set-system
hypergraphs H, (3) the category of multigraphsM, and (4) the category of incidence hypergraphsR.
The categories Q, M, and H are well studied in theoretical computer science [14], [15], [16] and cat-
egorical graph theory [4], [5], [9], [12], [13], [27]. However, the difficulties of the set-system approach
to hypergraphs are resolved by R, and many graph theoretic results have already been generalized
to hypergraphs via “oriented hypergraphs” in [6], [7], [23], [24], [25], [26], [29]. The nature of quiver
and graph exponentials is of particular importance regarding Hedetniemi’s conjecture, where in [11]
it was shown that the multiplicativity of K is equivalent to either G or KG is K-colorable, for every
graph G. The main results provide structure theorems which illustrate; (1) that the difficulty in the
set-system hypergraphic approach to generalizations of graph theory are categorical in nature; (2)
the idiosyncrasies of set-systems are remedied in the category of incidence structures; (3) incidence
structures are a faithful generalization of quivers via a logical functor; and (4) a characterization
of the edges of quiver exponentials as morphisms under the logical inclusion into the category of
incidence structures.
Moreover, the classical concepts of the incidence matrix and the bipartite representation graph are
shown to be related to the adjoints arising via Kan extensions of the natural logical functor between
two functor categories. Section 2 recalls the representation of Q as both a presheaf topos as well as
a comma category before extending the work from [9] which examines a multi-edge generalization
of the canonical set-system hypergraph from [1]. The categories H and M are shown nearly to be
topoi, sharing numerous properties with Q, but both H and M fail to be cartesian closed. Moreover,
H does not have enough projective objects.
Section 3 introduces the category of incidence structures R, which is a presheaf topos whose
comma category representation is naturally related to Q. The Kan extensions of the natural functors
from Q and R have intrinsic combinatorial meaning producing: complete digraphs, bouquets of
loops, disjoint generators, bipartite representations, and incidence matrices. Comparing H and R, it
is shown that the “natural” functor from H to R that simply inserts the implied incidence between
the vertex and edge is shown to be neither continuous or cocontinuous. Moreover, the incidence-
forgetful operation in the reverse direction is not even functorial. Thus, the set-system approach to
hypergraph theory does not categorically extend to R in any meaningful way, and a more natural
generalization of “hypergraph theory” is to pass from Q to R. Finally, a natural Q to R functor is
shown to be a faithful logical functor that is part of an essential, atomic, geometric morphism. The
left adjoint of the logical functor is the bipartite equivalent digraph, while the right adjoint provides
a characterization of quiver exponentials as incidence morphisms.
Specifically, we develop or discuss each of the functors in the diagram in Figure 1 below. Arrows
with two barbs represent a functor that has both a left and right adjoints, arrows with a left (resp.
right) barb are a left (resp. right) adjoints, dotted arrows have neither, while a wavy arrow is non-
functorial.
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Fig. 1 Functorial diagram for Q, M, H, & R
Particular attention is paid to the asymmetry of the edge functor of H, the similarities between
Q and R, and the unresolvable comparison between H and R.
1.1 Comma Category Framework
This subsection provides general conditions for when the canonical projections of a comma category
admit adjoint functors. Specifically, the following construction will be used to show that the vertex
functor for set-system hypergraphs will admit both a left and a right adjoint, as seen in Figure 1.
Definition 1.11 (Adjoints to P and Q) Let A
F // C B
Goo be functors.
1. If B has a terminal object 1B and G is continuous, then 1C := G (1B) is a terminal object in
C. For C ∈ Ob(C), let 1C,C ∈ C (C, 1C) be the unique morphism in C from C to 1C. Define
P ⋆(A) :=
(
A,1F (A),C, 1B
)
for A ∈ Ob(A).
2. If F has a right adjoint functor F ⋆, let θC ∈ C (FF
⋆(C), C) be the counit morphism for C ∈
Ob(C). Define Q⋆(B) :=
(
F ⋆G(B), θG(B), B
)
for B ∈ Ob(B).
3. If G has a left adjoint functor G⋄, let ηC ∈ C (C,GG
⋄(C)) be the unit morphism for C ∈ Ob(C).
Define P ⋄(A) :=
(
A, ηF (A), G
⋄F (A)
)
for A ∈ Ob(A).
4. If A has an initial object 0A and F is cocontinuous, then 0C := F (0A) is an initial object in
C. For C ∈ Ob(C), let 0C,C ∈ C (0C, C) be the unique morphism in C from 0C to C. Define
Q⋄(B) :=
(
0A,0G(B),C, B
)
for B ∈ Ob(B).
Proposition 1.12 (Adjoint characterizations for P and Q) Let A
F // C B
Goo be func-
tors.
1. Assume that B has a terminal object and that G is continuous. If P (A′, f ′, B′)
φ // A ∈ A,
there is a unique homomorphism (A′, f ′, B′)
φˆ // P ⋆(A) ∈ (F ↓ G) such that P
(
φˆ
)
= φ.
2. Assume that F has a right adjoint functor. If Q(A′, f ′, B′)
ϕ // B ∈ B, there is a unique
homomorphism (A′, f ′, B′)
ϕˆ // Q⋆(B) ∈ (F ↓ G) such that Q (ϕˆ) = ϕ.
3. Assume that G has a left adjoint functor. If A
ψ // P (A′, f ′, B′) ∈ A, there is a unique homo-
morphism P ⋄(A)
ψˆ // (A′, f ′, B′) ∈ (F ↓ G) such that P
(
ψˆ
)
= ψ.
4 Will Grilliette, Lucas J. Rusnak
4. Assume that A has an initial object and that F is cocontinuous. If B
χ // Q(A′, f ′, B′) ∈ B,
there is a unique homomorphism Q⋄(B)
χˆ // (A′, f ′, B′) ∈ (F ↓ G) such that Q (χˆ) = χ.
Proof 1. Let φˆ := (φ,1B′,B), where 1B′,B is the unique map from B
′ to 1B.
2. By the universal property of F ⋆, there is a unique A′
ζ // F ⋆G(B) ∈ A such that θG(B)◦F (ζ) =
G(ϕ) ◦ f ′. Let ϕˆ := (ζ, ϕ).
The proof of part (3) (resp. part (4)) is dual to part (2) (resp. part (1)). ⊓⊔
2 Classical Categories of Graphs
2.1 Category of Quivers Q
2.1.1 Functor Category Representation
Let E be the finite category drawn below.
1
s
((
t
66 0
Defining Q := SetE, let Set Q
−→
Voo
−→
E // Set be the evaluation functors at 0 and 1, re-
spectively. An object Q of Q consists of two sets,
−→
V (Q) and
−→
E (Q), and a pair of functions
σQ, τQ :
−→
E (Q)→
−→
V (Q). This object is precisely a “directed graph,” “oriented graph,” or “quiver” as
described in [5], [18], [22], [28]. Constructed as a functor category into Set, a category of presheaves,
Q inherits a deep and rich internal structure from its parent category: completeness and cocom-
pleteness [3, Corollary I.2.15.4], a subobject classifier [19, Lemma A1.6.6], exponential objects [19,
Proposition A1.5.5], a finite set of projective generators [3, Example I.4.5.17.b], injective partial
morphism representers [19, Proposition A2.4.7], regularity [3, Corollary III.5.9.2], to name a few.
Moreover, [12] demonstrated that each object of Q admits a projective cover and an injective en-
velope, sharpening the covering by the projective generators and the embedding into the partial
morphism representer, respectively.
Letting 1 be the discrete category of a single object, note that the evaluation functors
−→
V ,
−→
E :
SetE → Set1 correspond to functors from 1 to E, mapping the one object of 1 to either 0 or 1 in E.
Thus, both
−→
V and
−→
E admit adjoint functors via Kan extensions [3, Theorem I.3.7.2]. Explicitly,
−→
V
admits a right adjoint
−→
V ⋆ : Set→ Q and a left adjoint
−→
V ⋄ : Set→ Q with the following action on
objects:
–
−→
V ⋆(X) = (X,X ×X, π1, π2), where π1, π2 : X ×X → X are the canonical projections;
–
−→
V ⋄(X) = (X, ∅,0X,0X), where 0X : ∅ → X is the empty function.
Likewise,
−→
E admits a right adjoint
−→
E ⋆ : Set → Q and a left adjoint
−→
E ⋄ : Set → Q with the
following actions on objects:
–
−→
E ⋆(X) = ({1}, X,1X,1X), where 1X : X → {1} is the constant function;
–
−→
E ⋄(X) = ({0, 1} ×X,X,̟1, ̟2), where ̟1, ̟2 : X → {0, 1} ×X are the canonical inclusions.
As can be seen in simple examples, the adjoints of
−→
V and
−→
E encode the following canonical examples:
the (directed) isolated set of vertices, the complete directed multigraph, the disjoint set of directed
paths of length 1, and the directed bouquet of loops at a single vertex. This is collected in Table 1
below.
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Functor Dom→ Codom Note
−→
E Q → Set The set of directed edges.
−→
E ⋆ Set → Q Bouquet of directed loops.
−→
E ⋄ Set → Q Disjoint copies of 1-paths.
−→
V Q → Set The set of vertices.
−→
V ⋆ Set → Q Complete digraph.
−→
V ⋄ Set → Q Isolated set of vertices.
Table 1 A library of functors for Q
Lastly, one can improve the generation fact. Indeed, [3, Theorem I.2.15.6] states that every object
in Q can be realized as a quotient of a coproduct of the following two objects: the isolated vertex
−→
V ⋄ ({1}) and the directed path of length 1,
−→
E ⋄ ({1}). However, any generation set for Q must have
two objects, meaning this generation set is minimal.
Theorem 2.11 (Generation of Q) Any set of generators for Q must have at least two non-
isomorphic objects.
Proof Let J ⊆ Ob(Q) be a family of generators for Q. Define f, g : {0} → {0, 1} by f(0) := 0
and g(0) := 1. As
−→
V ⋄(f) 6=
−→
V ⋄(g), there are Q1 ∈ J and Q1
ϕ1 // −→V ⋄({0}) ∈ Q such that
−→
V ⋄(f) ◦ ϕ1 6=
−→
V ⋄(g) ◦ ϕ1. Note that
−→
E (ϕ1) :
−→
E (Q1)→
−→
E
−→
V ⋄({0}) = ∅. Thus,
−→
E (Q1) = ∅.
On the other hand, as
−→
E ⋆(f) 6=
−→
E ⋆(g), there are Q2 ∈ J and Q2
ϕ2 // −→E ⋆({0}) ∈ Q such
that
−→
E ⋆(f) ◦ ϕ2 6=
−→
E ⋆(g) ◦ ϕ2. Note that
−→
V
−→
E ⋆(f) =
−→
V
−→
E ⋆(g) = id{1}, so
f ◦
−→
E (ϕ2) =
−→
E
(−→
E ⋆(f) ◦ ϕ2
)
6=
−→
E
(−→
E ⋆(g) ◦ ϕ2
)
= g ◦ E (ϕ2) .
Thus, there is e ∈
−→
E (Q2) such that
(
f ◦
−→
E (ϕ2)
)
(e) 6=
(
g ◦
−→
E (ϕ2)
)
(e). Therefore,
card
(−→
E (Q2)
)
≥ 1 > 0 = card
(−→
E (Q1)
)
, showing that Q1 6∼=Q Q2. ⊓⊔
2.1.2 Comma Category Representation
Alternatively, Q can be constructed via a comma category. Recall the diagonal functor for the
category Set.
Definition 2.12 (Diagonal functor, [20, p. 62]) The diagonal functor ∆ : Set→ Set× Set is
defined by ∆(X) := (X,X), ∆(φ) := (φ, φ).
From [20, p. 87], ∆ has a right adjoint functor ∆⋆ : Set × Set → Set determined by the
categorical product, the cartesian product. Composing these two functors gives ∆⋆∆ : Set → Set
with the action ∆⋆∆(X) = X×X ,∆⋆∆(φ)(x, y) = (φ(x), φ(y)). Thus, ∆⋆∆ is the 2nd-power functor
from [18, Example 3.20], and the conflictingly named “diagonal functor” from [14, Definition 7.4.1].
As in [14, Definition 7.4.1], an object Q of (idSet ↓ ∆
⋆∆) consists of two sets,
−→
V (Q) and
−→
E (Q),
and a function −→ǫ Q :
−→
E (Q)→
−→
V (Q)×
−→
V (Q). This object is precisely a “directed graph” as described
in [2, p. 31]. Moreover, the notion of isomorphism in this comma category matches [2, Exercise 1.5.3]
exactly.
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The proof that (idSet ↓ ∆
⋆∆) is isomorphic to SetE follows from the universal property of the
product in Set in the diagram below.
−→
E (Q)
σQ
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
τQ
((❘❘
❘❘❘
❘❘❘
❘❘
❘❘❘
❘❘❘
∃!−→ǫ Q

−→
V (Q)
−→
V (Q)×
−→
V (Q)
π1
oo
π2
// −→V (Q)
2.2 Category of Set-System Hypergraphs H
2.2.1 Construction
To build the category of set-system hypergraphs, recall the power-set functor for the category Set.
Definition 2.21 (Covariant power-set functor, [20, p. 13]) The (covariant) power-set func-
tor P : Set→ Set is defined in the following way:
– P(X) is the power set of X;
– P(φ)(A) := {φ(x) : x ∈ A}, the image of A under φ.
Let H := (idSet ↓ P) with domain functor E : H → Set and codomain functor V : H → Set.
An object G of H consists of two sets, V (G) and E(G), and a function ǫG : E(G) → PV (G). The
category H contains the category H of hypergraphs defined in [9, p. 186] as a full subcategory, but
H allows for empty edges as defined in [10, §1.7] without any alteration to the existing objects or
maps. Thus, H can be considered a natural extension of H.
Note that Set is cocomplete and that idSet is its own left adjoint. Invocation of Proposition 1.12
creates adjoint functors for V . Explicitly, V admits a right adjoint V ⋆ : Set→ H and a left adjoint
V ⋄ : Set→ H with the following actions on objects:
– V ⋆(X) =
(
P(X), idP(X), X
)
;
– V ⋄(X) =
(
∅,0P(X),Set, X
)
.
As can be seen in simple examples, the adjoints of V encode the following canonical examples: the
(undirected) isolated set of vertices and the complete set-system hypergraph.
Unfortunately, as P is not continuous, Proposition 1.12 does not apply to E. However, E does
admit a right adjoint in the following way.
Definition 2.22 (Right adjoint to E) Given a set X, define the set-system hypergraph E⋆(X) :=(
{0, 1} ×X, ǫE⋆(X), {1}
)
, where
ǫE⋆(X)(n, x) :=


∅, n = 0,
{1}, n = 1.
Define ζX : EE
⋆(X)→ X by ζX(n, x) := x.
Proposition 2.23 (Characterization of E⋆) If E(G)
ξ // X ∈ Set, there is a unique
G
ξˆ // E⋆(X) ∈ H such that ζX ◦ E
(
ξˆ
)
= ξ.
Proof Define α : E(G)→ EE⋆(X) by
α(e) :=
{
(0, ξ(e)) , ǫG(e) = ∅,
(1, ξ(e)) , ǫG(e) 6= ∅.
Let ξˆ :=
(
α,1V (G)
)
, where 1V (G) is the constant map from V (G) to {1}. ⊓⊔
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Sadly, as shown Lemma 2.217, E is not continuous and cannot admit a left adjoint functor. These
functors are collected for reference in Table 2.
Functor Dom→ Codom Note
E H → Set The set of hyperedges.
E⋆ Set → H Bouquet of undirected 1-edges and loose 0-edges.
V H → Set The set of vertices.
V ⋆ Set → H (Simplicial) Complete hypergraph.
V ⋄ Set → H Isolated set of vertices.
Table 2 A library of functors for H
2.2.2 Topos-like Properties
As H = (idSet ↓ P) differs from Q ∼= (idSet ↓ ∆
⋆∆) only in the second coordinate, the two share a
substantial amount of structure. Firstly, a monomorphism (resp. epimorphism) is guaranteed to be
regular and is identified as a pair of one-to-one (resp. onto) functions, analogous to [15, Fact 2.15]
for Q. The proof mirrors case for both Q and Set, so it will be omitted.
Proposition 2.24 (Monomorphisms, H) For G
φ // H ∈ H, the following are equivalent:
1. φ is a regular monomorphism;
2. φ is an monomorphism;
3. both V (φ) and E(φ) are one-to-one.
Proposition 2.25 (Epimorphisms, H) For G
φ // H ∈ H, the following are equivalent:
1. φ is a regular epimorphism;
2. φ is an epimorphism;
3. both V (φ) and E(φ) are onto.
Likewise, essential monomorphisms and coessential epimorphisms are very similar to [12, Propo-
sitions 3.3.2 & 4.2.1]. Recall the following definitions.
Definition 2.26 (Neighborhoods & isolation, [8, p. 3 & 5]) Given a set-system hypergraph
G and vertices v, w ∈ V (G), v is adjacent to w if there is e ∈ E(G) such that {v, w} ⊆ ǫG(e).
The neighborhood of v is the set NG(v) of vertices adjacent to v in G. On the other hand, v is
isolated in G if NG(v) = ∅. Let isol(G) be the set of all isolated vertices in G.
The proofs of the characterizations are nearly identical to their quiver counterparts, and will be
omitted.
Proposition 2.27 (Essential monomorphisms, H) For G
φ // H ∈ H, φ is essential if and
only if the following conditions hold:
1. if V (G) 6= ∅, then V (φ) is bijective;
2. if V (G) = ∅, then card (V (H)) ≤ 1;
3. if S ∈ PV (G) and ǫ−1G (S) 6= ∅, then PE(φ)
(
ǫ−1G (S)
)
= ǫ−1H (PV (φ)(S));
4. if U ∈ PV (H) and U 6= ǫH (E(φ)(g)) for all g ∈ E(G), then card
(
ǫ−1H (U)
)
≤ 1.
Proposition 2.28 (Coessential epimorphisms, H) An epimorphism G
φ // // H ∈ H is co-
essential if and only if the following conditions hold:
1. E(φ) is bijective;
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2. if v ∈ isol(G), then V (φ)(v) ∈ isol(H);
3. if w ∈ isol(H), then there is a unique v ∈ isol(G) such that V (φ)(v) = w.
Next, H is complete and cocomplete. Binary products and pullbacks for H were computed in [9,
p. 189-190], and arbitrary products follow in direct analogy. As such, the proof is omitted.
Definition 2.29 (Construction of the product, H) Given an index set Λ, let Gλ ∈ Ob(H) for
all λ ∈ Λ. Let Z := ×λ∈ΛE (Gλ) with canonical projections rλ : Z → E (Gλ). Define a set-system
hypergraph G by
– a product vertex set V (G) := ×λ∈ΛV (Gλ) with canonical projections pλ : V (G)→ V (Gλ),
– a product edge set colored by its endpoint set below,
E(G) := {(A,−→e ) ∈ PV (G) × Z : P (pλ) (A) = (ǫGλ ◦ rλ) (
−→e )∀λ ∈ Λ} ,
– an endpoint map ǫG : E(G)→ PV (G) by ǫG (A,
−→e ) := A.
Let qλ : E(G) → E (Gλ) by qλ (A,
−→e ) := rλ (
−→e ). Routine checks show that πλ := (qλ, pλ) is a
morphism in H from G to Gλ for all λ ∈ Λ.
Lemma 2.210 (Universal property of the product, H) If H
ρλ // Gλ ∈ H for all λ ∈ Λ,
then there is a unique H
ρˆ // G ∈ H such that πλ ◦ ρˆ = ρλ.
These properties culminate in the following theorem.
Theorem 2.211 (Limit properties of H) The category H is complete, cocomplete, and regular.
Proof By [27, Theorem 3], H is cocomplete. Also, H is complete by applying [3, Theorem I.2.8.1
& Proposition I.2.8.2] to Lemma 2.210 and the pullbacks of [9, p. 190]. As H is complete, every
morphism admits a kernel pair. As H is cocomplete, the coequalizer of a kernel pair exists. Lastly, the
pullback of a regular epimorphism is a regular epimorphism again by a diagram chase as mentioned
in [9, p. 190]. ⊓⊔
Finally, every object of H admits a partial morphism representer, constructed by appending a
new vertex and a new edge for every subset of vertices. These new components play the role of
“false”, while the original components correspond to “true”.
Definition 2.212 (Partial morphism representer, H) For G ∈ Ob(H), define a set-system hy-
pergraph G˜ by
– V
(
G˜
)
:= ({1} × V (G)) ∪ {(0, 0)},
– E
(
G˜
)
:= ({1} × E(G)) ∪
(
{0} × PV
(
G˜
))
,
– ǫG˜(n, x) :=
{
{1} × ǫG(x), n = 1,
x, n = 0.
Likewise, define G
ηG // G˜ ∈ H by V (ηG) (v) := (1, v), E (ηG) (e) := (1, e). By Proposition 2.24,
ηG is monic in H.
Theorem 2.213 (Universal property of ˜) If K Hoo
φoo ψ // G ∈ H where φ is monic,
then there is a unique K
ψˆ // G˜ ∈ H such that K Hoo
φoo ψ // G is a pullback of
K
ψˆ // G˜ Goo
ηGoo . Consequently, if T is a terminal object in H, T˜ equipped with ηT is a subobject
classifier for H.
Incidence hypergraphs and a characterization of quiver exponentials 9
Proof Define K
ψˆ // G˜ ∈ H by
– V
(
ψˆ
)
(v) :=
{
(1, V (ψ)(w)) , v = V (φ)(w),
(0, 0) , otherwise,
– E
(
ψˆ
)
(e) :=
{
(1, E(ψ)(f)) , e = E(φ)(f),(
0,
(
PV
(
ψˆ
)
◦ ǫK
)
(e)
)
, otherwise,
As φ is monic, Proposition 2.24 shows that ψˆ is well-defined. ⊓⊔
An immediate consequence is that H has enough injective objects, but moreover, injective objects
can be completely characterized. Indeed, an injective set-system hypergraph is precisely a generalized
complete hypergraph.
Corollary 2.214 (Characterization of injective objects, H) A set-system hypergraph G is in-
jective in H if and only if the following conditions hold:
1. V (G) 6= ∅,
2. ǫ−1G (S) 6= ∅ for all S ∈ PV (G).
Proof (⇒) As G is injective with respect to monomorphisms, there is G˜
ψ // G ∈ H such that
ψ ◦ ηG = idG.
G
G
idG
OO
ηG
// G˜
∃ψ
__
Then, V (ψ)(0, 0) ∈ V (G) and
ǫG (E(ψ) (0, {0} × S)) = PV (ψ) (ǫG˜ (0, {1} × S)) = PV (ψ) ({1} × S) = PV (ψ ◦ ηG) (S)
= PV (idG) (S) = idPV (G)(S) = S.
(⇐) Fix v0 ∈ V (G) and eS ∈ ǫ
−1
G (S) for S ∈ PV (G). Define G˜
ψ // G ∈ H by
– V (ψ)(n, x) :=
{
x, n = 1,
v0, n = 0,
– E(ψ)(n, y) :=
{
y, n = 1,
ePV (ψ)(S), n = 0.
Routine calculations show that ψ ◦ ηG = idG, meaning G is a retract of G˜. ⊓⊔
However, the partial morphism representer is not generally the best injective embedding, i.e. the
injective envelope. Instead, the latter is achieved by only appending vertices or edges where none pre-
viously existed, which is directly analogous to [12, Definition 3.3.3]. The proof of the characterization
is nearly identical to [12, Theorem 3.3.5] and will be omitted.
Definition 2.215 (Loading of a set-system hypergraph) For G ∈ Ob(H), define the loading
of G as the set-system hypergraph LH(G) by
– V LH(G) :=
{
V (G), V (G) 6= ∅,
{0}, V (G) = ∅,
,
– ELH(G) := ({1} × E(G)) ∪
{
(0, S) : S ∈ PV LH(G), ǫ
−1
G (S) = ∅
}
,
– ǫLH(G)(n, x) :=
{
{1} × ǫG(x), n = 1,
x, n = 0.
Likewise, define G
jG // LH(G) ∈ H by V (jG) (v) := v, E (jG) (e) := (1, e). By Proposition 2.27,
jG is an essential monomorphism in H.
Theorem 2.216 (Injective envelope, H) For a set-system hypergraph G, LH(G) equipped with
jG is an injective envelope of G in H.
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2.2.3 Failure of Exponentials and Projectives
Considering the topos-like properties, one could be forgiven for assuming that H itself was a topos.
Unfortunately, it is not, failing only requirement to be cartesian closed.
Lemma 2.217 (Exponential failure) The category H is not cartesian closed, and E is not con-
tinuous.
Proof We construct a counterexample for these conditions similar to [4, Counterexample 5.1]
Let P1 be the path of length 1. There is a unique map α from V
⋄({0}) to P1 mapping 0 to v,
and a unique map β from V ⋄({0}) to P1 mapping 0 to w. The coequalizer of α and β in H appears
below, quotienting v and w together into the set-system hypergraph H .
V ⋄({0}) P1 H
v w
e
0
{e}
{v, w}
α
β
q
Applying the functor P1
∏H
− to the diagram above, consider the coequalizer of P1
∏H
α and
P1
∏H
β in H. Here, the vertices are quotiented, but the edges are not, giving the set-system hyper-
graph K below.
P1
∏H
V ⋄({0}) P1
∏H
P1
(w, 0)
(v, 0) P1
∏H
α
P1
∏H
β
K
r
P1
∏H
q
P1
∏H
H
(v, {v, w})
(w, {v, w})
Observe that K 6∼=H P1
∏H
H and E (P1)
∏Set
E (P1) 6∼=Set E
(
P1
∏H
P1
)
. ⊓⊔
Also, H has another failing. Projective objects in H are very degenerate, composed only of isolated
vertices and 0-edges.
Theorem 2.218 (Projective objects, H) A set-system hypergraph P is projective in H if and
only if ǫP (e) = ∅ for all e ∈ E(P ).
Proof (⇐) Consider the diagram below in H, where φ is epic.
P
ψ

H G
φ
oooo
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By Proposition 2.25, both E(φ) and V (φ) are onto. For each v ∈ V (P ), choose wv ∈
V (φ)−1 (V (ψ)(v)), and define α : V (P ) → V (G) by α(v) := wv. For each e ∈ E(P ), choose
fe ∈ E(φ)
−1 (E(ψ)(e)), and define β : E(P ) → E(G) by β(e) := fe. A routine calculation shows
that ψˆ := (β, α) ∈ H(P,G), and φ ◦ ψˆ = ψ by construction.
(⇒) For purposes of contradiction, assume that there is e ∈ E(P ) and v ∈ V (P ) such that
v ∈ ǫP (e). For any set S, let G be the set-system hypergraph constructed in the following way:
– E(G) := E(P ),
– V (G) := ({0} × V (P )) ∪ ({1} × S),
– ǫG(f) :=
{
{0} × ǫP (f), f 6= e,
({0} × ǫP (e)) ∪ ({1} × S) , f = e.
Likewise, define α : V (G)→ V (P ) by
α(n,w) :=
{
w, n = 0,
v, n = 1,
and β := idE(P ). A routine calculation shows that φ := (β, α) ∈ H(G,P ). Both α and β are onto,
so φ is epic in H by Proposition 2.25. As P is projective with respect to epimorphisms in H, there
is P
ψˆ // G ∈ H such that φ ◦ ψˆ = idP .
P
idP

ψˆ

P G
φ
oooo
Notice that
idE(P ) = E (idP ) = E
(
φ ◦ ψˆ
)
= E (φ) ◦ E
(
ψˆ
)
= β ◦ E
(
ψˆ
)
= E
(
ψˆ
)
,
so
PV
(
ψˆ
)
(ǫP (e)) = ǫG
(
E
(
ψˆ
)
(e)
)
= ǫG(e) = ({0} × ǫP (e)) ∪ ({1} × S) .
Hence, card (ǫP (e)) ≥ card (ǫP (e)) + card(S) ≥ card(S). Since S was arbitrary, ǫP (e) has larger
cardinality than any set, including its own power set. This contradicts Cantor’s Theorem, so v and
e cannot have existed.
⊓⊔
Unfortunately, due to this degeneracy, projective covers in H rarely exist. The reason for this
behavior is the inability for a 0-edge to be mapped anywhere but to another 0-edge. Thus, the only
objects with a projective cover are themselves projective.
Corollary 2.219 (Epic images of projectives, H) Say P
φ // // G ∈ H is epic, and P is pro-
jective in H. Then, G is also projective in H. Consequently, H does not have enough projectives.
Proof By Proposition 2.25, E(φ) is onto. Given e ∈ E(G), there is f ∈ E(P ) such that E(φ)(f) = e.
By Theorem 2.218, ǫP (f) = ∅, so ǫG(e) = (ǫG ◦ E(φ)) (f) = (PV (φ) ◦ ǫP ) (f) = PV (φ)(∅) = ∅.
Hence, G is projective with respect to epimorphisms in H by Theorem 2.218.
⊓⊔
Moreover, H does not have a set of generators, but rather a proper class indexed by the parent
category Set.
Definition 2.220 (Generators of H) For S ∈ Ob(Set), define a set-system hypergraph GS :=
({1}, ǫGS , S), where ǫGS(1) := S. Let G := {GS : S ∈ Ob(Set)} ∪ {V
⋄({1})}.
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Theorem 2.221 (Generation of H) The class G is a family of generators for H. If J is a family
of generators for H, then J is a proper class. Consequently, G is a minimal family of generators.
Proof Say H
φ
))
ψ
55 K ∈ H satisfy that φ ◦ ϕ = ψ ◦ ϕ for all G ∈ G and ϕ ∈ H(G,H). If v ∈ V (H),
let f : {1} → V (H) by f(1) := v. By Proposition 1.12, there is a unique V ⋄({1})
fˆ // H ∈ H such
that V
(
fˆ
)
= f . By assumption φ ◦ fˆ = ψ ◦ fˆ , meaning V (φ)(v) = V
(
φ ◦ fˆ
)
(1) = V
(
ψ ◦ fˆ
)
(1) =
V (ψ)(v). Hence, V (φ) = V (ψ). For e ∈ E(H), let S := ǫH(e) and define GS
ϕ // H ∈ H by
V (ϕ)(v) := v and E(ϕ)(1) := e. By assumption, φ ◦ ϕ = ψ ◦ ϕ, meaning E(φ)(e) = E (φ ◦ ϕ) (1) =
E (ψ ◦ ϕ) (1) = E(ψ)(v). Thus, E(φ) = E(ψ), yielding that φ = ψ. Therefore, G is a family of
generators for H.
Let J ⊆ Ob(H) satisfy that J is a set. Define S := ⊔G∈JV (G) and a set-system hypergraph
K by
– V (K) := {(0, 0)} ∪ ({1} × P(S)),
– E(K) := {0, 1, 2, 3},
– ǫK(n) :=


∅, n = 0,
{(0, 0)}, n = 1,
{1} × P(S), n = 2, 3.
Let H be the set-system subhypergraph of K induced by edges 0, 1, and 2. Define H
φ
))
ψ
55 K ∈ H
by V (φ)(v) := V (ψ)(v) := v, E(φ)(n) = n, and
E(ψ)(n) :=


0, n = 0,
1, n = 1,
3, n = 2,
2, n = 3.
If G ∈ J and G
ϕ // H ∈ H, then
card (ǫH (E(ϕ)(e))) = card (PV (ϕ) (ǫG(e))) ≤ card (V (G)) ≤ card(S) < card (P(S))
by Cantor’s Theorem. Thus, E(ϕ)(e) ∈ {0, 1}, meaning that φ ◦ ϕ = ψ ◦ ϕ by a routine calculation.
As φ 6= ψ, J is not a family of generators for H. ⊓⊔
2.3 Category of Multigraphs M
2.3.1 Deletion Functor & Limits
This section considers the connection between a category of multigraphs to the larger category of
hypergraphs. Specifically, the following definition is used for a multigraph.
Definition 2.31 (Multigraph, [9, p. 185]) A multigraph G is a set-system hypergraph such that
for all e ∈ E(G), 1 ≤ card (ǫG(e)) ≤ 2. Let M denote the full subcategory of H consisting of
multigraphs, and M
N // H be the inclusion functor.
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This definition agrees with the definition of a “graph” in [2, p. 2]. Moreover, the notion of
isomorphism in M matches [2, p. 12] exactly.
There is a natural means to change any set-system hypergraph into a multigraph, by removing
all non-traditional edges. This deletion process constitutes a right adjoint functor to N .
Definition 2.32 (Deletion functor) Given a set-system hypergraph H, define a set-
sytem multigraph Del(H) :=
(
EDel(H), ǫH |EDel(H) , V (H)
)
, where EDel(H) :=
{e ∈ E(H) : 1 ≤ card (ǫH(e)) ≤ 2}. Let Del(H)
jH // H ∈ H be the canonical inclusion ho-
momorphism from Del(H) into H.
Theorem 2.33 (Characterization of Del) If G is a multigraph and G
φ // H ∈ H, there is a
unique G
φˆ // Del(H) ∈M such that jH ◦ φˆ = φ.
Proof Given e ∈ E(G), then 1 ≤ card (ǫG(e)) ≤ 2 and (ǫH ◦ E(φ)) (e) = (PV (φ) ◦ ǫG) (e), so one
has 1 ≤ card ((ǫH ◦ E(φ)) (e)) ≤ 2 also. Hence, E(φ)(e) ∈ EDel(H). Define β := E(φ)|
E Del(H)
and
φˆ := (β, V (φ)). ⊓⊔
One can quickly show that M is replete in H, so M is a coreflective subcategory of H. As a
consequence, the adjoint pair causes M to inherit several properties from its parent H. In particular,
M fails to be a topos in the exact same way.
Theorem 2.34 (Limit properties of M) The category M is complete, cocomplete, and regular.
Every object of M admits a partial morphism representer and an injective envelope. However, M
is not cartesian closed. The inclusion functor N fails to be continuous, but admits a right adjoint
functor. Also, the right adjoint functor Del is not cocontinuous.
Proof Applying the duals of [3, Propositions I.3.5.3-4], M is complete and cocomplete. The same
proof as Proposition 2.24 shows that a monomorphism in M corresponds precisely to a monomor-
phism in H, so N preserves monomorphisms. By the dual of [17, Proposition II.10.2], Del preserves
injective objects. Thus, a check shows that applying Del to the loading of a multigraph forms the
injective envelope in M. Using Del on the pullback diagram for the partial morphism representer for
H in Theorem 2.213 yields the partial morphism representer for M. Regularity of M follows from
the same proof as H.
On the other hand, applying Del throughout Lemma 2.217 shows that M is not cartesian closed
and that N is not continuous.
To show that Del is not cocontinuous, let E4 be a set-system hypergraph with a single 4-edge
and E1 a set-system hypergraph with a single 1-edge. There is only one map E4
α // E1 ∈ H,
mapping all vertices of E4 to the one vertex of E1.
α
E4 E1
This map is epic by Proposition 2.25, but Del (E4) has no edges to map onto the single edge of
Del (E1) = E1.
Del(α)
Del(E4) Del(E1)
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Consequently, Del does not preserve epimorphisms. ⊓⊔
2.3.2 Associated Digraph Functor
A canonical method of reducing a quiver to a multigraph is removing the order on the endpoint map,
described in [2, p. 32]. This action on objects can be extended to homomorphisms, giving a functor
between the two categories. This can also be achieved by quotienting by the symmetry relation as
in [4, p. 17].
Definition 2.35 (Underlying multigraph functor) Given a quiver Q, define a set-system
multigraph U(Q) :=
(−→
E (Q), ǫU(Q),
−→
V (Q)
)
, where ǫU(Q)(e) := {σQ(e), τQ(e)}. Given Q
φ // R ∈
Q, define the homomorphism U(φ) :=
(−→
E (φ),
−→
V (φ)
)
= φ. A routine calculation shows that U
defines a functor from Q to M.
Accordingly, an orientation of a multigraph G can now be defined functorially as a quiver Q
such that U(Q) = G. On the other hand, [2, p. 32] also describes a means of constructing a quiver
from a multigraph by replacing an undirected edge with a pair of directed edges. This construction
creates a right adjoint functor to U .
Definition 2.36 (Associated digraph functor) Given a set-system multigraph G, define a
quiver
−→
D(G) :=
(
V (G),
−→
E
−→
D(G), σ−→
D(G)
, τ−→
D(G)
)
, where
– a 2-edge is replaced with a directed 2-cycle, and a 1-edge with a loop;
−→
E
−→
D(G) := {(e, v, w) : ǫG(e) = {v, w}, v 6= w} ∪ {(e, v, v) : ǫG(e) = {v}}
– σ−→
D(G)
(e, v, w) := v, τ−→
D(G)
(e, v, w) := w.
Likewise, define θG :=
(
E (θG) , idV (G)
)
, where E (θG) (e, v, w) := e. A routine calculation shows
that θG is a multigraph homomorphism from U
−→
D(G) to G.
Theorem 2.37 (Characterization of
−→
D) If U(Q)
φ // G ∈ M, there is a unique
Q
φˆ // −→D(G) ∈ Q such that θG ◦ U
(
φˆ
)
= φ.
Proof For e ∈
−→
E (Q), one has ǫG (E(φ)(e)) =
(
PV (φ) ◦ ǫU(Q)
)
(e) =
{(V (φ) ◦ σQ) (e), (V (φ) ◦ τQ) (e)} , meaning (E(φ)(e), (V (φ) ◦ σQ) (e), (V (φ) ◦ τQ) (e)) ∈
−→
E
−→
D(G).
Define α :
−→
E (Q) →
−→
E
−→
D(G) by α(e) := (E(φ)(e), (V (φ) ◦ σQ) (e), (V (φ) ◦ τQ) (e)) and
φˆ := (α, V (φ)).
⊓⊔
However, while
−→
D has often been called the “equivalent digraph” operator,
−→
D and U do not
constitute an equivalence of categories. This is immediately apparent as Q is a topos, and M is not.
The following lemma gives precise reasons for this failure – U does not preserve products, and
−→
D
does not preserve coequalizers.
Lemma 2.38 U is not continuous, and
−→
D is not cocontinuous.
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Proof Consider
−→
P 1 the directed path of length 1. By [3, Proposition I.2.15.1], the product of
−→
P 1 with itself in Q is component-wise, yielding four vertices and only one edge. Consequently,
U
(
−→
P 1
∏Q−→
P 1
)
has very similar structure. However,
U
(−→
P 1
)∏M
U
(−→
P 1
)
= P1
∏M
P1 = Del (P1)
∏M
Del (P1) = Del
(
P1
∏H
P1
)
,
which has four vertices and two edges from Lemma 2.217.
U
(
−→
P 1
∏Q−→
P 1
)
U
(−→
P 1
)∏M
U
(−→
P 1
)
(v, v)
(v, w) (w,w)
(w, v) (v, v)
(v, w) (w,w)
(w, v)
Hence, U
(
−→
P 1
∏Q−→
P 1
)
6∼=M U
(−→
P 1
)∏M
U
(−→
P 1
)
.
Let P1, α, β, H , and q be as in Lemma 2.217. Applying the functor
−→
D to this diagram, the
coequalizer of
−→
D(α) and
−→
D(β) in Q again quotients vertices and not edges, giving the quiver R
below.
~DV ⋄({0}) ~D(P1)
r
~D(H)
R
~D(α)
~D(β)
0
~D(q)
v w
Note that R 6∼=Q
−→
D(H). ⊓⊔
For reference, the H and M functors from the previous two subsections appear in Table 3.
Functor Dom→ Codom Note
Del H→M Deletes all edges except those of size 1 or 2.
N M→ H Natural inclusion functor of M into H.
−→
D M → Q Associated (“equivalent”) digraph.
U Q →M Underlying multigraph functor.
Table 3 A library of functors between Q, M, and H
2.3.3 Projectivity
To consider projectivity inM, one must identify the epimorphisms inM. Thankfully, the cocontinuity
of V N and EN transfer Proposition 2.25 to M. As such, the proof will be omitted.
Proposition 2.39 (Epimorphisms, M) For G
φ // H ∈M, the following are equivalent:
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1. φ is a regular epimorphism;
2. φ is an epimorphism;
3. both V N(φ) and EN(φ) are onto.
Projective objects cannot be obtained through H. Not only are projective objects scarce in H due
to Theorem 2.218, but the deletion functor Del does not preserve epimorphisms as shown in Lemma
2.38.
On the other hand, projective covers can be constructed through Q as shown in [12, Corollary
4.2.2]. To transfer the projective cover from Q to M, observe that the associated digraph functor
preserves epimorphisms.
Lemma 2.310 (
−→
D preserves epimorphisms) Given an epimorphism G
φ // // H ∈ M,
−→
D(φ)
is an epimorphism in Q.
Proof By Proposition 2.39, both V N(φ) and EN(φ) are onto. Given (e, v, w) ∈
−→
E
−→
D(H), recall
that e ∈ EN(H) and v, w ∈ V N(H) satisfy ǫH(e) = {v, w}. There is f ∈ EN(G) such that
EN(φ)(f) = e, which yields PV N(φ) (ǫG(f)) = ǫH (EN(φ)(f)) = ǫH(e) = {v, w}. Thus, there
are x, y ∈ ǫG(f) such that V N(φ)(x) = v and V N(φ)(y) = w. Consequently,
−→
E
−→
D(φ)(f, x, y) =
(EN(φ)(f), V N(φ)(x), V N(φ)(y)) = (e, v, w), showing
−→
E
−→
D(φ) onto. As
−→
V
−→
D(φ) = V N(φ) is onto,
−→
D(φ) is epic in Q.
⊓⊔
Now, one can construct the projective cover of a multigraph in M by exploding it in Q and then
removing the direction with U .
Definition 2.311 (Explosion of a multigraph) Given a multigraph G, define
XM(G) := U
(
−→
V ⋄ (isol(G))
∐Q−→
E ⋄EN(G)
)
.
By [12, Proposition 4.1.1] and [17, Proposition 10.2], XM(G) is projective in M.
All that remains is to construct a coessential epimorphism from the explosion to cover the original
multigraph. Notably, this map is not unique due to the lack of direction in the edges of a multigraph.
Theorem 2.312 (Projective cover, M) For a set-system multigraph G, there is a coessential
epimorphism XM(G)
pG // // G ∈ M. Consequently, XM(G) equipped with pG is a projective cover
of G in M, and M has enough projectives.
Proof To ease notation, let A :=
−→
V ⋄ (isol(G)), B :=
−→
E ⋄EN(G), and C := A
∐Q
B. Also, let
A
̟A // C B
̟Boo ∈ Q be the canonical inclusions. Thus, XM(G) = U(C).
Let ι : isol(G) →
−→
V
−→
D(G) be the canonical inclusion. By Proposition 1.12, there is a unique
A
ιˆ // −→D(G) ∈ Q such that
−→
V (ιˆ) = ι. By construction, EN (θG) is onto, so there is fe ∈
−→
E
−→
D(G)
such that EN (θG) (fe) = e for each e ∈ EN(G). Define κ : EN(G) →
−→
E
−→
D(G) by κ(e) := fe. By
Proposition 1.12, there is a unique B
κˆ // −→D(G) ∈ Q such that
−→
E (κˆ) = κ. By the universal
property of
∐Q
, there is a unique C
λ // −→D(G) ∈ Q such that λ◦̟A = ιˆ and λ◦̟B = κˆ. Thus,
define pG := θG ◦ U(λ).
Now, pG is shown to be a coessential epimorphism. Observe that
– EN (XM(G)) = {2} × EN(G),
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– V N (XM(G)) = ({1} × isol(G)) ∪ ({2} × {0, 1} × EN(G)),
– ǫXM(G)(2, e) = {(2, 0, e), (2, 1, e)} for all e ∈ EN(G).
Unraveling the universal maps above, one has that V N (pG) (1, v) = v and EN (pG) (2, e) = e for
v ∈ isol(G) and e ∈ EN(G). Consequently, N (pG) satisfies the conditions of Theorem 2.28, so
N (pG) = pG is a coessential epimorphism in H and, therefore, also coessential in M.
⊓⊔
As a projective object is isomorphic to its projective cover, the projective objects of M are
completely characterized.
Corollary 2.313 (Projective objects, M) A multigraph P is projective in M if and only if
P ∼=M U
(
−→
V ⋄(S)
∐Q−→
E ⋄(T )
)
for some S, T ∈ Ob(Set).
The projectivity connection to Q yields yet another consequence. As with Q, the isolated vertex
U
−→
V ⋄({1}) and the path of length 1 U
−→
E ⋄({1}) serve to generate the entire category M. A similar
proof to Theorem 2.11 gives the following minimality result.
Theorem 2.314 (Generation of M) Any set of generators for M must have at least two non-
isomorphic objects.
3 Category of Incidence Hypergraphs
3.1 Functor Category Representation
Let D be the finite category drawn below.
0 2
yoo z // 1
Defining R := SetD, let Set R
Vˇss
Eˇ
kk
I // Set be the evaluation functors at 0, 1, and 2, respec-
tively. An object G of R consists of the following: a set I(G), a set Vˇ (G), a set Eˇ(G), a function
ςG : I(G)→ Vˇ (G), and a function ωG : I(G)→ Eˇ(G). At this point, some terminology is in order.
Definition 3.11 (Graph terms) An incidence hypergraph is an object G =(
Vˇ (G), Eˇ(G), I(G), ςG, ωG
)
of R.
– The set I(G) is the incidence set of G, and an element i ∈ I(G) is an incidence of G.
– The set Eˇ(G) is the edge set of G, and an element e ∈ Eˇ(G) is an edge of G.
– The set Vˇ (G) is the vertex set of G, and an element v ∈ Vˇ (G) is a vertex of G.
– The function ςG is the port function of G.
– The function ωG is the attachment function of G.
If ςG(i) = v and ωG(i) = e, then i is a port of v and an attachment of e, while e is incident to v.
A vertex v is isolated if ς−1G (v) = ∅. An edge e is loose if ω
−1
G (e) = ∅.
Constructed as a functor category into Set, R inherits the same deep and rich internal structure
from its parent category as Q did.
Again, note that the evaluation functors Vˇ , Eˇ, I : SetD → Set1 correspond to functors from 1 to
D, mapping the one object of 1 to either 0, 1, or 2 in D. Thus, Vˇ admits a right adjoint Vˇ ⋆ : Set→ R
and a left adjoint Vˇ ⋄ : Set→ R with the following action on objects:
– Vˇ ⋆(X) = (X, {1}, X × {1}, π1, π2), where π1, π2 are the canonical projections;
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– Vˇ ⋄(X) = (X, ∅, ∅,0X , id∅), where 0X is the empty function.
Likewise, Eˇ admits a right adjoint Eˇ⋆ : Set→ R and a left adjoint Eˇ⋄ : Set→ R with the following
actions on objects:
– Eˇ⋆(X) = ({1}, X, {1}×X, π1, π2), where π1, π2 are the canonical projections;
– Eˇ⋄(X) = (∅, X, ∅, id∅,0X), where 0X is the empty function.
As can be seen in simple examples, the adjoints of Vˇ and Eˇ encode the following canonical examples:
the edge incident to card(X) vertices, the (undirected) isolated set of vertices, the bouquet of 1-edges
at a single vertex, and the loose set of 0-edges. These examples show a notable symmetry between
vertices and edges in R.
However, the adjoints of I demonstrate behavior unlike that found in H. The right adjoint
I⋆ : Set→ R and a left adjoint I⋄ : Set→ R have the following actions on objects:
– I⋆(X) = ({1}, {1}, X,1X,1X), where 1X is the constant function;
– I⋄(X) = (X,X,X, idX, idX).
As can be seen in simple examples, I⋆(X) has a single vertex and single edge with card(X) incidences
attaching them, while I⋄(X) consists of disjoint copies of a 1-edge. That is, a vertex and an edge
may be incident more than once. In networking terms, this would model a single computer with
multiple ports open to the same network. The natural R functors appear in Table 4.
Functor Dom→ Codom Note
I R→ Set The set of incidences.
I⋆ Set → R Bouquet of incidences between 1 vertex and 1 edge.
I⋄ Set → R Disjoint copies of 1-edges (non-trivial generators).
Eˇ R→ Set The set of edges.
Eˇ⋆ Set → R Bouquet of 1-edges at a single vertex.
Eˇ⋄ Set → R Loose 0-edges.
Vˇ R→ Set The set of vertices.
Vˇ ⋆ Set → R Bouquet of 1-vertices on a single edge.
Vˇ ⋄ Set → R Isolated set of vertices.
Table 4 A library of functors for R
Lastly, [3, Theorem I.2.15.6] states that every object in R can be realized as a quotient of a
coproduct of the following three objects: the isolated vertex Vˇ ⋄ ({1}), the loose edge Eˇ⋄ ({1}), and
the 1-edge I⋄ ({1}). Proof similar to Theorem 2.11 shows that this generation set is minimal.
Theorem 3.12 (Generation of R) Any set of generators for R must have at least three non-
isomorphic objects.
Moreover, one can mimic [12, Definitions 3.3.3 & 4.1] to construct an injective envelope and
projective cover of an incidence hypergraph. The constructions and proofs are nearly identical to
the quiver case.
3.2 Comma Category Representation
Alternatively, R can be constructed via a comma category much like Q. An object G of (idSet ↓ ∆
⋆)
consists of the following: a set I(G), a set Vˇ (G), a set Eˇ(G), a function ιG : I(G)→ Vˇ (G)× Eˇ(G).
This object is precisely a “oriented hypergraph” as described in [6, p. 2] without the orientation
function and without restriction on isolated vertices or 0-edges. Moreover, the notion of homomor-
phism in this comma category matches precisely the notion of “incidence-preserving map” in [6, p.
4].
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The proof that (idSet ↓ ∆
⋆) is isomorphic to SetD follows from the universal property of the
product in Set in the diagram below.
I(G)
ςG
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
ωG
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
∃!ιG

Vˇ (G) Vˇ (G) × Eˇ(G)
π1
oo
π2
// Eˇ(G)
3.3 Functorial Relationship to H
Comparing the incidence hypergraphs of R to the set-system hypergraphs of H, the objects appear
very similar at first, with the notable exception of the set of incidences. However, the two categories
are distinct as R is cartesian closed by [19, Proposition A1.5.5], while H is not by Lemma 2.217.
Thus, there is no possibility of an equivalence between these two categories.
That said, one can define an obvious functor between them. Traditionally, a vertex v and an edge
e are “incident” if v ∈ ǫG(e) as in [2, p. 3]. This classical definition gives an incidence structure to
any set-system hypergraph that can be extended to homomorphisms.
Definition 3.31 (Incidence-forming functor) Given a set-system hypergraph G, define an inci-
dence hypergraph I(G) :=
(
V (G), E(G), II(G), ςI(G), ωI(G)
)
, where
– II(G) := {(v, e) ∈ V (G)× E(G) : v ∈ ǫG(e)},
– ςI(G)(v, e) := v, ωI(G)(v, e) := e.
Given G
φ // H ∈ H, define II(φ) : II(G) → II(H) by II(φ)(v, e) := (V (φ)(v), E(φ)(e)) and
I(φ) := (V (φ), E(φ), II(φ)).
A routine calculation shows that I defines a functor from H toR that introduces a single incidence
(v, e) into a set-system hypergraph G for each v ∈ ǫG(e) and e ∈ E(G). Unfortunately, while I is a
functor, it is quite poorly behaved. Indeed, it preserves neither limits nor colimits, meaning it cannot
admit any adjoint functor.
Lemma 3.32 (Failure of I) The functor I is neither continuous nor cocontinuous.
Proof Let P1 be the path of length 1. By [3, Proposition I.2.15.1], the product of I (P1) with itself
in R is component-wise, yielding four vertices and only one edge. On the other hand, Lemma 2.217
computed the product of P1 with itself in H, so consider the action of I upon the result.
I
(
P1
∏H
P1
)
I (P1)
∏R
I (P1)
Observe that I
(
P1
∏H
P1
)
6∼=R I (P1)
∏R
I (P1).
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On the other hand, let α, β, H , and q be as in Lemma 2.217. Applying the functor I, consider
the coequalizer of I(α) and I(β) in R. Here, the vertices are quotiented, but the two incidences are
not, giving the incidence hypergraph J below.
IV ⋄({0}) I(P1)
r0
I(q)
I(α)
I(β)
v we
I(H)
J
Note that J 6∼=R I(H). ⊓⊔
Likewise, there is an obvious way to change an incidence hypergraph into a set-system hyper-
graph, by simply defining the endpoint set of an edge to be all vertices which share an incidence
with it.
Definition 3.33 (Incidence-forgetting construction) Given an incidence hypergraph
G, define a set-system hypergraph F (G) :=
(
Eˇ(G), ǫF(G), Vˇ (G)
)
, where ǫF(G)(e) :={
v ∈ Vˇ (G) : ς−1G (v) ∩ ω
−1
G (e) 6= ∅
}
.
One can quickly show that F (I(G)) = G for every G ∈ Ob(H), but unfortunately, this map of
objects cannot be made into a functor. The reason is that in R, an edge can be mapped to another
edge without covering all of the latter’s endpoints. That is, homomorphisms in R allow “locally
graphic” behavior as described in [6], [7], [24], [26]. However, the structure of H cannot allow such
behavior.
Lemma 3.34 (Failure of F) The map F cannot be made into a functor.
Proof Let G
φ // H ∈ R be the map below, where x 7→ v, f 7→ e, and k 7→ i.
φ
v
w
e
i
j
HG
k
x
f
If there was a map F (G)
ϕ // F (H) ∈ H, then the edge f can only map to the edge e. Thus,
one has
{v, w} = ǫF(H)(e) =
(
ǫF(H) ◦ E(ϕ)
)
(f) =
(
PV (ϕ) ◦ ǫF(G)
)
(f) = PV (ϕ) ({x}) = {V (ϕ)(x)} ,
which is absurd. Thus, there is no map from F (G) to F (H) to be assigned to φ. ⊓⊔
Consequently, results such as [6, Theorem 3.1.2] are likely not achievable when using the set-
system hypergraphs of H. The H-R functors are summarized in Table 5 below.
Functor Dom→ Codom Note
I H → R Incidence insertion functor.
F R→ H Incidence forgetful operation (Not functorial).
Table 5 A library of functors between H and R
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3.4 Functorial Relationship to Q
Since R = SetD and Q = SetE are so similar as both functor categories and comma categories,
natural questions to ask would be how different they are and how to connect them. Firstly, the two
categories are not equivalent as Q requires two objects to generate by Theorem 2.11, but R requires
three by Theorem 3.12.
On the other hand, any functor from D to E gives rise to a composition functor from SetE to
SetD by [19, Example A4.1.4]. Moreover, [3, Theorem I.3.7.2] and its dual guarantee that such a
composition functor admits both a left and a right adjoint functor via Kan extensions.
Specifically, consider the functor from D to E determined by y 7→ s, z 7→ t.
D ⇒ E
2
y
    
  
  
  
z
❃
❃❃
❃❃
❃❃
❃
0 1
1
s

t
		
0
The corresponding composition functor Υ : Q→ R would have the following action.
– Υ
(−→
V (Q),
−→
E (Q), σQ, τQ
)
=
(−→
V (Q),
−→
V (Q),
−→
E (Q), σQ, τQ
)
,
– Υ
(−→
V (φ),
−→
E (φ)
)
=
(−→
V (φ),
−→
V (φ),
−→
E (φ)
)
.
Effectively, this functor converts directed edges into incidences, and duplicates vertices of the quiver
as both vertices and edges of the incidence hypergraph.
While categorically natural, the combinatorial meaning of Υ is not immediately apparent, and
will be discussed later. The adjoints of Υ , however, have discernible combinatorial meaning. Via Kan
extensions, Υ admits a right adjoint Υ ⋆ : R → Q and a left adjoint Υ ⋄ : R → Q with the following
action on objects:
– Υ ⋆(G) =
(
Vˇ (G)× Eˇ(G), Vˇ (G)× I(G)× Eˇ(G), σΥ⋆(G), τΥ⋆(G)
)
, where σΥ⋆(G)(v, i, e) = (ςG(i), e)
and τΥ⋆(G)(v, i, e) = (v, ωG(i));
– Υ ⋄(G) =
(
Vˇ (G) ⊔ Eˇ(G), I(G), ̟1 ◦ ςG, ̟2 ◦ ωG
)
, where ̟1 : Vˇ (G) → Vˇ (G) ⊔ Eˇ(G) and ̟2 :
Eˇ(G)→ Vˇ (G) ⊔ Eˇ(G) are the canonical inclusions into the disjoint union.
As can be seen through a simple example in Figure 2, Υ ⋄ encodes the bipartite incidence digraph,
converting an incidence into a directed edge. On the other hand, Υ ⋆ encodes the incidence matrix
with extra structure. Indeed, a simple calculation shows that a directed loop in Υ ⋆(G) corresponds
precisely to an incidence in G.
⇐
Υ⋄
⇒
Υ⋆
w
v
e
k
i
j
e
v wk
i j
(v, e)
(w, e)
(v, i, e)(v, k, e)
(w, i, e)
(w, k, e)
(v, j, e)
(w, j, e)
Fig. 2 The action of Υ ⋄ and Υ ⋆
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These R-Q-inter-categorical functors are collected in Table 6.
Functor Dom→ Codom Note
Υ Q→ R Edge to incidence conversion functor.
Υ ∗ R→ Q Looped incidence matrix (with additional links).
Υ ⋄ R→ Q Bipartite incidence digraph.
Table 6 A library of functors between Q and R
Yet, what do the extra edges in Υ ⋆(G) mean? This structure is closely related to the exponential
in Q, as well as R. Recall that both Q and R are cartesian closed by [19, Proposition A1.5.5].
However, while several sources discuss and even compute examples of quiver exponentials ([4], [5]),
none seem to have written down a concrete representation of the exponential for Q beyond the
general construction ([19], [21]). A possible explanation for this is that, as seen below, the quiver
exponential is intimately tied to the incidence hypergraph exponential via Υ .
To explain, first consider the evaluation functors Vˇ , Eˇ, and I. All of three are components of
essential geometric morphisms, but the functors Vˇ and Eˇ are also logical functors, preserving the
exponential operation. However, I fails to be logical.
Lemma 3.41 (Structure of Vˇ & Eˇ) For G ∈ Ob(R) and S ∈ Ob(Set), the Frobenius mor-
phisms Vˇ ⋄
(
Vˇ (G) × S
) ΦV // G∏ Vˇ ⋄(S) ∈ R and Eˇ⋄ (Eˇ(G)× S) ΦE // G∏ Eˇ⋄(S) ∈ R are
given by ΦV =
(
idVˇ (G)×S, id∅, id∅
)
and ΦE =
(
id∅, idEˇ(G)×S , id∅
)
. Moreover, both
(
Vˇ ⋄, Vˇ , Vˇ ⋆
)
and
(
Eˇ⋄, Eˇ, Eˇ⋆
)
are atomic geometric embeddings from Set to R, which are not surjections. Con-
sequently, Set is equivalent to the slice categories R/Vˇ ⋄({1}) and R/Eˇ⋄({1}).
Proof Observe that
– Vˇ Vˇ ⋄
(
Vˇ (G) × S
)
= Vˇ (G)× S = Vˇ
(
G
∏
Vˇ ⋄(S)
)
,
– EˇVˇ ⋄
(
Vˇ (G) × S
)
= ∅ = Eˇ
(
G
∏
Vˇ ⋄(S)
)
,
– IVˇ ⋄
(
Vˇ (G) × S
)
= ∅ = I
(
G
∏
Vˇ ⋄(S)
)
.
Thus, Eˇ (ΦV ) = I (ΦV ) = id∅. Applying Vˇ to the defining diagram for ΦV from [19, Lemma A1.5.8]
yields the following diagram in Set.
Vˇ (G)
idVˇ (G)

Vˇ (G) × S
πS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
πVˇ (G)oo
Vˇ (ΦV )

Vˇ (G) Vˇ
(
G
∏
Vˇ ⋄(S)
)
πS
//
πVˇ (G)
oo S
Consequently, Vˇ (ΦV ) = idVˇ (G)×S . Thus, ΦV is an isomorphism, so Vˇ is logical.
The unit S
ηS // Vˇ Vˇ ⋄(S) ∈ Set is precisely ηS = idS , showing that Vˇ
⋄ is full and faithful by
[3, Proposition I.3.4.1]. Let [2]
f // [2] ∈ Set by f(1) := 2 and f(2) := 1. Note that Vˇ Eˇ⋆(f) =
id{1} = Vˇ
(
idEˇ⋆([2])
)
, despite Eˇ⋆(f) 6= idEˇ⋆([2]). Thus, Vˇ is not faithful. Therefore,
(
Vˇ ⋄, V, Vˇ ⋆
)
is an
embedding but not a surjection.
The proof for Eˇ is nearly identical.
⊓⊔
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Lemma 3.42 (Structure of I) For G ∈ Ob(R) and S ∈ Ob(Set), the Frobenius morphism
I⋄ (I(G) × S)
ΦI // G
∏
I⋄(S) ∈ R is given by ΦI =
(
ςG × idS , ωG × idS , idI(G)×S
)
. Moreover,
(I⋄, I, I⋆) is an essential geometric embedding from Set to R, which is neither a surjection nor
atomic.
Proof Observe that
– Vˇ I⋄ (I(G)× S) = EˇI⋄ (I(G)× S) = II⋄ (I(G) × S) = I(G) × S = I
(
G
∏
I⋄(S)
)
,
– Vˇ
(
G
∏
I⋄(S)
)
= Vˇ (G) × S, Eˇ
(
G
∏
I⋄(S)
)
= Eˇ(G)× S.
Applying I to the defining diagram for ΦI from [19, Lemma A1.5.8] yields the following diagram in
Set.
I(G)
idI(G)

I(G)× S
πS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
πI(G)oo
I(ΦI)

I(G) I (G
∏
I⋄(S))
πS
//
πI(G)
oo S
Consequently, I (ΦI) = idI(G)×S . On the other hand, applying Vˇ gives the diagram below.
I(G)
ςG

I(G)× S
πS
''PP
PP
PP
PP
PP
PP
PP
πI(G)oo
Vˇ (ΦI)

Vˇ (G) Vˇ (G)× S
πS
//
πVˇ (G)
oo S
Thus, Vˇ (ΦI) = ςG × idS , and Eˇ (ΦI) = ωG × idS by a similar argument. Note that ΦI is not monic
when G = I⋆ ([2]) and S = [2]. Therefore, I is not logical.
The geometric morphism (I⋄, I, I⋆) is an embedding but not a surjection by the same proof as
Lemma 3.41.
⊓⊔
Next, consider the incidence hypergraph exponential, which is easily constructed. As R is known
to be a topos, the exponential HG is known to exist for all G,H ∈ Ob(R). As Vˇ and Eˇ are
logical, one has that Vˇ
(
HG
)
∼=Set Vˇ (H)
Vˇ (G)
= Set
(
Vˇ (G), Vˇ (H)
)
and Eˇ
(
HG
)
∼=Set Eˇ(H)
Eˇ(G)
=
Set
(
Eˇ(G), Eˇ(H)
)
. Using Lemma 3.42, and the fact that I⋄({1}) ∼=R I
⋆({1}) is terminal, one has
the following bijection:
I
(
HG
)
∼=Set Set
(
{1}, I
(
HG
))
∼=Set R
(
I⋄ ({1}) , HG
)
∼=Set R
(
G
∏R
I⋄ ({1}) , H
)
∼=Set R (G,H) .
Thus, the exponential of an incidence hypergraph can be constructed as described below.
Definition 3.43 (Incidence hypergraph exponential) Given incidence hypergraphs G,H, de-
fine the incidence hypergraph HG in the following way:
– Vˇ
(
HG
)
:= Set
(
Vˇ (G), Vˇ (H)
)
, Eˇ
(
HG
)
:= Set
(
Eˇ(G), Eˇ(H)
)
, I
(
HG
)
:= R(G,H),
– ςHG(φ) := Vˇ (φ), ωHG(φ) := Eˇ(φ).
Define G
∏R
HG
ǫGH // H ∈ R by Vˇ
(
ǫGH
)
(v, f) := f(v), Eˇ
(
ǫGH
)
(e, g) := g(e), I
(
ǫGH
)
(i, φ) :=
I(φ)(i).
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Theorem 3.44 (Universal property of the exponential, R) Given G
∏R
K
ψ // H ∈ R,
there is a unique K
ψˆ // HG ∈ R such that ǫGH ◦
(
G
∏R
ψˆ
)
= ψ.
Proof Let G
∏RI⋄({1}) ρG // G ∈ R be the right unitor isomorphism for the cartesian monoidal
structure on R, which is given by (v, 1) 7→ v, (e, 1) 7→ e, (i, 1) 7→ i. Given j ∈ I(K), define
αj : {1} → I(K) by αj(1) := j. There is a unique I⋄({1})
αˆj // K ∈ R such that I (αˆj) = αj .
Define K
ψˆ // HG ∈ R by
– Vˇ
(
ψˆ
)
(w)(v) := Vˇ (ψ)(v, w), Eˇ
(
ψˆ
)
(f)(e) := Eˇ(ψ)(e, f),
– I
(
ψˆ
)
(j) := ψ ◦
(
G
∏R
αˆj
)
◦ ρ−1G .
⊓⊔
Turning attention to Q, one can repeat Lemmas 3.41 and 3.42 to yield the analogous results.
Lemma 3.45 (Structure of
−→
V ) For Q ∈ Ob(Q) and S ∈ Ob(Set), the Frobenius mor-
phism
−→
V ⋄
(−→
V (Q)× S
)
ϕV // Q
∏−→
V ⋄(S) ∈ Q is given by ϕV =
(
id−→
V (Q)×S
, id∅
)
. Moreover,(−→
V ⋄,
−→
V ,
−→
V ⋆
)
is an atomic geometric embedding from Set to Q, which is not a surjection. Con-
sequently, Set is equivalent to the slice category Q/
−→
V ⋄({1}).
Lemma 3.46 (Structure of
−→
E ) For Q ∈ Ob(Q) and S ∈ Ob(Set), the Frobenius morphism
−→
E ⋄
(−→
E (Q)× S
)
ϕE // Q
∏−→
E ⋄(S) ∈ Q is given by ϕE =
(
(σQ ×̟1) ⊔ (τQ ×̟2) , id−→E (Q)×S
)
.
Moreover,
(−→
E ⋄,
−→
E ,
−→
E ⋆
)
is an essential geometric embedding from Set to Q, which is neither a
surjection nor atomic.
On the other hand, the functor Υ itself is a component of a geometric morphism, and is also
logical, which blends Q and R deeply together.
Theorem 3.47 (Nature of Υ ) For Q ∈ Ob(Q) and G ∈ Ob(R), the Frobenius morphism
Υ ⋄ (Υ (Q)
∏
G)
Φ // Q
∏
Υ ⋄(G) ∈ Q is given by
–
−→
V (Φ)(n, v, x) = (v, n, x),
–
−→
E (Φ) = id−→
E (Q)×I(G)
.
Moreover, (Υ ⋄, Υ, Υ ⋆) is an atomic geometric surjection from R to Q, which is not an embedding.
Furthermore, Υ ⋄ is faithful, so R is equivalent to the slice category Q/
−→
E ⋄({1}).
Proof Observe that
–
−→
EΥ ⋄
(
Υ (Q)
∏
G
)
=
−→
E (Q)× I(G) =
−→
E
(
Q
∏
Υ ⋄(G)
)
,
–
−→
V Υ ⋄
(
Υ (Q)
∏
G
)
=
(
{1} ×
−→
V (Q)× Vˇ (G)
)
∪
(
{2} ×
−→
V (Q)× Eˇ(G)
)
,
–
−→
V
(
Q
∏
Υ ⋄(G)
)
=
−→
V (Q)×
((
{1} × Vˇ (G)
)
∪
(
{2} × Eˇ(G)
))
.
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Applying
−→
E to the defining diagram for Φ from [19, Lemma A1.5.8] yields the following diagram in
Set.
−→
E (Q)
id−→
E (Q)

−→
E (Q)× I(G)
πI(G)
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
π−→
E (Q)oo
−→
E (Φ)

−→
E (Q)
−→
E (Q
∏
Υ ⋄(G))
πI(G)
//
π−→
E (Q)
oo I(G)
Consequently,
−→
E (Φ) = id−→
E (Q)×I(G)
. Applying
−→
V yields the following diagram, where
−→
V (ǫQ) (n, v) =
v.
{1, 2} ×
−→
V (Q)
−→
V (ǫQ)

−→
V Υ ⋄ (Υ (Q)
∏
G)
−→
V Υ⋄(πG)
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱
−→
V Υ⋄(πΥ(G))oo
−→
V (Φ)

−→
V (Q)
−→
V (Q
∏
Υ ⋄(G))
πVˇ Υ⋄(G)
//
π−→
V (Q)
oo
(
{1} × Vˇ (G)
)
∪
(
{2} × Eˇ(G)
)
A diagram chase shows that
−→
V (Φ)(n, v, x) = (v, n, x). Thus, Φ is an isomorphism, so Υ is logical.
A quick check shows that IΥ =
−→
E and Vˇ Υ = EˇΥ =
−→
V . If Q
α
))
β
55 R ∈ Q satisfy that
Υ (α) = Υ (β), then
−→
V (α) = Vˇ Υ (α) = Vˇ Υ (β) =
−→
V (β) and
−→
E (α) = IΥ (α) = IΥ (β) =
−→
E (β). Thus,
α = β, showing Υ is faithful. Therefore, (Υ ⋄, Υ, Υ ⋆) is a surjection.
If G
α ))
β
55 H ∈ R satisfy that Υ
⋄(α) = Υ ⋄(β), then
– Vˇ (α) =
−→
V Υ ⋄(α) ◦̟Vˇ (G) =
−→
V Υ ⋄(β) ◦̟Vˇ (G) = Vˇ (β),
– Eˇ(α) =
−→
V Υ ⋄(α) ◦̟Eˇ(G) =
−→
V Υ ⋄(β) ◦̟Eˇ(G) = Eˇ(β),
– I(α) =
−→
EΥ ⋄(α) =
−→
EΥ ⋄(β) = I(β).
Thus, α = β, showing that Υ ⋄ is faithful. Therefore, R is equivalent to Q/Υ ⋄I⋄ ({1}) ∼= Q/
−→
E ⋄ ({1})
by [19, Proposition A2.3.8].
The counit ΥΥ ⋆(G)
ΘG // G ∈ R is given by Vˇ (ΘG) (v, e) = v, Eˇ (ΘG) (v, e) = e, and
I (ΘG) (v, i, e) = i. Note that ΘG is not monic when G = I
⋄ ([2]). Therefore, (Υ ⋄, Υ, Υ ⋆) is not
an embedding.
⊓⊔
An immediate corollary shows that the action of Υ ⋄Υ is identical to the product with
−→
P 1 ∼=Q−→
E ⋄({1}), and the action of Υ ⋆Υ can be shown to be identical raising to
−→
P 1. Consequently, Υ
⋆ can
be considered an extension of 
−→
P 1 to R.
Corollary 3.48 (Actions of Υ ⋄Υ and Υ ⋆Υ ) For Q ∈ Ob(Q), one has the following natural iso-
morphisms:
1. Υ ⋄Υ (Q) ∼=Q Q
∏Q−→
P 1,
2. Υ ⋆Υ (Q) ∼=Q Q
−→
P 1 .
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Proof Thus, the following isomorphisms are natural in Q and K.
Proof of (1):
Υ ⋄Υ (Q) ∼=Q Υ
⋄
(
Υ (Q)
∏R
I⋄({1})
)
∼=Q Q
∏Q
Υ ⋄I⋄({1}) ∼=Q Q
∏Q
(IΥ )
⋄
({1})
∼=Q Q
∏Q−→
E ⋄({1}) ∼=Q Q
∏Q−→
P 1
Proof of (2):
Q (K,Υ ⋆Υ (Q)) ∼=Set Q (Υ (K), Υ (Q)) ∼=Set Q (Υ
⋄Υ (K), Q) ∼=Set Q
(
−→
P 1
∏Q
K,Q
)
∼=Set Q
(
K,Q
−→
P 1
)
⊓⊔
Now, the quiver exponential can be constructed. As Q is known to be a topos, the exponential
RQ is known to exist for all Q,R ∈ Ob(Q). As
−→
V is logical, one has that
−→
V
(
RQ
)
∼=Set
−→
V (R)
−→
V (Q)
=
Set
(−→
V (Q),
−→
V (R)
)
. Using Corollary 3.48, one has the following bijection:
−→
E
(
RQ
)
∼=Set Set
(
{1},
−→
E
(
RQ
))
∼=Set Q
(−→
E ⋄ ({1}) , RQ
)
∼=Set Q
(
Q
∏Q−→
E ⋄ ({1}) , R
)
∼=Set Q (Υ
⋄Υ (Q), R) ∼=Set R (Υ (Q), Υ (R))
This last calculation reveals a very peculiar truth. The edges of the quiver exponential coincide
with incidence hypergraph homomorphims involving Υ , which might explain the difficulty in de-
scribing the quiver exponential solely by using only Q. Indeed, one can now concretely construct the
quiver exponential in direct analogy to the exponential in R.
Definition 3.49 (Quiver exponential) Given quivers Q,R, define the quiver RQ in the following
way:
–
−→
V
(
RQ
)
:= Set
(−→
V (Q),
−→
V (R)
)
,
−→
E
(
RQ
)
:= R (Υ (Q), Υ (R)),
– σRQ(φ) := Vˇ (φ), τRQ(φ) := Eˇ(φ).
Define Q
∏QRG εQR // R ∈ R by −→V (εQR) (v, f) := f(v), −→E (εQR) (e, φ) := I(φ)(e).
The proof of the following characterization is nearly identical to Theorem 3.44 and will be
omitted.
Theorem 3.410 (Universal property of the exponential, Q) Given Q
∏QK ψ // R ∈ Q,
there is a unique K
ψˆ // RQ ∈ Q such that εQR ◦
(
Q
∏Q
ψˆ
)
= ψ.
With the exponential objects concretely constructed and interwoven, Υ provides combinatorial
context to quiver exponentials by passing toR, as seen in Theorem 3.47. Contrast this to the classical
definition of the exponential of simple digraphs.
Definition 3.411 (Classical digraph exponential, [16, p. 46]) Given simple digraphs Q and
R, the digraph exponential [Q,R] is defined by
–
−→
V [Q,R] := Set
(−→
V (Q),
−→
V (R)
)
,
–
−→
E [Q,R] :=
{
(f, g) ∈
−→
V [Q,R]×
−→
V [Q,R] : (f(v), g(v)) ∈
−→
E (R)∀v ∈
−→
V (Q)
}
,
– σ[Q,R](f, g) := f , τ[Q,R](f, g) := g.
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The operation [·, ··] is well-known to be the exponential in the category of simple digraphs [16, Corol-
lary 2.18 & Proposition 2.19].
Be aware that the above construction only yields a simple digraph, as opposed to the Definition
3.49.
Using the classical definition of the quiver exponential
[−→
P 1,
−→
P 1
]
with base vertices {u, v} and
exponent vertices {x, y}. The vertices correspond to the morphisms f1 : x → u, y → u; f2 : x →
u, y → v; f3 : x → v, y → u; and f4 : x → v, y → v. While the edges are (f1, f2) : (x, y) → (u, v);
(f1, f4) : (x, y)→ (u, v); (f2, f4) : (x, y)→ (u, v); (f2, f2) : (x, y)→ (u, v). This is depicted in Figure
3.
P1
P1
f1 f2
f4f3
Fig. 3 The classical quiver exponential of a directed path to itself
However, the edges of the quiver exponential manifest as homomorphisms inR. As an illustration,
consider the action of Υ on the two paths from the classical quiver exponential example and consider
all homomorphisms from Υ
(−→
P 1
)
→ Υ
(−→
P 1
)
, as in Figure 4.
x
y
P1
x
y
Υ( P1)
x
y
e e⇒
u
v
P1
u
v
Υ( P1)
u
v
ff ⇐→
Fig. 4 The classical quiver exponential of a directed path to itself
The edges of
−→
P 1
−→
P 1
in Q are homomorphisms in R from Υ
(−→
P 1
)
to itself by Theorem 3.410,
noting that Υ
(−→
P1
)
is the disjoint union of the generators of R. This is made apparent in Figure 5
through the pullback into the slice category Q/
−→
P 1, which is the bipartite incidence graph from R.
Observe that the four incidences of the 2-cycle in Υ
(
−→
P 1
−→
P 1
)
∼=R Υ
(−→
P 1
)Υ(−→P 1)
manifests as an
orientation of a 4-cycle in the bipartite incidence graph.
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~P1
~P1 Υ( ~P1)
Υ( ~P1)
Υ⋄Υ( ~P1
~P1
) ∼= ~P1
~P1 ∏Q ~P1
→
Υ⋄Υ
←
Υ⋄
Fig. 5 Exponentials in Q and R
4 Conclusion
The table below summarizes the major properties of the categories studied in this paper. Here,
Ik := I
⋆([k]) is the incidence hypergraph having k parallel incidences between a single vertex and
a single edge,
−→
B k :=
−→
E ⋆([k]) is the bouquet of k directed loops at a single vertex, and Ek is
the set-system hypergraph with a single k-edge. Also, “v” (resp. “e”) represents an isolated vertex
(resp. loose edge), constructed appropriately for each category. For comparison, Set itself has been
included, which is generated by a singleton set [3, Example I.4.5.17.a] and has every object projective
[3, Example I.4.6.8.a].
Properties Set R Q M H
Limits Yes Yes Yes Yes Yes
Colimits Yes Yes Yes Yes Yes
Subobject classifier Yes Yes Yes Yes Yes
Cartesian closed Yes Yes Yes No No
Projective cover Yes Yes Yes Yes No
Minimal family of generators {1} v, e, I1 v,
−→
P 1 v, P1 class
Terminal object {1} I1
−→
B 1 E1 E1
∐H
E0
Table 7 Comparison of Set, R, Q, M, and H
Observe that as one moves from the left of the table to the right, the categorical issues compound
in the following ways:
– Set is generated by a single object, but R is generated by three;
– the terminal object of R is also a generator, but not so in Q;
– Q is cartesian closed, but M is not;
– M has projective covers for every object, a contiguous terminal object, and a pair of generators,
but H lacks projective covers for non-projective objects, has a disconnected terminal object, and
has a proper class of generators.
Notably, R reflects the properties of Set more closely than Q does. In particular, the exponen-
tial objects in R are determined by morphisms in R, while the exponential objects in Q are also
determined by morphisms in R.
That said, Theorem 3.47 gives an interesting interplay between the categories Q and R. One can
quickly show that Υ is not full. Specifically, R allows for the vertex and edge maps to differ, which
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is not allowed under the image of Υ . Consequently, Υ embeds the topos structure of Q into R, but
R allows for more morphisms than would be allowed in Q.
On the other hand, R is equivalent to Q/
−→
P 1, a category of directed bipartite graphs, which
demonstrates that the structure of an incidence hypergraph arises entirely from its bipartite incidence
digraph. However, Q can allow more homomorphisms than those in the slice category, noting that
Υ ⋄ is also not full. In particular, isolated vertices and loose edges in R both become isolated vertices
in Q under Υ , which may be mapped freely, rather than remaining in a fixed part of the bipartition
of the vertices.
Categorical relationships such as this may be exploited to answer some combinatorial questions.
For example, the relationship above states that questions about bipartite graphs could be reformu-
lated as questions about incidence hypergraphs, and perhaps solved using techniques of the latter
[6], [7], [23], [24], [25], [26], [29].
A question that can be immediately answered is from [4]. In said paper’s introduction, the authors
make the analogy between sets and graphs, posing the question, “What then should be a ‘member’
of a graph?” However, the answer for both Q and R comes from the theory of topoi, where a
membership relation can be constructed in general via the exponential and subobject classifier
[3, Definition III.5.4.8]. Indeed, [3, Example III.5.4.10.a] demonstrates that the construction yields
precisely the notion of membership to a set.
Understanding the combinatorial meaning of this membership relation, or other categorical con-
cepts of the like, in Q and R might inform the analogy between sets and graphs, and address open
graph-theoretic questions. Consideration of such combinatorial meaning will be left to subsequent
works.
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