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ABSTRACT
In this study, methods for estimating the unknown
parameters A 1, A 2 , p 2 , and p2 in the model

where e ~ N(0, σ2 ) are investigated.

In the model investi-

gated, A 1, A 2 , p 1 , and p2 are positive.
Four methods, one non-iterative method and three iterative methods, for estimating parameters in this model ar e
investigated.
Method.

The non-iterative method is known as Prony's

The three iterative methods are (1) the Modified

Gauss Iterative Method,

(2) a combination of the Gauss Itera-

tive Method and the Method of Least Squares, and (3) the
Method of Steepest Descent.
A method for obtaining starting values is presented
for the iterative methods.

This method is a graphical means

sometimes used for estimating the unknown parameters in this
model.

Iterative methods (1) and (2) proved superior to this

graphical method.
The methods are Investigated in two ways.

First, the

parameters are estimated from data generated from the exact
model, that is, the model containing the exact parameters.
These data have eight significant figures of accuracy.
Secondly, random errors are added to these exact data.
random errors are distributed as N (0, σ 2 ).

These

The variance of the

random error is varied giving different error levels.

At

each error level, the methods are Investigated for fifty

i i i

different sets of random errors.

The same starting values

were used for each set of errors.
The Modified Gauss Iterative Method proved best for
errorless data.

The combination of the Gauss Iterative

Method and the Method of Least Squares proved to be the
best method for improving starting values for data with
random error.
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CHAPTER I
INTROUJCTION
A function of the form

y ( 3^ 1, X g » • • •

j & i , ftg, « • • & p ) — ^

»^2* • • *^n) •

( 1 *0

i= 1
where the

, i = 1, 2,...p, are constants, Is said to he

linear in the parameters.

If, for a function of the form 1.1,

with unknown parameters a^, we know the values for the depen
dent variable y for N values of the Independent variable x^,
where N is greater than p, the unknown parameters a^ can be
estimated by application of the theory of least squares.
In the model to be investigated in this study,
-p« t
y(t) = A.je

-p0t
+ Age

+ e

(1.2)

where A ^ , p 1, Ag , pg are the unknown parameters, t the inde
pendent variable, y(t) the dependent variable, and e an
error term, it is impossible to directly apply the theory
of least squares to estimate the unknown parameters because
the parameters, p 1 and p2 , appear in the exponent term; the
model is therefore nonlinear.

The reason that least squares

theory oannot be used is that a system of nonlinear simul
taneous equations arises, and no exact method is available
for their solution.
There are two methods usually used for estimation of
parameters in nonlinear models.

They are the Gauss Itera

tive Method and the Method of Steepest Descent.

Another
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method, known as Prony*s Method, applies to a sum of expo
nentials model of the form 1.2.

In this study, another

method, the use of the Gauss Iterative Method to estimate
the parameters p 1 and p2 , and the method of least squares
to estimate the parameters

and A2 , will also be investi

gated.
lihen experimental data are obtained that fit a model
of the form 1.2, there is generally an experimental error e.
In this Investigation the unknown parameters will be esti
mated in two manners:

(1) when c is zero or not significant

enough to effect the calculation of A.j, p.j, Ag , and p2 , and
(2) when e is some significant value.

Different values for

the variance of e will be used in an attempt to determine
p
those values of <r critical to accurate estimation of the
unknown parameters.

The random errors in 1.2 will be distri2
buted normally with mean zero and variance <r .
In estimating parameters in a nonlinear model, a method

must be decided upon to determine when the function 7p(^n )»
containing the estimated parameters, adequately fits the
observed data y (t ).

Throughout this study the criterion

to be used will be a best fit in the least squares sense.
If we define residual to be:
(residual) = (observed value) - (predicted value) (1.3)
where the predicted value is obtained from the model with
the estimated parameters, then the best fit in the least
squares sense will be when the sum of the squares of the
residuals Is a minimum.

In this study we shall attempt to

3

estimate the parameters

, A2 , p2 such that S, given by

N
(1.4)
s

=

'

7p(tn)^

n=1
will be sufficiently small.

N is the number of discrete

data points used in the fitting and may be any number greater
than or equal to the number of unknown parameters being esti
mated.

In estimating the unknown parameters of 1.2, at least

four data points must be used.

In this investigation 10 data

points were used.
As an example of a physical problem that fits a mathe
matical model of the form 1 . 2 ,

consider the phenomenon of

independent radioactive decay.

When an element undergoes

radioactive decay, the activity obeys an exponential equation
of the form
A(t) s A0e"pt

(1.5)

where A(t) is the activity at any time t, AQ is the initial
activity; i.e., the activity at t = O, and p is a decay
constant whose magnitude depends upon the physical proper
ties of the element undergoing decay.

The decay constant, p,

is related to the half life, t^, by the equation
log. 2
p = ■■— — *--- •

(1*6)

The half life is the time required for the activity to be
reduced to one-half of its initial value, AQ .
By independent decay we mean that the decay of one
element in no way affects the decay of another element.

If
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we have two elements, 1 and 2, decaying independently, the
total activity is then the sum of the activities of the two
elements.

The activity is then given as
A(t) = A 10e

-p.t
-p^t
1 + A2Qe *

(1.7)

where A 1Q and A2q are the initial activities and p^ and p2
the decay constants of elements 1 and 2 respectively.

When

actual physical measurements of activity are made, experimen
tal random error is often introduced.
then of the same form as 1.2.
(7)
Friedlander and K e n n e d y s u g g e s t

It is seen that 1.7 is

a graphical method

for determining the unknown parameters in an independent
radioactivity problem.

They state that this method does not

yield good results when p^ and p2 differ by a factor of less
than 2.

This method is used to obtain the parameters in the

investigated model.

These parameters are then used as starting

values for the iterative methods mentioned earlier.
In summary, in this study an attempt to determine the
best methods for estimating parameters in a model of the
form 1.2 will be made so that the sum of the squares of the
residuals of 1.4 will be sufficiently small.

The model Is

investigated for data both with and without error.
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CHAPTER II
GENERAL REVIEW OP LITERATURE
There are several publications available which touch
lightly on the subject of estimation of parameters in a sum
of exponentials model of the form 1.2.

Some of these con

tributed extensively to this study.
(1\
M
Hamming' ' devotes a chapter to Exponential Approxima
tions”.

He divides the subject of exponential approximation

into two classes:

(1) the case in which the exponents are

known, and (2) the case in which the exponents are unknown•
If the exponents are known, we have a model that is linear
in its parameters, and the theory of least squares may be
applied to estimate these parameters.

Only the more diffi

cult case In which the exponents are not known will be
investigated here.

Hamming^1) Includes a description of

Prony's Method for determining parameters in exponential
models.
(o \

Hildebrand'

, in his text on numerical analysis, gives

a very good explanation of Prony's Method.

He also devotes

& chapter to the theory of least squares in whioh he develops
the normal equations which will be used throughout this study.
S c a r b o r o u g h ^ , in his chapter entitled "Empirical
Formulas", gives a general method for estimation of parameters
in nonlinear models.

This method, although not named by

Scarborough^^, goes under several titles.

Some of these

are the Gauss Method, the Gauss Iterative Method, and the

6

Gauss-Newton Method.

This method shall be referred to as

the Gauss Iterative Method in this discussion.
(A)

Moore' ' also gives a good account of the Gauss Iterative
Method.

In particular, he gives a test for convergence of

this method.

This test will be used in a method developed

which combines the theory of least squares and the Gauss
Iterative Method.
Kunz' ' offers the Method of Steepest Descent for esti
mating parameters in nonlinear models.

This method is also

applied to the model under investigation.
Tornheim^^, in his note on nonlinear regression, dis
cusses a modification of the Gauss Iterative Method.

This

modification proves much more successful for estimating
parameters in the model with random error Introduced.

It is

this modified method which shall be used in the following
investigation.

T o r n h e i m ^ also offers a proof showing that

the Modified Gauss Iterative Method estimates parameters
which reduce S in 1.4.
(7)
Friedlander and Kennedy'17 discuss radioactive decay
for elements decaying independently and develop the equations
that govern this phenomenon*

They offer a graphical means for

obtaining the unlcnown parameters in the model under discussion.
They state that this method can be expected to yield good
results only when the half-lives (or, from 1.6, the parameters
p.j and p2 ) differ by a factor of 2 or more.

This graphical

method shall be used to obtain starting values for the three
iterative procedures investigated.
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CHAPTER III
DISCUSSION
A.

THE GENERAL PROBLEM
A description of the shape of the model under investi

gation will be given first.

It has been stated earlier that

the unknown parameters, A ^ , k ^ , p ^ , and p2 , are positive quan
tities.

This means that the exponents of 1.2 are negative.

Since a single exponential with a negative exponent is monatonic decreasing, it can be seen that 1.2, with e = 0, would
be a monatonic decreasing function.

When t = 0, the exponen

tial terms become unity, and y ( )|-fc_0 = A 1 + A 2 + «.

As t

approaches infinity, the function y(t) approaches e ;

i.e.,

-P*t
lim (A1e
t -* oo
1

-p^t
+ k 0e

*

+ e) = e.

(3.1)

*

If we are dealing with an exact model; i.e., c = 0, y(t)
nears zero asymtotically as t approaches infinity.

It can

be seen that the exact model can never be less than zero, and
1.2 can be negative only when e < 0 and

jeJ>

yT (t), where

y^,(t) is the value of the exact function for some time t.
Thus A.j + Ag + e >

y(t) >

e.

When estimating unknown parameters from a given set of
data, at least as many observations of y as there are para
meters are needed.

In this case, since we are estimating

four parameters, at least four observations would be neces
sary.

Whenever the observations contain an error component,

it is desirable to have more observations than parameters.
If we use more observations than parameters and the data
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contains random error, then by the least squares criterion we
must attempt to minimize the sum of the squares of the resi
duals as given in 1.4.

In this study, 10 observations were

used to estimate the 4 unknown parameters.

It was found that

doubling the amount of observations to 20 had little effect
on the parameters estimated.

Since little difference was

noted between 10 and 20 observations, 10 observations were
used in order to reduce computer time.
Four different methods were applied to this model to
estimate the unknown parameters.

One of these methods, known

as Irony’s Method, directly calculated the parameters, p^ and
P2 .

The parameters,

and A2 , were then calculated using

the theory of least squares.

A more detailed discussion of

Irony’s Method will be given later.

The other three methods

investigated are known as iterative methods.

After initial

estimates of the parameters axe obtained, a new set of para
meters reducing S of 1.4 can be obtained based on the initial
estimates.

Then an improved set of parameters can again be

estimated based on the previous estimates.

Each new set of

parameters depends upon the previous set, thus forming the
iterative process.

The iterative procedures are (1) the

Modified Gauss Iterative Method,

(2) a combination of the

Gauss Iterative Method and the Method of Least Squares, and
(3) the Method of Steepest Descent.
Convergence of these Iterative procedures was found to
be highly dependent upon the initial estimates of the para
meters.

If the initial estimates of the parameters were far
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enough away from the true parameters, the processes diverged
and failed to yield parameters minimizing S.

A graphical

method was used to obtain the initial estimates.

The initial

estimates from this method proved successful in causing con
vergence of the iterative schemes.

A more detailed descrip

tion of this method will be given next.
B.

OBTAINING INITIAL ESTIMATES
(7)
Eriedlander and Kennedy
present a method for esti

mating parameters for the model 1.2.

If the log y(t) is
vJ
plotted versus t, the resulting curve is concave upward.
This curvature results because the component with the larger

value of p becomes less significant as t becomes large.

In

fact, after t has become sufficiently large, one component
of 1.2 will predominate.

The curve will be a straight line

at this point since the curve consists entirely of the
value of this one component; that is, the curve will be
represented by the equation for a straight line
log_y(t) = log Ae“pt = log A - pt
6
6
6

(5.2)

where A and p are the parameters of the longer lived compo
nent.
log A.

The slope of this line is -p, and the y-intercept is
Therefore, the values of A and p for the component

with the smaller absolute value of p are determined.

If this

straight line is subtracted from the composite curve, the
result is a straight line representing the shorter lived com
ponent.

The values of A and p for this component can be

found in the same manner as those for the longer lived component.

Friedlander and Kennedy

(7 \

1

point out that this method
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proves satisfactory only if the exponents in the model differ
by a factor of 2 or more.
If the parameters, p 1 and pg , differ by a factor of 2
or less, a modification of this graphical method will still
yield initial estimates that will cause convergence of the
iterative procedures.

"When p 1 and p2 differ by a factor of

less than 2, the resulting curve of log y(t) versus t has
very little curvature; i.e., it is almost the graph of a
straight line.

Since there is very little curvature, it is

impossible to determine when one component predominates.
Therefore, the preceding procedure cannot be applied.
problem can be overcome by the following procedure.
been pointed out that

= Ai + ^

+ c*

This
It has

For

values of e, one-half of A 1 + A2 + e is some number between
A^ and A2#

If A^> Ag, then A^ > £y(t)|^ Q > A^.

Letting m be

the absolute value of the slope of the composite curve, an
attempt was made to use the following initial estimates:
A.j = A2 = iy('fc)|^_o»

= P2 = m.

It was found that these

initial estimates did not cause convergence of the iterative
methods.

However, with a slight alteration made in the esti

mates of Pj and p2 , convergence was obtained.
m + e,j and p2 = m - e2 , where

e 1 and

If we let p^ =

e 2 are small positive

quantities such that eP * ^ eP 2 , it was found that when these
values of p^ and p2 and A^ = A2 = ^-y(
estimates, the Iterative methods converged.

are used as initial
That is, when

the observed data appeared to be almost a straight line,
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A, =

a2

= iy(t)te0

= m + e

(3.3)

p2 = m - e2
were used as starting values for the three iterative schemes.
Figures 1 and 2 illustrate this procedure for the two
cases.

In Figure 1, initial estimates are obtained when p^

and p2 differ by a factor of 2 or more.

In Figure 2, initial

estimates are obtained when p^ and p2 differ by a factor of
less than 2.
A description of the four methods used to estimate the
unknown parameters is given next.
C.

THE METHODS USED FOR ESTIMATING THE PARAMETERS
1.

THE MODIFIED GAUSS ITERATIVE METHOD

The Modified Gauss Iterative Method for estimating para
meters in a nonlinear model can be applied to the model 1.2
as follows.
The model under investigation is a function of the
unknown parameters A 1, p ^ ,

P2 » and the independent

variable t; i.e.,
-Pit

y(t;A1,Pl,A2 ,p2) = A1e

+ A^e

~V2 t

+ e.

(3.4)

Let the initial estimates of the unknown parameters be denoted
as A®, p®, A®, and p®.

Suppose we expand our model by a

"Taylor's Series Expansion for Several Variables" about the
initial estimates and truncate the expansion after the first
order terms.

Then we have an approximate model which is lin-

ear in the correction terms
approximate model is

o
1*

The
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Figure 1
Initial estimates when

and p2 differ by a factor of 2 or

more.
(a)

Composite curve

(b)

Longer lived component

(c)

Shorter lived component

O

<j U )
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Initial estimates when p 1 and p2 differ "by a factor of 2 or
less.
(a)

Composite curve
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+
dp1

3a2
(3.5)

where y (t ) is the observation at t and S is the error
'o n
n
introduced by truncating the series after the first order
terms.
3.5.

For n values of t, we have n equations of the form
The best fit of the linear correction terms

^-p°,

"tf-Ag,

- p2 , may be found by applying the theory of

least squares to these n equations.
will be designated as

A

p

These correction terms

1, A A 2 , &

p2.

A n e w improved

set of estimates of the parameters can then be found by
A] = A° + A A 1
p] = p° + A p 1
(3.6)
A^ = A° + A A 2
P2 = P2 + A p2
This new set of parameters is substituted into 1.4 and
tested to see if the sum of the squares of the residuals is
less than it had been using the initial estimates.

If S of

1.4 has been reduced, the new estimates, 3.6, are then sub
stituted into 3.5 and the process is repeated.

If the new

estimates do not reduce S, then the corrections are reduced
by a common factor until the estimates do reduce S.

These

estimates that reduce S are then substituted into 3.5 and a
new set of corrections are calculated.

This iterative pro

cedure is repeated until the new estimates, reduced in mag
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nitude until smaller than a predesignated number, fail to
reduce S.

The values of 3.6 that produced the smallest value

in S are then the desired estimates for the parameters.

In

this study, the corrections were reduced by a factor of 1/2
if they failed to reduce S.

If, after 8 reductions of 1/2

(a total reduction of 1/256), the value of S had failed to be
reduced from the previous accepted parameters, the computer
program exited and these previous parameters were taken as
the estimates.
If we think of the magnitudes of the parameters, A 1, p ^ ,
A 2 , p 2 , as forming points in Euclidean 4 space, and the cor
rections, 3.6, forming a vector in that space whose components,

A

A1,

A

P 1,

A A2 , A p 2,

lie along the coordinate axes A 1 , p 1 ,

A2 , p 2 , then hopefully this vector points in a direction that
minimizes S.

Tornhelm^^ gives a proof showing that the

vector formed by the correction terms, 3.6, does indeed point
in a direction that reduces S of 1.4.

However, it is possible

for the magnitude of the vector to go beyond or overshoot the
values of the parameters which minimize S.

This is the reason

the magnitude of the corrections is reduced by 1/2 if S has
not been reduced.
here.

Tornheim's^^ proof will not be given

In the Gauss Iterative Method, no restriction is placed

upon the corrections for the estimates.

A more detailed des

cription of the Gauss Iterative Method may be found in the
chapter "Empirical Formulas" of Scarborough^^.

This method

Is listed as "a general method for estimating parameters in
a nonlinear model".
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2.

THE GAUSS ITERATIVE METHOD COMBINED WITH THE METHOD
OP LEAST SQUARES

In this method the parameters, p 1 and p2 , are estimated
by the Gauss Iterative Method, and the parameters, A^ and Ag,
are estimated by the method of least squares.
Applying the Gauss Iterative Method to estimate the
parameters, p 1 and p2 , we obtain an approximate model of the
form
yQ (tn ) = y(t;A°,p®,A°,p°) + ix_(t;A°,p°,A2 ,p2 )( <*-p°) +
c> PJ
^y_(t;A°,p°,A|,p®)(/^-p®) + 8 + e.
a P2

(3.7)

For n values of t we have n equations and 2 terms to calcu
late.

Again, by applying the theory of least squares, we

can find the linear correction terms, <=<-p°,

@

-p2.

01111 new

estimates for the parameters p^ and p2 are:
p] = pJ + d p 1

P2 = p| + A p 2
where ^ p^ and

A

(3#8)

pg are the linear correction terms of 3.7.

At this point, using 3.8 as the estimates for p.j and p2 ,
the parameters, A^ and Ag, are calculated from 1.2 by the
theory of least squares.

With these new parameters, the

process is repeated; i.e., p^ and p2 are again estimated by
the Gauss Iterative Method.

Igaln, as before, A.j and Ag are

estimated by least squares.

This procedure is continued

until convergence is obtained.
The test used for convergence for this method is as
follows.

If we again picture the parameter space as a
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Cartesian coordinate system in Euclidean 4 space, the magni
tude of the vector representing the estimates at a specific
iteration is the distance from the origin to the point repre
senting the estimates at that iteration.

Therefore, for the

m th iteration, the magnitude of the vector associated with
the m

estimates is
am

= Y ( a “ )2 + (p“ )2

7

(A” )2

7

<p“ )2

(3.9)

Similarly, for the m=1 iteration, the magnitude of its vector
is
V ,

='V(A“ -1)2 + (p“ “1)2 + (A“ “1)2 + (p®~1 )2 .

(3. 1 0 )

. W , in his work on estimating parameters in non
Moore'

linear models, gives the following convergence test for the
(4)
Gauss Iterative Method. Moore' 7 states that the procedure
has converged if, after m iterations,
am - am

-i|<

(3.11)

m-1

where v is some designated small number.

This convergence

test proved very satisfactory for the combination of the
Gauss Iterative Method and the method of least squares and
was used in this study.
An effective value of v was deter—4
mined to be 10 . That is, the method was said to converge
if the percentage difference between affi and am _i was less
than 0.01#.
A point worth noting is that at no time was the sum of
the squares of the residuals tested to see if S had been
reduced from the previous iteration.

However, we know from

least squares theory that at each iteration
chosen such that S was a minimum.

and Ag were

This does not mean that
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p.j and p2 were the best possible choices.

Even though no

restrictions for overshooting were Imposed upon the parame
ters, p.j and p2 , it was found that when 3.11 was satisfied,
the sum of the squares of the residuals was effectively reduced.
3.

THE METHOD OP STEEPEST DESCENT

In this method, an attempt is made to minimize the value
of S In 1.4 at each iteration, as was done previously in the
Modified Gauss Iterative Method.
If S is thought of as a scalar function of position in
the parameter space; i.e., S = S(A.j ,p^ ,A2 ,p2 ) , then the nega
tive gradient of S evaluated at some point, -grad S, is a
vector perpendicular to S at that point, pointing In a direc
tion that reduces S.

If 0(x,y,z) is a scalar function of the

variables x, y, z, then grad )6 Is defined to be

where 1,

and k are unit vectors in the directions of the

x, y, and z axes respectively.

Similarly, -grad S would be

-grad S = where a ^ , a^, a^, and a^ are unit vectors along the coordi
nate axes A 1, p 1 , Ag, and pg respectively.

If S of 3.13 is

replaced by 1.4, then the resulting equation is

-grad S = 2
n=1

a

(3.14)
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If, for our initial estimates, A°, p°, A°, and p2 , we
evaluate 3.14, a vector pointing in a direction of smaller
S is obtained.

If we normalize 3.14, i.e.,

N is then a unit vector in the same direction as -grad S.
If b ^ , b2 , b^» and b^ are the magnitudes of the compo
nents of N along the coordinate axes, A ^ , p ^ , Ag, and p2
respectively,

(b1 , b2 , b^» and b^ are the normalized coeffi

cients of a^ , aT,, £t^, and "a^ in 3.14), then our new estimates
of A 1 , p.j , Ag, and p2 may be obtained as follows:
a

] =: A° + b.j

p] = p° + b2
A^ = A| + b

(3.16)
3

p2 = p2 + b4
If these new estimates have reduced S, then 3.14 is
reevaluated and a better set of estimates are obtained.

If

3.16 has not reduced S, then 3.15 is reduced by a common
factor until S is reduced.

This procedure is analagous to

the Modified Gauss Iterative Method.

Then -grad S of 3.14

is evaluated again and new estimates obtained.

This itera

tive procedure is continued until the vector N, reduced by
factors of 1/2 until 1/32 reduction occurs, falls to reduce
S.

The program would exit at this point, and the values of

A.j, p 1 , Ag, and p2 which produced the smallest value of S
were taken as the final estimates of the parameters.
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4.

PRONY’S METHOD

For N equally spaced points t = 0, 1, 2, ... N - 1 , 1.2
with the substitution u^ = e”*5-', Ug = e_N2 becomes
y0 = A i + k 2
y 1 = A lUl + A2u2
7 2 = A 1U? + A2u2

A
y N-1

(3.17)

N-1

= Vi

The error term is assumed to be contained in y.
In Prony's Method we let u 1 and Ug be roots of the
algebraic equation
u2 - a ^

- a2 = 0

(3.18)

so that 3.18 is identified with the product
(u - u 1)(u - Ug) = 0.

(3.19)

In order to determine the coefficients, a1 and a2 , we multi
ply the first equation of 3.17 by a2 , the second equation by
a^, and the third equation by -1, and add the results.

If

use is made of the fact that each u satisfies 3.18, the result
is of the form
y2 - aiy 1 " a2yo = °*
A set of N-3 additional equations of similar type is
obtained in the same way by starting successively with the
second, third..... (N-2)th equations.
N-2 linear equations
y 1a1 + yoa2 = y2
y2a! + yia2 = y3

In this way we obtain
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y3a1 + y2a2 = y4

yN —2 a 1 + yH - 3 a 2 — yN - 1 *

The equations 3.20 can be solved for
squares methods.

(5*20)

and a2 by least

After a 1 and a2 have been obtained, u^

and u 2 can be found as the roots of 3.18.

Therefore, from

our original substitution, p 1 and p2 can be obtained.
and Ag are then obtained from 3.17 by least squares.
The roots of 3.18 may be either real or complex.

When

small amounts of random error are contained in our values of
y, the roots often are complex, and no useful information can
( 2)
be obtained about p 1 and p2 . Hildebrand' ' gives an example
that when the values of y are rounded to four significant
figures the roots of 3.18 are complex.
Prony's Method is seen to be a non-iterative method and
directly calculates the parameters, p 1 and p2 .

There is no

restriction Imposed upon this method to Insure that the esti
mated parameters minimize 1.4.

In fact, it was found that

with small random errors in the data, the estimated parameters
did not minimize S.
D.

THE PREPABAPIOH OF DATA
Data used in this study were generated from the model
y(t) = 6e“^

+ 4e“2t + ®,

(3.21)

p
e

a ^N(0,

CT ).

Data from the function 3.21 were obtained

for values of t between 0.1 and 1.0 at 0.1 intervals.
gave ten pieces of data.

This

The four methods described were

applied to this generated data to estimate the parameters.
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To simulate an experimental problem, the parameters
were estimated from data containing random error.

To obtain

data containing error, small random errors were added to the
generated data.

The random errors were distributed normally
2
with mean zero and variance <r . These errors were obtained
in the following manner.

Prom the random number generator

in the MSM IBM 1620 digital computer, uniformly distributed
random numbers with mean zero were obtained.

To obtain nor

mally distributed random numbers, ten of these uniform numbers
were averaged.

This should give us one random number distrip
buted approximately as N(o, o- ). To each of the generated
data a normally distributed random error was added.
The parameters were estimated in the first investigation

from data with <r2 equal to zero, i.e., the data were obtained
without error.

In the other investigations, different levels

of the variance of the error were used.

Because the normally

distributed errors were obtained by averaging ten uniformly
distributed errors, there was always a finite limit as to
the maximum error introduced.

Since the errors were only

approximately normal and couldn't ever approach infinity,
the magnitude, rather than the variance, is used to describe
the error.

The following magnitudes of error were added to

the generated data:
1.

The absolute value of the random error was less
than 5 x 10“%

i.e., j e | < .0005.

This represents

a possible error of 0.01 5% of the mean value of the
generated data.
small error

Obviously, this represents a very
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2.

The absolute value of the random error was less
than 5 x 10-2; i.e.,Je| < 0.05.

This represents

a possible error of 1.5$ of the mean value of the
generated data.
3.

The absolute value of the random error was less
than 10*"'; i.e.,JeJ < 0.1.

This represents a

possible error of 3.0$ of the mean value of the
generated data.
4.

The absolute value of the random error was less
than 1.5 x 10“ s i.e.,|e| < 0.15.

This represents

a possible error of 4.5$ of the mean value of the
generated data.
5.

The absolute value of the random error was less
than 2 x 1o“1; i.e.,|ej < 0.2.

This represents

a possible error of 6.0$ of the mean value of the
generated data.
For each of the five error levels the parameters were
estimated for fifty different sets of random error.

Fifty

runs with different random error seemed to be a sufficient
number to draw conclusions about the effectiveness of the
methods.
A graph of the log_ of the generated data versus t was
almost a straight line.

This was to be expected since the

ratio of the nonlinear parameters in the model was less than
two.

For this case Initial estimates were made using 3.3.

The slope of the curve was -2.46 (m = 2.46), and y(t)|[fc_0
was 10.

and e2 were arbitrarily picked to be 0.14 and 0.06
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respectively.

The Initial estimates were then
A 1 = 5.0
P 1 = 2.6

(3 .22 )
A2 = 5.0
p2 = 2.4.
The same estimates were used for each run.
E.

THE EXAMPLES
All work was done on the MSM IBM 1620 Model II digital

computer.

When errorless data is referred to, it may be

assumed to have eight significant figures.
EXAMPLE I.

The parameters were estimated from errorless

data as generated from 3.21, with e = 0, for ten values of t.
Since the data contained no error, good estimates for the
parameters were expected.

The initial estimates given in

3.22 were used throughout for the iterative methods.

All

estimates for the parameters were printed with three decimal
places of accuracy.
The Modified Gauss Iterative Method was applied first.
The exact parameters were obtained by this method; that is,
the estimates for the parameters were A^ = 6.000, p 1 = 3.000,
Ag = 4.000, and p2 = 2.000.
The Gauss Iterative Method combined with the method of
least squares was investigated next.

The parameters esti

mated were not the exact parameters but were biased; i.e.,
the method converged to estimates other than the exact ones.
The parameters obtained were A1 = 6.148, p^ = 2.985, A2 = 3.852,
and p2 = 1.984.

When the value of v in 3.11 was changed to
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a smaller number, the only change In the estimates occurred
beyond the third decimal place.

The method appeared to have

definitely converged to these values.

It was found that the

bias could be changed by using different initial estimates,
but no means of eliminating the bias was found.

Since the

bias is different for different starting values, it may be
possible to devise a method for reducing the bias.
A surprise was found when the Method of Steepest Descent
was applied.
very far.

The method failed to move the initial estimates

An explanation of this might be that local minimums

exist in the hypersurface of S which the estimates converged
to.

The method was apparently applied correctly, because,

with initial estimates of A° = 5.95, p° = 3.05, A2 = 4.05,
and pg = 2.05, the method converged to the exact parameters.
This lends support to the idea that local minimums exist to
which the estimates converged.

In actual practice, these

initial estimates that caused convergence could not be obtained.
In Prony's Method, observations of y for unit intervals
of t are required.

Data were obtained for t = 0, 1, 2, ... 10.

The estimates obtained for these observations were A^ = 5.962,
Pj = 3.006, A2 = 4.038, and p2 = 2.003.

It was found that

if data from intervals other than one were used to estimate
the parameters, the estimates were proportional to the inter
val; i.e., if intervals of 0.1 were used, the estimates were
1/10 of the correct parameters.

Therefore, with the proper

correction factor used, intervals other than unity could be
used
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Prony*s Method was investigated for data containing
error.

It was found that small errors caused the estimates

for p 1 and p2 to be complex.

No further results of Prony's

Method will be given.
EXAMPLE II.

To each piece of exact data a random error,
_A
whose absolute value was less than 5 x 10 , was added.
The
unknown parameters were then estimated from these ten pieces
of data with error.

The parameters were estimated from fifty

different sets of data containing error.
The parameters were estimated by the Modified Gauss
Iterative Method first.

This method still proved very effec

tive for estimating the parameters; however, the estimates
were affected by the error.

The exact parameters were not

recovered as they had been with errorless data.

The mean,

or average, of the fifty runs was found to be very near the
exact parameter.

In Appendix I are given the mean, the

variance

N
VARIANCE = ^ T ^ ( O n - ©)2

(3.23)

n=1
where ©n is the estimate of the parameter for the n

run,

Q is the mean of the fifty estimates of that parameter, N is
50, and the mean squared error
N
M!3E = £
(©n - ©B )2

(3.24)

n=1
where ©j, is the exact value of the parameter as given in 3.21.
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The Gauss Iterative Method combined with the method of
least squares was run for the same fifty sets of data.

The

mean, variance, and mean squared error for this method are
also given in Appendix I.

It was found that the small random

error in the data had little affect on the estimates.

That

is, estimates near those for errorless data were obtained.
This gave hope that larger errors could be added with little
effect on the estimates.
The Method of Steepest Descent was investigated for
this same data.
estimates.

Again, this method failed to yield close

This method was not investigated further.

In Appendix II are given the averages of the sum of
the squares of the true data minus the data containing random
error, the true data minus the data from the function with
the estimated parameters, and the data containing error minus
the data from the function with the estimated parameters; i.e.,

(3.25a)

50

10

(3.25b)

50

10

yo(tn> -

y-p(t

(3.25c)

k=1 n=1

It is seen that the predicted data fits the true data
and the observed data (data containing random error) better
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than the observed data fits the true data.
are less than

.

That is, Sg and

It is to be noted that this occurred

for every single run for both methods.
The Gauss Iterative Method reduced S of 1.4 (S^) slightly
more on the average than the combined method.

This occurred

for each individual run as well as the average.
EXAMPLE III.

In the third example, random error of

absolute value less than 5 x 10
data.

was added to the generated

The methods were again investigated for fifty differ

ent sets of error.
At this error level, representing a maximum error of
1.5# of the mean value of the generated data, the Modified
Gauss Iterative Method failed to yield estimates near the
exact parameters.

In many of the fifty runs, the method

appeared to be eliminating one of the components of 3.21.
That is, Ag approached zero.

The mean, variance, and mean

squared error for this error level is given in Appendix I.
Even though the method fails to yield good estimates
of the parameters, it is seen from Appendix II that the pre
dicted data provides a good fit with the observed and true
data.

Again, Sg and

are less than

.

This occurred

for each individual run.
The combination of the method of least squares with the
Gauss Iterative Method provided a big surprise.

The random

error didn't affect the estimates nearly as much as in the
previous method.

Very good estimates for the parameters

were obtained from this method.

Apparently the switching
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back and forth between the two methods, by some inherent
manner, caused convergence which yielded close estimates of
the parameters.

The mean, variance, and mean squared error

for this error level is listed in Appendix I.
Prom Appendix II It is observed that S2 and

are again

less than S 1, or, again the predicted data is a better approx
imation of the true data than the observed data is.

It is

also seen that for this error level the combined method
provides a better fit of the data than the Gauss Iterative
Method does.
Since the Modified Gauss Iterative Method failed to
yield good estimates, only the combined method was investi
gated further.
EXAMPLE IV.

Random errors of absolute value less than

10"1 sure added to the generated data in this example.

This

represents a possible error of 3*0% of the mean value of the
generated data.
The combined method continued to yield good estimates
for the parameters.

The results are again given in Appendix I.

Again, the predicted data fits the true and observed data
better than the observed fits the true.
EXAMPLE V.

Random errors of absolute value less than

1.5 x 10~1 are added to the generated data in this example.
This represents a possible error of 4.5^ of the mean value
of the generated data.
Good relults were still obtained by the combined method.
The usual results are given in Appendices I and II.
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EXAMPLE VI.

The parameters were estimated from data

with a possible error of 6.0% of the mean value of the gener
ated data with the results given in Appendices I and II.

It

can be seen that good results were still obtained.
For errors of absolute value less than .25 (a possible
error of 7.5^), the method diverged on two of fifty runs.

On

the forty-eight runs that did converge, the estimates were
fairly close to the true parameters.

For a possible error of

30.0^, the method diverged on three of fifty runs.

The esti

mates on the runs that did converge were not near the true
parameters in many runs however.

To cause convergence, either

the errors in the data must be reduced or a change in the
method is necessary.

One possible change In the method could

be to reduce the nonlinear correction terms by a constant
factor until S has been reduced (the same process as in the
Modified Gauss Iterative Method).

This would Insure that the

method would not diverge, although the estimates may not
necessarily be good.

This modification was not applied to

the model.
An Inspection of the results in Appendix II shows that
the predicted data from both methods, for all error levels
investigated, fit the true data better than the observed
data.

This was a surprising observation since the observed

data were the data we were working with.

The methods then

estimate parameters which yield data that fit the true data
better than the observed data do*

Also, the predicted

data fit the true data better than they fit the observed
data
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CHAPTER IV
CONCLUSIONS
The method developed in this paper that combines the
method of least squares with the Gauss Iterative Method
proved best for estimating the unlmown parameters in the
model.
For errors of less than 6 . 0 % of the mean of the data,
the method proved very successful.

The parameters estimated

were close to the true parameters and the residuals were
effectively reduced.
The method was applied to a model with a possible error
of 7»5%»

The method diverged on two of the fifty runs.

By

diverging it is meant that either the residuals weren't
reduced or the estimates didn't converge.

On the forty-

eight runs that did converge, the estimates were fairly close
to the true parameters.
The method was also applied to a model with a possible
error of 30.0/6.

The method diverged on three of fifty runs

for this error level.

The estimates for this error effectively

reduced the residuals but were not near the true estimates in
many runs.

The experimenter should then be aware that for

large errors, small values of the residuals do not necessar
ily mean good estimates of the parameters.
A summary of the method is as follows s
the observations versus time.

Plot a graph of

From this graph obtain initial

estimates for the parameters as described.

With these initial

estimates, calculate the correction terms for p^ and pg by
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the Gauss Iterative Method.

Add these correction terms to

the initial estimates to obtain new estimates for p 1 and p2 »
With these new estimates used for p^ and p2 , estimate
A 2 by the method of least squares.

and

Continue this process

until the estimates meet the convergence test described.
Three other methods were investigated.

The Modified

Gauss Iterative Method proved successful in reducing the
residuals.

The estimates obtained from this method were

satisfactory only for very small errors; however, at this
error level the combined method, even though biased, was
as good as the Modified Gauss Iterative Method for an
individual run.
Prony's Method proved successful for estimating the
parameters in the errorless model.

When errors were added

to the model, the method yielded complex numbers for the
estimates of p 1 and p2#
The Method of Steepest Descent was also applied.

This

method failed to move the initial estimates very far.
In the model investigated, the parameters A 1, Ag , p1,
and p2 were all positive.

There is nothing in the method

combining the Gauss Iterative Method with the method of
least squares that restricts the parameters to being positive.
Also, there is no restriction on the method which limits the
model to only two components.

Therefore, it appears that

this method has excellent possibilities for estimation of
parameters in a model that is linear in some parameters and
nonlinear in others.
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APPENDIX I
MEAN, VARIANCE, AND MEAN SQUARED ERROR
MODIFIED GAUSS ITERATIVE METHOD
Random Error
A,
MEAN

5 i 10

_A

Pi

6.005

*2

A2
3.994

2.999

1.999

VARIANCE

0.01903925

0.00021841

0.01915371

0.00019603

MSE

0.01868000

0.00021496

0.01880336

0.00019350

Random Error
Ai
MEAN

5 :E 10’2
A2

»1

8.891

*2

1.118

2.519

2.425

VARIANCE

1.51534820

0.04164478

1.54358380

11.56760900

MSE

9.84095300

0.27215366

9.81840320

11.51713700

GAUSS ITERATIVE METHOD COMBINED WITH LEAST SQUARES
-A
Random Error 5 x 10
*1

Ai
MEAN

6.147

A2
3.852

2.985

*2
1.984

VARIANCE

0.00000463

0.00000042

0.00000460

O.OOOOOO 69

MSE

0.02160766

0.00024066

0.02198554

0.00025796

Random Error 5 x 10-2
Ai
MEAN

6.130

Pi
2.976

*2
3.868

*2
1.990

VARIANCE

0.04762424

0.00321475

0.04461165

0.00588678

MSE

0.06366552

0.00372934

0.06127040

0.00586470
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Random Error
A1
MEAN

1 x 10“ 1
A2

*1

6.115

3.882

2.961

*2
1.998

VARIANCE

0.17949175

0.01237234

0.17004212

0.02281476

MSE

0.18934868

0.01364122

0.18044288

0.02236232

Random Error
A1
MEAN

1.5 x 10‘1
A2

Pi

6.243

3.760

2.925

*2
2.014

VARIANCE

0.54843075

0.04417795

0.52894269

0.07687224

MSE

0.59689115

0.04879710

0.57574362

0.07554800

Random Error
A1
MEAN

6.358

2 x 10~1

*1
2.917

A2
3.656

*2
2.005

VARIANCE

0.81147234

0.05963564

0.81408961

0.11493382

MSE

0.92370814

0.06529880

0.91566306

0.11266286
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APPENDIX II
AVERAGE OP THE SUM OP THE SQUARES OP THE DIFFERENCES BETWEEN
TRUE DATA AND OBSERVED DATA, TRUE DATA AND PREDICTED DATA,
AND OBSERVED DATA AND PREDICTED DATA
MODIFIED GAUSS ITERATIVE METHOD
Error Level

S1

S2

S3

5 x 10~4

.00000026

.00000013

.00000015

5 x 10“2

.00262925

.00204792

.00235611

GAUSS ITERATIVE METHOD COMBINED WITH LEAST SQUARES
Error Level

S1

S2

5 x 10~4

.00000026

.00000018

S3
.00000021

5 x 10“2

.00262925

.00088896

.00177505

1 x 10“ 1

.01051700

.00344659

.00711902

1.5 x 10“ 1

.02566325

.00738094

.01626768

2 x 10~1

.04166800

.01276187

.02970243
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