I. Introduction and Main Results
For many years, based on the work of H. Fujita 1] it has been proved that the solution corresponding to \small" initial function ' is global provided f is su ciently smooth and satis es jf(u; ; !)j C(juj + j j + j!j) p ; p > 1 + 2=N; (1.5) for small (u; ; !); and when f does not involve u, namely, f(u; ; !) = f( ; !), then the condition p > 1 + 2=N can be weakened to p 2 (c.f. 4{6] for the proof and more details). Recently, the above results have been systematicly generalized to general nonlinear parabolic systems by the author of the present paper in 7{10]. It has been proved that, in especial, for a general nolinear parabolic system of the form Restricted to scaler equations, the above result is optimal at least in the case F(w 0 ; w 1 ; ; w m?1 ) = F(w 0 ) because of the previously mensioned result on the equation (1.1). For systems which involve more than one unknown functions, however, this result is not optimal. This can be seen from the work of M. Escobedo and M. A. Herrero in 11], where they studied nonnegative solutions to the system We are thus lead to the following problem: What is the optimal condition for global existence of small solutions to nonlinear parabolic systems involving more than one unknown functions? This is without doubt a di cult problem. To study this problem, the rst step is to nd a simple model and get as much as possible information through investigating it as was done for other similar problems. For this purpose, in this paper we study the global behavior of nonnegative solutions to the initial value problem of the following system: (1:11) where a; b; c; d; p; q; r and s are positive constants and, without loss of generality, we assume p q. We shall make a thorough investigation to the global behavior of solutions to this system. The results show that in the case r 1; s 1 and pq 1, the behavior of this system is similar to a simple combination of the system (1.8){(1.9) and the two scaler equations Then every admissible solution of the system (1.10){(1.11) under the initial conditions uj t=0 = '; vj t=0 = (1.14)
with admissible ' and is global. Moreover, for any such ' and this problem has a global admissible solution (u; v) possessing the property 0 u(x; t) C(1 + t) ; 0 v(x; t) C(1 + t) In the following we use the notation k k p to denote the norm on the space L p (R N ). This notation is used throughout the whole paper. . Therefore, the second conclusion of the above theorem shows that and are critical. The explicit expressions of and are given in Section 4.
Before ending this introduction let us make some agreements and introduce some notation to be used later. In the following sections we always drop the coe cients a; b; c and d in (1.10) and (1.11) to simplify the notation. We always assume that the initial functions ' and are admissible, which will sometimes be restated to make emphasis. We will use the notation Z T (0 < T 1) to denote the space of functions u(x; t) on R N 0; T) such that The proof of this theorem is quite similar to that of its correspondence for initial-boundary value problems (c.f. 13]). Thus we omit it here. We note that no Lipchitz continuity condition is required for the validity of the above theorem. 
II.2 The Proof of Theorem 1.1
To prove the rst statement in Theorem 1.1, we make separate discussions according to the two di erent situations r q and r > q respectively. In the rst situation we rewrite the problem (1.10), (1.11) and (1.14) as follows:
Now, since r q; p q; pq 1, and, consequently, p 1; r=q 1, we have, quite similar to the proof of 11, Lemma 3. Hence v(t), and consequently u(t) as well due to (2.10), is bounded on any bounded existence interval, which implies that (u(t); v(t)) is global.
In the second situation we have max(p; q; r; s) 1. Therefore,
Again by comparison we see that u(t) + v(t), and consequently u(t) as well as v(t), is bounded on any bounded existence interval. Thus (u(t); v(t)) is still global.
To prove the second statement in Theorem 1.1, we note that if r < 1; s < 1 and pq < 1 then the pair of functions (u; v) de ned by u(x; t) = C(1 + t) ; v(x; t) = C q 0 (1 + t) , is an upper solution of the problem (1.10), (1.11) and (1.14) provided C is su ciently large. If at least one of r; s and pq takes the value 1 then (u; v) de ned by u(x; t) = Ce t ; v(x; t) = C q e q t ; with C and su ciently large, is still an upper solution of that problem. Therefore by Theorem 2.2 we get the conclusion. This nishes the proof of Theorem 1. provided C is su ciently large. Since the solution (u; v) of the problem (1.10), (1.11) and (1.14) is an upper solution of the above problem provided C max(C; C q 0 ), by Theorem 2.1 we conclude that u(x; t) u(x; t) and v(x; t) v(x; t) on R N 0; min(M ?1 ; T)). Therefore, the conclusion (iii) is valid in the case p 1.
Finally, we assume that pq > 1; p < 1 and (3.6) holds and, moreover, Thus by replacing B k (p; q); B k (q; p) with C(p; q); C(q; p) respectively and then letting k ! 1, we obtain (3.10) and (3.11) Next we assume pq = 1. In the case p = q = 1, we get by direct comparison the following: 
(t) (cosh t)S(t)' + (sinh t)S(t) ; v(t) (sinh t)S(t)' + (cosh t)S(t) ;
and consequently, u(t) 1 2 e t S(t)'; v(t) 1 2 e t S(t) ; which implies (3.12) and (3.13). In the case p < 1 < q, we de ne w(t) = Before stating the next lemma we remind the reader to recall that p and q in (3.7)-(3.8) are assumed to satisfy p q. The situations s > 1 and pq > 1 can be discussed similarly. We left it to the reader.
IV. The Proof of Theorem 1.4
We will use the extension method to prove Theorem 1.4. That is, we will prove that under the condition (1.19) the solution (u(t); v(t)) corresponding to small initial datum is bounded on any bounded existence interval and thus its maximal existence interval is 0; 1). Let Remark. We can also get decay estimates for the rst order derivatives of u and v with respect to the space variable x. However, to shorten the discussion we shall not do so. The reader is refered to 10] for the method. for all t 2 0; T), where C is a positive constant depending only on p; q; r; s; N and the choice of ; and . We now demonstrate from the above estimates that there exists 0 > 0 such that f(t) and g(t) are bounded from above when 0 < 0 . To do so we write h(t) = f(t) + g(t) and prove that such assertion is valid for h(t). We rst assume that p > 1. Then by the hypothesis we see that p; q; r and s are all greater than one. Summing (4.14) and (4.15) up we obtain h(t) 2C + C sup 2C . Since the curve = (t) (0 t < T) is continuous (which is guaranteed by the continuity of (u(t); v(t))) and (0) 4 2C A( ), we conclude that (t) A( ) for all 0 t < T. This proves the assertion in the case p > 1. Next we assume that p 1. By repeatedly using (4.15) n times, we obtain from (4.14), Since pq > 1 and s > 1, we see that pqs k > 1 for all k = 0; 1; ; n?1 and ps n > 1 when n is su ciently large. Similarly, by using (4.14) we obtain from (4. We note that the condition (4.2) implies that '(x) (resp. (x)) decays to zero as jxj ! 1 at speed not slower than (1 + jxj) ? Indeed, since q ? q 0 > 0, the term u q?q 0 in (4.22) can always be substituted with kuk q?q 0 1 when we make estimates for v. Obviously, it is needless to write out the details.
Note that the maximumness of q 0 implies that at least one of the two equalities r = p(q 0 +1) p+1 and s = q 0 (p+1) q 0 +1 is valid. Therefore, by using the same method as in the proof of Theorem 4.2 and applying Lemma 3.1 instead of Lemma 3.2 we get where c > 0; 0 < < p+1 pq 0 ?1 and 0 < < q 0 +1 pq 0 ?1 . Then the admissible solution (u; v) of the problem (1.10), (1.11) and (1.14) blows up at nite time.
The proof is left to the reader. By now, we have completed the proof of Theorem 1.4.
