• In order to perform meta-analysis, we need to select a framework for the estimate: Frequentist or Bayesian.
• The Bayesian framework is often used and conducted with MCMC simulations. MCMC simulations need to have converge to the posterior distribution for estimating without bias our outcomes of interest, convergence which need to be assess by using a convergence diagnosis OBJECTIVE
• Our objective was to experiment different convergence diagnoses in order to define the optimal convergence assessing strategy and to test a burn-in period estimate.
METHODS
• We propose a review of three different diagnoses and their assumptions in different convergence scenarios and explains the construction of a burn-in estimate for specific posterior distribution
• We present here the three diagnoses and their assumptions.
Gelman and Rubin Diagnosis(1)(2):
 Start m>2 sequences of length 2n, each chains begin at different starting points which need to be over dispersed in a respect of the prior distribution.
 Discard the first n iterations as a burn-in period.  Compute the following estimates for our outcome of interest:  Which follows a t-distribution with simulations is not easy due to the several process which can influence the convergence of our chain. We propose a solution to this problem by using three tests in order to assess the convergence of our chain for each point of view.
• We propose also to use the Raftery-Lewis diagnosis in order to have an estimation of the minimum burn-in period. If the absence of link between this estimate and the data-feeding process can lead to under-or over-estimate of the burn-in period, this scenario allows us to estimate in a standard case, the number of burn-in needed.
We present here a method for burn-in estimate based on the work of Raftery-Lewis:
• The Raftery-Lewis burn-in estimate is a theoretical method in order to calculate the burn-in period for estimating a quantile with a prespecified level of precision but only for multi-variate normal posterior distribution. The estimate is based on kernel-construction and likelihood inversion. We must aware that this method doesn't take into account the data-feeding process and can lead to over-estimate burnin period. The estimate is constructed as followed: 
RESULTS
• In order to build the best convergence assessment method, we have evaluate the performance of our different diagnoses in MCMC nonconvergence simulation. Gelman • As we can see, no diagnoses provide a good estimation for all the situation. The Gelman and Rubin, for example, leads to underestimate burn-in period if we used too large sample for estimating the posterior distribution. At the difference, the Geweke's diagnosis is very good to avoid this kind of under-estimation due to large sample but leads to a bad detection power when the Markov-chain are highly correlated. The Heidelberger and Welch's diagnosis has a fair detection rate for inconsistency in each of our scenario. If the Heidelberger and Welch's method seems to be a good method detection, the transformation used by this last increased the time computation process. It is also based on the Brownian Bridge detection and no consensus about the final estimate (Kolmogorov-Smirnov', Cramer-von Mises' or Schruben's statistic) to use has been found in the literature.
• The Raftery and Lewis method has also been tested in different scenario of data-feeding. In case of very low and over-dispersed data, the estimate under-estimate the burn-in period. At the difference, in presence of homogenous data and a fair number of study (more than 15), the estimate has a trend to over-estimate the burn-in period. The main problem of the estimate is still its absence of data-feeding correction to correctly estimate the burn-in period in different metaanalysis scenarios.
