We demonstrate that some recently proposed iterative identification and control design schemes do not necessarily converge to a local minimum of the design objective in the case of a restricted complexity model. There is, however, a link between these approaches and a recently proposed iterative optimization based control design procedure based on experimental data. We show that if the achieved and the desired output responses are perfectly matched, the schemes are (essentially) equivalent under noise free conditions.
Introduction
Recently, so called iterative identification and control design schemes have received considerable attention. See e.g. [l] , [2] and [3] . These schemes iteratively perform plant model identification and model-based controller update in the closed loop. The work in [4] and [5] is a continuation of these ideas, and there it is shown that for certain control criteria, e.g. LQG, it is possible to carry out the optimization using measurements from the plant collected during (essentially) normal operating conditions. No models of the plant and the disturbance are required. In this contribution we show that there is a close relation between the optimization based tuning algorithm in [4] and the indirect schemes proposed for example in [S] and [l] . When Gauss-Newton steps are used, the optimization procedure can be approximately expressed as an identification criterion. These two identification criteria become identical only if the achieved and designed closed loops perfectly match each other, i.e. only if the true system has been perfectly identified. We show that when the model is too simple, the indi- rect schemes fail to get close to the minimum of the control criterion.
Criterion minimization
Let the true system be given by
where { v ( t ) } is a (process) disturbance. The output, { y ( t ) } , from the true system will be called the achieved response. We will use the following two degrees of freedom controller:
t ) = CT(Q,P)r(t) -QY(Q,P)Y(t) (2)
where { r ( t ) } is an external reference signal and p represents the controller parameters. To ease the notation somewhat we will from now on omit the time argument of the signals. In addition, whenever signals are obtained from the closed loop system with the controller { C T ( p ) , C,(p)} operating, we will indicate this by using the pargument; thus, y(p) will denote the output of the system (1) in feedback with the controller (2). Let Td be a desired stable closed loop response from reference signal to output signal
The error between the achieved and desired response 
This is done by taking repeated steps in a descent direction 
'This will be the case when some of the zeros of the system are preserved in the design.
so that yd = yd(8). As pointed out in [6] it is possible to write
Even after this rewriting, the minimization of
E [ ( & ( I~) )~]
cannot be viewed as a frequency weighted identification problem because the frequency weighting s d ( 8 ) and the input and output signals all depend on the unknown parameter vector 8. However, an iterative procedure, that can be interpreted as identification using closed loop signals followed by control design, is obtained by keeping 8 fixed to Oi, say, in all places in this expression except for G(0), i.e. at the ith identification iteration one could minimize a square norm of the following errors:
Here y(&) and U ( & ) are the data obtained from the true system with the ith controller (computed from G(&)) operating on the system. The identification step now is
where F is the quadratic function
The new parameter value &+I and the new model G(&+l) is used to update the controller, the new controller is applied to the true plant, new data are collected and the procedure is repeated. This procedure is suggested in [6] . The 
Comparing the minima of the objective functions
We now examine the possibility that iterative identification and control schemes based on the above idea which gives the optimal closed loop pole a* = 0.
Turning to the iterative identification and control design schemes the expression ( l l ) , in this example, is Hence, the partial derivative of (13) w.r.t. its first argument becomes a --(-aa2 + (I -a2)a + a3)
hence a has to satisfy must satisfy (15), and
It is easy to show that the stable solution (1 .1 < 1) is and a# = 0 for a = 0. As a function of a, a# is continuous in the interval -1 < a < 1. Thus, the identification based iterative scheme for this restricted complexity model situation has a stationary point which corresponds to a closed loop pole which can be anywhere in the interval (-1, l), depending on the open loop pole a whereas the optimal closed loop pole is at the origin regardless of a.
Numerical comparison
Let us now consider the problem of finding a controller for a third order system. In the indirect approach it will be identified using output error (OE) models of first order. The control design will be done using pole placement, and the design variable in the controller design will be the closed loop bandwidth w g . The reference signal is white noise filtered through a low pass filter with bandwidth W B . The iterative design schemes starts by identifying a model from open loop data. The model is then used in the design of a pole placement regulator which is used for collecting a new set of data from the system, now acting in closed loop. This procedure is repeated until convergence and the value of the criterion after the last iteration is used for comparison. In each identification step the designed sensitivity function from the previous iteration is used as prefilter. The results of the simulations can be found in Table 1 where the achieved cost J of (5) are shown. It can be seen that for low designed bandwidths the iterative identification and control scheme performs very well. However, as the bandwidth is increased, the performance deteriorates dramatically. A reason is that the optimal (reduced complexity) control laws for the higher bandwidths correspond to unstable models, while OE models always are stable. Hence, it is in these cases impossible for these schemes to give the optimal controller. Unstable models can of course be obtained using the ARX model structure, but only minor improvements are obtained using this structure. 
Approximating the Gauss Newton minimization step by an ideiitification step
We will now show that each Gauss Newton iteration in the direct minimization procedure can be approximated by an identification step. For simplicity we consider only the disturbance rejection problem, i.e. T z 0. The servo problem gives the same result but the technical details are a lot more involved. We use the following simple model reference scheme
Here s d represents a desired sensitivity function and is therefore a fixed (Bindependent) quantity. For design methods such as LQG, Sd(6) is the result of a model based optimization procedure and the results below are only valid approximately. Recall that in the H2 iterative identification and control procedure, the identification step minimizes (w.r.t. 6) the quadratic norm of (1 I),
where Sd is now independent of 6, and remember that 
for 6 close to 6i. Thus,
which, after some simplifications, gives
.
We now compare this expression with that of e (6, 6i) in (21), and we observe that, if the achieved and desired sensitivity functions coincide, i.e.
In view of (23) and (28) We conclude that the least squares identification step used in the iterative H2 identification and control schemes approximates the Gauss Newton step in the direct minimization scheme only if the present closed loop model is very close to the true closed loop system. A question that now remains is whether the Gauss-Newton step can be expressed as an identification step also in the case when the model does not coincide with the true system. We will thus attempt to formulate the minimization 
Conclusions
We have compared two approaches to iterative controller design. It has been shown that the schemes proposed in [6] and [l] do not necessarily converge to a local minimum of the design criterion if the modeling error is non-zero. With the iterative optimization approach in [4] and [5] , convergence to a local minimum does indeed take place under the assumption of boundedness of the signals in the loop. When the method from [4] is used in an indirect (model based) scheme, this approach becomes an iterative model update and control design procedure. With a Gauss Newton parameter update and a model reference control design procedure, we have shown that the model update step can be approximated by a least squares identification step, but with a bias error due to a disturbance. This identification step differs from the identification steps in e.g. [6] and [l] , in the way that the least-squares criterion contains an additional term which is obtained from a second experiment. This term is the explanation why the optimization based method does converge regardless of the model error. This term vanishes when the achieved and desired loops are identical. Thus, under this condition the Gauss-Newton identification step becomes (essentially) identical to the corresponding identification steps in the algorithms of [6] and [l] .
