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In this note we are interested in the properties of, and methods for locating 
the set of all nondominated solutions of multiple linear criteria defined over 
a polyhedron. We first show that the set of all dominated solutions is con\Tex 
and that the set of all nondominated solutions is a subset of the convex hull of 
the nondominated extreme points. When the domination cone is polyhedral, 
we derive a necessary and sufficient condition for a point to be nondominated. 
The condition is stronger than that of Ref. [1] and enables us to give a simple 
proof that the set of all nondominated extreme points indeed is connected. 
In order to locate the entire set of all nondominated extreme points, we derive 
a generalized version of simplex method-multicriteria simplex method. In 
addition to some useful results, a necessary and sufficient condition for an 
extreme point to be nondominated is derived. Examples and computer expe- 
rience are also given. Finally, we focus on how to generate the entire set of all 
nondominated solutions through the set of all nondominated extreme points. 
A decomposition theorem and some necessary and sufficient conditions for a 
face to be nondominated are derived. We then describe a systematic way to 
identify the entire set of all nondominated solutions. Through examples, we 
show that in fact our procedure is quite efficient. 
1. INTRODUCTION 
In most decision problems, one is quite likely to face multiple noncom- 
mensurable objectives. In this type of decision problems, we could use the 
concepts of domination structures and nondominated solutions to help to 
resolve them (see Ref. [I]-[3]). T o actually compute the set of all non- 
dominated solutions is computationally very involved (see Refs. [l] and [2] 
430 
Copyright Q 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
LINEAR CASES AND A nlULTICRITERIA SIMPLEX RIETHOD 431 
for one stage case, and Refs. [4] and [5] for dynamic cases). However, when 
the problem has a special structure such as the one to be discussed here, the 
computation is not so complex as one would expect at the iirst glance. 
In this paper, we shall limit ourselves to the problems in which the multiple 
objectives and the constraints for the feasible set are all linear. Because of 
this special structure, some nice techniques could be used to derive the set of 
all nondominated solutions. We emphasize properties of the set of all non- 
dominated solutions and a method of locating them. 
In Section 3, we study the general properties of the nondominated solutions 
and show how we can first focus on the nondominated extreme solutions which 
are, in turn, used to generate the entire set of all nondominated solutions. 
Some new results in linear cases are also supplied. In Section 3 we generalize 
the ordinary simplex method to a multicriteria simplex method so that we 
could compute all nondominated extreme solutions. Theoretical results as 
well as computer experience with the derived method are reported. Finally 
in Section 4, we discuss a method for generating all nondominated solutions 
through the set of all nondominated extreme solutions by a systematic 
method. The method is quite simple and efficient. 
Before going further, for convenience, let us introduce the following 
notation. Let s = (sr ,..., r,) and T =: (yr ,..., yn). Then, 
(i) .v = ;V if and only if x”j = yj , for all j = l,..., II. 
(ii) s>=~ifandonlyifxj~~j,forallj=l~...,n. 
(iii) s 2 x if and only if ‘vi 2 yj , for all j = l,..., n and N # ~1. 
Usually we shall denote a set or a matrix bv a capital character. Given a 
matrix =1, we will find it convenient to use .-Ii and .-lj to denote its ith row 
and jth column, respectively, and njj its element in the ith row and the jth 
column. Given a set S, its closure, interior and relative interior (with respect 
to the relative topology induced in the manifold generated by S) will be 
denoted by 3, Int 5’ and 9, respectively. Given two sets S and T in R”, 
their addition is defined bv S + T = [r + t / s E S, t E T). \Jithout con- 
fusion cx (or CX) will denote the inner product of c and .v (or the matrix 
multiplication of C and s with proper orders). Let I be an indes set. Then 
U {S(i) 1 i E I) (or 17 (S(i) i E I\), 
will denote the union (or the intersection) of all sets S(i), i ~1. Given 
jc (1, z..., n>, the complement of J with respect to [ 1, 2,..., n> will be 
denoted by J’. 
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2. THE NONDOMINATED SOLUTIONS AND NONDOMINATED EXTREME 
SOLUTIONS IN THE LINEAR CASE 
In this section we describe some main features of the set of all non- 
dominated solutions in the linear case. These features will be our guide for 
methods described in this note. 
In order to simplify the presentation, let us assume that we have a compact 
decision space1 defined by 
X = {x E Rn / Ax r b, x 2 01, A is of order m x n. (1) 
Let C = C,,, be a matrix with Zrows (Cl,..., Cr)T so that Ck * x, K = l,..., Z, 
is the kth objective function of our problem. Our objective (or criteria) space 
is thus given by 
Y={CxlxEX}. (2) 
Given a domination cone (1 (which is assumed to be convex) and yl, y2 E Y, 
we say that y1 is dominated by y2, if yr E y2 + (1 and y1 # y2. A pointy E Y 
is a N-point (nondominated solution) if it is not dominated by any other 
feasible point of Y, otherwise it is a D-point (dominated solution), Likewise, 
in the decision space, given 9, x2 E X, we say that 9 is dominated by x2 if 
C.9 E Cx2 + (1 and Cxl # Cx2. A point x E X is a N-point if it is not 
dominated by any other feasible point of X; otherwise it is a D-point. 
Note that /l is the constant domination cone in our problem. Since finding 
the N-points with respect to a constant domination cone is the key to finding 
the nondominated solutions with respect to a domination structure which is 
either completely or partially known (Refs. [l]-[3]), in this note we shall 
concentrate on the set of all N-points when the domination cone is constant. 
For simplicity, the sets of all N-points and all D-points will be denoted by 
N and D, respectively. 
LEMMA 2.1. Given a domination cone A. Suppose x1, x2 E X and x1 E D. 
Then [xl, x2) C D, where 
[xl, x2) = {ox’ + (1 - a) x2 1 0 < a? 5 l}, 
is the line segment bounded by x1 and x2. 
Proof. Since xi E D, there is xs E X and h E A, h # 0 so that 
Cxi = C.9 + h. Thus, for any (Y, 0 < OL 5 I, 
C(ax1 + (1 - a) x2) = ocx3 + ah + (1 - a) cx2 
= C(& + (1 - a) x2) + ah. 
1 Our results could be extended to the case when X is unbounded at an expense 
of a lengthier description. 
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Since” 
cxx3+(1 - ol)X”EX, c&E/l and h #Oo, 
we see that c& + (1 - a) x2 E D (it is dominated by OL$ + (1 - a) .Y*). 
Q.E.D. 
From the lemma, we know Theorem 2.1 immediately. 
THEOREM 2.1. The set D is convex. 
Let K be an arbitrary convex subset of X. Suppose that x1 E K’ (the relative 
interior of K). By the accessibility lemma (see [6, p. 901) for each x2 E R (the 
closure of K), we have [xl, G) C K’. 
THEOREhl 2.2. 
(i) Suppose x1 E K1 and x1 E D. Then K’ C D. 
(ii) Suppose xl E K’ and x1 E N. Then R C N. 
Proof. (i) Follows immediately from the accessibility lemma and Lemma 
2.1. 
For (ii). From (i), we know that KIC N. It suffices to show that if x2 E %K 
(the boundary of K) then x2 E N. Suppose x2 E D. In view of Lemma 2.1, 
(x2, x1) C D. Since (the accessibility lemma) (x2, x1) C K1 we thus get a 
contradiction to that KI C N. Q.E.D. 
Remark 2.1. The results of Lemma 2.1, Theorems 2.1 and 2.2 hold 
even if X is unbounded. However, the compactness assumption on X has 
some consequences which could simplify our presentation. 
Observe, since X is a compact polyhedron, there is a finite number of 
vertices (also called extreme points in this case) of X so that X is the convex 
hull of these vertices (Ref. [6, p. 651). That is, if we denote the set of all 
extreme points of X by Xc, = {xl,..., Y), then 
Now let N,, = N n Xe, (the set of all nondominated extreme points). We 
see that N,, is finite. 
THEOREM 2.3. NC X(N,,) (the convex hull of NJ. 
’ Because X is a convex set (see (1)). 
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Proof. Suppose that x cannot be written as a convex combination of 
N,,-points. It suffices to show that x: is a D-point. By the assumption, there 
is at least a point xk ED n ,Y,, and 01~ , 1 2 (Y~ > 0, 1 5 k 5 r, so that 
x = ollzxk + 1 ajxj, 
j#k 
When elk 
01~ 2 0, j = I,..., r, and ,$aj= 1. 
1, x = xk. Clearly x is a D-point. Suppose ak < 1. Then 
where /3 = Cj+k 0~~ . Observe that Cj+k (czj//3) xj E X and aLx: + p = 1. In 
view of Lemma 2.1, x is a D-point. Q.E.D. 
Remark 2.2. Usually N f %(N,,). In view of Theorem 2.3, we could 
first locate the set NC,, and then use N,, to generate the entire set N. In 
Section 3, we shall describe a method for locating N,, , and in Section 4 we 
will show a method to generate N by N,, . 
Given h E Rz, let 
X0(h) = {x” E x ( xcxo 2 xcx, x E X}. (3) 
Thus, X0(h) is the set of all maximum points of XC.Y over X. Note that hCx 
is bilinear in h and x. 
Observe that given a convex cone rl, we can decompose it into n = L @ A’- 
where L is the maximum subspace contained in /1, Al = fl n L’-, LI is the 
orthogonal subspace with respect to L. (See Ref. [6, p. 601). Given a cone (1, 
we define its polar cone 
A* = {A 1 X . d 2 0, for all d E A). 
In view of Corollary 4.7, of Ref. [l], we have Theorem 2.4. 
THEOREM 2.4. Suppose the domination cone A has the property that 
Al # (0). Then 
u {X0(h) 1 X E Int (1*} C NC u {X0(A) 1 X E .‘l*, X # O}. (4 
A cone /l which is also a polyhedron is called a polyhedral cone. It can be 
shown that A is a polyhedral cone if and only if it can be written as 
A = {y 1 Ay 5 0} or A={aB~a~0}, 
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where 4 and B are some matrices of proper order. (See [l; 6, Chapter 21.) 
Suppose A is a polyhedral cone. It is known that A* is also a polyhedral cone 
[l, Section 21. 
When we have a polyhedral domination cone, Theorem 2.4, can be greatly 
refined. Before we state our main results in Theorem 2.5, we first derive some 
relevant lemmas. 
LEMMA 2.2. Suppose that E’ is a polyhedron (not necessarily bounded) 
which contains the origin. Then the cone, I’, generated by E; (i.e., 
is a polyhedral cone. 
Proof. By the finite basis theorem [6, p. 461, there are I’r = {yr,..., y”), 
Erp = { yp+1,..., y*}, q 2 p, so that each y  of Y can be written as 
where 
y  = f  ajy’ + i pjy’, 
j=l j=ptl 
(5) 
aj 9 Bj 2 0, and iraj = 1. 
Since 0 E I’, we can write 
where 
Suppose that 
Then, by (61, 
r,r+O=i ff?yj+ i (pjO+pi)yjEY. 
j=l j=P+l 
Our proof will be completed once we show that 
(6) 
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Clearly PC/l. In order to see that PI A, let 
Y” = f  YjYj, yj 2 0. 
j=l 
We must show that y” = my for some y  E Y and (II 2 0. Observe that 
if yj = 0, for all j = 1 ,...,p, then y” E Y as established in the previous 
paragraph. We have no problem. 
Now suppose that at least one ‘y3 > 0, 0 2 j 5 p. Then 
YO = i yj > 0. 
j=l 
It is easily verified that 
J-yo=J-g Yj’jyjEY. 
31 
Thus a = y. and our proof is completed. Q.E.D. 
If  A = {x 1 Ax 5 0} is a polyhedral cone, we see that A* = {y . A 1 y  2 O}. 
It can be shown that [l, Remark 5.91 the relative interior of A* is given by 
(A*)’ = {y - A 1 y  > O}. (It is understood that x is a column vector; y  a row 
vector.) 
LEMMA 2.3. Let A, and A, be two polyhedral cones in R1. Then 
A, n (-A,) = (0) implies that (Al*)’ n (A,*)’ # 9. 
Proof. Since A, and A, are polyhedral cones, we can write 
A, = {x 1 Ax 5 0} and A, = {x I Bx 5 0}, 
where A and B are two matrices of proper orders. 
Since -A, = {x 1 - Bx 5 0}, A, n (-A,) = (0) implies that 
This is because A, C A, n (-A,) and x E A, implies x # 0. By Stiemke’s 
alternative theorem (see [12, p. 321) there are yr > 0, ya > 0 so that 
-y&l + yPB = 0 or y,A = y8B. Since yr > 0, ys > 0, y,A E (Al*)’ and 
y,B E (A,*)‘. This shows that (A,*)’ n (AZ*)’ # 4. Q.E.D. 
LEMMA 2.4. Let A be a polyhedral cone and Y be a polyhedron (not neces- 
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sarily bounded) containing the origin. Suppose for each 01 E (A”)‘, there is F E T’ 
sothatcu-y>O. ThenO~y+AforsomeyfOandg~I’. 
Proof. Assume the contrary. Then I’ n (-A) = (0). Let 
~3=(oryIor~O,nERl,?,EY~. 
From Lemma 2.2, we know that P is a polyhedral cone. We first show that 
P n -fl = (0). In order to see this point, suppose y” # 0 andyO E P n -11. 
Then y” = q~ for some 01 > 0 and y E Y, y # 0. Since y” E --./1 and --rl is a 
cone, y E --fl. This shows that y f 0 and y E I’ n -11 that leads to a 
contradiction of Y n -A = (0). 
Since Y n --d = (0) and both are polyhedral cone, by Lemma 2.3, 
(Y*)’ n (A*)’ # 4. Let OL E(P*)’ n (A*)‘. Then OL . y 5 0 for all y E Y C Y. 
This leads to a contradiction. Q.E.D. 
THEOREM 2.5. Suppose that A is a polyhedral cone. Then 
(i) NC U {X0(h) ] h E (A*)‘}, 
(ii) if Int (1* # 4, then N = u {X0(h) 1 h E Int A*}. 
The theorem holds even ;f X is not bounded. 
Proof. 
For (i). Suppose that x0 E X and x0 #{X0(X) 1 X E (A*)‘}. Then, for 
each X E (A*)‘, there is x E X so that XCx > h&O. Let y = Cx and y” = CXO. 
Then for each X E (A*)’ there is y f y”, y E Y so that hy > XyO or 
X( y - y”) > 0. Now let Y’ = Y - (y”}. Then, 0 E Y’ and for each X E (/I*)[, 
there is j E Y’ so that X . J > 0. By applying Lemma 2.4, on Y’, we see that 
thereisy-yo~Y’,y~Y,y#y0,s~thatO~~~-yo+~,oryo~y~~. 
Thus, y. $ N and x0 $ N. 
For (ii). Note, when Intel* #+, Intel* = (A*)‘. 
Our assertion follows immediately from (i) and Theorem 2.4. 
Observe that in our proof we do not need X to be bounded. Q.E.D. 
It will be shown that when II is a polyhedral cone, the computation of 
N,, could be simplified a great deal. Suppose (1 is not a polyhedral cone. We 
may first find a polyhedral cone A’ C A, and use the N-points with respect to 
/l’ as a first step to approximate the set N (with respect to (1) (because each 
hr-point with respect to (I is also an N-point with respect to (1’[1, Lemma 
4.11). To verify whether an N-point with respect to /I’ is also an N-point 
with respect to II, we could use the definition or Theorem 2.4. From now on 
we shall assume that (1 is a polyhedral cone. 
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Recall that, if /1 is a polyhedral cone, then fl* is also a polyhedral cone. 
Furthermore there is a set of vectors H = {H1,..., HQ} so that 
i=l 
In matrix notation, let (Y = (cyr ,..., aQ) and H also denote the matrix with 
H” as its Kth row, K = l,..., q. Then, 
A* ={(~Hja!zO} (7) 
and 
(A*)’ = {arH / 01 > O}. (8) 
Now if /\ = orH, then hC.r = cuHCx. Given (Y, let 
X0(a) = {x0 E X ) orHCx” 2 OJiCx, x E X}. (9) 
From (3), (8)-(9), we see that 
u {X0(A) 1 x E (A*)‘} = u {X0(a) / a > O}. v-9 
From (10) and Theorem 2.5, we have 
THEOREM 2.6. Suppose that A is a polyhedral cone. Then 
(i) NC u {X0(~) 1 a > 0} if Int (1* = 4, 
(ii) N = U {X0 (a) I a > 0} if Int (1* # 4, where X0(~) is defined in (9). 
Remark 2.3. Let cl5 = {a E Ii2 1 01 2 O}. Then 
Int(ds)* = fl’ = {a E Rz I 01 > O}. 
In view of (9) and Theorem 2.6, by treating HCx as a new set of the objective 
functions, we see in the process of finding N each polyhedral domination cone 
can be converted into a form of fls (the dimension of (15 depends on the 
number of the vectors in H). When Int A* # qb, our conversion yields the 
same N. However, when Int rl* = 4 or II contains a subspace, in view of (i) 
of Theorem 2.6, we obtain a set containing N. To actually obtain N, some 
verification through the definition is needed. 
In view of Remark 2.3 and Theorem 2.6 we may and will assume that 
/1 = {d E R” 1 d 5 0} = fls, to simplify the presentation. 
Remark 2.4. Although each polyhedral domination cone can be trans- 
formed into II $, from computing N,, point of view this transformation may 
not always be the most efficient. (See Remark 3.9.) 
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3. A mJLTICRITERIA SIn4mEx TEETHED .+ND THE SET lVt2, 
In this section, we shall describe a multicriteria simples method which may 
be regarded as a natural generalization of the simplex method. Keith this 
method we study the “connectedness” 
locate the entire set N,, . 
of A’,, and derive an algorithm to 
A computer experience will also be reported. 
3.1. Simplex Method and X0(X) 
Recall that (for simplicity) we limit ourselves to the domination CcJne 
‘4 czfl’. 
Note 
Int /l* = (d E R j d > 0) = tl-. 
Recall from (3) that X0(X) is the set of the maximum solutions of hCs 
over X. Treating /tC as a row vector, we see that to find X0(A) is a linear 
programming problem with enumeration. Without loss of generality we can 
assume that b 2 0 in [ll]. (See Refs. [7], [8], and [13] for the extension to 
other types of b.) 
From (I), by adding slack variables, out decision space, -i-, could be defined 
by the set of all s E Rmtn, s >= 0 and 
(A, Lxm) .T = b. 
Our new C becomes (C, O,,,,,). 
Given -2’, let v  = Z(X) = ,Kk. Thus, 
(11) 
v  - hex = 0. (12) 
Now, let B = Blrrxln be a nonsingular submatrix (also called a basis) of (A, I) 
and B’ be the remaining submatrix. Thus we can write (renumber the index 
if necessary) 
(A, I) = (B, B’). (13j 
Let (xB , sB’) and (AC, , AC,‘) be the variables and criteria coefficients 
associated with B and B’, respectively. Then (11) and (12) together could be 
written as 
t 
0 B B’ 
1 --hCB 
Equations (14) and (15) can be rewritten as 
(14) 
(15) 
c 0 I B-‘B’ (16) 1 0 XC&‘B’ - hCB’ (17) 
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where (16) - B-l * (14) ( i.e., premultiply by B-r on the both sides of (14)) 
and (17) = (15) + hC, . (16). 
We see that from (16) and (17) if B-lb 2 0 then (x, , x~‘) = (B-9, 0) 
is a feasible solution with a value K&k-%. A solution of this type is called a 
basic feasible solution. It can be shown that if there is no degeneracy the set 
of all basic feasible solutions is one to one corresponding to the set of all 
extreme points of X (see Ref. [7, p. 1001). By dropping the first column, 
(16) and (17) can be written in a handy simplex tableau as follows: 
TABLEAU I 
Cl **. c, cm+1 ... c* ..* &II,” 
* Basis c x1 ... x, x*+1 -** xj ... GI+n x 
1 Xl Cl 1 
. . . 0 Ym+1 *-. Ylj ... Ym+n YlO 
. : : : ; : : . . . . 
m X972 &I (j .:. ; Ynm+1 ... Ymi .‘* Ynwn+n YWO 
Referring Tableau 1 to (16) and (17), we see that 
a = {Yili=1,..., m.j=m+l,..., m+n = B-lB’, (18) 
z = (z,,, ,..., zm+,J = hCBB-lB’ - AC,’ = X(&,P - C,‘), 
Yo = (YlO ,..., ymo)= = B-lb, 
and 
v = XC.‘&lb. 
In order to simplify our later discussion, let 
(19 
(20) 
(21) 
(22) 
Since each basis B is uniquely associated with a column index subset 
J = (jl ,j2 ,...,iJ C(1, 2,..., m + 4, 
we could use J to represent B and /’ = { I,..., m + n} - J to represent B’. 
We shall also call J a basis whenever B is a basis. In view of (16), (17) and 
(22), by settings 
Y = (I, B), (23) 
z = (0,s) = A(C,Y - C), (24) 
3 In the remaining sections without confusion, Y is used to represent a matrix 
rather than the criteria space as in Section 2. 
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(the last equality of (24) comes from (19) because C = (C, , C,‘)). We can 
write 
M= ,’ . [I (25) 
Note that M contains a submatrix AZ, = {Mj 1 j E J, J is the basis) such that 
(Al,, E,,,) (when properly permutated) forms the identity matrix of order 
m + 1, where Emfl is the last column of the identity matrix. With this 
understanding, from now on it is not necessary for us to put M in the form 
of (16) and (17) or Tableau I (that is, it is not necessary to rearrange the 
column index so that AZ, will appear in the first m columns of Ji as 
in Tableau I). 
Through the simplex method, we can systematically change J, one column 
at each iteration, so that at each iteration y,, = B-lb 2 0 is maintained and 
the value of the objective function is improved until an optimal solution is 
obtained. For later reference, let us summarize some relevant results of the 
simplex method as follows (see Ref. [7]). 
LEMMA 3.1. Given a feasible basis J so that y0 = B-lb 1 0, there are two 
possible cases which can occur in the simplex tableau: 
Case 1. Each zj 2 0 for all j E J’. Then xg = y0 = B-16 and .rB’ = 0 
is a maximum solution. If each zi > 0 for j E J’, then the optimal solution is 
unique. Otherwise there may be infinitely many optimal solutions (see 
Remark 3.1). 
Case 2. There is at least one j E J’ so that zj < 0. Let* 
&2!zE= . 3 
YM 
mln $- 1 yyj > 0) . I I (26) 
Then by introducing the jth column into the basis (i.e., converting Mi by 
Gaussian elimination technique into ED (the pth column of the identity 
matrix in the next tableau, the element (p, j) or yDj is called the pivot element), 
we obtain a new basic feasible solution with an increase of the value of the 
objective function by -0,~~ . 
Remark 3.1. Since X is compact, the optimal solution to XCx exists. We 
can arrive at Case 1 of Lemma 3.1 in a finite number of steps. Now suppose 
that Case 1 is obtained and some zi = 0, j E J’. Then we will obtain an alter- 
native optimal basis by introducing j into the basis (the procedure is the 
same as described for Case 2). By this way, we can generate the entire set of 
4 Suppose there is no Y so that yvj > 0. We have an unbounded solution. Since X 
is assumed to be compact, this cannot happen. Thus Bj is well defined. 
4o9/49/2-Ia 
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all basic feasible optimal solutions, say XzZ = {xl,..., x”}. Then the set of all 
optimal solutions to hCx is given by X0(X) = S(X,“,) (the convex hull 
generated by Xi,), (For more detailed discussion, see Refs. [7], [lo] or [13], 
Lemma 3.1 and Remark 3.10.) By varying X over (1>, we can locate the entire 
set N through Theorem 2.5. 
Although this method seems reasonable, it is by no means the best way to 
locate N, because how to vary h over fl> is still unresolved and the computa- 
tional work may be quite demanding. Thus, instead of this direct approach, 
we shall derive a multicriteria simplex method to locate N,, . The method also 
indicates an efficient way to vary h over A> in order to get the set N,, . 
Remark 3.2. Given a simplex tableau corresponding to a basis J1 , 
suppose we introduce the jth column, j E Jt’ into the basis as described in 
Case 2 of Lemma 3.1. We will produce a new basis Js , Js = Ji U {j} - {j,}, 
where j, E Jr is the column associated with E, in the simplex tableau of 
the basis Jr. Observe that there is exactly one element in /a which is not 
in Jt , and vice versa. Two bases such as Ji and JZ which enjoy the above 
property are known as adjacent to each other. The resulting basic feasible 
solutions, when they are distinct, are called two adjacent extreme points of X. 
3.2. The Format of a Multicriteria Simplex Method 
Observe that given a basis B the row vector z in (24) and (19) is given by 
Let 
Then 
h(0, C,H - C,‘) =I A(CBY - C). 
2 = (C,Y - C). (27) 
.Z=AZ. (28) 
From (27) and (28), we see that given X the corresponding z can be easily 
computed whenever Z is known. 
Observe that 
(C,Y - C) = (C,lY - Cl,..., C,ZY - cy. 
Each CBkY - Cx‘, k = l,..., I, can be obtained from the last row of the simplex 
tableau if we replace XCx by Cx’x as the objective function. This observation 
yields a natural generalization of simplex method. We shall call it a multi- 
criteria simplex method. 
For a given basis B (or J), let us construct a multicriteria simplex tableau 
as Tableau II (for simplicity, we have rearranged the indices so that J appears 
in the first m columns). 
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TABLEAU II 
1 Xl 1 . . . 0 4’1m+1 ... 3-1, ... 3’l”L-” .I’10 
?n .rrn d .:. i Ymm+l .I. v..; .I. ymnltn ?il 
0 . . . 0 -1 .” . . . -1 -,“+I z,I -m+n VI 
0 .:. 0 ;:$,I . . . ijl .:. ,1 W-t” d 
Note that {yiJ is defined exactly as in (18) and (20). WThile 
L’ = (VI,..., v”) = C&lb. 
Note that V~ k = 1 1 is the value of the Kth objective function at the 
current basis.‘We shail’iefine F and I’ as in (18) and (23). Then for k = 1,. .., 1 
we see that5 
(0 ,..., 0, .$+, ,..., &+,) = (C,“I’ - C”) = zk. 
(The last equality comes from (27)). 
Let us redefine M as 
M = [;I . 
(m+z)xh+n) (29) 
Observe that M enjoys the following properties, 
(i) the submatrix {yj / j E J>, when properly permutated, forms 
the identity matrix of order m x m, (30) 
(ii) The submatrix {Zj 1 j E J} is a zero matrix of order 1 x m. (31) 
For each nonbasic column j E J’, we shall define 0, as in (26). By introducing 
the jth column into the basis, we shall mean to convert fiZj into ED in the next 
tableau, where E, is the pth column of the identity matrix of order m + I 
and p is such that (p, j) is the pivot element. With this kind of operation, at 
each iteration 111 can enjoy the properties (30)-(31) and Y, Z can be easily 
computed. 
Remark 3.3. The row Z”, k = l,..., 1 is associated with a linear program- 
ming problem with objective function C”.v. In view of Lemma 3.1, if at a 
basis J, 2” 2 0, then x(J), the basic feasible solution of J, is an optimal basic 
solution to C”s. If  .Zjli > 0 for all j E J’, then X(J) is the unique optimal 
solution to C”X and clearly is an N,,-point. 
5 Recall that Zk (or ZJ denotes the kth row (or the jth column) of matrix Z. 
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Remark 3.4. Given a basis J and j E J’, by introducing jth column into 
the basis we produce an adjacent basis J1 (see Remark 3.2). Then the values 
of the objective functions increase by -0,Z, . That is 
where 
V(J) = (al,..., v”) 
at the basis J. This observation yields, 
THEOREM 3.1. Given a basis Jo . 
(i) If there is j E JO’ so that 0,.2, < 0, then x( J,,) E D. 
(ii) If there is j E J,,’ so that 0,Z, > 0, then x( J1) E D, where J1 is the 
new basis obtained by introducing the jth column into the basis. 
(iii) Let j, k E J,,’ and, Jj and J* be the new bases obtained by introducing 
respectively the jth and kth column into the basis. Suppose that e,Z, > &Zk . 
Then x( Jj) E D. 
Recall the O,Zj 9 0 or t9,Z, 3 0 implies that 0,Z, # 0. Thus the embar- 
rassing case of degeneracy has been excluded from Theorem 3.1. The diffi- 
culty of degeneracy does not bother us in the multicriteria simplex method. 
Standard method of perturbation or lexicographic order can be incorporated 
to avoid the difficulty (see Refs. [7], [8], and [13]). However, because the 
extreme points of X may not be uniquely represented by a basis, one has to 
pay attention to the relation between extreme points and bases; otherwise, 
it may be a good idea to work with bases only. From now on are shall, unless 
otherwise specified, assume that degeneracy does not occur and thus the 
bases and the extreme points are in one-to-one correspondence. 
Theorem 3.1 and Remark 3.3, although obvious, will be useful in our 
later computation of N,, . 
3.3. Optimal Weights and a Nondominance Subroutine 
Now, given a basis J, let Z be the matrix associated with J. We can then 
uniquely define 
A(J) = {A 1 AZ 2 0). (32) 
Note that A(J) is a polyhedral cone. 
In view of Lemma 3.1, (28), and Theorem 2.5. 
THEOREM 3.2. 
(i) x(J) maximizes XCx over X for all A E A(J). 
(ii) x(J) E N,, if and only if (1’ n A(J) # 4. 
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Remark 3.5. Given J, A(J) is the associated set of optimal weights, because 
whenever our objectives Cx are linearly weighted as XCx for some A E A(J), 
x(J) maximizes XCx. In the final decision making, this is very valuable 
information. 
Remark 3.6. Given a basic feasible solution, we could use Remark 3.3, 
(i) of Theorem 3.1, and (ii) of Theorem 3.2 to detect whether it is an N,,- 
point or not. However, although the results are handy and useful, they 
cannot cover all possible cases. In the remaining part of this section, we shall 
derive a simple algebraic method, called nondominance subroutine, so that we 
can test whether an extreme point is an N-point for all possible cases. 
Let 9 = ~(1) represent a basic feasible solution with basis J. Let 
e = (e, ,..., e,) and w = max ii ei (33) 
subject to 
X = {(x, e) 1 x e X, Cx - e 2 C.@, e 2 O}. 
THEOREM 3.3. 
(i) x0 is an N-point if and only if w = 0, 
(ii) x0 is a D-point if and only if w > 0. 
Proof. Observe that (x”, 0) E X. Thus w 2 0. It suffices to show (i). 
However (i) is another way to define an N-point with respect to the domina- 
tion cone As. Q.E.D. 
Observe that finding whether w = 0 or not in Theorem 3.3 usually does 
not require too much extra work. This is due to the fact that the related 
simplex tableau can be easily constructed and the tableau has a special 
structure which usually makes it sufficient to investigate only a submatrix 
(i.e., 2) of the entire tableau. In order to see this, let B be the basis associated 
with x0 or J. The problem of (33) in a block simplex tableau can be written 
i 
A mxn 
--- 
c 1xn 
--- 
0 1x72 
’ I llZX?73 
---- 
i otxnz 
---- 
/ OlXrn 
‘0 ‘b mX1 
/ -I 
P7ZXl 
-------- 
CXC cxo 
----_-_- 
j  -11x1 , 0 
(34) 
(35) 
(36) 
where lr,i = (1, l,..., 1). 
In the above matrix, the first and second columns are the coefficients 
associated respectively with the original variables and the added slack varia- 
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bles, the third column is the coefficients associated with the new variable e in 
(33). Note that (34) is the constraint that x E X, (35) is the constraint that 
(CX - e 2 Cx”, and (36) corresponds to the objective of (33). 
We could rewrite (34)-(36) as follows: 
B-IA j B-l / omxz 
I 
B-lb 
_-------- ------_-__-_- 
&B-IA - C 
I 
&B-l ; Izxz 1 01x1 
_--------------------- 
ll,z[CBB-lA - C] ’ Lxz[CirW ; hxz I 
(37) 
(38) 
(3)9 
Note that (37) = B-l . (34), (38) = C,(37)-(35) (observe that C&lb = CxO), 
and (39) = lixz . (38) + (36). 
Observe that (37)-(39) supply a feasible simplex tableau for Problem (33) 
with the basic feasible solution (x, e) = (x0, 0). 
Comparing (37) and (38) with (18), (23), (27) and (30) we see that6 
B-lA ; B-l 
Y _-------A-- = 
C,B-lA - C C,B-l 1 II z* (40) 
From (37)-(40) we see that to construct a simplex tableau for Problem (33) 
does not require much extra work. The conditions in Theorem 3.3 could be 
easily verified. In particular, we have the following sufficiency condition. 
THEOREM 3.4. Given a basis J, suppose llXIZ 2 0. Then x(J) is an N,,- 
point. 
Proof. Because the first two blocks of (39) are given by liXIZ, l,xzZ 1 0 
implies that (X(J), 0) is an optimal solution to (33) with value w = 0 (see 
Lemma 3.1). Our assertion follows immediately from Theorem 3.3. 
Remark 3.7. Suppose that the condition of Theorem 3.4 is not satisfied. 
Because of the special structure of (37)-(39), the problem of (33) usually 
can be simply solved in a few iterations. In order to use the results of (37)-(40) 
and Theorems 3.3-3.4, one can append an extra row corresponding to the 
objective function l,xzC to the simplex tableau. (See the example discussed in 
Section 3.5.) 
6 Note, C, = 0 if j is an index associated with a slack variable. 
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3.4. Decomposition of A> and Connectedness of Kcs 
Given a basis J, we could define its set of optimal weights =1(J) as in (32). 
Now suppose that 2, # 0 and there is h E /l(J) so that h.Z, = 0 for some 
k E J’. Then Zk will be called an efective constraint of /l(J). 
Let us introduce the kth column into the basis. Suppose that (p, k) or 
yDn is the pivot element. According to Remark 3.2, we will produce an adjacent 
basis K so that 
K’ = J’ u (j,) - (kj. 
IVithout confusion (rearrange the indices, if necessary), let p - j,, Then 
K’ = /’ u {pj - {k). (41) 
Let IF’ denote Z(K) (th e submatris Z associated with K). 
TVe want to study the relation between tl( I) and A(K). Toward this end, . 
observe that by Gaussian elimination technique, 
‘0, 
1 
if j E K, 
wj = -zk./yDk, 
I 
if j =pcK’, 
\ zj - YPJu9,k , if j E K’ - {pt. 
Since (p, k) is the pivot element, yDk > 0 (see Lemma 3.1). Let 
Hk = {A i AZ, = 0). 
Since I’,~ > 0, A(-Z,b,& 2 0 if and only if ,IZ, 2 0. M’e see that 
A(K) C {A 1 AZ, 5 0). 
But, 
A(J) c {A 1 AZ, 2 O}. 
(42) 
(43) 
(44) 
(45) 
We see, from (43)-(49, that H, is a hyperplane in R2, which separates the 
polyhedral cones A(K) and /l(J). 
Next, since h E Hk implies that AZ, = 0, we have 
H,nfl(])={X(XZ,=O,XZj~O,j~J’--(k}} 
and from (42) we also have 
(46) 
H,ncl(K)=(XIhZ,=O,XZj>=O,j~K’--:p}}. (47) 
However from (41), we have K’ - {p> = J’ -~ fk}. Thus (44-(47) imply 
that 
Hk n A(J) = Hk n A(K) = A(J) n A(K). 
We summarize the above results into Theorem 3.5. 
(48) 
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THEOREM 3.5. Given a basis J, suppose that 2, is an efiective constraint of 
A(J). Let K be the adjacent new basis obtained by introducing the kth column 
into the basis. Then Hk , as dejined in (43), separatesA( J) and A(K). Furthermore, 
the equalities of (48) hold. 
Remark 3.8. Given A(J) and A(K), we say that A(J) and A(K) are 
adjacent if (48) hold. Th eorem 3.5 says that by introducing the effective 
constraint column into the basis, the new adjacent basis K will produce 
A(K) which is adjacent to A(J). 
Observe that, since X is compact, for each h E Rz there is a basis J so that 
x(J) maximizes hCx over X. Since there is only a finite number of bases, we 
have 
THEOREM 3.6. There is a $nite number of bases, J1 ,..., J, so that 
A’ C fi A( Ji). 
i=l 
Remark 3.9. Theorem 3.6 says that A> can be decomposed into a finite 
number of polyhedral cones {A( Ji) 1 1 5 i $ q}, so that when h E A( /i), 
x( Ji) is an optimal solution to ACx. Theorem 3.5 says that given A( J1), by 
introducing the effective constraint column into the basis, we could find an 
adjacent polyhedral cone A( J2) to A( J1). It seems reasonable to expect that 
through a systematic decomposition of A> one could locate Nez . Unfortun- 
ately computation along this line is not too efficient. (See Ref. [9]). We shall 
not go into details here. However, suppose that our domination cone is A so 
that A* is quite small. The method of the decomposition of A* may be more 
efficient than converting A into AS and then using the multicriteria simplex 
method (see Remark 2.4). 
Let E = {x(i) 1 i = l,..., p} be the set of extreme points of X. We say that E is 
connected if it contains only one point or for any two points x(j), x(k) of it, 
there is a sequence {x(ir),..., x(&)} of E so that x(il) and x(il+l), 1 = I,..., r - 1, 
are adjacent and x(iJ = x(j), x(ir) = x(k). Ob serve that the set of all extreme 
points of a polyhedron is connected. In order to see this point, observe that 
given two extreme points of the polyhedron we can define a linear functional 
which has the unique maximum point at one of the two points (see [6, 42- 
431). By treating the other point as the initial basic feasible solution, we know 
that by the simplex method we can generate the desired sequence of adjacent 
points because of the connectedness. Thus, 
LEMMA 3.1. 
(i) The set of all extreme points of a polyhedron (not necessari& bounded) 
is connected. 
LINEAR CASES AND A MULTICRITERIA SIMPLEX METHOD 449 
(ii) The set of 11 a maximum (or minimum) extreme points of a linear 
functional over a polyhedron is connected. 
Proof. (i) has been derived as above. In order to see (ii), observe that the 
set of all maximum (or minimum) points of a linear functional over a poly- 
hedron is a face which again is a polyhedron [6,42-43]. From (i) our assertion 
of (ii) is clear. 
THEOREM 3.7. N,, is connected. 
Proof. Let x(i), x(j) E N,, . Suppose I and J are the bases associated with 
x(i) and x(i) respectively. Then, by (ii) of Theorem 2.5, both A(1) n A> and 
A(J) n A;> are not empty. Let hi E A(l) n A> and Aj E A(J) n A>. Since A> 
is convex, the line segment [Ai, hj] C A>. From Theorem 3.6, we can find a 
finite sequence {A(JJ / K = l,..., r} so that [Ai, Ai] n A(JJ # 4 and 
[hi ) Xi] c u (A(JJ 1 k = l,..., r}. In view of (ii) of Lemma 3.1, Theorem 3.5, 
Remark 3.8, and Theorem 2.5, we see that we can find a sequence of N,,- 
points {xi1 ,... , +} so that xii is adjacent to xiE+i, 2 = I ,..., r - 1, and 
xi1 := x(i), xiv = x(j). Q.E.D. 
Remark 3.10. In view of Theorem 3.7, we can construct a connected 
graph (A!, %-) for Ne,, where 9’ is the set of all vertices corresponding to 
N,, , and & is the set of all arcs in the graph. Given7 x1, x2 E NC, the arc 
a(xl, x2) which connects x1 and x2 is in A! if and only if x1 and x2 are adjacent. 
With this definition we see that the graph (&‘, V’^ ) is connected. This concept 
will be the guide for the next section in which we describe a method tn 
locate ,Y,, . 
3.5. A Method to Generate the Entire Set N,, and An Example 
In this section we shall use the results of the previous sections to describe a 
method for generating the set N,, . Briefly, our method is first to find a basis 
Ji for an N,,-point. In view of Remark 3.10, if there is any other N,,-point, 
we must have an N,,-basis J2 adjacent to Ji . Thus we could use our results 
in the previous sections to search for such a J2 . If there is no such J2 , Ii is 
the unique N,,-point. Otherwise, we consider all adjacent, but unexplored 
feasible bases to (Ji , J2} to see if there is any other N,,-basis among them. 
If there is none, {Ji , J2} represents the set N,, . Otherwise, we add a new 
N,,-basis to {/i , J2} and continue with the procedure until the entire set h',, 
is located. We shall use Flow Diagram 1 to explain our procedure more 
precisely. In the diagram, we have used the following notation: 
7 It is convenient, without confusion, for us to use x’, x2 to represent their bases 
J1 , 1, and the resulting basic feasible solutions x(J1), x(JJ as well. 
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(i) For each basis /, we use 9(J) to denote the set of all “obviously” 
dominated bases which are adjacent to J. That is, those dominated adjacent 
bases which can easily be checked by Theorem 3.1. We also use &4(J) to 
denote the set of all adjacent bases to J which are not in z%(J) and their 
nondominance have not been checked before. Thus d(J) denotes the set of 
all adjacent bases to J the nondominance of which must be checked by the 
nondominance subroutine. 
(3) i=l 
r’ 
(6) (11) 
i= i +1 
, 
(5) 
r hIi+,’ !ilJ (K) 
Select KE Wi (101 Di+l = Di Us 
Wi+l = WiUA(K) 
(9) 
Yes \ 
c Find B(K)/?(K) 
(8) 
D; = Di U(K) 
Wi = Wi -{K} 
FLOW DIAGRAM 1 
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(ii) At each step i, Ni and Di are the sets of all checked nondominated 
and dominated extreme points respectively, while Fir, is the set of all possible 
bases the nondominance of which must be established by the nondominance 
subroutine. We briefly describe the Flow Diagram 1 as follows: 
Explanation of Flow Diagram 1. 
Box (I). From our assumption that K is compact, we know that 
N eL # 4. Since liX1 g/1>, the maximum solution to l,,,Cs over S is an 
lVcr-point. 1Ve may use this N,,-point to start with. L?(],) and -ol(Ji) are to 
be found by Theorem 3.1. 
Born (2) and (3) are clear. 
Box (4)-(6). Suppose IV, =$. Since hT,, is connected (Theorem 3.7 
and Remark 3.10), we know that we have already located all N,,-points. 
Thus we stop at Box (6). Otherwise, we go to Box (5). Observe that if 
N,, = Ni , then there are i N,,-points. 
Box (7)-(11). In Box (7) we use nondominance subroutine to verify 
whether K is an N,,-basis or not. If it is, we get one more N,,-point and go 
through Box (9)-(11). Note, in Box (9), again we use Theorem 3.1 to find 
9(K). To find d’(K) we need to use the record of Ni and Di . Once 9(K) and 
d(K) are found, Box (10) and (11) are clear. Suppose that K is not an Are,- 
basis. We go to BOX (8). We see that Di is increased by one, while IVL is 
decreased by one. 
AN EXAMPLE (Problem 1). 
The objective functions: 
12-l 32 0 
01 1 23 1 
1 0 1 -1 0 -1 -1 
The constraints: 
-1 01 02 
0 1 2 -1 1 -2 -1 
xj h 0, j = l,..., 7. 
We set up the initial multicriteria simplex tableau as in Tableau III. Observe 
that the last row of the tableau is corresponding to the row of l,,,& (see 
Remark 3.7.) 
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TABLEAU III 
Xl X8 x3 x4 x5 X8 x7 X8 x0 Xl0 X11 
x8 1211@121000 16 
x8 -2-l 0 12 0 10 10 0 16 
X10 -1 0 1 0 2 o-2 0 0 10 16 
X11 0 1 2 -1 1 -2 -1 0 0 0 1 16 
VI -1 -2 1 -3 -2 O-l 0 0 0 0 0 
0* 0 -1 -1 -2 -3 -1 0 0 0 0 0 0 
VS -1 O-l 10 110 0 0 0 0 
- ----------_ - 
I: -2 -3 -1 -4 -5 0 0 0 0 0 0 0 
Observe that &Z, < 0. In view of Theorem 3.1, the current basis is domi- 
nated. By introducing Column 5 into the basis, (the circle indicates the pivot 
element), we get Tableau IV. 
TABLEAU IV 
xl x8 x8 x4 x5 x6 x7 x8 x8 x10 x11 
X5 1 
x8 -3 -3 -1 0 -1 -1 -1 
JzlO -2 -2 0 -1 0 -1 -4 -1 0 1 0 0 
Xl1 Q 0 0 -8 -2 -4 0 0 1 8 
V’ 0 0 2-2 0 1110 0 0 
02 + 2 ~-~o*3~000 El 
era -1 O-l 10 110 0 0 0 0 
__-_-------- - 
c s 2 Q-8 0 $5 5 0 0 0 40 
Now, neither Remark 3.3 not Theorem 3.1 could tell whether the current 
basis is nondominated or not. However, through the nondominance sub- 
routine, one quickly finds that the current basis is an N,,-point. Let the 
current basis be Jr . Since for j = 2, 6,7, 8, t?,Z, > 0, by Theorem 3.1, we 
see that 9(Ji) are those feasible adjacent bases associated with the columns 
2, 6, 7, 8. And &(I,) are those feasible adjacent bases associated with the 
columns 1, 3, 4. 
Following the procedure described in Flow Diagram 1, we actually locate 
N,, which consists of six extreme points as in Tableau V. 
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TABLEAU 1’ 
NU C’x c”.Y CJS 
x1 (0, 0, 0, 0, 8, 0, 0) 16 24 0 
x’) (0, 0, 0, 16 0, 0, 0) 48 32 -16 
x3 (16, 0, 0, 0, 0, ‘A 0) 16 0 16 
x-1 (8, 0, 8, 0, 0, 0, 0) 0 8 16 
x5 (0, 0, a;, +a, 0, 0, 0) I35 8.4 Ifi 
a 3- 
x6 (0, 0, 15, 0, y, 0, 0) 16 3 y 1.5 .3 
In order to find the optimal weights of each ni,,-point, observe that each 
ray of A’ can be uniquely represented by a vector in the simplex defined by 
h~i~~=I,eachhj>O.. 1 
j=l 1 
(49) 
Since the maximization of OlhCx, (Y > 0, yields the same solution in X, we 
may express the set of the optimal weights (see (32) and Remark 3.2) of 
L 
FIGURE 1 
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each N,,-point by a subset of S rather than A>. In view of (49) we could write 
A, = 1 - A, - A, . This allows us to have a two dimensional expression of 
the optimal weights of each N,,-point, as in Fig. 1. 
3.6. A Computer Experience 
We have coded a multicriteria simplex program in Fortran according to 
Flow Diagram 1, (for the details see Ref. [I l]), Our examples are executed 
on IBM 7040.8 
It takes a total time of 2.881 min to get the set N,, for the problem described 
in Section 3.5. Observe that the problem is by no means trivial because of the 
existence of degeneracies and alternative solutions. 
We then try-the following problem: 
The objective functions 
[ 2 5-2 1 5 1 5 l-l 1 0 1 6 1
The constraints 
- 1 3 -4 1-l 1 
5 2 4-l 3 7 
0 4 -1 -1 -3 0 
-3 -4 8 2 3 -4 
12 8-l 4 0 1 
--I --I -1 -1 -1 -1 
8 -12 -3 4-l 0 
---5 -6 12 1 0 0 
8 
7 
1 
1 
2 
0 
5 
1 
-1 
0 
-1 
40. 
84 
18 
100 
40 
-12 
30 
100 
xj 2 0, j = l,..., 8. 
Observe that this problem is made intentionally complicated. For instance, 
C3 = ---A6 (note, C3 is the third row of the objectives, while A6 is the sixth 
row for the constraints), also A3 = A2 - C2. These dependencies will 
certainly make our computation more lengthy. Note that in this problem the 
upper limit on the number of feasible bases is (‘,“) = 12,870. However, we 
get only 3 N,,-points. It takes a total time of 0.814 minutes to execute the 
problem. 
* The speed of IBM 7040 is much slower than that of the IBM 360. We will try in 
the near future to execute the same problems on the IBM 360 and report the experience. 
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In the next problem we use the same constraints as the previous one, 
however we have five objective functions: 
i 2 03-7 5 21 4 51 -1 4 5 l-l 1 -1 0 1 -3 0 61 -1 8 70I -1 0 3? 1 -;- 6 1 I
The set -VP., contains 52 points. It takes 15.65 min to carry out the computa- 
tion. 
Observe that our method for locating N,, is a combination of a modified 
linear program and an enumeration technique. The time required to 
locate M,, consequently depends on the size of the problem (the dimen- 
sionality of A and C) and the total number of N+,,-points (the interrelation 
among the rows of A and C). One can easily imagine that when the dimensions 
of A and C get large, it will become more difficult to incorporate our method in 
the computer computation (primarily because of storage problem). To 
illustrate how the number of N,,-points can affect our computation time, 
observe that our first problem has a lower dimensionality than the second 
problem, but it takes more time for locating 1LI,, because its A’( ,,, contains more 
elements. Also, although the third problem has the same A as the second 
one, it takes much longer to locate its iv,, than it does for the second problem, 
because its V,, contains 52 elements while the second one contains only 3 
elements. 
4. THE ENTIRE SET N IN THE DECISION SPACE 
In this section we shall briefly describe why we need the entire set N 
rather than Ve, . Then we shall show how in the linear cases we could use 
N,, to generate N in an efficient way. Finally we supply two simple examples 
to illustrate the method. 
4.1. The Need for the Entire Set N 
Observe that in the complicated multicriteria decision problems we first 
screen out some good alternatives-the set of all nondominated solutions, 
for the final decision. Suppose that we are the researchers or the consultants 
to a decision maker. Clearly, our responsibility is to suggest some good 
alternatives for the decision maker to make his final decision, rather than to 
make the decision for him. In this sense the concept of nondominated soluti- 
ons becomes especially useful. Now suppose that our criteria space is given 
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as in Fig. 2. And suppose that the decision maker’s utility function has the 
isovalued curves represented by {I,} so that E is the final decision (usually the 
utility function is not precisely known to the researchers, even not to the 
decision maker himself). 
FIGURE 2 
The following are worth mentioning. 
(i) With respect to the domination cone As, Nez = {A, B, C}. Not 
all convex combinations of N,, or subsets of N,, can be nondominated. 
(ii) The final decision can be any N-point. It is not necessarily an 
N,,-point. 
From (ii) we see that our research cannot be completed until the entire 
set N is located. From (i) we see that N cannot be completely described by the 
set N,, . How to use N,, and our original objectives and constraints to specify 
N remains to be explored. 
4.2. Decomposition of the Set N into Nondominated Faces 
In this section we shall describe a decomposition theorem of the set N 
into nondominated faces, and show some necessary and sufficient conditions 
for a face of X to be nondominated. These results will then be used in the 
next section for a systematic method for specifying N. 
In order to simplify our presentation, in the remaining two subsections, 
we shall put the nonnegativity constraints (i.e., x, 2 0, j = I,..., n) into the 
matrix A. Thus from now on A has m + n rows. The last 11 rows are the 
nonnegativity constraints. 
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Lets 
M = Cl,..., m + n} and .Ai = (I 1 z c ICI}. 
Given Z C ICI, let AI be the matrix derived from ,-1 by deleting those rows 
which are not in I. Similarly, b’ is derived. Define 
F(Z) = {x E X / -4’~ = b’}. (50) 
Observe that if F(Z) is not empty then it is a face of the polyhedron X and 
that F(4) = X. Clearly from (50), we have that if 
ZCJCM then Jv) 1 W), (51) 
x = (J F(Z). 
Is,K 
Note that given a face of X, its representation by F(Z) may not be unique. 
In particular the linear manifold spanned by F(Z) may be smaller than that 
spanned byE(Z) = {x E Rn 1 A’x = b’}. However, for every face of X there is a 
maximum index set Z such that the linear manifold spanned by F(Z) is equal 
to that spanned by F(Z) and if F(J) a so 1 represents the face then J C Z (see 
Ref. [6, Lemma 2.4.6 and Theorem 2.4.71). Such F(Z) will be called the full 
face representation of the face. On the other hand, if F(Z) is a full face repre- 
sentation of some face of X, we will simply say it is a full face. 
Now, given I, let [Z] d enote the number of elements in I. For 
k -: 0, I,..., m +n define 
Then 
P = {ZC M 1 [I] = k}. (53) 
N = N n X = N n ( u F(Z)) = u (N n F(Z)) 
IE.4f , IE.ff (54) 
m-t-n 
(The second equality comes from (52); the third from the distributive law 
of set operations; the last from (53) and a rearrangement of the order of Z 
in M). 
Define 
N(Z) L= N n F(Z). (55) 
Then (54) and (55) imply the following decomposition theorem. 
@ In the remaining sections, without confusion, M is used to represent the index set 
rather than a matrix as in Section 3. 
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THEOREM 4.1. 
m+n 
N = (J (J N(Z). 
P=O 169 
Remark 4.1. Since x E Rn, except rank(A’, 6’) = rank(R), F(Z) = 4 if 
IEJkwithk>n. 
Theorem 4.1 allows us to use a systematic way to locate N. The procedure 
starts with the checking of F(Z), Z = + then those Z of x1, then those Z of 
Y2, until all N-points are located. 
Remark 4.2. Let x EF’(Z) (the relative interior of F(Z)). In view of Theo- 
rem 2.2, if x E N, then F(Z) C N, otherwise F’(Z) C D. If F(Z) C N, we shall 
call it a nondominated face. Thus in checking whether F(Z) is nondominated 
or not, it is sufficient to check only one point of its relative interior. In order 
to facilitate our checking, we shall derive some easily applied conditions. 
Toward this end, given x E X, let 
Z(x) = {i [ A”x = 66) (56) 
and 
if I(x) + 4 
otherwise. 
(57) 
(58) 
Note that pro.) is a row vector with [Z(x)] components, and A[x] is the non- 
negative cone generated by those constraints which hold as equality at ?c. 
Also define 
C&4’] = (AC ( h E A’}. 
Immediately from [I, Theorem 5.51, we have 
(59) 
THEOREM 4.2. x E {X0(h) 1 h E A>> if and only if 
C[A>] n A[x] # I$. 
Remark 4.3. In view of Theorem 2.5-2.6, Theorem 4.2 essentially 
is a necessary and sufficient condition for x E N. Observe that from (59) 
C[&] is independent of x. Also since 0 E A[x] for all x E X, see (57)-(58), if 
0 E C[A>], then Theorem 4.2 and 2.6 yield that every x of X is an N-point, 
no matter whether x is in the interior X or not. 
Remark 4.4. Given a full face F(Z) of X and from (56)-(58), we see that 
A[.lc] is identical for all x EF’(Z). More precisely, define 
{p# I PI 1 O), 
A[z1 = I{O), 
if I# 4, (60) 
if z=+. (61) 
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Then 
A[x] = A[I] whenever x E F’(Z). (62) 
THEOREM 4.3. (i) A full face F(Z) such that F(Z) n X # 4 is nondomi- 
nated if and 0nZy if C[fl>] n A[Z] # $. (ii) zl nonempf~ face F(Z) is nondomi- 
nated if C[D] n A[Z] # 4. 
Proof. (i) follows immediately from Remark 4.2, Theorem 4.2 and 2.6. 
(ii) follows from(i) and from a[Z] C A[K] ifF(K) is the full face representation 
of the face which is also represented by F(Z). 
Remark 4.5. To verify whether C[fl>] n =1(Z) # 4 or not is equivalent 
to check whether a system of linear inequalities has a solution or not. Although 
the verification procedure of each individual face is not very complicated, to 
check all possible faces may be a prohibitive job (imagine that JY has 2”“‘” 
elements). The following results can help us eliminate a large number of faces 
from checking. 
THEOREM 4.4. (i) Z C J and F(Z) C N, then F(J) C N. 
(ii) If F(Z) C N, then each extreme point of F(I) must be an hi,,-point. 
(iii) Let F(I) be Q fulZ face and be such that -V&I) = LVen  F(Z) + 4. 
Then F(Z) C N onlry if N,,(I) has at least n - [I] + 1 elements. 
Proof. 
(i) is obvious, because F(J) C F(Z). 
(ii) is a special case of (i). 
For (iii). Since N,,(Z) # $, F(Z) f  4. Since F(Z) is a full face, F(Z) 
has at least IZ - [Z] dimensionality. Let [Nes(Z)] = .z. Then X[N,,(Z)] (the 
convex hull generated by N,,(Z)) has at most Q - 1 dimensionality. 
Since F(Z) C N, each extreme point of F(I) is an N,,-point. Since F(Z) C X is 
compact, F(Z) is the convex hull generated by its extreme points. That is, 
F[Z] = &[NJZ)]. Thus we must have 
q - 1 2 tz - [I], or qzrz-[[I]$ 1. Q.E.D. 
Remark 4.6. Observe that (ii) and (iii) are two necessary conditions for a 
face to be nondominated. By keeping track of the dominated extreme points 
in our multicriteria simplex tableaus, (ii) is extremely valuable in verifying 
whether a face is dominated or not. In order to see this point, recall from 
Section 3.5 that we have kept track of the dominated basic feasible solutions 
in our multicriteria simplex procedure (the set Di in Flow Diagram 1). Note 
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that through each extreme point x of Di , there pass at least n faces. That is, 
[I(x)] 1 n (see (56)). Let {xl,..., XP} be the known dominated extreme points. 
Define JB = {1(x”) 1 K == l,..., p}. We see that every face F(J) with J C I EZB 
contains at least a dominated extreme point. In view of (ii) of Theorem 4.4, 
F(J) is not a nondominated face. We shall further utilize this result in the 
next section. For an example see Section 4.4. 
Remark 4.7. Suppose that F(I) C N. Then any subset (or subface) of 
F(I) is nondominated. Thus once we located a nondominated face, its subfaces 
can be eliminated from further test for nondominance. Since X is compact, 
each F(I) can be written as the convex hull of the extreme points contained 
in F(I). Thus, if we could systematically arrange N,, into a minimum number 
of subsets so that the convex hull of each such subset is a nondominated face 
and each nondominated point is contained in at least one of such faces, our 
job to locate all nondominated faces is essentially done. With this under- 
standing, suppose that N,,(J) C N,,(I) and that F(I) C N. Then any face 
F(K) such that K 1 I or K 3 J can be eliminated from further consideration 
for a nondominated face, because 
NezW C NedI) and WNe&Q) C WNd)) 
is nondominated. 
Remark 4.8. Suppose that N,,(I) is empty or contains only one point. 
Then for every J 11, N,,(I) will be empty or contain only one point. Except 
when F(I) or F(J) is a single point, from Theorem 2.2, F(I) or F(J) cannot be 
nondominated. Thus in checking the nondominance, we may discard this 
kind of I and / from further consideration. 
Remark 4.9. Since each face of X has a full face representation, if we 
focus on those {F(I)} which satisfy necessary conditions for a full face we 
will not lose track of any nondominated face. In our systematic checking, 
this observation can be incorporated. 
The results of Theorem 4.3-4.4 and Remark 4.6-4.9 can be used efficiently 
to generate the set of all nondominated faces. 
4.3. A Method to Locate All Nondominated Faces 
In this section we shall utilize the results derived in the previous section 
and describe a systematic method to locate all nondominated faces. Toward 
this end, given K = 0, I,..., m + n, for 9% = {I,l,..., Ik*}, we construct the 
incidence matrix between N,, = {g,..., xp} and .P, denoted by T = {tU},x, 
as follows: 
tij = 
I  
1, if xi E F(Q), 
0, otherwise. (63) 
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Note that the rows and the columns of T correspond to the elements of N,, 
and that of Y”, respectively. 
Remark 4.10. The incidence matrix provides some useful information 
for checking the nondominance of a face in 4”. Observe that 
(64) 
i=l 
This information makes it easier to apply (iii) of Theorem 4.4 and Remark 
4.8 (see Box (5) of Flow Diagram 2 and the examples in the next section). 
Also suppose that Tj 2 T, (recall that Tj is the jth column of T). Then 
Net(lkj) 3 N,,(I,‘). In view of Remark 4.7, if F(Ikj) C N then F(I,I) could be 
eliminated from further consideration for a nondominated face. This observa- 
tion yields a good application of the incidence matrix and also suggests that 
if the incidence matrix is arranged in the way that if [Nez(lki)] 2 [Ncr(lnz)] 
thenj < I (i.e., the column of T is arranged in the descending order in terms 
of [i’VJl~j)]), then our computation could be more easily carried out. From 
now on, unless otherwise specified, we shall assume that the incidence matrix 
is so constructed. 
Our method for checking the nondominance is described by Flow Dia- 
gram 2. For convenience, we use the following notation. For each I E.P, 
define 
w = u E Sk I Nt?*(J> c Nm(m. (65) 
Note that e(1) includes I. In view of Remark 4.7, we see that ifF(I) C N then 
all J E &(I) and all K 3 J can be eliminated from further consideration for 
nondominance. 
For each P we define: 
Y-k = {I E 9” 1 [Ner(l)] 5 I}, (66) 
~~~={IE~“]ICJEL~~~I <[Nez(l)]Sn-k} (67) 
where g is defined in Remark 4.6. Note that, according to Remark 4.8, all 
I E V” and all K 3 I can be eliminated from further consideration for non- 
dominance. According to Theorem 4.4, all IE Wg cannot be a full face 
representation or produce a nondominated face, and can be eliminated from 
the consideration for nondominance (see Remark 4.9). However, we cannot 
eliminate all K, K 3 1, from the consideration. Some of these K may be 
nondominated. 
Suppose that Y”, . . . , 3k have been checked, we define 
Sk = {I 1 F(1) C N, I E 31, some 1 5 k}, 63) 
P = {I 1 N,,(I) C N,,(J), J E P, I E Yz, some I 2 k) 
~{1113J,jE^t/‘z,IEJr,someZ~r~k}. (69) 
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Note that 5P C $k and that %k is the set of all nondominated faces with 
maximum dimensions located by checking P,. ., .YL. According to Remarks 
4.7 and 4.8, all Z E P and all J 3 Z can be eliminated from further considera- 
tion for nondominance. 
For P+l, let 
~‘;+l=~ZE~~+‘IZ3JforsomeJE~~j. (70) 
Note that according to Remarks 4.8 and 4.9 each Z of t 7L+1 can be eliminated 
from the consideration for nondominance. Finally, let 
pt1 = p+1 _ &‘c+l _ 7 x-1. (71) 
We see that gr;+l contains all elements of P+l that need to be checked for 
the nondominance. 
Explanation of Flow Diagram 2 
Bos (l)-(4). For Box (l), there are two methods that could be used to 
check whether X C N or not. First, if X C N, then each extreme point of S 
is an A’,,-point. Thus if any extreme point of X is a D-point, then X $ lzi. 
The second method is the application of Theorem 4.2 or 4.3, which reduces 
to the existence of a solution to a system of linear inequalities. Box (2) is clear, 
because there is no need for further investigation. Box (3)-(4) are our initial 
steps for keeping track of .P’ and g7( (see (68)-(69) for definitions). 
Box (5). In this box, we need to find L”. Y .k, and ,dk (see (66), (70) 
and (71)). The incidence matrix between *VpJ and .X’- will be very useful for 
this box. (See Remark 4.8.) 
Box (6)-(g). Note that each JEY, 1 ;> k, contains some Z of 9’:. 
I f  $-I; = 4, then yz = 4. No further investigation is needed. Thus we go 
from Box (6) to Box (8). Otherwise, in order to keep track of .Fk and 9’~ 
we go to Box (7). 
Box (9). In this box we eliminate those Z in W-“’ (see (67)), because 
each I of YP cannot be nondominated. 
Box (IO)-(12). Theset$kinBox(lO) are those that need to be checked. 
\lihen it is empty, we go to Box (11) because no further checking is needed for 
.F’:. Otherwise we go to Box (12). 
Box (13)-( 16). Observe that Box (10) and (12)-(16) are essentially the 
subroutine for checking the nondominance of those Z in jk. \Ve can use 
Theorems 4.3 and 4.4 to check whether F(Z) C IV or not, in Box (13). Suppose 
thatF(Z) C N. Then we increase our P and ‘P by {Z} and @‘7((Z), respectively, as 
described in Box (14) (see (65), (68) and (69) and Remark 4.6), but the faces 
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left to be checked in gk are reduced by %(I) as indicated in Box (16). 
We then go back to Box (10). On the other hand, suppose that F(I) is not 
nondominated. Then Sk and Bk are unchanged, and the faces left to be 
checked in yk are reduced by (I}, as indicated in Box (15). From Box (15), 
we go back to Box (10). 
Observe that the rank of (the enlarged) A is n. We see that our iterations 
can terminate at some k < m + II. In fact, except in dependent cases, when 
k = n, F(I) will be a single point, for all IE 9%. Thus $‘i in Box (6) is 
empty, and our procedure terminates. 
4.4. Examples 
EXAMPLE 1. In the example described in Section 3.5, because there is an 
extreme point of X which is a D-point, immediately we know that it is not 
true that X C N (by (ii) of Theorem 4.4). We construct the incidence matrix 
between Nez and Y1 as in Tableau VI. 
TABLEAU VI 
A’ A2 A3 A” AS A@ A’ A8 A9 A10 Al’ 
x1 1 1 1 0 1 1 1 1 0 1 1 
X2 1 1 0 0 1 1 1 0 1 1 1 
X3 1 0 0 0 0 1 1 1 1 1 1 
X4 1 0 0 1 0 1 0 1 1 1 1 
;6 5 1 0 0 1 1 1 1 0  0 1 0 1 1  1 
The incidence matrix between N,, and Y1 (where A5,..., Al1 are the con- 
straints associated with xi 2 0, j = l,..., 7). 
By inspection we see that N,, is contained in the faces F( I), F(6), F( 10) and 
F( 11) simultaneously. Thus N,, CF({ 1, 6, 10, 1 I}). To verify if .%?[N,,] C N, 
it is sufficient to verify whether F({ 1, 6, 10, 1 I}) C N or not. 
By applying Theorem 4.3, we want to verify whether there are 
(4 , A2 , h3) > 0, and h , ru2 , p3, 1.4 2 0 so that 
32 0 1 
1 1 2 3 1 0 
1 -1 0 --I --I I 
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We find that 
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is the solution to the above system. By setting A, > 0, all hj > 0 and pli 2 0. 
We see that 
and that 
C[A>] n A[{l, 6,10,11>] i 4 
Jf(N,J = F((1, 6, 10, 11)) C N. 
Note that (A, , 2h, , 3h,), A, > 0 is the optimal weight for F((1, 6, 10, 11)) to 
be a maximum. 
In view of Remark 4.7, we do not need any further investigation. 
EXAMPLE 2. 
The Objectives 
The Constraints 
- 1 
2 
1 
-1 
0 
- 0 
1 
2 
-1 
0 
-1 
0 - 
3’ 
4 
0 
0 
0 
0 
By the method described in Section 3, we find 
Observe that (0, 0, 0) is a dominated extreme point of X and that 
I((0, 0,O)) = {3,4, 5,6}. Thus in view of Theorem 4.4, and Remark 4.6, 
X q N and any subset of (3, 4, 5, 6) cannot produce a nondominated face. 
Note that (see Remark 4.6) {3,4, 5, 6) EL@ We construct the incidence (72). 
matrix of Nex and 41 as follows: 
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TABLEAU VII 
X1 1 0 1 .l 1 0 
x2 1 1 0 1 0 0 
X3 1 1 1 0 0 0 
X4 0 1 0 1 0 1 
X5 0 1 1 0 0 1 
[N&)1 3 4 3 3 1 2 
Note that 
and 
Wed5Nl = 1, v-1 = ((5)) 
(see Box (5) of Flow Diagram 2 and (66), (70) and (71)). Also we see that 
YP = {{3}, {4}, {5}, (6)) (see (67) and (72)). 
Thus in BOX (9) of Flow Diagram 2, x1 = {(l}, (2)). We want to verify 
whether F(I) C IV, for I = (11, (2). 
We first investigate I = (1). By applying Theorem 4.3, we want to verify 
that there is (h, , h, , ha) > 0 and TV 2 0 so that 
41 2 
(4 9 h 9 h3) i 1 1 3 -1 =p(l, 1, 1). -11 4 
W’vVukd that (/\r , h, , X, , p) = (7, 5.5, 5, 28.5) satisfies the above system. 
X[(x’, x2, “v?}] = F({ 1)) c N. (73) 
Similarly to find whether F((2)) C IV or not, we try to find (X, , h, , hs) > 0 
and p 2 0 so that 
We find ()I1 , &, ;\a, p) = (8,9, 3, 19) satisfies the above system. Thus 
X[{x’, 313 , x4, x”}] = F((2)) C N. (74) 
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Observe that N,&(2)) 1 N&(6}) (see Tableau VII). Thus 
@({2}) = (2;. u (6:.. (75) 
Both (2) and (61, and the sets containing them can be eliminated from further 
consideration. 
So far all elements of x1 have been checked. We produce ~9 = {(l}, (21) 
and 99 = ((11, {2}, {5}, (6)) (see (72)-(75) and Flow Diagram 2). 
In our next iteration we will eliminate all I of .P which contain an element 
of W. Thus the remaining index to be checked in92 is ((3, 4);. However from 
Tableau VII, we see that N&(3,4}) is a single point. Thus (3, 4) E ^I’” and 
will be eliminated too. We see that x2 = 4 in BOX (5) of Flow Diagram 2, and 
our procedure terminates with two maximum nondominated faces F((1)) 
and F((23) (see (73) and (74)). 
CONCLUSION 
To know what the nondominated solutions are is essentially the first step 
toward good decision making, no matter whether we are the analysts or the 
decision makers (Ref. [I]-[3], [16]). H owever, unless our problems have 
some special structures, locating the entire set of all nondominated solutions 
may be prohibitive. In this note we have studied the nondominated solutions 
in the linear cases. It turns out that we can efficiently locate the set of all 
nondominated solutions. Our remaining problem is to extend the results to 
more general cases such as quadratic cases and some simple dynamic cases. 
Of course, to actually apply the results to practical decision problems remains 
to be a challenging task. For some applications see Ref. [16-181. 
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