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Abstract
In the context of a relativistic quantum mechanics with invariant evolution param-
eter, solutions for the relativistic bound state problem have been found, which yield
a spectrum for the total mass coinciding with the nonrelativistic Schro¨dinger energy
spectrum. These spectra were obtained by choosing an arbitrary spacelike unit vector
nµ and restricting the support of the eigenfunctions in spacetime to the subspace of
the Minkowski measure space, for which (x⊥)
2 = [x− (x · n)n]2 ≥ 0. In this paper, we
examine the Zeeman effect for these bound states, which requires nµ to be a dynamical
quantity. We recover the usual Zeeman splitting in a manifestly covariant form.
1 Introduction
It has been shown [1] that the replacement
r =
√
(r1 − r2)2 −→ ρ =
√
(r1 − r2)2 − (t1 − t2)2 (1.1)
in the argument of the usual central force potentials of non-relativistic mechanics leads to a
relativistic problem, yielding a mass spectrum coinciding with the nonrelativistic Schro¨dinger
energy spectrum, in the context of a relativistic quantum mechanics with invariant pa-
rameter [2] (the correspondence is established by the fact that t1 → t2 in the nonrela-
tivistic limit). These spectra are obtained when one chooses a spacelike unit vector nµ
1
(gµν = diag(−1, 1, 1, 1) ⇒ n2 = +1) and restricts the support of the eigenfunctions in
spacetime to the subspace of the Minkowski measure space corresponding to the condition
(x⊥)
2 = [x− (x · n)n]2 ≥ 0, (1.2)
where we denote by x ≡ xµ the relative coordinates xµ1 − xµ2 , for the two body system, and
x2 = xµxµ. The restricted space, called the RMS (Restricted Minkowski Space), is transitive
and invariant under the O(2,1) subgroup of O(3,1) leaving nµ invariant and translations
along nµ.
The two-body (Poincare´ invariant) Hamiltonian in this theory,
K =
p1µp
µ
1
2M1
+
p2µp
µ
2
2M2
+ V (ρ), (1.3)
is quadratic in the four momenta, and one may separate variables of the center of mass
motion and relative motion in the same way as in the nonrelativistic theory,
K =
P µPµ
2M
+
pµpµ
2m
+ V (ρ), (1.4)
where
P µ = pµ1 + p
µ
2 M = M1 +M2 (1.5)
pµ = (M2p
µ
1 −M1pµ2)/M m =M1M2/M.
In [1], nµ was chosen to be the z-axis, and the relative Hamiltonian
Krel =
pµpµ
2m
+ V (ρ) (1.6)
was expressed in terms of coordinates with the parameterization
y0 = ρ sinh β sin θ y1 = ρ cosh β sin θ cosφ
y2 = ρ cosh β sin θ sinφ y3 = ρ cos θ (1.7)
for which
(y1)2 + (y2)2 − (y0)2 ≥ 0. (1.8)
It was shown in [1, 3] that the eigenfunctions of Krel form irreducible representations of
SU(1,1) — in the double covering of O(2,1) — parameterized by the spacelike vector nµ
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stabilized by the particular O(2,1). In [3], an induced representation of SL(2,C) was con-
structed, by applying the Lorentz group to the RMS coordinates xµ and the frame orientation
nµ, and studying the action on these wavefunctions. One first observes that wavefunctions
with support on
x ∈ RMS(nµ) =
{
x | [x− (x · n)n]2 ≥ 0
}
(1.9)
may be written as functions of nµ and the coordinates of a standard frame y ∈ RMS(˚nµ)
since, given the Lorentz transformation L such that n˚ = L(n) n, it follows that
x ∈ RMS(nµ) and y = L(n) x =⇒ y ∈ RMS(˚nµ). (1.10)
By choosing n˚ = (0, 0, 0, 1) as in [1], the parameterization (1.7) may be used for yµ. Now,
under Lorentz transformations labeled by Λ, the wavefunctions were shown to transform as
ψn(y)→ ψΛn (y) = ψΛ−1n(D−1(Λ, n) y) (1.11)
where Λ acts directly on nµ. The representations are moved on an orbit generated by this
spacelike vector, and the Lorentz transformations act on yµ through the O(2,1) little group,
represented by D−1(Λ, n), with the property
D−1(Λ, n) n˚ = L(Λn) Λ LT (n) n˚ ≡ n˚. (1.12)
The matrix LT (n) was chosen in [3] to be a boost in the three-direction, a rotation about
the two-axis, followed by a rotation about the one-axis. Thus,
LT (n) = eγM23eωM31eαM03 (1.13)
where
(Mσλ)µν = gσµgλν − gσνgλµ, (1.14)
and so
LT (n) =


coshα 0 0 sinhα
− sinω sinhα cosω 0 − sinω coshα
sin γ cosω sinhα sin γ sinω cos γ sin γ cosω coshα
cos γ cosω sinhα cos γ sinω − sin γ cos γ cosω coshα

 , (1.15)
which provides the parameterization of nµ as
nµ =


sinhα
− sinω coshα
sin γ cosω coshα
cos γ cosω coshα

 . (1.16)
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By examining the generators hαβ(n) of (1.11), which form a representation of the O(3,1) Lie
algebra (through their action on y and n), the Casimir operators
cˆ1 =
1
2
hαβ(n)h
αβ(n) cˆ2 =
1
2
ǫαβγδhαβ(n)hγδ(n) (1.17)
as well as the operators of the SU(2) subgroup
L2(n) =
1
2
hij(n)h
ij(n) L1(n) = h
23(n) = −i ∂
∂γ
(1.18)
can be constructed as a commuting set. Moreover, the operator
Λ =
1
2
MµνMµν → ℓ(ℓ+ 1)− 3
4
, (1.19)
where Mµν = yµpν−yνpµ, and the O(2,1) Casimir N2 = (M01)2+(M02)2+(M12)2 commute
with this set and, wavefunctions were constructed which are eigenfunctions of the set
{Λ, N2, cˆ1, cˆ2,L2(n), L1(n)} (1.20)
with eigenvalues Q = {ℓ(ℓ + 1)− 3
4
, n2 − 1
4
, c1, c2, L(L + 1), q}. The requirement that these
wavefunctions lie in a unitary irreducible representation of SL(2,C) (they are in the principal
series), imposes the condition c1 = nˆ
2 − 1− c22/nˆ2, where nˆ = n+ 1/2.
The remaining “radial” function, after the transformation Rˆ(ρ) = R(ρ)/
√
ρ of the radial
part of ψn(y), then must satisfy an equation which is precisely of the form of the nonrela-
tivistic Schro¨dinger radial equation in three dimensions (and has the same normalization).
The states ψn(y) are then eigenstates of the Lorentz invariant Krel, whose support is on
the RMS(n), with the quantum numbers (1.20), and a principal quantum number na. In
particular, the solutions for the problem corresponding to the Coulomb potential [1], yield
bound states with a mass spectrum which coincides with the nonrelativistic Schro¨dinger
energy spectrum. The observed energies for such systems are determined by the values of
P µPµ, i.e., −E2 in the center of momentum frame; from (1.4) one obtains, in an expansion
in orders of 1/c2, the nonrelativistic spectrum with relativistic corrections.
The selection rules for dipole radiation from these states have been calculated [4] and have
been shown to be identical with those of the usual nonrelativistic theory, expressed in a
manifestly covariant form,
{∆ℓ = ±1; ∆q = 0,±1}. (1.21)
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In addition to the transverse and longitudinal polarizations of the nonrelativistic theory, there
is a “scalar” transition, induced by the relative time coordinate. The “scalar” polarization
and the longitudinal polarization induce the same ∆q = 0 transition for the relativistic
case, which has a natural interpretation in terms of the Gupta-Bleuler quantization of the
photon. This relationship shows that the wavefunctions act correctly as representations of
the the Lorentz group. Moreover, it was shown in [4] that the change in q, the eigenvalue
of L1(n), corresponds to a change in the orientation of nµ with respect to the polarization
of the emitted or absorbed photon. That the magnetic quantum number q depends on the
frame orientation should not be surprising, because the operator L1(n) belongs to the SU(2)
subgroup of SL(2,C), and acts on nµ, but not on the RMS coordinates (it was shown in [4]
that for Λ a rotation about the 1-axis, D−1(Λ, n) ≡ 1).
In this paper, we provide a derivation of the Zeeman effect for the bound states, which
requires allowing nµ to be come a dynamical quantity. We begin with a discussion of the
classical O(3,1) in the induced representation and obtain the group generators, which coincide
with those of [3], when the momenta are understood as derivatives in the Poisson bracket
sense. We construct a classical Lagrangian, in which nµ plays an explicit dynamical role,
and show that the generators are conserved. We then construct the Hamiltonian, which may
be unambiguously quantized and made locally gauge invariant. Finally, it is shown that an
external gauge field representing a constant magnetic field induces an energy level splitting
corresponding to the usual nonrelativistic expression.
2 The Configuration Space
We shall be interested, in this section, in the classical relativistic mechanics of events of
spacelike separation. We characterize the separation vectors by the coordinates (n, y), where
n is the spacelike unit vector parameterized in (1.16); y ∈ RMS(˚n) is parameterized in (1.7)
(note that LT (n)y ∈ RMS(n)) and satisfies (1.2).
Under a Lorentz transformation Λ, we know that
n→ n′ = Λ n x→ x′ = Λ x (2.1)
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It follows from (1.10) and (2.1) that
x′ = Λ x = ΛL(n)T y = L(Λn)TL(Λn) Λ L(n)T y = L(n′)T y′. (2.2)
Thus y transforms as
y → y′ = D−1(Λ, n) y, (2.3)
where (as in (1.12)) D−1(Λ, n) = L(Λn) Λ L(n)T belongs to the O(2,1) which leaves n˚
invariant, i.e.,
D−1(Λ, n) n˚ = L(Λn) Λ L(n)T n˚ = n˚, (2.4)
and hence the relation (1.8) is preserved. The coordinates thus transform as
Λ : (n, y) → (n, y)′ = (Λn,D−1(Λ, n)y). (2.5)
We wish now to construct a model for the Zeeman effect in this covariant framework. To
do this, we recall that in the computation of the selection rules for radiative processes, as
we remarked above, the restriction ∆q = 0,±1 refers to a reaction of the radiation on the
orientation of the coset label nµ of the induced representation. In the dipole approximation,
the transition operator is xµ, and in [4], we demonstrated that the conservation of the
eigenvalues L and n in the matrix elements of xµ implies the vanishing of the matrix element
<ℓ′n′| sin θ|ℓn>, leaving only the terms containing <ℓ′n| cos θ|ℓn> in the calculations. Since
this term arises only from the y3 = ρ cos θ component of yµ, the terms of xµ which contribute
to these matrix elements are of the form L(n)3µy3. The 3-column of LT is precisely nµ, so
the calculation factors as
< na′ℓ
′n′L′q′c′2|xµ|naℓnLqc2 > = < na′ℓ′n′L′q′c′2|ρ cos θ nµ|naℓnLqc2 >
= < na′ℓ
′|ρ|naℓ >< ℓ′n| cos θ|ℓn >< n′L′q′c′2|nµ|nLqc2 >
= < na′ℓ
′|ρ|naℓ >< ℓ′n| cos θ|ℓn > < nLq′c2|nµ|nLqc2 >
× δnn′ δLL′ δ(c2 − c′2). (2.6)
Since |naℓ > refers to the radial functions and the functions |ℓn > are the usual spherical
harmonics, (2.6) shows directly that it is the orientation of nµ which determines the transition
in q.
We deduce from this result that the vector nµ must be effectively coupled to the radiation
field, and we shall build our model for coupling to the electromagnetic field by adding to
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the Lagrangian a kinetic term for the evolution of nµ which, with minimal gauge invariance,
provides the Zeeman coupling.
The velocity n˙ = dn/dτ transforms just as n does, since τ is invariant:
n′ = Λ n =⇒ n˙′ = Λ n˙ (2.7)
but since L(n) is now τ -dependent, the transformation of y˙ is more complicated. We may
write
y = L(n(τ)) x =⇒ y˙ = L(n)x˙+ L˙(n)x (2.8)
x = L(n(τ))T y =⇒ x˙ = L(n)T y˙ + L˙(n)T y (2.9)
and we see that since d/dτ and the Lorentz transformation commute, (2.8) is, in fact, form
invariant:
(y˙)′ = L(n′)x˙′ + L˙(n′)x′
= L(Λn)[Λx˙] + L˙(Λn)[Λx]
= L(Λ n)Λ[L(n)T y˙ + L˙(n)Ty] + L˙(Λn)[ΛL(n))T y]
= [L(Λn)ΛL(n)T ]y˙ + [L(Λn)ΛL˙(n)T + L˙(Λ n)ΛL(n))T ] y
= D−1(Λ, n)y˙ + D˙−1(Λ, n) y
=
d
dτ
[D−1(Λ, n) y]. (2.10)
The phase space (which must include n, n˙) transforms as:
Λ : {(n, y); (n˙, y˙)} −→ {(Λn,D−1(Λ, n)y); (Λn˙, D−1(Λ, n)y˙ + D˙−1(Λ, n)y)}. (2.11)
We now examine the generators of the Lorentz transformation represented in (2.5). We take
Λ = 1 + λ+ o(λ2) (2.12)
and write λ as
λ =
1
2
ωαβ Mαβ (2.13)
where ωαβ, α, β = 0, · · · , 3 is (infinitesimal) antisymmetric. The matrix generators
Mαβ = ∂λ
∂ωαβ
∣∣∣∣∣
ω=0
(2.14)
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are those given in (1.14). According to (2.12) and (2.13), (2.5) becomes
Λ : (n, y) → (n, y)′ = (n+ λn,L(n+ λn)(1 + λ)L(n)Ty) + o(ω2). (2.15)
Defining the generators of ξ = (n, y)→ ξ′ = (n′, y′) as
Xαβ =
8∑
i=1
∂ξi
∂ωαβ
∣∣∣∣∣
ω=0
∂
∂ξi
(2.16)
where for i = 1, · · · , 4, ξi = nµ, µ = 0, · · · , 3, and for i = 5, · · · , 8, ξi = yµ, µ = 0, · · · , 3.
Thus, for i = 1, · · · , 4,
∂ξi
∂ωαβ
∣∣∣∣∣
ω=0
=
∂
∂ωαβ
(ni + (λn)i)
∣∣∣∣∣
ω=0
=
∂
∂ωαβ
(ni + (
1
2
ωσρMσρn)i)
∣∣∣∣∣
ω=0
=
1
2
(δσαδ
ρ
β − δσβδρα)(Mσρn)i
= (Mαβ)i jni, (2.17)
so that
4∑
i=1
∂ξi
∂ωαβ
∣∣∣∣∣
ω=0
∂
∂ξi
= (Mαβ)µνnν
∂
∂nµ
= (gµαgβν − gµβgαν)nν
∂
∂nµ
= nβ
∂
∂nα
− nα ∂
∂nβ
(2.18)
which was called d(λαβ) in [3].
Now for i = 5, · · · , 8,
∂ξi
∂ωαβ
∣∣∣∣∣
ω=0
=
∂
∂ωαβ
[
L(n+ λn)(1 + λ)L(n)Ty
]i∣∣∣∣∣
ω=0
=
[
∂
∂ωαβ
L(n+ λn)
∣∣∣∣∣
ω=0
L(n)Ty
]i
+
[
L(n) ∂
∂ωαβ
λ
∣∣∣∣∣
ω=0
L(n)Ty
]i
=
[
∂
∂nµ
L(n) ∂
∂ωαβ
(λn)µ
∣∣∣∣∣
ω=0
L(n)Ty
]i
+
[
L(n)MαβL(n)Ty
]i
=
[
−(Mαβ)µνnνL(n)
∂
∂nµ
L(n)T + L(n)MαβL(n)T
]ij
yj (2.19)
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where we have used the fact that
L(n)L(n)T = 1 =⇒
(
∂
∂nµ
L(n)
)
L(n)T + L(n) ∂
∂nµ
L(n)T = 0. (2.20)
Thus, we find that
8∑
i=5
∂ξi
∂ωαβ
∣∣∣∣∣
ω=0
∂
∂ξi
=
[
L(n)MαβL(n)T − (Mαβ)µνnνL(n)
∂
∂nµ
L(n)T
]ρσ
yσ
∂
∂yρ
(2.21)
Using (1.14) for Mαβ, we obtain
8∑
i=5
∂ξi
∂ωαβ
∣∣∣∣∣
ω=0
∂
∂ξi
= LσβLρα(yσ
∂
∂yρ
− yρ ∂
∂yσ
)− nβLρζ
∂
∂nα
L ζσ (yσ
∂
∂yρ
− yρ ∂
∂yσ
) (2.22)
which was called g(λαβ) in [3]. So finally, we obtain
Xαβ = LσβLρα(yσ
∂
∂yρ
− yρ ∂
∂yσ
)− nβLρζ
∂
∂nα
L ζσ (yσ
∂
∂yρ
− yρ ∂
∂yσ
) + nβ
∂
∂nα
− nα ∂
∂nβ
(2.23)
which was called ihn(λαβ) in [3]. It was shown that these generators satisfy the Lie algebra
of SL(2,C). We will maintain the matrix notation forMαβ so that (2.23) may be written as
Xαβ = [L(n)MαβLT ]µνyν
∂
∂yµ
− [L(Mαβ)ρσnσ
∂
∂nρ
LT ]µνyν
∂
∂yµ
− (Mαβ)ρσnσ
∂
∂nρ
= −yT [L(n)MαβLT ]∇y − yTL(n)[nTMαβ∇n]LT∇y − nTMαβ∇n (2.24)
where (∇y)µ = ∂∂yµ . By defining the four matrices
Sµ = L ∂
∂nµ
LT µ = 0, · · · , 3 (2.25)
(which by (2.20) are antisymmetric) equation (2.24) becomes
Xαβ = −
{
yT [L(n)MαβLT ]∇y + nµ(Mαβ)µν [yTSν∇y + (∇n)ν ]
}
(2.26)
3 Classical and Quantum Mechanics of the
Generalized Phase Space
For classical dynamical systems whose potential depends only on ρ (given by (1.1)), we would
like to write a Lagrangian for the reduced “one-body problem” which includes an explicit
kinetic term for n. A possible choice is
L =
1
2
mx˙2 +
1
2
λn˙2 − V (x2) (3.1)
9
where λ is a length scale required because n is a unit vector. Notice that when n˙ = 0,
the dynamics depend only on x˙ for fixed nµ and so the relative coordinate remains within
RMS(n). Rewriting (2.9) as,
x˙ = LT y˙ + L˙Ty = LT [y˙ + LL˙Ty] (3.2)
we may write (3.1) in the form
L =
1
2
m[y˙ + LL˙Ty]2 + 1
2
λn˙2 − V (x2). (3.3)
By construction, (3.3) is Lorentz invariant, and so is invariant under the transformations
induced by (2.26). Therefore, applying Noether’s theorem
0 = δL =
∂L
∂ξi
δξi +
∂L
∂ξ˙i
δξ˙i
=
∂L
∂ξi
δξi +
∂L
∂ξ˙i
d
dτ
δξi
=
[
∂L
∂ξi
− d
dτ
∂L
∂ξ˙i
]
δξi +
d
dτ
[
∂L
∂ξ˙i
δξi
]
, (3.4)
where the first term vanishes for solutions to the Euler-Lagrange equation, and taking the
variation to be δξi = 1
2
ωαβXαβ ξ
i, one obtains the conservation law
d
dτ
[pµXαβyµ + π
µXαβnµ] = 0 (3.5)
where
pµ =
∂L
∂y˙µ
and πµ =
∂L
∂n˙µ
, (3.6)
using the notation pµ for the variable conjugate to y
µ (for each nµ). Since the variables yµ
are bounded by the RMS parameterization (1.7), the pµ are symmetric but not self-adjoint.
These operators, however, occur in combinations which have self-adjoint extensions. We
discuss these questions elsewhere. Using (2.26) for Xαβ , (3.5) becomes,
d
dτ
{yTL(n)MαβLTp + nµ(Mαβ)µν [yTSνp + πν ]} = 0. (3.7)
If we understand πν , in the Poisson bracket sense, as a derivative with respect to nµ, then
the quantum operators hn(λαβ) of [3] now appear as classical constants of the motion for the
Lagrangian (3.1).
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To obtain the Hamiltonian, we first observe that L depends on τ only through n, so
LL˙T = L
(
n˙ν
∂
∂nν
LT
)
= n˙νSν (3.8)
Applying (3.6) to (3.3),
pµ =
∂L
∂y˙µ
= m[y˙µ + (LL˙Ty)µ] ⇒ p = m[y˙ + n˙νSνy] (3.9)
and
πµ =
∂L
∂n˙µ
= λn˙µ +m[y˙ + n˙
νSνy]
T ∂
∂n˙µ
[y˙ + n˙νSνy] = λn˙µ − yTSµp (3.10)
where we used (3.9) and the antisymmetry of Sµ to obtain (3.10). Equations (3.9) and (3.10)
may be inverted to eliminate (n˙, y˙):
n˙µ =
1
λ
[πµ + y
TSµp] (3.11)
and
y˙ =
1
m
p− n˙µSµy = 1
m
p− 1
λ
[πµ + yTSµp]Sµy (3.12)
which may be used to write the Hamiltonian as
K = y˙ · p + n˙ · π − L
= pT (
1
m
p− 1
λ
[πµ + yTSµp]Sµy) + (
1
λ
[πµ + y
TSµp])π
µ − 1
2
m(
1
m2
p2)
− 1
2
λ[(
1
λ
)2(πµ + yTSµp)(πµ + y
TSµp)] + V
=
p2
2m
+
1
2λ
(πµ + yTSµp)(πµ + y
TSµp) + V (3.13)
Since Sµ is antisymmetric, we may regard (3.13) as a quantum Hamiltonian without ordering
ambiguity in the operator yTSµp. The Schro¨dinger equation is then
i∂τψ = Kψ =
[
p2
2m
+
1
2λ
(πµ + yTSµp)(πµ + y
TSµp) + V
]
ψ, (3.14)
where we take as quantum operators
pµ = i
∂
∂yµ
πµ = i
∂
∂nµ
(3.15)
We require that (3.14) be locally gauge invariant in the coordinate space (n, y), that is, under
transformations of the form
ψ −→ e−ieΘ(n,y) ψ ; (3.16)
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this can be accomplished through the minimal coupling prescription
pµ −→ pµ − eA(n)µ πµ −→ πµ − eχµ (3.17)
together with the requirement that under gauge transformation
A(n)µ −→ A(n)µ +
∂
∂yµ
Θ χµ −→ χµ + ( ∂
∂nµ
+ yTSµ∇y)Θ. (3.18)
Note that A(n)µ transforms under O(3,1) as an induced (over O(2,1)) representation; it trans-
forms as pµ under Lorentz transformations (i.e., under the O(2,1) little group) and so, since
the Maxwell equations are Lorentz invariant, it satisfies the Maxwell equation in the yµ
variables. Under gauge transformation,
(p− eA(n)′)e−ieΘψ = e−ieΘ(p + e∇yΘ− eA(n)′)ψ = e−ieΘ(p− eA(n))ψ (3.19)
and
(πµ + y
TSµp− eχ′µ)e−ieΘψ = e−ieΘ(πµ + yTSµp + e
∂
∂nµ
Θ+ eyTSµ∇nΘ− eχ′µ)ψ
= e−ieΘ(πµ + y
TSµp− eχµ)ψ, (3.20)
so that the gauge invariant form of (3.14) is
i∂τψ = Kψ =
[
1
2m
(p− eA(n))2 + 1
2λ
(πµ + yTSµp− eχµ)(πµ + yTSµp− eχµ) + V
]
ψ
(3.21)
Consider the derivative operator which acts on Θ(n, y) in the transformation of the gauge
field χµ in (3.18). We denote this operator by
Dµ = (∇n)µ + yTSµ∇y (3.22)
and we notice that Dµ also appears in the Lorentz generators Xαβ (2.26). From (3.11) we
see that Dµ may be regarded as the quantum operator corresponding to λn˙. Using (3.22) in
(2.26), the generators assume the simpler form
Xαβ = −{yT [L(n)MαβLT ]∇y + nµ(Mαβ)µνDν}
= −{xTMαβ∇x + nµ(Mαβ)µνDν} (3.23)
which, in light of (3.11) and the definitions of pµ and πµ, suggests the analog
Xαβ ∼ i [xTMαβ(mx˙) + nTMαβ(λn˙)]. (3.24)
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In fact, using (3.9) and (3.11) in (3.7), we find for the classical conservation law, that
d
dτ
{
yTL(n)MαβLTp + nµ(Mαβ)µν [yTSνp + πν ]
}
= 0
=
d
dτ
{
m yTL(n)MαβLT [y˙ + n˙νSνy] + nT (Mαβ)[λn˙]
}
=
d
dτ
{
m yTL(n)MαβLT [y˙ + LL˙Ty] + nT (Mαβ)[λn˙]
}
=
d
dτ
{
m xTMαβ[LT y˙ + L˙Ty] + nT (Mαβ)[λn˙]
}
=
d
dτ
{
xTMαβ[mx˙] + nT (Mαβ)[λn˙]
}
(3.25)
providing the generators with the form of a generalized angular momentum in terms of the
relative Minkowski variables and the frame orientation variables.
The Hamiltonian (3.13) also assumes a simple form when expressed in terms of (3.22):
K = − 1
2m
∂
∂yµ
∂
∂yµ
− 1
2λ
DµD
µ + V. (3.26)
Suppose that a function f(n, y) is defined in such a way that its dependence on n is only
through L(n)Ty (which is to say that f is a function of x alone, even as n varies in τ). Then
we find that
∂
∂yµ
f =
df
dξα
∣∣∣∣∣
ξ=L(n)T y
∂
∂yµ
(L αβ yβ) = L αµ
df
dξα
∣∣∣∣∣
ξ=L(n)T y
(3.27)
and
∂
∂nµ
f =
df
dξα
∣∣∣∣∣
ξ=L(n)T y
∂
∂nµ
(L αβ yβ) (3.28)
so that
Dµf =
(
∂
∂nµ
+ yTSµ∇y
)
f
=
[
∂
∂nµ
+ yβLβγ(
∂
∂nµ
Lαγ) ∂
∂yα
]
f
=
df
dξσ
∣∣∣∣∣
ξ=L(n)T y
yβ
[
∂
∂nµ
L σβ + L γβ (
∂
∂nµ
Lαγ)L σα
]
=
df
dξσ
∣∣∣∣∣
ξ=L(n)T y
yβ
[
∂
∂nµ
L σβ + L γβ (LT )σα
∂
∂nµ
Lαγ
]
=
df
dξσ
∣∣∣∣∣
ξ=L(n)T y
yβ
[
∂
∂nµ
L σβ −L γβ Lαγ
∂
∂nµ
L σα
]
≡ 0 (3.29)
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where we have used (2.20). Thus, Dµ acts as a kind of covariant derivative which vanishes
on functions of x alone. In particular, Dµ vanishes on the eigenstates discussed in [1] and
[3], in which case the Hamiltonian (3.13, 3.26) reduces to the RMS Hamiltonian discussed in
[1]. The dynamical effects that we shall discuss in the next section are associated with the
evolution of the wave function of the system to a form which does not depend only on xµ.
Notice also that
n˙µDµ =
(
n˙µ
∂
∂nµ
+ yT n˙µSµ∇y
)
=
(
n˙ · ∇n − yT L˙LT∇y
)
=
(
n˙ · ∇n −
[
d
dτ
(LTy)− y˙TL
]
LT∇y
)
= (n˙ · ∇n + y˙ · ∇y − x˙ · ∇x) (3.30)
We may rewrite this expression as
dx · ∇x + dnµDµ = dy · ∇y + dn · ∇n (3.31)
which shows in yet another way that ∇x and Dµ generate the changes induced by dx and
dn (with xµ held constant), just as ∇y and ∇n generate the changes induced by dy and dn
(with yµ held constant).
It will be useful to examine the classical Lagrangian in the presence of the fields A(n)µ and
χµ, which we may find by treating the Hamiltonian in (3.21) as a classical functional and
evaluating
n˙µ =
∂
∂πµ
K =
1
λ
(πµ + yTSµp− eχµ) (3.32)
and
y˙µ =
∂
∂pµ
K =
1
m
(pµ − eA(n)µ ) +
1
λ
(πν + y
TSνp− eχν) ∂
∂πµ
(yTSνp)
=
1
m
(pµ − eA(n)µ )− n˙ν(Sν)µσyσ. (3.33)
Recalling (3.8), we find that
L = p · y˙ + π · n˙−K
=
1
2
m[y˙ + LL˙Ty]2 + 1
2
λn˙2 + e[(y˙ + LL˙Ty) · A(n) + n˙ · χ]− V (x2). (3.34)
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From (3.2), we have
y˙ + LL˙Ty = Lx˙, (3.35)
so that we may write (3.34) in the form
L =
1
2
mx˙2 +
1
2
λn˙2 + e[x˙ · (LTA(n)) + n˙ · χ]− V (x2). (3.36)
In order for L to be a Lorentz scalar, LTA(n) must transform under the full Lorentz group
O(3,1). Since A(n) was introduced as a field which transforms under the O(2,1) little group,
we may write
A(n)′ = D−1(Λ, n)A(n) = L(Λn) Λ LT (n)A(n) =⇒ LT (Λn)A(n)′ = Λ LT (n)A(n) (3.37)
verifying that the combination LTA(n) transforms as a four vector under Λ.
4 The Zeeman Effect
In [3], the spacelike vector n played no particular role in the dynamics and could be chosen
arbitrarily, because the systems under discussion were O(3,1)-symmetric and no direction
in spacetime was intrinsic to the problem (other than the axis of the bound state). That
situation generalizes the nonrelativistic spherically symmetric central force problem, in which
the absence of a preferred direction in space leads to the degeneracy of the energy spectrum
with respect to the magnetic quantum number (which characterizes the orientation of the
angular momentum). In [4], it was shown that the vector n plays a role in dipole radiation
from the bound state, because conservation of angular momentum and the spin-1 nature of
the electromagnetic field impose an orientation dependence on the interaction. Thus, the
photon carries off spin provided by the bound state transition, and that transition depends
on the orientation of the angular momentum of the state (determined by n) and the photon
polarization.
In the Zeeman effect, one lifts the degeneracy of the bound state spectrum by placing the
state in a constant external magnetic field, which interacts with the magnetic moment (an-
gular momentum) of the system and thereby provides a preferred direction in space. In
the semiclassical picture, the atom will tend to rotate. The interaction angular momentum
is intimately connected with the rotation generators, and for the bound states discussed
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here, these generators are elements of the rotation subgroup of the induced representation
of O(3,1). Since the rotation group O(3) ⊂ O(3,1) acts on the vector n as well as the RMS
variables y, the relativistic Zeeman effect can clearly only be described in the context of
a theory which explicitly permits the generators to act directly on all the variables in the
theory. In this section, we provide such a description in the context of the Hamiltonian
theory given in the Section 4.
In the nonrelativistic case, the Zeeman effect is obtained as a first order perturbation of the
hydrogen atom bound state, by a vector potential
A(r) = −1
2
B× r (4.1)
which leads to the constant magnetic field
(∇×A)i = ǫijk ∂
∂rj
(−1
2
ǫklmBlrm) = B
i. (4.2)
The Hamiltonian becomes
H =
1
2m
(p− eA)2 + V
=
p2
2m
+ V +
e
2m
(p ·A+A · p) + o(e2)
= H0 +
e
m
A · p+ o(e2)
= H0 − e
2m
(B× r) · p+ o(e2)
= H0 − e
2m
B · (r× p) + o(e2)
= H0 − e
2m
B · L + o(e2) (4.3)
where L = r× p is the angular momentum operator. Thus taking B in the direction of the
diagonal angular momentum operator (usually the z-axis), the observed Zeeman splitting is
obtained from (4.3) as
Eln −→ Elnq = Eln − eB
2m
q. (4.4)
where q is the eigenvalue of the operator Lz.
In Section 3, we introduced two gauge compensation fields, A(n)µ and χµ, required to make
the Hamiltonian (3.13) locally gauge invariant. However, we now argue that just as n and y
transform under inequivalent representations of the Lorentz group (y transforms under the
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O(2,1) little group induced by the action of the full O(3,1)), so A(n)µ and χµ must be seen
as inequivalent representations of the usual U(1) gauge group of electromagnetism. In the
full spacelike region, a constant electromagnetic field, F µν , can be represented through the
vector potential
Aµ(x) = −1
2
F µνxν . (4.5)
We now restrict the support of Aµ to x ∈ RMS(n) and express the vector potential as a
vector oriented with RMS(˚n) by writing
A(n)µ (y) = LµνAν(LTy) = −
1
2
LµνF νσL σλ yλ = −
1
2
(LFLTy)µ. (4.6)
For the field χµ, we choose (note that n undergoes Lorentz transform in the same way as x),
χµ(n) = b
2 Aµ(n) = −b
2
2
F νσ n
σ (4.7)
(here b is another length scale, required since Aµ(x) has units of length
−1, so F νσ must have
units of length−2, but χµ must be without units) and we use (4.6) and (4.7) in the Schro¨dinger
equation (3.21).
i∂τψ =
[
1
2m
(p− eA(n))2 + 1
2λ
(πµ + yTSµp− eχµ)(πµ + yTSµp− eχµ) + V
]
ψ
=
[
1
2m
p2 − e
2m
(p · A(n) +A(n) · p) + 1
2λ
(πµ + yTSµp)2−
e
2λ
[(πµ + yTSµp)χµ + χ
µ(πµ + y
TSµp)] + V + o(e
2)
]
ψ
=
[
1
2m
p2 +
1
2λ
(πµ + yTSµp)2 + V
−e[ 1
m
A(n) · p + 1
λ
χµ(πµ + y
TSµp)] + o(e
2)
]
ψ (4.8)
where the first three terms of (4.8) are the unperturbed Hamiltonian K0.
The perturbation term to order o(e), is
− e[ 1
m
A(n) · p + 1
λ
χµ(πµ + y
TSµp)]
= −e[ 1
m
A(n)Tp +
1
λ
[χTπ + yT (S · χ)p]
= −e
2
[
1
m
(LFLTy)Tp + b
2
λ
F µνn
ν(πµ + y
TSµp)]
=
e
2m
[yTLFLTp + mb
2
λ
nνF
νµ(πµ + y
TSµp)]. (4.9)
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We now expand the electromagnetic field tensor on the basis of four by four antisymmetric
tensors given by the Lorentz generators Mµν . Thus,
F =
1
2
FµνMµν (4.10)
may be verified through
(F )αβ =
1
2
Fµν(Mµν)αβ = 1
2
Fµν(g
µαgνβ − gµβgνα) = F αβ. (4.11)
Using (4.10) in (4.9) we find that the perturbation term to order o(e) becomes
e
4m
Fαβ [y
TLMαβLTp + mb
2
λ
nµ(Mαβ)µν(πν + yTSνp)] (4.12)
We note that if λ/b2 = m, then we may write the first order perturbation (using (3.23)) as
e
4m
Fαβ[y
TLMαβLTp + nµ(Mαβ)µν(πν + yTSνp)] = e
4m
FαβX
αβ. (4.13)
For F µνFµν = 2(B
2 − E2) > 0, there exists a frame for which the interaction is purely
magnetic. In such a frame, the perturbation becomes
e
4m
FαβX
αβ =
e
4m
FijX
ij =
e
4m
ǫijkB
kX ij =
e
2m
Bk
[
1
2
ǫijkX
ij
]
=
e
2m
Bkh(λk) (4.14)
where h(λk) are the three conserved generators of the SU(2) rotation subgroup of SL(2,C) for
the phase space {(n, y); (π, p)}, that is, the angular momentum operator for the eigenstates
of the induced representation. Notice that in the matrix element for unperturbed eigenstates,
the second terms of (4.9) vanishes, so the relativistic Zeeman effect does not depend upon
the values of λ or b.
In [3], the diagonal angular momentum operator is L1(n) = h(λ1) = −i∂/∂γ, and so if we
take B = B(1, 0, 0) then we find that
K0 −→ K = K0 − eB
2m
h(λ1) (4.15)
splits the mass levels of the bound states according to
Eℓn −→ Eℓn − eB
2m
q (4.16)
In going from (4.15) to (4.16), we have used the fact that the unperturbed Hamiltonian of
(4.8) reduces to the the unperturbed Hamiltonian of [3]. Equation (4.16) further justifies the
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conclusion reached in [4] that q is the magnetic quantum number. Moreover, the manifest
covariance of the formalism guarantees that the splitting of the spectrum will be independent
of the observer. We observe that if F µνFµν < 0, we may find a frame in which the interaction
is purely electric, leading to a covariant formulation of the Stark effect. Since the electric field
couples to the boost generators (which reduce to the position operator in the nonrelativistic
limit) and these generators are not diagonal in this representation, the Stark effect remains
formally (one really has only a resonance spectrum; the bound states are destroyed by the
non-compact generator) a second order perturbation, and we will discuss it elsewhere.
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