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Resumen 
La virtualización nos permite reducir costes tanto en empresas, en casa o en 
los centros educativos. Si, además, la virtualización nos permite ayudar a 
profundizar en los conocimientos adquiridos en los estudios relacionados con 
las telecomunicaciones, debemos maximizar su uso en los citados ámbitos. 
 
En este Trabajo de Final de Carrera se introducirán los conceptos básicos de 
la virtualización, así como los diferentes métodos y soluciones de software de 
virtualización existentes en la actualidad. Además, se profundizará en los 
diferentes emuladores que permiten diseñar y estudiar escenarios de red, así 
como las soluciones de software que trabajan sobre ellos.  
 
De entre todos los posibles candidatos para ser la base de creación de las 
prácticas docentes, el elegido es NetKit, que ofrece sencillez de instalación y 
uso, así como una amplia variedad de protocolos y aplicaciones soportados. 
 
NetKit, el software sobre el que crearemos los escenarios de red, trabaja sobre 
UML (User-Mode Linux), un emulador de aplicaciones, y permite crear 
elementos de red virtuales para formar redes telemáticas de forma simple y 
cómoda, para poder crear diferentes laboratorios o prácticas docentes con los 
que probar protocolos y aplicaciones que se estudian en los estudios 
relacionados con las telecomunicaciones. 
 
Los laboratorios probados en este documento son altamente escalables y 
configurables, permitiendo ejecutarlos, analizarnos o modificarlos de forma 
sencilla.  
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Overview 
Virtualized systems allow reducing costs in companies, at home or in schools. 
If it also enables us to acquire acknowledgements deeper in studies related to 
telecommunications, we must maximize its use in those areas. 
 
At this Final Thesis, we will work the basics of virtualization and the different 
methods and software solutions existing at the moment. In addition, we will 
know about network emulators that allow the design and study different 
scenarios and software solutions work on them. 
 
Among all possible candidates to be the main software to create the teaching 
laboratories, our choice is NetKit, based the decision on the ease of its setup 
and use, as well as a wide number of supported protocols and applications. 
 
NetKit, software which we create the network scenarios, works on UML (User-
Mode Linux) a Linux emulator that allows the creation of virtual network 
elements to deploy computer virtualized networks simply and conveniently, to 
create teaching scenarios in order to test protocols and applications are 
studied in telecom studies. 
 
The scenarios we created and tested are highly scalable and configurable, 
allowing to execute, analyse or modify them easily. 
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INTRODUCCIÓN 
 
Este TFC nace con el objeto de ayudar a maestros y alumnos en la 
consecución de sus objetivos primordiales: para unos, la transmisión de 
conocimientos, para los otros, la recepción adecuada de los mismos. Las 
necesidades de la sociedad actual hacen indispensable, además, la 
optimización de recursos, en el mínimo espacio necesitamos contener la mayor 
cantidad de información útil. Por lo tanto, los objetivos principales que tiene la 
virtualización en entornos educativos es: 
 
- Ofrecer a alumnos de Ciclos Formativos o Grados Universitarios una 
formación de calidad con las últimas tecnologías disponibles. 
- La reducción de costes tanto para los Centros Educativos como para los 
alumnos y sus familias. 
 
Evidentemente, mejorar la calidad de la enseñanza y reducir los costes 
asociados no es una tarea sencilla, simplemente, trataremos de desarrollar una 
serie de “prácticas” o “laboratorios” para facilitar el uso de las nuevas 
tecnologías en el ámbito de los estudios técnicos de telecomunicaciones. Los 
objetivos de este TFC serán, por tanto: 
 
- Profundizar en el conocimiento de las diferentes herramientas de 
virtualización existentes en el mercado actual, así como los diferentes 
métodos o tipos de virtualización. 
- En función de las características deseadas, elegir, entre la amplia gama 
de tipos y software, el más adecuado a las características del TFC y 
maximizar los conocimientos sobre él y su usabilidad. 
- Crear una serie de prácticas docentes para conocer las posibilidades del 
software así como dar sencillas instrucciones a alumnos y profesores 
que estén interesados en utilizarlo para sus estudios. 
 
Para cumplir los objetivos de este TFC, primero conoceremos los diferentes 
tipos de virtualización existentes y también los programas que permiten trabajar 
sobre cada uno de los tipos. Posteriormente, estudiaremos la viabilidad de 
todos ellos para poder facilitar la creación de las prácticas docentes y, entre 
todos, definiremos la arquitectura del elegido para acabar creando y detallando 
los laboratorios prácticos. Por tanto, esta memoria se estructura de la siguiente 
forma: 
 
1. Virtualización. En este capítulo se introduce el concepto de 
virtualización, además de detallar los diferentes tipos de virtualización 
existentes actualmente. También se nombran algunos de los software de 
virtualización más utilizados hoy en día. 
 
2. Arquitectura del emulador. En este apartado, se justifica la elección de 
la arquitectura elegida para este Trabajo Final de Carrera. Se introduce 
el software elegido para la creación de los escenarios de estudio y se 
especifica su funcionamiento básico: NetKit y NetGui, que trabajan sobre 
User-Mode Linux (UML). 
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3. Escenarios. Este capítulo se centra en la creación de los laboratorios 
virtuales. Se realiza una aproximación teórica, los objetivos del 
laboratorio y se detalla, paso a paso, cómo debe crearse el laboratorio, 
cómo trabajar sobre las máquinas virtuales y cómo se interpretan los 
resultados de los mismos. 
 
4. Conclusiones. Finalmente, se valoran los resultados obtenidos tras el 
estudio de la herramienta NetKit en entornos educativos. 
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CAPÍTULO 1. VIRTUALIZACIÓN 
1.1. Introducción 
 
La virtualización, en el ámbito de la computación, es una técnica utilizada para 
simular un conjunto de programas y recursos físicos con el fin de ejecutar una o 
más aplicaciones. Las máquinas virtualizadas, o máquinas virtuales, pueden 
representar, en función de las necesidades, un simple programa, un sistema 
operativo o, incluso, un equipo completo. Normalmente, un computador real 
ejecuta un sistema operativo el cuál puede ejecutar varias aplicaciones de 
forma simultánea. En un entorno virtualizado, un ordenador físico puede 
ejecutar diversas máquinas virtuales que ejecutarán varias aplicaciones de 
forma simultánea e independiente. Incluso, estas máquinas virtuales, pueden 
ejecutar sistemas operativos diferentes 
 
 
Fig 1.1. Esquema de virtualización 
 
Las principales ventajas que nos ofrecen, a día de hoy, los sistemas 
virtualizados son: 
 
- Ahorro de costes y eficiencia de recursos. La compra de equipos y su 
mantenimiento se reduce a un único equipo. El coste energético también 
se ve reducido. 
- Robustez de la infraestructura. El uso de diversas máquinas virtuales 
sobre una física agilizan las tareas de configuración y de detección de 
errores, ya que la respuesta a los posibles fallos se minimiza. 
- Portabilidad. Clonar o transportar máquinas virtuales de un ordenador a 
otro es tan sencillo como copiar y pegar los ficheros de configuración y 
los archivos que contienen la máquina virtual. 
- Recuperación rápida en caso de fallo. No es necesario reinstalar, 
recuperar backups de datos… Simplemente, arrancar la máquina virtual 
con una copia, en buen estado, de los archivos de configuración, nos 
permitirá trabajar de nuevo en ella. 
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Pero no todo van a ser ventajas, también existen inconvenientes en el uso de 
las máquinas virtuales. El principal, la bajada de rendimiento en algunos 
escenarios.  
 
Como podemos imaginar, los ámbitos de aplicación son muy variados. Desde 
una partición lógica de un disco duro, pruebas de estrés de software en 
desarrollo, estudios de seguridad… También aporta beneficios en muchos 
ámbitos de la educación, en nuestro caso, en la enseñanza práctica de redes 
telemáticas. 
 
La experimentación con escenarios y protocolos de red es básica para una 
buena afianzación de los conocimientos teóricos, además de una destreza 
básica para el desarrollo en la vida profesional. Las ventajas ya descritas de los 
sistemas virtualizados permiten a los alumnos desarrollar, modificar, corregir y 
analizar escenarios muy aproximados a situaciones reales de forma sencilla. 
 
Una vez introducido el concepto de virtualización, con sus ventajas e 
inconvenientes, vamos a conocer algunos de los métodos existentes de 
virtualización, así como las aplicaciones que los utilizan. 
 
1.2. Tipos de virtualización 
 
Se pueden virtualizar todo tipo de escenarios, desde el hardware completo de 
un equipo hasta una aplicación, pasando por sesiones de usuario. Una de las 
formas más comunes de clasificar los tipos de virtualización es separándolas 
entre virtualización de recursos y de plataforma. 
 
1.1.1. Virtualización de recursos 
 
De forma resumida, en la virtualización de recursos se simulan los volúmenes 
de almacenamiento, recursos de red, espacios de nombres… Algunos 
ejemplos son: 
 
- Discos RAID. En una configuración de RAID simple, se combinan 
discos duros en una única unidad lógica (virtual). 
- Cloud computing. Se ofrecen servicios de informática a través de 
Internet, independientemente del hardware disponible. 
- Redes privadas virtuales (VPN). Una VPN es una extensión virtual 
segura de una LAN sobre una red pública. 
 
1.1.2. Virtualización de plataforma 
 
En este caso, la virtualización consiste en la creación de una máquina virtual 
combinando el hardware y el software de una máquina física. Este tipo de 
virtualización se lleva a cabo a través de un software de virtualización 
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(hypervisor), que actúa como anfitrión (host) y simula el entorno de una 
máquina real. 
 
En esta máquina virtual se instala un software huésped (guest), que puede ser 
un sistema operativo completo cómo si estuviera en una máquina real. El 
objetivo principal es “crear” la impresión de tener hardware separado en un 
único sistema físico. 
 
1.1.3. Emulación 
 
En la virtualización por emulación, la máquina virtual emula un hardware 
completo, dónde se admiten sistemas operativos para arquitecturas de CPU 
diferentes de las del anfitrión, así como la ejecución de software en plataformas 
diferentes para los que fueron desarrollados. 
 
 
Fig 1.2. Niveles de ejecución en virtualización por emulación/simulación 
 
Los ejemplos de software que realizan virtualización de emulación o simulación 
son: 
 
- Qemu 
- MaMe  
- PearPC 
- UML 
1.1.4. Virtualización completa 
 
La máquina virtual simula un hardware suficiente que permite que un sistema 
operativo funcione sobre el mismo tipo de CPU que la máquina anfitriona. En 
este caso, no se emula el entorno del sistema operativo y el rendimiento que se 
consigue es más alto que en la virtualización por emulación, pero, al ejecutarse 
sobre la misma CPU ambos sistemas operativos, no se pueden ejecutar 
diferentes arquitecturas.  
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Fig 1.3. Niveles de ejecución en virtualización completa 
 
Los programas más comunes para este tipo de virtualización son: 
 
- VMWare Workstation 
- VMWare Server 
- Parallels 
- Microsoft Virtual PC 
- Microsoft Hyper-V 
- VirtualBox 
 
1.1.5. Paravirtualización 
 
En este caso se debe modificar el sistema operativo guest sin ser necesaria la 
simulación del hardware. Las llamadas del sistema operativo invitado al 
hypervisor se denominan hypercalls. No se necesita una CPU con soporte para 
virtualización, pero se debe modificar el sistema operativo invitado. 
 
 
Fig 1.4. Niveles de ejecución en paravirtualización 
XEN es el software más representativo de la paravirtualización y se utiliza para 
la creación de sistemas de cloud computing, almacenamiento RAID… 
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1.1.6. Semi-parcial 
 
En este tipo de virtualización, varios sistemas operativos se pueden ejecutar de 
forma aislada sobre un mismo equipo físico. El sistema operativo host y los 
sistemas operativos guest se ejecutan sobre el mismo núcleo. En este caso, se 
elimina al hypervisor, haciendo que sea muy rápida y ligera, maximizando el 
rendimiento, a costa de la difícil implementación. 
 
 
Fig 1.5. Niveles de ejecución en virtualización por sistema operativo 
 
Son ejemplos OpenVZ o LXC (Linux Containters). 
 
1.1.7. Otros tipos de virtualización de plataforma 
 
Existen multitud de tipos de virtualización más que se añaden a los descritos en 
los apartados anteriores. 
 
- Virtualización asistida por hardware. Es un caso especial de la 
virtualización completa (1.1.4). En este caso, el procesador del equipo 
físico interviene en el proceso de virtualización, haciendo que el 
hypervisor funcione con mayor rendimiento. VirtualBox, o WMWare 
Workstation, permiten trabajar en este modo. 
 
- Virtualización de bibliotecas. Permite la ejecución de aplicaciones en 
plataformas para las que no fueron diseñadas como, por ejemplo, Wine, 
que hace funcionar programas Win32 en Linux. 
 
- Virtualización de aplicaciones. Se crean pequeños entornos virtuales 
que proporcionan, única y exclusivamente, los recursos necesarios para 
la ejecución de una aplicación. Por ejemplo, la máquina virtual de Java 
(JVM). 
 
- Virtualización de escritorio. Se implementan los escritorios de usuario 
como servicios dentro de un sistema operativo. Citrix, VMWare View o 
Red Hat funcionan de esta forma.  
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CAPÍTULO 2. ARQUITECTURA DEL EMULADOR 
 
La emulación de redes, a diferencia de la simulación,  tiene por objeto la 
reproducción de las características, funcionalidades, configuraciones y 
protocolos de los sistemas reales, teniendo por inconvenientes que el 
rendimiento está limitado por la eficiencia del software y el hardware reales. En 
cambio, en los sistemas simulados, el objetivo principal es del reproducir las 
prestaciones de un sistema real (latencia, troughput…). 
 
En nuestro caso, el objetivo es el de dotar al alumno de las herramientas 
necesarias para que los sistemas virtuales que estudie, mediante las prácticas 
docentes, sean lo más parecido a los sistemas reales, nos decantamos por 
elegir un sistema de emulación de red, ya descrito en el apartado 1.1.3. de esta 
memoria. De los emuladores disponibles, nos decantamos por User-mode 
Linux (UML). 
 
Para el emulador UML, existen muchas soluciones de software. NetKit, VNUML 
o UMLMON son algunas de ellas. Todos ellos trabajan sobre UML, pero existen 
diferencias entre ellos que han marcado la elección definitiva del software. 
 
Mientras que VNUML fue inicialmente diseñado para trabajar con redes IPv6 y 
UMLMON para experimentar en el diseño de servidores de hosting y zonas de 
seguridad, NetKit nació con la premisa de ofrecer un amplio abanico de 
protocolos y aplicaciones. 
 
En cuanto a su instalación e uso, VNUML está diseñado para entornos Debian, 
con los problemas que puede presentar su instalación en otros sistemas. 
Además, el uso del lenguaje XML para crear los escenarios de red, limitan su 
uso a los que conozcan el lenguaje. La instalación de UMLMON requiere la 
construcción de un núcleo propio y la creación de un sistema de archivos. La 
instalación de NetKit es sencilla y su uso se reduce a unos pocos comandos 
que permiten la creación de cada máquina virtual o de cada laboratorio. 
. 
Por su sencillez de instalación, de uso y sus objetivos de diseño, el software 
elegido para la creación de las prácticas docentes será NetKit. 
2.1. Introducción a UML 
 
User-mode Linux (UML) es un software que permite crear y administrar 
máquinas virtuales como un proceso más del sistema sin que la configuración y 
administración de la máquina host se vea modificada. Se ejecuta como una 
aplicación más del sistema. Recordemos que Linux se fundamenta sobre un 
núcleo (kernel) y un sistema de archivos (filesystem). El UML nos permitirá 
trabajar con diferentes versiones de kernel virtuales. En la figura Fig 2.1. 
podemos observar el nivel de ejecución del UML. 
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Fig 2.1. Niveles de ejecución UML 
 
Las ventajas en el uso de UML se podrían englobar en las ya descritas en el 
apartado de virtualización, aunque las podemos precisar para el entorno de la 
enseñanza: 
 
- Permite acceder con permisos de administrador (root) a una 
máquina. Por ejemplo, en un laboratorio en el que los ordenadores 
tienen los permisos restringidos, el alumno podrá trabajar sin ningún 
límite. 
- Realizar pruebas de software sobre diferentes versiones de kernel 
Linux (unos más recientes e inestables, otros estables pero sin 
soporte, por ejemplo). 
 
Una vez introducido el software de virtualización UML, se detallarán los dos 
elementos de los que consta. Por un lado, el núcleo, kernel, que son el 
conjunto de archivos necesarios para el funcionamiento del software y el 
sistema de archivos, o filesystem, que es dónde se almacenarán los archivos 
de configuración y de usuario para cada máquina virtual. 
2.2.   Kernel 
 
Otra de las grandes ventajas en el uso de UML en contra de otros softwares de 
virtualización es su rendimiento. La ralentización es, como máximo, del 20% 
respecto a sistemas reales [1]. Esto es gracias a que el kernel UML guest 
interactúa con el kernel host, sin interactuar con el hardware de la máquina 
anfitrión. De esta forma sencilla de trabajo es de donde se maximiza su 
rendimiento, ya que no se añaden capas de abstracción de hardware y, por lo 
tanto, se optimiza el consumo de los recursos disponibles. 
 
2.3.   Sistema de archivos 
 
Cuando una máquina UML es arrancada, empieza a usar un sistema de 
archivos (filesystem) que está contenido en un único archivo en la máquina 
                                            
[1] http://user-mode-linux.sourceforge.net/old/UserModeLinux-HOWTO-1.html 
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host, emulando una unidad de disco duro. Esto permite disponer de una 
imagen del sistema de archivos Linux guest empaquetado en un único fichero 
alojado en el sistema de archivos anfritrión. 
 
El método de lectura y escritura es COW (CopyOnWrite) que permite que 
varias máquinas virtuales compartan el mismo sistema de archivos sin 
corrupción, porque pese a que el empaquetado es único, la escritura se realiza 
en ficheros independientes.  
 
 
Fig 2.3. Lectura/Escritura en bloques COW. 
2.4.   Netkit 
 
Como acabamos de describir, NetKit está basado en UML y su objetivo es el de 
permitir la creación de redes virtuales sobre las que se desarrollen prácticas y 
experimentos de forma sencilla sobre hardware de bajo coste. 
 
Su principal virtud es que permite la creación y ejecución de diversos nodos 
virtuales de red con comunicación entre ellos con topologías complejas. 
 
Emular un Ethernet con NetKit es tan simple como describir la topología a nivel 
de enlace de cada nodo y configurar la función de los mismos dentro de la red. 
La configuración se realiza igual que en una red real, ya que, como hemos 
comentado anteriormente, son máquinas virtuales basadas en el kernel de 
Linux.  
 
Para hacer funcionar NetKit tenemos varias posibilidades: de forma manual, 
agregando terminales con sus interfaces, en forma de laboratorio, creando un 
conjunto de carpetas y ficheros de configuración o mediante una interfaz 
gráfica, que precisa de un software específico. En los apartados 2.4.1, 2.4.2 y 
2.5. se introduce el funcionamiento de cada uno de estos modos de trabajo 
sobre NetKit. Para obtener una mayor información, se pueden consultar los 
laboratorios creados en el apartado 3. De forma más concreta: 
 
- Método manual: apartado 3.1. (VLAN). 
- Laboratorio de NetKit: apartados 3.2. (Spanning Tree Protocol), 3.3. 
(RIP) y 3.5. (FTP y Firewall). 
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- Interfaz gráfica (NetGui): apartado 3.4. (NAT) 
 
2.4.1. Creación de máquinas virtuales de forma manual 
 
Para crear y arrancar máquinas virtuales en NetKit, de forma manual, debemos 
usar el comando vstart. Para definir las interfaces de la máquina creada se 
debe utilizar el parámetro --ethN=DOMAIN donde N será el número de interfaz 
y DOMAIN el nombre del dominio de colisión.  
 
Otros parámetros de vstart pueden ser –M para cambiar la asignación de 
memoria RAM (por defecto, 32MB), o --exec=FILENAME si se pretende 
ejecutar un script al arranque de cada máquina virtual [2]. 
 
Como ejemplo: 
 
 
Fig 2.4. Comando para una máquina virtual con dos interfaces y 128MB 
 
Para apagar las máquinas virtuales se utilizará el comando halt desde la 
propia máquina virtual o vhalt desde el terminal de la máquina host. Si 
continuamos con el ejemplo anterior, utilizaríamos “vhalt SW_Cliente”. 
 
Una vez apagadas las máquinas virtuales, quedará en la carpeta raíz de NetKit 
un fichero que se llamará SW_Client.disk. Este archivo contiene la información 
de la sesión. Si se pretende seguir trabajando sobre la misma máquina virtual 
posteriormente, se deberá ejecutar nuevamente mediante vstart sin 
parámetros, pasando a trabajar, directamente, sobre cada máquina virtual tal y 
como se haría sobre una máquina real conectada a la red. 
 
2.4.2. Creación de laboratorios 
 
NetKit ofrece la posibilidad de crear escenarios para ejecutarlos tantas veces 
como sea necesario. Un laboratorio de NetKit consiste en un conjunto de 
máquinas virtuales que pueden ser iniciadas y apagadas de forma conjunta. 
Los comandos que se usan en los laboratorios son lstart y lhalt. 
Para crear laboratorios se tienen que seguir los siguientes pasos: 
 
- Crear una carpeta contenedora con el nombre del laboratorio, por 
ejemplo ClienteServidor. 
- Crear una carpeta vacía con el nombre de cada máquina virtual 
(PC_Cliente, SW_Cliente, PC_Servidor). 
- Crear un único archivo de configuración .conf que contendrá información 
del laboratorio (a modo informativo) y la definición de interfaces y 
dominios de colisión de cada una de ellas. 
                                            
[2]
 
http://wiki.netkit.org/man/man7/netkit.7.html 
#vstart SW_Cliente --eth0=A --eth1=B –M 128 
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En la Fig 2.5. se muestra un archivo de configuración con 3 máquinas virtuales: 
PC_Cliente con una interfaz conectada al dominio de colisión A, SW_Cliente 
con dos interfaces conectadas, cada una de ellas, a dos dominios de colisión 
diferente, A y B y, por último, PC_Servidor con una única interfaz conectada al 
dominio de colisión B. 
 
 
 
 
 
 
Fig 2.5. Ejemplo de archivo de configuración de laboratorio (lab.conf) 
 
- Crear un archivo de arranque .startup por cada máquina virtual creada. 
En este archivo se definirán los direccionamientos, servicios… que 
deberán arrancar al iniciar el laboratorio. Si se quieren modificar 
posteriormente, se podrá hacer desde cada máquina virtual. En las Fig 
2.6, Fig 2.7 y Fig 2.8 se muestran tres ejemplos de direccionamiento del 
escenario de ejemplo, asignando una dirección IP y una máscara de red 
a cada interfaz de cada máquina virtual. Además, en Fig 2.8. se activa el 
servidor apache. 
 
Fig 2.6. Archivo PC_Cliente.startup 
 
 
 
 
Fig 2.7. Archivo SW_Cliente.startup 
 
 
 
 
Fig 2.8. Archivo PC_Servidor.startup 
 
Una vez creado el árbol de directorios y todos los ficheros ya se puede ejecutar 
el laboratorio mediante el comando lstart. 
 
2.5.   Netgui 
 
Pese a todas las ventajas, ya comentadas, sobre NetKit, existe una 
complicación en el momento de la creación de nuevos escenarios. Si el número 
de máquinas que queremos emular es alto y el esquema de la red es complejo, 
la configuración puede ser confusa, ya que no existe interfaz gráfica. 
 
LAB_DESCRIPTION="Prueba cliente-servidor" 
LAB_VERSION=”1” 
LAB_AUTHOR="K. Kashanchi" 
PC_Cliente[0]=A 
SW_Cliente[0]=A 
SW_Cliente[1]=B 
PC_Servidor[0]=B 
ifconfig eth0 192.168.1.3 netmask 255.255.255.0 up 
Ifconfig eth0 192.168.1.1 netmask 255.255.255.0 up 
ifconfig   eth1   192.168.1.2   netmask 255.255.255.0 up 
 
 
 
ifconfig eth0 192.168.1.4 netmask 255.255.255.0 up 
/etc/init.d/apache2 start 
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NetGui nos ofrece la interfaz gráfica para poder editar los esquemas de red, 
arrancar y parar las máquinas e interactuar con las consolas de las máquinas 
virtuales. 
 
Su funcionamiento es simple. En un panel de control podemos elegir 
ordenadores personales, switch o routers e interconectarlos como deseemos. 
Automáticamente se crearán las interfaces necesarias. Una vez “dibujado” el 
esquema de la red, podemos acceder a cada máquina virtual para configurarla 
de la misma forma que lo haremos en una interfaz de NetKit. 
 
En la figura Fig 2.9. se muestra un escritorio típico de NetGui, con 6 máquinas 
virtuales creadas y configurando, al mismo tiempo, dos de ellas. 
 
 
Fig 2.9. NetGui con esquema y dos ventanes xTerm de configuración de NetKit 
 
Una vez introducidos los métodos de uso de NetKit, desarrollaremos una serie 
de prácticas docentes, o laboratorios, en los que se profundizarán los 
conocimientos del mismo NetKit y de algunos protocolos de red. 
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CAPÍTULO 3. ESCENARIOS DE ESTUDIO 
 
Los escenarios que se desarrollan en este capítulo abarcan una serie de 
protocolos en todos los niveles de la pila OSI. Mediante NetKit queremos 
proponer una serie de escenarios para probar algunos de estos protocolos, que 
han sido explicados durante la carrera, y que están soportados en máquinas 
con sistema operativo Linux. 
 
En función de la complejidad de los escenarios, hemos optado por la creación 
de laboratorios predefinidos de NetKit o por crear las máquinas virtuales de 
forma “manual”. En cada uno de ellos, se detallan los pasos a seguir, tanto 
para crear las máquinas virtuales como en la creación de la infraestructura 
necesaria para lanzar los laboratorios. 
 
Ya que el nivel de detalle de cada escenario es muy amplio, los escenarios son 
altamente escalables. En función de las necesidades, podemos ofrecer un 
laboratorio predefinido con el direccionamiento de las máquinas virtuales y las 
rutas estáticas para, simplemente, probar otros protocolos o no ofrecer ninguna 
ayuda y hacer que se deban configurar todos los elementos de la red desde el 
principio. 
 
Los dos primeros laboratorios, VLAN y Spanning Tree Protocol, se encuadran 
dentro de la capa de enlace de la pila de protocolos OSI, ya que ambos afectan 
al comportamiento de los switch. 
 
Los tres siguientes laboratorios mezclan protocolos de enrutamiento (nivel 3, 
red) y  niveles superiores. Desde la simple configuración de un NAT en un 
router o un protocolo RIP, a un servidor FTP o el uso de un firewall en una red.  
 
A continuación, se detallan los diferentes escenarios creados para siguiendo 
siempre el mismo esquema: 
 
- Breve introducción teórica sobre el protocolo a estudiar. 
- Esquema del escenario e introducción de los objetivos 
- Desarrollo, paso a paso, del escenario. 
3.1. VLAN 
 
Una VLAN (virtual LAN, red de área local virtual) es una red lógica 
independiente dentro de una red física. Varias VLAN pueden cohabitar en un 
mismo conmutador físico. Son útiles para reducir el tamaño de los dominios de 
colisión y ayudan en la gestión de la red ya que, por ejemplo, pueden separar 
diferentes aulas, de forma lógica, de un mismo centro educativo y así evitar el 
intercambio de datos, de nivel 2, entre ellas. 
 
Existen diferentes tipos de VLAN, según el nivel jerárquico de la pila OSI: 
 
- VLAN por puerto. Son las más comunes. Se especifican qué puertos 
del switch pertenecen a la VLAN. La ventaja es que la configuración es 
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sencilla, aunque si un equipo cambia de ubicación se debe reconfigurar 
el puerto del conmutador. 
- VLAN por MAC. En este caso, la asignación de pertenencia a una VLAN 
determinada se realiza mediante su dirección MAC. Si un equipo cambia 
de ubicación, no se debe reconfigurar la asignación, aunque si existen 
un número alto de máquinas la configuración es tediosa, ya que se 
asignan una a una. 
- VLAN por protocolo. En este también se asignan las máquinas a las 
VLAN en función de las MAC, pero no de su dirección sino del tipo de 
protocolo de la trama. Por ejemplo, VLAN 2 a IPv4, VLAN 3 a IPv6… 
- VLAN de aplicación. Se crea una VLAN por cada aplicación (correo 
electrónico, VoD…). 
 
Para configurar, y durante su funcionamiento, una VLAN es necesario el uso de 
un protocolo que etiquete las tramas y las asocie con cada VLAN. Actualmente, 
el más extendido, es el protocolo 802.1Q. Este protocolo permite compartir 
información de forma transparente por la misma red física, sin problemas de 
interferencias. Lo hace añadiendo 4 bytes al encabezado de la trama Ethernet 
original, que cambia de valor para informar del cambio de formato de la trama. 
 
3.1.1. Escenario de estudio 
 
En el presente escenario se deben configurar 4 máquinas virtuales. Una de 
ellas hará la función de switch, dos más serán PC1 de escritorio que 
pertenecerán a una VLAN cada uno y, el último, un equipo que pertenecerá a 
las dos VLAN de los equipos de escritorio. 
 
 
Fig 3.1. Esquema de red del laboratorio VLAN 
 
El objetivo principal de la práctica será configurar adecuadamente el 
direccionamiento de los equipos, configurar la máquina virtual que hará de 
switch y crear las redes VLAN en las máquinas que corresponda. Se deberá 
comprobar la conectividad entre todos los elementos de la red y comparar los 
resultados obtenidos con los teóricos. 
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3.1.2. Desarrollo 
 
Para empezar, creamos las máquinas virtuales en NetKit. Lo hacemos desde 
una consola, de la máquina host, en la carpeta raíz de NetKit. 
 
Netkit/$ vstart PC1 --eth0=A 
Netkit/$ vstart Server --eth0=B 
Netkit/$ vstart PC2 --eth0=C 
Netkit/$ vstart SW --eth0=A –-eth1=B –-eth2=C  
Fig 3.2. Comandos para la creación de las máquinas virtuales del laboratorio 
 
Una vez arrancadas todas las máquinas virtuales, configuramos, desde cada 
una de las máquinas virtuales, las interfaces de cada una con una dirección 
MAC. Aunque por defecto, las direcciones MAC son asignadas en el momento 
de crear una interfaz, en este laboratorio las asignamos manualmente para 
facilitar la comprensión. La asignación se hará de la siguiente forma, en el 
terminal de cada máquina virtual. 
 
Switch @SW:~# ifconfig eth0 hw ether 00:00:00:02:00:00 up 
@SW:~# ifconfig eth1 hw ether 00:00:00:02:00:01 up 
@SW:~# ifconfig eth2 hw ether 00:00:00:02:00:02 up 
PC1 @PC1:~# ifconfig eth0 hw ether 00:00:00:03:00:00 up 
PC2 @PC2:~# ifconfig eth0 hw ether 00:00:00:04:00:00 up 
Server @Server:~# ifconfig eth0 hw ether 00:00:00:01:00:00 up 
Fig 3.3. Comandos de configuración de las interfaces físicas para cada 
máquina virtual 
 
Cuando ya tenemos las MAC configuradas para cada interfaz de cada máquina 
virtual, configuramos la dirección IP para PC1 y PC2: 
 
PC1 @PC2:~# ifconfig eth0 192.168.2.1 
PC2 @Server:~# ifconfig eth0 192.168.3.1 
Fig 3.4. Comandos de configuración de direccionamiento para PC1 y PC2 
 
Ahora, crearemos las dos redes virtuales. Para hacerlo, configuraremos el 
switch de la siguiente forma: 
 
- Con “modprobe 8021q” cargamos el módulo VLAN. 
- Añadimos las dos redes virtuales con el comando vconfig. Lo que 
conseguimos con este comando es crear una sub-interfaz en la interfaz 
eth0 (eth0.2 y eth0.3). Una vez creadas, las dejamos en funcionamiento. 
En la Fig 3.5. comprobamos los comandos que debemos utilizar sobre el 
switch. 
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Fig 3.5. Ventana de màquina virtual con la configuración del switch del 
laboratorio 
 
Una vez creadas las redes virtuales, tenemos que hacer que esta máquina 
virtual funcione como un conmutador. Para ello, haremos uso del comando 
brctl, que nos permite asignar las interfaces de la máquina virtual con los 
puertos del switch. 
 
 
Fig 3.6. Creación y asignación de los puertos VLAN en el switch 
 
- Con “brctl addbr br0” estamos configurando la máquina virtual 
como un switch de nombre br0. 
- Con “brctl addif br0 ethX” asignamos cada una de las interfaces 
de la máquina virtual a puertos del switch br0. Finalmente, dejamos en 
funcionamiento el switch. 
Ahora tenemos que configurar, de forma similar al switch, nuestro Server, ya 
que pertenece a ambas VLAN. 
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Fig 3.7. Configuración del server del laboratorio 
 
- En esta máquina también es necesaria la carga del módulo 802.1Q, y lo 
hacemos con “modprobe 8021q”. 
- Con vconfig creamos las sub-interfaces de forma análoga a como lo 
hemos hecho en el conmutador (eth0.2 y eth0.3) y las dejamos en 
funcionamiento. 
- En el caso del Server, además, tenemos que configurar las direcciones 
IP de ambas sub-interfaces: 
Una vez las configuraciones anteriores están completadas, es momento de 
comprobar si la conectividad funciona de forma correcta. Primero probamos a 
hacer un ping desde el Server a ambos PC que, teóricamente, deberá ser 
respondido por ambas máquinas: 
 
 
Fig 3.8. Ping desde server a PC1 y PC2 con respuesta 
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Como avanzamos, ambas órdenes de respuesta son completadas 
correctamente.  
 
La siguiente prueba de conectividad resultará determinante para saber si la 
configuración de VLAN se ha realizado de forma correcta. Primero, probaremos 
de hacer un ping entre PC1 y PC2. La siguiente prueba consistirá en un ping 
entre PC1 y la sub-interfaz eth0.3 del Server. Y, finalmente, entre PC1 y la sub-
interfaz eth0.2 del Server. Teóricamente, los dos primeros ping no deberían ser 
respondidos, en cambio, la última sí. 
 
 
Fig 3.9. Ping desde PC1 hacia PC2, y las diferentes interfaces VLAN del server 
 
3.2. Spanning Tree Protocol 
 
El Spanning Tree Protocol (STP) es un protocolo de red de nivel 2. Se utiliza 
para evitar la presencia de bucles en una red, activando y desactivando los 
puertos de un puente o switch de forma transparente a los equipos de usuario.  
 
Los bucles se producen cuando existen rutas alternativas entre switches 
(necesarios para proporcionar enlaces redundantes). Si no se aplicase el 
protocolo de STP, los conmutadores reenviarían de forma indefinida las tramas 
broadacast y multicast, creando un bucle infinito que provocaría el consumo del 
ancho de banda disponible en la red en poco tiempo, pudiendo, incluso, 
inutilizarla. 
 
Para permitir que existan los enlaces redundantes pero que las tramas de nivel 
2 inutilicen una red, se utiliza STP que calcula una única ruta libre de bucles 
entre los conmutadores de una red, desactivando y reservando los enlaces 
redundantes, que serán utilizados en caso de fallo. Por lo tanto, el árbol de 
expansión permanece invariable hasta que se produce un cambio de topología, 
momento en el que se recalcularían las rutas y se activarían o desactivarían el 
resto de enlaces. 
 
La configuración del STP debe seguir una serie de pasos y se realiza mediante 
mensajes de comunicación llamados BPDU (Bridge Protocol Data Units): 
 
1. Switch raíz. El puente o switch raíz será el encargado de notificar un 
cambio de topología al resto de la red y es el puente con un BID (Brigde 
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IDentifier) menor. El BID es la prioridad del puente + MAC del puente. 
Cuando un switch se enciende, se cree puente raíz y envía BPDU de 
configuración con su BID. El resto de puentes operan de igual forma. Cada 
puente reenvía las BPDU que recibe y sustituye su valor de BID por el BID 
menor (si es que lo hay). Todos los puertos de un puente raíz, serán, 
generalmente, puertos designados. 
 
2. Puertos raíz. Por cada puente, exceptuando el puente raíz, deberá existir 
un puerto raíz, que será el que tenga un coste menor hasta el puente raíz. 
Si en un mismo puente, existen más de un puerto con el mismo coste, el 
puerto raíz se verá definido en función del puerto del switch que envía la 
BPDU de configuración con una prioridad menor. 
 
3. Puertos designados. Por cada dominio de colisión, deberá existir un 
puerto designado, que será el que pertenezca al puente con un coste 
menor hasta el puente raíz. Si hay empate, será puerto designado el que 
pertenezca al puente de menor BID. 
 
4. Puertos bloqueados. Los puertos restantes, que no sean ni raíz ni 
designados, deberán bloquearse.  
 
Si se produce un cambio de topología en la red (porque se añade un nuevo 
switch, porque se cambia la prioridad de un switch…) el proceso empieza de 
nuevo. Será el nuevo puente raíz el que notifique el cambio al resto de puentes. 
3.2.1 Escenario de estudio 
 
En el escenario actual, mostrado en la figura Fig 3.10., crearemos un 
laboratorio de NetKit para conocer en detalle la configuración del Spanning 
Tree Protocol (STP). Primero, realizaremos las configuraciones necesarias 
para el arranque del laboratorio y, posteriormente, analizaremos 
detalladamente los resultados obtenidos. En este caso, la configuración no la 
realizaremos máquina a máquina, sino que crearemos el árbol de carpetas y 
los archivos necesarios para que las máquinas virtuales arranquen ya 
configuradas y, simplemente, comprobaremos que los resultados obtenidos 
concuerdan con los resultados teóricos. 
 
 
 
Fig 3.10. Esquema de red del laboratorio STP 
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3.2.2 Desarrollo 
 
Primero, creamos una carpeta LAB_STP y, dentro, una carpeta por cada 
máquina virtual. En la raíz, crearnos tantos archivos de “arranque” (X.startup) 
como máquinas tengamos y, por último, un archivo de configuración (lab.conf). 
 
 
Fig 3.11. Árbol de carpetas del laboratorio STP 
El primer archivo que configuraremos será el de configuración: 
 
export LAB_VERSION='1.0' 
export LAB_AUTHOR='Kia' 
export LAB_DESCRIPTION='STP' 
 
# Con esta orden, elegimos el orden de arranque de cada MV 
machines="b1 b2 b3 b4 b5" 
 
# En las siguientes líneas se configuran las interfaces de # cada MV y 
el dominio de colisión al que pertenecen 
b1[0]="1" 
b1[1]="4" 
b1[2]="2" 
b2[0]="1" 
b2[1]="3" 
b3[0]="3" 
b3[1]="4" 
b4[0]="5" 
b4[1]="4" 
b5[0]="2" 
b5[1]="5" 
Fig 3.12. Archivo de configuración del laboratorio (lab.conf) 
 
El siguiente paso es configurar cada archivo de arranque de cada una de los 
switch. En el apartado A.1. del anexo A se encuentran todos los ficheros de 
configuración para este laboratorio. 
 
ifconfig eth0 hw ether 00:00:0C:10:15:04 up 
ifconfig eth1 hw ether 10:00:00:00:00:02 up 
ifconfig eth2 hw ether 10:00:00:00:00:03 up 
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# Asignamos cada interfaz a un puerto del switch 
brctl addbr br0 
brctl addif br0 eth0 
brctl addif br0 eth1 
brctl addif br0 eth2 
ifconfig br0 up 
 
# Configuramos la prioridad de este switch 
brctl  setbridgeprio br0 273 
 
# Configuramos el coste de cada puerto 
brctl setpathcost br0 eth0 10 
brctl setpathcost br0 eth1 10 
brctl setpathcost br0 eth2 10 
 
# Activamos el STP 
brctl stp br0 yes 
Fig 3.13. Archivo b1.startup 
 
Una vez están creados estos archivos arrancamos el laboratorio. Para hacerlo, 
desde terminal de la máquina host, nos situamos en la raíz de LAB_STP y 
ejecutamos el comando: 
 
Netkit/$ vstart lstart 
Fig 3.14. Comando de ejecución del laboratorio 
Cuando se hayan cargado todas las máquinas virtuales, se estará realizando la 
configuración del STP. Comprobaremos en cada uno de los switch cuál de ellos 
es raíz y cuáles son los puertos raíz, designados y bloqueados de cada uno de 
ellos. 
 
Para comprobar cada switch utilizaremos el comando “brctl showstp br0” 
en cada uno. 
 
El bridge de más baja prioridad será el puente raíz y todos sus puertos serán 
designados. Lo comprobamos en la figura Fig 3.15. 
 
En la Fig 3.16 observamos que para el switch b2, su puerto #1 será el puerto 
raíz. El puerto #2 puede ser designado o estar bloqueado. Se decidirá en 
función de la prioridad del mismo puerto y el puerto de b3 del mismo dominio 
de colisión.  
 
Para el b3, el puerto #1 estará bloqueado ya que, como vemos en la Fig 3.16., 
el puerto #2 de b2 es el designado en ese dominio de colisión. Por tanto, el 
puerto #2 de b3 será el puerto raíz. 
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Fig 3.15. Comprobación del switch raíz (b1) tras STP 
 
 
 
Fig 3.16. Estado del switch b2 tras STP 
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Fig 3.17. Estado de b3 tras STP 
 
Para el switch br5, su puerto raíz será el #1. El puerto #2 puede ser designado 
o estar bloqueado, dependiendo de su prioridad respecto al #1 de b4. 
 
 
Fig 3.18. Estado de b5 tras STP 
 
Finalmente, br4 tendrá su puerto #1 bloqueado y su puerto #2 será el puerto 
raíz. 
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Fig 3.19. Estado de b4 tras STP 
 
La configuración de STP se ha realizado de forma correcta. Ahora, vamos a 
realizar un cambio de topología modificando la prioridad de br1, que pasará de 
de 273 a 1637, con “brctl setbridgeprio br0 1637”. Deberemos notar 
que el proceso de STP se realizará nuevamente, cambiando los puertos raíz, 
designados y bloqueados de los switch. 
 
Ahora, el switch raíz será br2, por lo tanto, todos sus puertos serán designados. 
 
 
Fig 3.20. b2 nuevo switch raíz tras cambio de topología 
 
Los switch que sufrirán un cambio, aparte de b2, serán b1 y b3. Como las 
prioridades de b4 y b5 no han cambiado y el coste de llegada al switch raíz es 
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el mismo, sus puertos raíz, designados y bloqueados son los mismos que antes 
del cambio de topología. 
 
Por tanto, en b1, el puerto #1 será raíz y el puerto #3 designado. La única 
decisión que queda por tomar es quien es puerto designado y bloqueado entre 
b1 y b3. 
 
 
Fig 3.21. Estado de b1 tras cambio de topología 
 
Al incrementarse la prioridad del switch b1, el puerto #2 de b3 se convertirá en 
puerto designado, mientras que el puerto #2 de b1 se bloqueará. 
  
 
Fig 3.22. Estado de b3 tras cambio de topología 
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En b4 y b5, cómo ya hemos comentado, no habrá diferencias en cuanto a la 
configuración de sus puertos. Donde sí habrá diferencia será en el coste que 
tendrán para llegar al switch raíz b2. 
 
 
Fig 3.23. Estado de b4 tras cambio de topología 
 
 
Fig 3.24. Estado de b5 tras cambio de topología 
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3.3 Protocolos de enrutamiento. RIP 
 
Los protocolos de enrutamiento son softwares complejos que se ejecutan en 
tiempo real sobre un conjunto de routers, con el objetivo de actualizar su tabla 
de encaminamiento con los mejores caminos para conseguir la comunicación 
entre diferentes redes. Los objetivos de los protocolos de encaminamiento son: 
 
- Descubrir redes lejanas para establecer comunicación. 
- Mantener la información de enrutamiento actualizada. 
- Elegir el mejor camino en cada momento hacia las redes de destino. 
- Encontrar nuevas rutas en caso de que las que están en uso fallen. 
 
Frente al enrutamiento estático, el dinámico (con sus protocolos) se adaptan 
mejor a las grandes y complejas redes, aunque requieren de más conocimiento 
en su gestión. 
 
 
Fig 3.25. Comparativa entre enrutamiento dinámico y estático 
 
Existen diferentes protocolos de encaminamiento, en función de la variable 
para calcular las rutes: vector distancia (RIP, IGRP, EIGRP), estado del enlace 
(OSPF). También existen protocolos en función del tipo de sistema sobre el 
que actúan: BGP actúa sobre diferentes dominios (o sistemas autónomos), 
comunicándose los router externos de cada sistema entre ellos.  
 
El protocolo de encaminamiento RIP tiene, como características básicas: 
 
- Protocolo de encaminamiento basado en vector distancia. Para 
seleccionar la mejor ruta, se basa en el número de saltos entre routers. 
- El número máximo de saltos permitido es 15: si se superan, se entiende 
que la red “lejana” es inalcanzable. 
 
Actualmente, la versión de RIP que se utiliza es RIPv2. Su proceso de 
funcionamiento es el siguiente: 
 
1. Se activa el proceso RIP 
2. Se selecciona la versión 2. 
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3. Se ejecuta en resumen automático de las redes ya conocidas. 
4. Designación de las interfaces por las que no se envían actualizaciones 
del protocolo. 
5. Enumeración de las redes conectadas que forman parte del proceso de 
enrutamiento. 
 
Para conocer los detalles en profundidad, planteamos el siguiente laboratorio 
con diversos routers y en el que se forzará la caída de unos de los enlaces 
entre ellos. 
3.3.1 Escenario de estudio 
 
El objetivo para este laboratorio es comprobar el funcionamiento de un 
protocolo de enrutamiento como RIP cuando se produce un fallo en una 
conexión entre dos routers. Se creará el escenario mediante un laboratorio de 
NetKit, se comprobarán las tablas de encaminamiento de los routers, se forzará 
una rotura de enlace y se analizarán los mensajes de red transmitidos por el 
protocolo. 
 
 
Fig 3.26. Esquema de red de laboratorio de RIP 
Tabla 3.1. Direccionamiento de las interfaces de cada máquina virtual del 
laboratorio 
 
Direccionamiento  
Máquina virtual Interfaz Dirección IP 
PC1 eth0 192.168.1.1/24 
PC2 eth0 192.168.1.2/24 
PC3 eth0 192.168.1.3/24 
PC4 eth0 192.168.1.4/24 
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PC5 eth0 192.168.1.5/24 
Router R1 eth0 
eth1 
eth2 
192.168.1.100/24 
10.0.1.1/29 
10.0.5.1/29 
Router R2 eth0 
eth1 
eth2 
eth3 
192.168.2.100/24 
10.0.1.2/29 
10.0.2.2/29 
10.0.6.2/29 
Router R3 eth0 
eth1 
eth2 
eth3 
192.168.3.100/24 
10.0.2.3/29 
10.0.3.3/29 
10.0.7.3/29 
Router R4 eth0 
eth1 
eth2 
192.168.4.100/24 
10.0.3.4/29 
10.0.4.4/29 
Router R5 eth0 
eth1 
eth2 
eth3 
eth4 
192.168.5.100/24 
10.0.4.5/29 
10.0.5.5/29 
10.0.6.5/29 
10.0.7.5/29 
 
3.3.2 Desarrollo del laboratorio 
 
En este caso, y como en el escenario 3.2., se creará un árbol de carpetas para 
ejecutar el laboratorio de forma automática, facilitando de inicio el 
direccionamiento del escenario y las puertas de enlace y dejando al usuario, 
únicamente, la configuración del protocolo RIPv2. 
 
Para configurar este laboratorio, sin embargo, existen algunos cambios con 
respecto al del escenario 3.2. Los veremos paso a paso. Primero, en la figura 
Fig 3.27, observamos el árbol de carpetas con todos los archivos de 
configuración necesarios para el laboratorio. 
 
En este caso, para configurar RIP, necesitamos modificar los archivos del 
software zebra, que nos permite trabajar con los protocolos de 
encaminamiento. Para ello, colocamos dentro de las carpetas de todos los 
routers una nueva carpeta llamada  “etc”, dónde se alojarán la carpeta “zebra” 
que incluirá estos ficheros de configuración. Las figuras Fig 3.28 y Fig 3.29 
muestran la carpeta /etc/zebra del router R1. 
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Fig 3.27. Árbol de carpetas para el laboratorio 
 
 
Fig 3.28. Carpeta zebra dentro de etc 
 
 
Fig 3.29. Ficheros de configuración de RIP y zebra modificados. 
 
Una vez conocemos el árbol de carpetas, vamos a mostrar los archivos de 
configuración de cada máquina virtual y los ficheros de configuración de cada 
router. 
 
LAB_DESCRIPTION=’rip’ 
 
R1[0]=L1 
R1[1]=R1 
R1[2]=R5 
 
R2[0]=L2 
R2[1]=R1 
R2[2]=R2 
R2[3]=R6 
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R3[0]=L3 
R3[1]=R2 
R3[2]=R2 
R3[3]=R7 
 
R4[0]=L4 
R4[1]=R3 
R4[2]=R4 
 
R5[0]=L5 
R5[1]=R4 
R5[2]=R5 
R5[3]=R6 
R5[4]=R7 
 
R1[con1]=xterm 
R2[con1]=xterm 
R3[con1]=xterm 
R4[con1]=xterm 
R5[con1]=xterm 
 
PC1[0]=L1 
PC2[0]=L2 
PC3[0]=L3 
PC4[0]=L4 
PC5[0]=L5 
Fig 3.30. Archivo de configuración del laboratorio (lab.conf) 
 
Observamos en la figura Fig 3.30. que aparece un nuevo comando: 
RN[con1]=xterm, que nos permitirá crear un nuevo terminal para cada router, 
que tendrán asociados dos en este laboratorio: uno para la configuración de 
RIP y otro para las pruebas de conectividad. 
 
Los ficheros de .startup son similares para cada elemento de la red, por lo 
tanto, sólo mostraremos uno a modo de ejemplo. En el anexo A.2., se 
encuentran el resto de ficheros. Todos ellos se basan en el direccionamiento de 
la Tabla 3.1. 
 
ifconfig eth0 192.168.1.1 netmask 255.255.255.0 up 
route add default gw 192.168.1.100 dev eth0 
Fig 3.31. Fichero PC1.startup 
 
ifconfig eth0 192.168.1.100 netmask 255.255.255.0 up 
ifconfig eth1 10.0.1.1 netmask 255.255.255.248 up 
ifconfig eth2 10.0.5.1 netmask 255.255.255.248 up 
Fig 3.32. Fichero R1.startup 
 
Los ficheros de configuración del protocolo RIP son igualmente análogos entre 
ellos, por lo tanto mostramos los de R1. 
 
# This file tells the quagga package with daemons to start. 
# 
# Entries are in the format: <daemon>?(yes| no| priority) 
# 0, “no” = disabled 
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# 1, “yes” = highest priority 
# 2 .. 10 = lower priorities 
# Read /usr/share/doc/quagga/README.Debian for details. 
# 
# Sample configurations for these daemons can be found in 
# /usr/share/doc/quagga/examples/. 
# 
# ATTENTION. 
# 
#When activation a daemon at the first time, a config file, even if 
#it is empty has to be present *and* be owned by the user and group 
#“quagga”, else the daemon will not be started by /etc/init.d/quagga. 
#The permissions should be u=rw, g=r, o=. When using “vtysh” such a 
#config file is also needed. It should be owned by group “quaggavty” 
#and set to ug=rw, o= though. Check /etc/pam.d/quagga, too. 
# 
zebra=yes 
bgpd=no 
ospfd=no 
ospf6d=no 
ripd=yes 
ripngd=no 
isisd=no 
ldpd=no 
Fig 3.33. Fichero daemons donde se activa zebra y RIP en cada máquina 
virtual 
 
! -*- rip -*- 
!  
! RIPd sample configuration file 
! 
hostname riprot1 
password rip 
enable password ripadmin 
! debug rip events 
! debug rip packet 
! debug rip zebra 
! 
route rip 
redistribute connected 
network 10.0.0.0/19 
network 192.168.0.0/19 
! 
log file /var/log/quagga/ripd.log 
! 
smux peer .1.3.6.1.4.1.3317.1.2.3 
Fig 3.34. Fichero de configuración de RIP 
 
! -*- zebra -*- 
! 
! zebra sample configuration file 
! 
Hostname zebrarot1 
Password zebra 
Enable password zebraadmin 
 
Log file /var/log/quagga/zebra.log 
Smux peer .1.3.6.1.4.1.3317.1.2.3 
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Fig 3.35. Fichero de configuración de zebra 
 
Una vez definido el árbol de carpetas y creados los archivos de configuración 
necesarios, procedemos a arrancar el laboratorio. Cómo ya hemos comentado, 
en este caso, pese a tener diez máquinas virtuales, contaremos con quince 
ventanas, ya que los routers disponen de dos terminales cada uno. 
 
Para empezar, comprobaremos la conectividad entre PCs. Al no haber definido 
ninguna ruta estática, ni estar activado RIP, no debe de existir comunicación 
entre los PCs. En la Fig 3.36. observamos que todos los paquetes que se 
envían desde PC1 al resto de PCs, se pierden. 
 
 
Fig 3.36. Ping desde PC1 al resto sin ninguna ruta definida 
 
Para poder comparar con los resultados posteriores, vamos a capturar las 
tablas de enrutamiento de los diferentes routers sin activar ningún protocolo 
todavía. 
 
 
Fig 3.37. Rutas de R1 sin protocolos de enrutamiento 
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Fig 3.38. Rutas de R3 sin protocolos de enrutamiento 
 
 
Fig 3.39. Rutas de R3 sin protocolos de enrutamiento 
 
 
 
Fig 3.40. Rutas de R4 sin protocolos de enrutamiento 
 
 
Fig 3.41. Rutas de R1 sin protocolos de enrutamiento 
 
Para activar RIP, antes definiremos, para cada router, una captura de paquetes 
para analizarlos posteriormente en Wireshark. Para ello, en cada terminal 
“secundario” de los router, ejecutaremos una orden como la que se muestra en 
la figura Fig 3.42., para capturar paquetes por las interfaces deseadas (-i), no 
se traducirán direcciones en nombres (-n), el tamaño de los paquetes será de 
1600 bytes (-s) y se guardarán en un fichero .pcap para cada router (-w).  
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Fig 3.42. Captura tcpdump para cada router 
 
Una vez los cinco routers están capturando tráfico, procedemos a la activación 
de RIP en cada router. 
 
En las ventanas del terminal de cada uno, procederemos de la forma que se 
muestra en la figura Fig 3.43. 
 
 
Fig 3.43. Arranque de zebra 
 
Una vez arrancado zebra en todos los routers, comprobamos la conectividad 
entre los diferentes PCs. Por ejemplo, de PC1 a PC5. 
 
 
Fig 3.44. Ping de PC1 a PC5 tras activar RIP 
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En este punto, podemos parar las capturas de los routers, que analizaremos 
posteriormente. 
 
Ahora vamos a comparar las tablas de enrutamiento de cada router, para 
comprobar cómo se han actualizado. 
 
 
Fig 3.45. Rutas de R1 con RIP 
 
 
Fig 3.46. Rutas de R2 con RIP 
 
 
Fig 3.47. Rutas de R3 con RIP 
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Fig 3.48. Rutas de R4 con RIP 
 
 
Fig 3.49. Rutas de R5 con RIP 
 
Ahora, vamos a comprobar cuáles son algunas de las rutas escogidas por cada 
router. Para ello, ejecutamos un traceroute en uno de los PCs y 
comprobamos los saltos.  
 
- De PC1 a PC2 y PC5 sólo hay tres saltos. 
- De PC1 a PC3 y PC4 se dan cuatro saltos por routers diferentes. 
 
 
Fig 3.50. Traceroute entre PC1 y el resto de PCs 
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Una vez comprobada la conectividad entre todos los PCs del laboratorio, 
vamos a ver cómo actúa el RIP cuando uno de los enlaces cae. Para ello, 
forzamos que la interfaz eth2 de R5 deje de estar disponible. 
 
 
Fig 3.51. Interfaz eth2 de R5 caída 
 
Si ahora volvemos a hacer un traceroute entre PC1 y el resto de PCs, las 
rutas deberían haberse visto modificadas debido a la caída de eth2 de R5. Lo 
comprobamos en la captura Fig 3.52. 
 
 
 
Fig 3.52. Traceroute entre PC1 y el resto de PCs después de la caída de eth2 
de R5 
 
Una vez comprobado que el protocolo RIP funciona correctamente, vamos a 
analizar los mensajes que se han enviado los routers cuando éste se ha 
activado en cada uno de ellos.  
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Fig 3.53. Mensaje de petición de R1 
 
 
 
Fig 3.54. Mensaje de respuesta desde R2 a R1 con todas sus rutas conocidas 
 
Para terminar con este laboratorio, también podemos entrar a configurar, desde 
terminal, diferentes opciones del protocolo RIP. Desde cualquiera de los router 
accedemos, mediante telnet, a la configuración de zebra. Si observamos la Fig 
3.35., vemos que las contraseñas que hemos definido son “zebra” para el modo 
estándar y “zebraadmin” para el modo de administrador. 
 
En la Fig 3.55. observamos que podemos configurar la RIP mediante la interfaz 
vtysh, mostrar información del sistema, consultar quién está conectado a 
quagga… 
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Fig 3.55. Acceso desde R5 a la consola zebra para configurar parámetros RIP 
3.4 NAT 
 
La traducción de direcciones de red (Network Adress Translator, NAT) es un 
mecanismo que utilizan los routers IP para intercambiar paquetes entre dos 
redes que utilizan un direccionamiento incompatible. El router será capaz de 
“traducir” la dirección utilizada en los paquetes para que exista comunicación. 
 
Su uso más habitual es de permitir el uso de direcciones privadas para acceder 
a Internet. En una red privada se usan la cantidad de direcciones necesarias, 
pero para salir a Internet sólo una parte de direcciones públicas puede ser 
usada (las que estén contratadas con el ISP). 
 
3.4.1 Escenario de estudio 
 
El objetivo de la siguiente práctica es conectar los PC1 y PC2 con los 
servidores web que representan internet y acceder, mediante navegador de 
línea de comando, a la página html por defecto de uno de ellos. 
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Fig 3.56. Esquema de red del laboratorio de NAT 
 
3.4.2 Desarrollo 
 
En este caso, vamos a utilizar el software NetGui que, como ya hemos 
comentado en el apartado 2.6. de esta memoria, le añade una capa gráfica a 
NetKit. El método de creación de máquinas virtuales es muy simple: desde la 
interfaz del software añadimos los equipos necesarios. Una vez creadas las 
conexiones entre ellos, configuramos cada máquina de forma individual. 
 
Una vez creadas las máquinas virtuales como se muestra en la Fig 3.57, 
definiremos el direccionamiento de cada interfaz. 
 
- PC1, PC2 y RouterCasa(0) tienen un direccionamiento privado en la red 
192.168.1.0 
- RouterCasa(1) y RouterISP(0) tienen un direccionamiento en la red 
80.0.0.0 
- RouterISP(1), WServer1 y Wserver2 tienen un direccionamiento en la 
red 90.0.0.0 
 
Fig 3.57. Escenario de estudio desarrollado en NetGui 
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Para configurarlas, utilizaremos el siguiente comando en cada una de las 
interfaces: ifconfig eth0 192.168.1.2. 
 
 
Fig 3.58. Direccionamiento de PC1 
 
Una vez configuradas todas las interfaces, podemos comprobar la conectividad 
entre elementos. Si hacemos ping desde PC1 hasta RouterCasa: 
 
 
Fig 3.59. Ping desde PC1 hasta la interfaz LAN de RouterCasa 
 
Cómo podemos observar en la captura Fig 3.59, podemos alcanzar la interfaz 
local, ya que están en el mismo dominio de colisión. En cambio, la red 80.0.0.0 
no es alcanzable. Para que sean visibles las dos redes, hay que definir en PC1 
el gateway por defecto: 
 
root@PC1:~# route add default gw 192.168.1.1  
 
Volvemos a comprobar: 
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Fig 3.60. Ping desde PC1 hasta la interfaz WAN de RouterCasa 
 
Una vez definida la ruta, comprobamos la conexión entre PC1 y RouterISP: 
 
 
Fig 3.61. Ping desde PC1 hasta RouterISP sin NAT 
 
No existe comunicación entre ellas pese a que el enrutamiento es correcto. El 
problema está en que el direccionamiento de la red local es privado y el 
RouterCasa no está haciendo la traducción de direcciones y, por lo tanto, las 
peticiones de ping que estamos realizando a las máquinas que no son de la red 
local, no saben cómo contestar los ping. Para solucionarlo, añadiremos una  
regla de iptables: 
 
root@ROUTERCASA:~# iptables –t nat –A –POSROUTING –o eth1  –j SNAT --
to-source 80.0.0.2 
Fig 3.62. Comando para la configuración de NAT en RouterCasa 
 
Si repetimos el ping: 
 
 
Fig 3.63.  Ping desde PC1 hasta RouterISP tras configurar NAT 
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Ahora ya tenemos comunicación entre la red local y la red 80.0.0.0. 
Comprobamos si podemos comunicarnos, finalmente, con uno la red de 
servidores (Fig 3.64). 
 
 
Fig 3.64. Ping desde PC1 hasta WebServer1 sin éxito 
 
No existe comunicación, pero no por problema de NAT. Todavía queda añadir 
la ruta entre los dos Routers: 
 
root@ROUTERCASA:~# route add default gw 80.0.0.1 
 
Si probamos, nuevamente: 
 
 
Fig 3.65. Ping desde PC1 hasta WebServer1 con éxito tras configurar la ruta 
entre routers. 
 
Ahora que ya tenemos conectividad entre todos los elementos de la red, 
utilizaremos el navegador web Lynx desde PC1 para acceder a la página web 
html por defecto del WebServer1. 
 
Primero, activaremos el servicio apache en WebServer1 mediante 
/etc/init.d/apache2 start. 
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Una vez el servidor web está funcionando, únicamente nos queda acceder 
desde PC1 al servidor WebServer1 mediante Lynx: lynx 90.0.0.2 
 
Si todo ha funcionado correctamente, deberíamos ver una página como la que 
se muestra en Fig 3.66. 
 
 
Fig 3.66. Conexión desde PC1 al servidor web de WebServer1 mediante lynx. 
 
3.5 FTP y Firewall 
 
En este apartado se desarrollan varios protocolos y aplicaciones dentro de un 
mismo laboratorio. 
3.5.1 FTP 
 
El protocolo de transferencia de archivos (FTP) permite la transferencia de 
archivos entre sistemas conectados en una red TCP. Se basa en una 
arquitectura cliente-servidor, donde el cliente accede al servidor para descargar 
o enviar archivos, de forma independiente del sistema operativo que utilice 
cada equipo. 
 
En Linux, se pueden utilizar una amplia variedad de software dedicados a FTP. 
En nuestro caso, utilizaremos ProFTPd que ya viene incluido en el kernel 
original de NetKit. 
 
3.5.2 Firewall 
 
Un firewall (cortafuegos) es un dispositivo que filtra el tráfico entre redes. 
Puede ser físico o un software sobre un sistema operativo. Su principal función 
es la de establecer unas reglas de filtrado con las que se decide si una 
conexión determinada puede establecerse entre dos redes o no.  
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El firewall no sólo es capaz de decidir si un paquete atraviesa una red o no, 
también puede modificar o convertir los paquetes entre dos redes. 
 
IPtables es un sistema de firewall que forma parte del sistema operativo de 
Linux, por lo que no es necesario activarlo previamente como un servicio. 
Simplemente, se deben definir las reglas mediante el propio comando 
iptables.  
 
Las normas que se pueden definir son: 
 
- Input/output para los paquetes que se reciben en la máquina. 
- Forward para los paquetes que se envían desde la máquina. 
 
Además, se pueden utilizar otras reglas. Por ejemplo, de NAT: 
 
- Prerouting/Postrouting para redireccionar puertos o cambiar 
direcciones IP de origen y destino. 
 
También se pueden utilizar reglas destinadas a modificar paquetes o 
datagramas, como: mangle. 
 
3.5.3 Escenario de estudio 
 
En este laboratorio tenemos dos servidores FTP: uno alojado en Servidor y el 
otro en PC3. El objetivo principal es conectarse desde Internet a ambos 
servidores FTP y descargar información de ellos. Las direcciones IP y las rutas 
están predefinidas gracias a los ficheros de configuración de las máquinas, así 
como el servidor proftpd de cada servidor. A medida que avance el laboratorio, 
iremos añadiendo reglas del firewall para comprobar las restricciones que nos 
permite asignar NetKit. 
 
 
Fig 3.67. Esquema de red del laboratorio de FTP y Firewall 
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Tabla 3.2. Direccionamiento de las interfaces de cada máquina virtual del 
laboratorio 
 
Direccionamiento 
Máquina virtual Interfaz Dirección IP 
PC1 eth0 10.1.1.11/08 
PC2 eth0 10.1.1.12/08 
PC3 eth0 10.1.1.13/08 
Servidor eth0 
eth1 
10.1.1.1/08 
202.135.187.131/26 
Router eth0 
eth1 
143.102.212.109/24 
202.135.187.129/26 
Internet eth0 143.102.212.100/24 
 
3.5.4 Desarrollo 
 
Como en los escenarios 3.2 y 3.3, la creación de las máquinas virtuales y su 
direccionamiento, se harán de forma automática mediante el árbol de carpetas 
que se muestra en Fig. 3.68. 
 
 
Fig 3.68. Árbol de carpetes para el laboratorio 
 
LAB_DESCRIPTION='NATFirewall' 
LAB_VERSION='2.1' 
LAB_AUTHOR='Kia' 
 
PC1[0]=A 
PC2[0]=A 
PC3[0]=A 
SERVIDOR[0]=A 
SERVIDOR[1]=B 
ROUTER[1]=B 
ROUTER[0]=C 
INTERNET[0]=C  
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Fig 3.69. Fichero de configuración de laboratorio lab.conf 
 
Los servidores FTP estarán alojados en Servidor y PC3. Dentro de las carpetas 
de cada una de estas máquinas estarán alojados los ficheros de configuración 
de proFTPd que reproducimos, parcialmente, en la Fig 3.70 (Para consultar el 
fuchero completo, dirigirse a Anexo A.3.5). El servidor FTP de Servidor utiliza el 
puerto 20, mientras que el de PC3 utiliza el puerto 21. 
 
#/etc/proftpd/proftpd.conf -- This is a basic ProFTPD configuration 
#file. 
#To really apply changes reload proftpd after modifications. 
# Includes DSO modules 
 
Include /etc/proftpd/modules.conf 
IdentLookups   off 
 
ServerName   "SERVIDOR" 
ServerType   standalone 
DeferWelcome  off 
# Port 21 is the standard FTP port. 
Port    20 
 
# Set the user and group that the server normally runs at. 
User    proftpd 
Group    nogroup 
Fig 3.70. Parte del fichero configuración ProFTPd del Servidor 
 
En este laboratorio existe una carpeta llamada Shared, que contiene los 
archivos que están alojados en los servidores FTP, gracias a la carpeta skel, 
que permite copiar dichos archivos en el home de éstos servidores FTP. 
 
 
Fig  3.71. Contenido de los servidores FTP gracias a skel 
 
Para definir los usuarios permitidos en los servidores FTP, lo haremos gracias 
al fichero de arranque de este equipo “transparente” shared, mostrado en la 
figura Fig 3.72. 
 
echo "Descargando de... $HOSTNAME" > /etc/skel/local_$HOSTNAME.txt 
useradd -d /home/kia -m -p 123kia kia 
useradd -d /home/comprador -m -p 123com comprador 
echo "Cosas de Kia" > /home/kia/kia.txt 
echo "Cosas de Visitante" > /home/comprador/comprador.txt 
chmod 777 /home/* -R 
rm /etc/shadow -f 
mv /etc/shadow.new /etc/shadow 
Fig 3.72. Fichero shared.startup 
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El resto de archivos de arranque únicamente contienen el direccionamiento IP y 
algunas rutas estáticas. Se pueden consultar en el Anexo A.3. 
 
Primero, comprobaremos que existe comunicación entre Internet y Servidor. 
Nos conectaremos mediante FTP desde el primero hasta el segundo y 
probaremos uno de los usuarios y su contraseña. Para ello, activamos el 
servidor FTP en Servidor para, posteriormente, conectarnos a él. Recordemos 
que el puerto para Servidor es el 20. 
 
 
Fig  3.73. Conexión desde Internet al servidor FTP de Servidor 
 
Ahora comprobamos la conexión FTP entre Internet y PC3, una vez activado el 
servidor en este último. 
 
 
Fig  3.74. Conexión desde Internet al servidor FTP de PC3 
 
Al no haber definido ninguna regla NAT, es imposible que exista comunicación 
entre ellos. 
 
Para solucionarlo, definiremos las reglas NAT en el propio Servidor. Primero, 
activamos el forwarding IP, que permite el paso de paquetes entre las 
diferentes interfaces. Luego, definimos las reglas NAT. Lo comprobamos en la 
Fig 3.75. 
 
 
Fig  3.75. Reglas NAT en Servidor. 
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Comprobamos la conectividad entre PC3 e Internet. 
 
 
Fig  3.76. Ping entre PC3 e Internet con éxito 
Ahora añadimos en Servidor una nueva regla del firewall que nos permitirá 
derivar todo el tráfico entrante desde Internet por el puerto 21 hacia el servidor 
FTP de PC3. 
 
 
Fig  3.77. Comando que permite redireccionar el tráfico del puerto 21 hacia el 
servidor FTP de PC3 
También vamos a rechazar todo el tráfico que recibe el servidor por el puerto 
20. 
 
 
Fig  3.78. Comando que rechaza el tráfico entrante en Servidor por el puerto 20 
 
Ahora comprobaremos a qué servidores FTP podemos acceder desde Internet. 
Para observar el tipo de paquetes que se envían, podemos capturar el tráfico 
de la red desde PC1 o PC2. 
 
Desde Internet a la dirección IP pública de servidor, comprobamos que 
tenemos conectividad y podemos descargar archivos desde el servidor FTP de 
PC3. 
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Fig  3.79. Conexión FTP entre Internet y servidor FTP de PC3 con descarga 
 
En la Fig 3.80. observamos los mensajes FTP entre Internet y PC3 para 
autenticar al usuario, mostrar los archivos, descargar uno de ellos… 
 
 
Fig  3.80. Captura de paquetes de conexión al servidor FTP de PC3 
Si nos intentamos conectar al servidor FTP de Servidor, debemos obtener un 
mensaje de rechazo de la conexión, ya que así hemos configurado el firewall. 
Lo comprobamos en la Fig 3.81. 
 
 
Fig  3.81. Descarte de la conexión FTP entre Internet y Servidor 
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CAPÍTULO 4. CONCLUSIONES 
 
El principal objetivo de este Trabajo de Final de Carrera era probar diferentes 
escenarios de red sobre un software de virtualización open source para permitir 
la reducción de costes tanto al alumnado como a los centros educativos y 
ayudar a afianzar los conocimientos a los alumnos que cursen estudios 
relacionados con las telecomunicaciones. 
 
En el primer escenario intentamos reproducir el funcionamiento de una red 
VLAN. Se crean, de forma manual, cuatro máquinas virtuales siendo una de 
ellas un switch y el resto PCs. Los PCs están conectados a diferentes VLAN y 
se pretendía demostrar que no existía comunicación entre los que pertenecían 
a VLAN diferentes. 
 
En el segundo escenario, de STP, se introducía el concepto de laboratorio de 
NetKit. Después de crear las carpetas y archivos de configuración necesarios, 
se pretendía analizar el comportamiento del protocolo STP al arrancarse 
diversas máquinas virtuales que hacían las funciones de switch. Después de 
observar los resultados del laboratorio, que concuerdan con los resultados 
teóricos, se cambia la prioridad de unos de los switch y se comprueba que se 
cumple lo que dice el protocolo sobre los cambios de topología. 
 
El escenario de RIP, protocolo de enrutamiento dinámico, se crea una red de 
máquinas virtuales funcionando como routers. Se analizan las tablas de 
enrutamiento, que concuerdan con la teoría, y se realiza un corte de uno de los 
enlaces para comprobar que se actualizan las tablas como deberían, según la 
teoría de RIPv2. 
 
En el cuarto escenario, de NAT, se introduce la interfaz gráfica en NetKit: 
NetGui. Pese a que a priori debería facilitar la creación de escenarios 
complejos, no resulta tan útil como esperábamos. Es cierto que al crear el 
escenario se obtiene una representación visual de la red, pero al tener que 
configurar cada máquina virtual de forma manual, se dilata al proceso de 
creación del escenario. Por tanto, pese a que esperábamos que fuese útil, no 
es demasiado recomendable. Después de este escenario, podemos concluir 
que para crear escenarios de red complejos, el mejor método es el de crear 
laboratorios de NetKit. En cuanto al NAT, el escenario se desarrolla como se 
esperaba, siendo imposible la conexión entre los PCs del área local y los 
Servidores Web mientras no está activado el NAT en los router del escenario. 
 
En el quinto, y último, escenario se vuelve a crear un laboratorio de NetKit para 
probar el funcionamiento de un servidor de FTP además de las funcionalidades 
de firewall que permite NetKit. Se desarrollan diferentes pruebas en las que se 
descargan datos de varios servidores FTP y se restringe el paso a otros, 
comprobando que funcionan ambos protocolos sin problemas. 
 
Después de realizar estos cinco escenarios de diferentes capas de la pila OSI, 
NetKit ha demostrado ser un software versátil y fiable, que ayuda a los alumnos 
a afianzar sus conocimientos sobre redes telemáticas y, también, a los 
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profesores, que tienen en su mano una forma simple de entregar a sus 
alumnos, de forma diferente a la habitual, una serie de prácticas para que éstos 
puedan trabajarlos de forma individual y en sus lugares habituales de estudio, 
sin depender de los laboratorios de la escuela o la universidad. 
 
NetKit es un software que emula, gracias a UML, un sistema operativo Linux, 
por tanto, las líneas futuras de investigación son muy diversas. Se pueden 
realizar muchas otras prácticas docentes con diferentes protocolos. Nos 
hubiese gustado, por ejemplo, trabajar más protocolos de enrutamiento 
dinámico, ya que durante la carrera aparecen en varias asignaturas. Por tanto, 
probar escenarios de OSPF o BGP, que NetKit implementa, podría ser buenos 
puntos de partida para desarrollar este trabajo.  
 
Además, NetKit, permite trabajar con máquinas virtuales con el kernel 
modificado, con lo que el abanico de laboratorios se amplía aún más. Uno de 
los laboratorios que teníamos en mente era el que probaba el funcionamiento 
de los protocolos de routers redundantes VRRP, pero se debía modificar el 
kernel que, seguramente, daría para otro TFC. 
 
En cuanto al impacto medioambiental, el poder conseguir emular diferentes 
equipos sobre una única máquina implica la reducción en el uso de energía 
eléctrica, además de producir menos desechos electrónicos. Los equipos 
requeridos para trabajar con NetKit no precisan de ningún requerimiento 
energético especial (como salas refrigeradas), por tanto, cualquier ordenador 
que cumpla con los estándares energéticos actuales es válido.  
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ANEXO A. Ficheros de configuración 
 
A.1. Escenario Spanning Tree Protocol (3.2) 
 
ifconfig eth0 hw ether 00:00:0C:20:A0:30 up 
ifconfig eth1 hw ether 20:00:00:00:00:02 up 
 
# Asignamos cada interfaz a un puerto del switch 
brctl addbr br0 
brctl addif br0 eth0 
brctl addif br0 eth1 
ifconfig br0 up 
 
# Configuramos la prioridad de este switch 
brctl  setbridgeprio br0 546 
 
# Configuramos el coste de cada puerto 
brctl setpathcost br0 eth0 10 
brctl setpathcost br0 eth1 10 
 
# Activamos el STP 
brctl stp br0 yes 
Fig A.1.  Fichero de configuración b2.startup 
 
ifconfig eth0 hw ether 08:00:2B:51:11:21 up 
ifconfig eth1 hw ether 30:00:00:00:00:02 up 
 
# Asignamos cada interfaz a un puerto del switch 
brctl addbr br0 
brctl addif br0 eth0 
brctl addif br0 eth1 
ifconfig br0 up 
 
# Configuramos la prioridad de este switch 
brctl  setbridgeprio br0 819 
 
# Configuramos el coste de cada puerto 
brctl setpathcost br0 eth0 10 
brctl setpathcost br0 eth1 10 
 
# Activamos el STP 
brctl stp br0 yes 
Fig A.2.  Fichero de configuración b3.startup 
 
ifconfig eth0 hw ether 08:00:28:AA:50:30 up 
ifconfig eth1 hw ether 40:00:00:00:00:02 up  
 
# Asignamos cada interfaz a un puerto del switch 
brctl addbr br0 
brctl addif br0 eth0 
brctl addif br0 eth1 
ifconfig br0 up 
 
# Configuramos la prioridad de este switch 
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brctl  setbridgeprio br0 1092 
# Configuramos el coste de cada puerto 
brctl setpathcost br0 eth0 10 
brctl setpathcost br0 eth1 10 
 
# Activamos el STP 
brctl stp br0 yes 
Fig A.3.  Fichero de configuración b4.startup 
 
 
ifconfig eth0 hw ether 00:00:0C:02:10:03 up 
ifconfig eth1 hw ether 50:00:00:00:00:02 up 
 
# Asignamos cada interfaz a un puerto del switch 
brctl addbr br0 
brctl addif br0 eth0 
brctl addif br0 eth1 
ifconfig br0 up 
 
# Configuramos la prioridad de este switch 
brctl  setbridgeprio br0 1365 
 
# Configuramos el coste de cada puerto 
brctl setpathcost br0 eth0 10 
brctl setpathcost br0 eth1 10 
 
# Activamos el STP 
brctl stp br0 yes 
Fig A.4.  Fichero de configuración b5.startup 
 
A.2. Escenario RIPv2 (3.3) 
 
ifconfig eth0 192.168.2.1 netmask 255.255.255.0 up 
route add default gw 192.168.2.100 dev eth0 
Fig A.5.  Fichero de configuración PC2.startup 
 
ifconfig eth0 192.168.3.1 netmask 255.255.255.0 up 
route add default gw 192.168.3.100 dev eth0 
Fig A.6.  Fichero de configuración PC3.startup 
 
ifconfig eth0 192.168.4.1 netmask 255.255.255.0 up 
route add default gw 192.168.4.100 dev eth0 
Fig A.7.  Fichero de configuración PC4.startup 
 
ifconfig eth0 192.168.5.1 netmask 255.255.255.0 up 
route add default gw 192.168.5.100 dev eth0 
Fig A.8.  Fichero de configuración PC5.startup 
 
ifconfig eth0 192.168.2.100 netmask 255.255.255.0 up 
ifconfig eth1 10.0.1.2 netmask 255.255.255.248 up 
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ifconfig eth2 10.0.2.2 netmask 255.255.255.248 up 
ifconfig eth3 10.0.6.2 netmask 255.255.255.248 up 
Fig A.9.  Fichero de configuración R2.startup 
 
ifconfig eth0 192.168.3.100 netmask 255.255.255.0 up 
ifconfig eth1 10.0.2.3 netmask 255.255.255.248 up 
ifconfig eth2 10.0.3.3 netmask 255.255.255.248 up 
ifconfig eth3 10.0.7.3 netmask 255.255.255.248 up 
Fig A.10.  Fichero de configuración R3.startup 
 
ifconfig eth0 192.168.4.100 netmask 255.255.255.0 up 
ifconfig eth1 10.0.3.4 netmask 255.255.255.248 up 
ifconfig eth2 10.0.4.4 netmask 255.255.255.248 up 
Fig A.11.  Fichero de configuración R4.startup 
 
ifconfig eth0 192.168.5.100 netmask 255.255.255.0 up 
ifconfig eth1 10.0.4.5 netmask 255.255.255.248 up 
ifconfig eth2 10.0.5.5 netmask 255.255.255.248 up 
ifconfig eth3 10.0.6.5 netmask 255.255.255.248 up 
ifconfig eth4 10.0.7.5 netmask 255.255.255.248 up 
Fig A.12.  Fichero de configuración R5.startup 
 
! -*- rip -*- 
! 
! RIPd sample configuration file 
! 
! $Id: ripd.conf.sample,v 1.1.1.1 2002/12/13 20:15:30 paul Exp $ 
! 
hostname riprot2 
password rip 
enable password ripadmin 
! 
!debug rip events 
!debug rip packet 
!debug rip zebra 
! 
router rip 
redistribute connected 
network 10.0.0.0/19 
network 192.168.0.0/19 
 
! network 11.0.0.0/8 
! network eth0 
! route 10.0.0.0/8 
! distribute-list private-only in eth0 
! 
!access-list private-only permit 10.0.0.0/8 
!access-list private-only deny any 
log file /var/log/quagga/ripd.log 
!log stdout 
smux peer .1.3.6.1.4.1.3317.1.2.3 
Fig A.13.  Fichero de configuración RIP de R2 
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! -*- zebra -*- 
! 
! zebra sample configuration file 
! 
! $Id: zebra.conf.sample,v 1.1.1.1 2002/12/13 20:15:30 paul Exp $ 
! 
hostname zebrarot2 
password zebra 
enable password zebraadmin 
! 
! Interface's description.  
! 
!interface lo 
! description test of desc. 
! 
!interface sit0 
! multicast 
! 
! Static default route sample. 
! 
!ip route 0.0.0.0/0 203.181.89.241 
! 
log file /var/log/quagga/zebra.log 
smux peer .1.3.6.1.4.1.3317.1.2.10 
Fig A.14.  Fichero de configuración zebra de R2 
 
! -*- rip -*- 
! 
! RIPd sample configuration file 
! 
! $Id: ripd.conf.sample,v 1.1.1.1 2002/12/13 20:15:30 paul Exp $ 
! 
hostname riprot3 
password rip 
enable password ripadmin 
! 
!debug rip events 
!debug rip packet 
!debug rip zebra 
! 
router rip 
redistribute connected 
network 10.0.0.0/19 
network 192.168.0.0/19 
 
! network 11.0.0.0/8 
! network eth0 
! route 10.0.0.0/8 
! distribute-list private-only in eth0 
! 
!access-list private-only permit 10.0.0.0/8 
!access-list private-only deny any  
log file /var/log/quagga/ripd.log 
!log stdout 
smux peer .1.3.6.1.4.1.3317.1.2.3 
Fig A.15.  Fichero de configuración RIP de R3 
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! -*- zebra -*- 
! 
! zebra sample configuration file 
! 
! $Id: zebra.conf.sample,v 1.1.1.1 2002/12/13 20:15:30 paul Exp $ 
! 
hostname zebrarot3 
password zebra 
enable password zebraadmin 
! 
! Interface's description.  
! 
!interface lo 
! description test of desc. 
! 
!interface sit0 
! multicast 
! 
! Static default route sample. 
! 
!ip route 0.0.0.0/0 203.181.89.241 
! 
log file /var/log/quagga/zebra.log 
smux peer .1.3.6.1.4.1.3317.1.2.10 
Fig A.16.  Fichero de configuración zebra de R3 
 
! -*- rip -*- 
! 
! RIPd sample configuration file 
! 
! $Id: ripd.conf.sample,v 1.1.1.1 2002/12/13 20:15:30 paul Exp $ 
! 
hostname riprot4 
password rip 
enable password ripadmin 
! 
!debug rip events 
!debug rip packet 
!debug rip zebra 
! 
router rip 
redistribute connected 
network 10.0.0.0/19 
network 192.168.0.0/19 
 
! network 11.0.0.0/8 
! network eth0 
! route 10.0.0.0/8 
! distribute-list private-only in eth0 
! 
!access-list private-only permit 10.0.0.0/8 
!access-list private-only deny any  
log file /var/log/quagga/ripd.log 
!log stdout 
smux peer .1.3.6.1.4.1.3317.1.2.3 
Fig A.17.  Fichero de configuración RIP de R4 
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! -*- zebra -*- 
! 
! zebra sample configuration file 
! 
! $Id: zebra.conf.sample,v 1.1.1.1 2002/12/13 20:15:30 paul Exp $ 
! 
hostname zebrarot4 
password zebra 
enable password zebraadmin 
! 
! Interface's description.  
! 
!interface lo 
! description test of desc. 
! 
!interface sit0 
! multicast 
! 
! Static default route sample. 
! 
!ip route 0.0.0.0/0 203.181.89.241 
! 
log file /var/log/quagga/zebra.log 
smux peer .1.3.6.1.4.1.3317.1.2.10 
Fig A.18.  Fichero de configuración zebra de R4 
 
 
! -*- rip -*- 
! 
! RIPd sample configuration file 
! 
! $Id: ripd.conf.sample,v 1.1.1.1 2002/12/13 20:15:30 paul Exp $ 
! 
hostname riprot5 
password rip 
enable password ripadmin 
! 
!debug rip events 
!debug rip packet 
!debug rip zebra 
! 
router rip 
redistribute connected 
network 10.0.0.0/19 
network 192.168.0.0/19 
 
! network 11.0.0.0/8 
! network eth0 
! route 10.0.0.0/8 
! distribute-list private-only in eth0 
! 
!access-list private-only permit 10.0.0.0/8 
!access-list private-only deny any  
log file /var/log/quagga/ripd.log 
!log stdout 
smux peer .1.3.6.1.4.1.3317.1.2.3 
Fig A.19.  Fichero de configuración RIP de R5 
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! -*- zebra -*- 
! 
! zebra sample configuration file 
! 
! $Id: zebra.conf.sample,v 1.1.1.1 2002/12/13 20:15:30 paul Exp $ 
! 
hostname zebrarot5 
password zebra 
enable password zebraadmin 
! 
! Interface's description.  
! 
!interface lo 
! description test of desc. 
! 
!interface sit0 
! multicast 
! 
! Static default route sample. 
! 
!ip route 0.0.0.0/0 203.181.89.241 
! 
log file /var/log/quagga/zebra.log 
smux peer .1.3.6.1.4.1.3317.1.2.10 
Fig A.20.  Fichero de configuración zebra de R5 
 
A.3. Escenario Firewall y FTP (3.5) 
 
ifconfig eth0 143.102.212.100 netmask 255.255.255.0 up 
route add default gw 143.102.212.109 dev eth0 
Fig A.21.  Archivo de configuración INTERNET.startup 
 
ifconfig eth0 10.1.1.11 netmask 255.0.0.0 up 
route add default gw 10.1.1.1 dev eth0 
Fig A.22.  Archivo de configuración PC1.startup 
 
ifconfig eth0 10.1.1.12 netmask 255.0.0.0 up 
route add default gw 10.1.1.1 dev eth0 
Fig A.23.  Archivo de configuración PC2.startup 
 
ifconfig eth0 10.1.1.13 netmask 255.0.0.0 up 
route add default gw 10.1.1.1 dev eth0 
Fig A.24.  Archivo de configuración PC3.startup 
 
ifconfig eth0 143.102.212.109 netmask 255.255.255.0 up 
ifconfig eth1 202.135.187.129 netmask 255.255.255.192 up 
Fig A.25.  Archivo de configuración ROUTER.startup 
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ifconfig eth0 10.1.1.1 netmask 255.0.0.0 up 
ifconfig eth1 202.135.187.131 netmask 255.255.255.192 up 
route add default gw 202.135.187.129 dev eth1 
Fig A.26.  Archivo de configuración SERVIDOR.startup 
 
# 
# /etc/proftpd/proftpd.conf -- This is a basic ProFTPD configuration 
file. 
# To really apply changes reload proftpd after modifications. 
#  
 
# Includes DSO modules 
Include /etc/proftpd/modules.conf 
 
# Set off to disable IPv6 support which is annoying on IPv4 only 
boxes. 
UseIPv6    off 
# If set on you can experience a longer connection delay in many 
cases. 
IdentLookups   off 
 
ServerName   "PC3" 
ServerType   standalone 
DeferWelcome   off 
 
MultilineRFC2228  on 
DefaultServer   on 
ShowSymlinks   on 
 
TimeoutNoTransfer  600 
TimeoutStalled   600 
TimeoutIdle   1200 
 
DisplayLogin                    welcome.msg 
DisplayChdir                .message true 
ListOptions                 "-l" 
 
DenyFilter   \*.*/ 
 
# Use this to jail all users in their homes  
DefaultRoot   ~ 
 
# Users require a valid shell listed in /etc/shells to login. 
# Use this directive to release that constrain. 
# RequireValidShell  off 
 
# Port 21 is the standard FTP port. 
Port    21 
 
# In some cases you have to specify passive ports range to by-pass 
# firewall limitations. Ephemeral ports can be used for that, but 
# feel free to use a more narrow range. 
# PassivePorts                  49152 65534 
 
# If your host was NATted, this option is useful in order to 
# allow passive tranfers to work. You have to use your public 
# address and opening the passive ports used on your firewall as well. 
# MasqueradeAddress  1.2.3.4 
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# This is useful for masquerading address with dynamic IPs: 
# refresh any configured MasqueradeAddress directives every 8 hours 
<IfModule mod_dynmasq.c> 
# DynMasqRefresh 28800 
</IfModule> 
 
# To prevent DoS attacks, set the maximum number of child processes 
# to 30.  If you need to allow more than 30 concurrent connections 
# at once, simply increase this value.  Note that this ONLY works 
# in standalone mode, in inetd mode you should use an inetd server 
# that allows you to limit maximum number of processes per service 
# (such as xinetd) 
MaxInstances   30 
 
# Set the user and group that the server normally runs at. 
User    proftpd 
Group    nogroup 
 
# Umask 022 is a good standard umask to prevent new files and dirs 
# (second parm) from being group and world writable. 
Umask    022  022 
# Normally, we want files to be overwriteable. 
AllowOverwrite   on 
 
# Uncomment this if you are using NIS or LDAP via NSS to retrieve 
passwords: 
# PersistentPasswd  off 
 
# This is required to use both PAM-based authentication and local 
passwords 
# AuthOrder   mod_auth_pam.c* mod_auth_unix.c 
 
# Be warned: use of this directive impacts CPU average load! 
# Uncomment this if you like to see progress and transfer rate with 
ftpwho 
# in downloads. That is not needed for uploads rates. 
# 
# UseSendFile   off 
 
TransferLog /var/log/proftpd/xferlog 
SystemLog   /var/log/proftpd/proftpd.log 
 
<IfModule mod_quotatab.c> 
QuotaEngine off 
</IfModule> 
 
<IfModule mod_ratio.c> 
Ratios off 
</IfModule> 
 
 
# Delay engine reduces impact of the so-called Timing Attack described 
in 
# http://security.lss.hr/index.php?page=details&ID=LSS-2004-10-02 
# It is on by default.  
<IfModule mod_delay.c> 
DelayEngine on 
</IfModule> 
 
<IfModule mod_ctrls.c> 
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ControlsEngine        off 
ControlsMaxClients    2 
ControlsLog           /var/log/proftpd/controls.log 
ControlsInterval      5 
ControlsSocket        /var/run/proftpd/proftpd.sock 
</IfModule> 
 
<IfModule mod_ctrls_admin.c> 
AdminControlsEngine off 
</IfModule> 
 
# 
# Alternative authentication frameworks 
# 
#Include /etc/proftpd/ldap.conf 
#Include /etc/proftpd/sql.conf 
 
# 
# This is used for FTPS connections 
# 
#Include /etc/proftpd/tls.conf 
 
# A basic anonymous configuration, no upload directories. 
 
# <Anonymous ~ftp> 
#   User    ftp 
#   Group    nogroup 
#   # We want clients to be able to login with "anonymous" as well as 
"ftp" 
#   UserAlias   anonymous ftp 
#   # Cosmetic changes, all files belongs to ftp user 
#   DirFakeUser on ftp 
#   DirFakeGroup on ftp 
#  
#   RequireValidShell  off 
#  
#   # Limit the maximum number of anonymous logins 
#   MaxClients   10 
#  
#   # We want 'welcome.msg' displayed at login, and '.message' 
displayed 
#   # in each newly chdired directory. 
#   DisplayLogin   welcome.msg 
#   DisplayChdir  .message 
#  
#   # Limit WRITE everywhere in the anonymous chroot 
#   <Directory *> 
#     <Limit WRITE> 
#       DenyAll 
#     </Limit> 
#   </Directory> 
#  
#   # Uncomment this if you're brave. 
#   # <Directory incoming> 
#   #   # Umask 022 is a good standard umask to prevent new files and 
dirs 
#   #   # (second parm) from being group and world writable. 
#   #   Umask    022  022 
#   #            <Limit READ WRITE> 
#   #            DenyAll 
#   #            </Limit> 
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#   #            <Limit STOR> 
#   #            AllowAll 
#   #            </Limit> 
#   # </Directory> 
#  
# </Anonymous> 
Fig A.27.  Archivo de configuración proFTPd de PC3 proftd.conf 
 
# 
# /etc/proftpd/proftpd.conf -- This is a basic ProFTPD configuration 
file. 
# To really apply changes reload proftpd after modifications. 
#  
 
# Includes DSO modules 
Include /etc/proftpd/modules.conf 
 
# Set off to disable IPv6 support which is annoying on IPv4 only 
boxes. 
UseIPv6    off 
# If set on you can experience a longer connection delay in many 
cases. 
IdentLookups   off 
 
ServerName   "SERVIDOR" 
ServerType   standalone 
DeferWelcome   off 
 
MultilineRFC2228  on 
DefaultServer   on 
ShowSymlinks   on 
 
TimeoutNoTransfer  600 
TimeoutStalled   600 
TimeoutIdle   1200 
 
DisplayLogin                    welcome.msg 
DisplayChdir                .message true 
ListOptions                 "-l" 
 
DenyFilter   \*.*/ 
 
# Use this to jail all users in their homes  
DefaultRoot   ~ 
 
# Users require a valid shell listed in /etc/shells to login. 
# Use this directive to release that constrain. 
# RequireValidShell  off 
 
# Port 21 is the standard FTP port. 
Port    20 
 
# In some cases you have to specify passive ports range to by-pass 
# firewall limitations. Ephemeral ports can be used for that, but 
# feel free to use a more narrow range. 
# PassivePorts                  49152 65534 
 
# If your host was NATted, this option is useful in order to 
# allow passive tranfers to work. You have to use your public 
# address and opening the passive ports used on your firewall as well. 
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# MasqueradeAddress  1.2.3.4 
 
# This is useful for masquerading address with dynamic IPs: 
# refresh any configured MasqueradeAddress directives every 8 hours 
<IfModule mod_dynmasq.c> 
# DynMasqRefresh 28800 
</IfModule> 
 
# To prevent DoS attacks, set the maximum number of child processes 
# to 30.  If you need to allow more than 30 concurrent connections 
# at once, simply increase this value.  Note that this ONLY works 
# in standalone mode, in inetd mode you should use an inetd server 
# that allows you to limit maximum number of processes per service 
# (such as xinetd) 
MaxInstances   30 
 
# Set the user and group that the server normally runs at. 
User    proftpd 
Group    nogroup 
 
# Umask 022 is a good standard umask to prevent new files and dirs 
# (second parm) from being group and world writable. 
Umask    022  022 
# Normally, we want files to be overwriteable. 
AllowOverwrite   on 
 
# Uncomment this if you are using NIS or LDAP via NSS to retrieve 
passwords: 
# PersistentPasswd  off 
 
# This is required to use both PAM-based authentication and local 
passwords 
# AuthOrder   mod_auth_pam.c* mod_auth_unix.c 
 
# Be warned: use of this directive impacts CPU average load! 
# Uncomment this if you like to see progress and transfer rate with 
ftpwho 
# in downloads. That is not needed for uploads rates. 
# 
# UseSendFile   off 
 
TransferLog /var/log/proftpd/xferlog 
SystemLog   /var/log/proftpd/proftpd.log 
 
<IfModule mod_quotatab.c> 
QuotaEngine off 
</IfModule> 
 
<IfModule mod_ratio.c> 
Ratios off 
</IfModule> 
 
 
# Delay engine reduces impact of the so-called Timing Attack described 
in 
# http://security.lss.hr/index.php?page=details&ID=LSS-2004-10-02 
# It is on by default.  
<IfModule mod_delay.c> 
DelayEngine on 
</IfModule> 
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<IfModule mod_ctrls.c> 
ControlsEngine        off 
ControlsMaxClients    2 
ControlsLog           /var/log/proftpd/controls.log 
ControlsInterval      5 
ControlsSocket        /var/run/proftpd/proftpd.sock 
</IfModule> 
 
<IfModule mod_ctrls_admin.c> 
AdminControlsEngine off 
</IfModule> 
 
# 
# Alternative authentication frameworks 
# 
#Include /etc/proftpd/ldap.conf 
#Include /etc/proftpd/sql.conf 
 
# 
# This is used for FTPS connections 
# 
#Include /etc/proftpd/tls.conf 
 
# A basic anonymous configuration, no upload directories. 
 
# <Anonymous ~ftp> 
#   User    ftp 
#   Group    nogroup 
#   # We want clients to be able to login with "anonymous" as well as 
"ftp" 
#   UserAlias   anonymous ftp 
#   # Cosmetic changes, all files belongs to ftp user 
#   DirFakeUser on ftp 
#   DirFakeGroup on ftp 
#  
#   RequireValidShell  off 
#  
#   # Limit the maximum number of anonymous logins 
#   MaxClients   10 
#  
#   # We want 'welcome.msg' displayed at login, and '.message' 
displayed 
#   # in each newly chdired directory. 
#   DisplayLogin   welcome.msg 
#   DisplayChdir  .message 
#  
#   # Limit WRITE everywhere in the anonymous chroot 
#   <Directory *> 
#     <Limit WRITE> 
#       DenyAll 
#     </Limit> 
#   </Directory> 
#  
#   # Uncomment this if you're brave. 
#   # <Directory incoming> 
#   #   # Umask 022 is a good standard umask to prevent new files and 
dirs 
#   #   # (second parm) from being group and world writable. 
#   #   Umask    022  022 
#   #            <Limit READ WRITE> 
#   #            DenyAll 
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#   #            </Limit> 
#   #            <Limit STOR> 
#   #            AllowAll 
#   #            </Limit> 
#   # </Directory> 
#  
# </Anonymous> 
Fig A.28.  Archivo de configuración proFTPd de Servidor proftpd.conf 
 
 
 
 
 
 
 
