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Abstract—We analyze the performance of an interference-
limited, decode-and-forward, cooperative relaying system that
comprises a source, a destination, andN relays, placed arbitrarily
on the plane and suffering from interference by a set of
interferers placed according to a spatial Poisson process. In
each transmission attempt, first the transmitter sends a packet;
subsequently, a single one of the relays that received the packet
correctly, if such a relay exists, retransmits it. We consider
both selection combining and maximal ratio combining at the
destination, Rayleigh fading, and interferer mobility.
We derive expressions for the probability that a single trans-
mission attempt is successful, as well as for the distribution of the
transmission attempts until a packet is transmitted successfully.
Results provide design guidelines applicable to a wide range
of systems. Overall, the temporal and spatial characteristics of
the interference play a significant role in shaping the system
performance. Maximal ratio combining is only helpful when
relays are close to the destination; in harsh environments, having
many relays is especially helpful, and relay placement is critical;
the performance improves when interferer mobility increases;
and a tradeoff exists between energy efficiency and throughput.
I. INTRODUCTION
THE properties of interference have a significant impacton the performance of wireless systems [1], [2]. In broad
terms, a transmitter-receiver pair suffers from interference if
one or more signals from other transmitters add up with
the useful signal at the receiver, causing decoding errors,
necessitating the use of lower data rates, and ultimately leading
to a reduction of the overall network capacity [3].
The sum of the powers of all interfering signals at the
location of the receiver, which we call the interference power
at that location, critically affects the decoding; its expected
value is an important parameter that must be properly consid-
ered when designing a wireless system. However, the manner
in which interference power changes across time and space
should also be considered, especially in the design of temporal
and spatial diversity schemes [4]–[7]. We refer to the laws that
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govern the fluctuation of the interference power across time
and space as the interference dynamics.
This article applies methods from the theory of spatial
stochastic processes to create accurate interference dynamics
and study the effect of these on cooperative relaying (also
called cooperative diversity) [8]. Most research so far ana-
lyzed cooperative relaying without a careful consideration of
interference dynamics, and our work bridges this gap.
We consider a decode-and-forward cooperative relaying
system comprised of a source, a destination, and N relays.
The source sends packets to the destination using consecutive
two-slotted transmission attempts: in the first slot of each
attempt, the source transmits the packet. In the second slot,
one of the relays that received the packet, if such a relay
exists, retransmits it. The destination attempts to decode the
signal in both time slots; in the second time slot it uses either
selection combining or maximal ratio combining of the two
signals received from the source (in the first slot) and the relay
(in the second slot). If the transmission attempt fails, another
one is initiated at a later time. All links are subject to path
loss and Rayleigh fading.
Observe that the cooperative relaying scheme we employ
is straightforward; the major novelty of this work lies in
the analysis of the system under interference dynamics. In
particular, we assume that interferers are distributed accord-
ing to a spatial Poisson process. Three mobility models are
considered for them, according to which their locations at
different transmission attempts are fixed (modeling stationary
interferers), independent (modeling highly mobile interferers),
or correlated (modeling interferers with intermediate levels of
mobility).
In this setting, we find the probability that a single trans-
mission attempt is successful as well as the distribution of the
number of transmission attempts until a packet is successfully
transmitted. Our work offers several insights, some expected,
some not so expected:
• Cooperative relaying, even with a single available relay,
can significantly improve the performance of the system.
However, employing numerous relays only makes sense
in particularly harsh environments with increased inter-
ference and lack of reliable links between the source and
the destination.
• The best locations for placing the relays are in-between
the source and the destination, with a small bias towards
the destination. Their placement affects the performance
more drastically in harsh scenarios.
• Maximal ratio combining is only beneficial when the
relays are placed much closer to the source than to the
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destination.
• The performance improves as interferers become more
mobile and, hence, the success events at consecutive
attempts more uncorrelated.
• When interferers are mobile, we improve the energy
efficiency of the system by reducing its throughput, and
vice versa.
Overall, the contributions of this work improve our under-
standing of the performance of wireless systems in the pres-
ence of interference, providing insights on how interference
dynamics affects the packet delivery probability and the sys-
tem throughput. Hence, they are a step forward in the design
of wireless transmission schemes that operate efficiently in
interference-limited environments.
The rest of this paper is organized as follows. Section II
reviews the related literature and provides background for our
study. Section III describes the system under study and details
the modeling assumptions. The packet delivery probability
for a single transmission attempt is derived in Section IV.
An ARQ scheme, where multiple transmission attempts take
place until there is a successful one, is analyzed in Section V.
Finally, Section VI summarizes the main results and outlines
possible future extensions.
We note that a preliminary version of part of this work
(notably, the results shown in Section IV-C and a part of the
results provided in Section V) appeared in [9].
II. RELATED WORK
In cooperative relaying schemes, the communication be-
tween a source-destination pair is supported by one or more
cooperating relays. In recent years, starting with the seminal
work in [8], where the authors designed and compared a
wide range of practical relaying schemes and showed that
cooperation provides a significant resource gain compared
to non-cooperative solutions, the performance of cooperative
relaying has been studied intensely.
Despite the extend of research efforts on cooperative re-
laying, only few papers focus on the effect of interference
on the performance of such schemes. Notably, the capacity
of a communication system where two transmitter-receiver
pairs operate simultaneously, mutually causing interference, is
analyzed in [10]. There, cooperation is enabled by letting the
two transmitters help each other and as a result the proposed
cooperative scheme increases the network performance. The
tradeoff between the benefit of adopting cooperative relay-
ing and the interference generated by relays is highlighted
in [11] in terms of the sum-rate and energy efficiency of
a cooperative asynchronous multi-user scenario. Decode-and-
forward relaying schemes where cooperative transmissions
incur interference are studied in [12]. There, the authors derive
the outage probability and provide optimal energy allocation
strategies for an adaptive relay selection scheme.
Although these investigations take into account the influence
of interfering nodes on cooperative communications, they
do not use accurate models for the interference dynamics.
However, as we show in this work, the interference model
adopted significantly affects the derived performance.
A number of recent publications have focused on the effects
of interference dynamics on the performance of wireless
networks, specifically in the case where the interferers are
placed on the plane according to a spatial Poisson process.
In particular, Haenggi derives the outage probability, proba-
bilistic throughput, and ergodic capacity of network scenarios
represented by the vertices of an ‘uncertainty cube’ [4], which
models the main sources of uncertainty and correlation in the
network. A wider range of correlation sources is considered
by some of the authors of the article at hand in [13], where
the results of [4] are extended by considering various models
for the nodes’ locations, the temporal properties of fading, and
the traffic pattern of the nodes. Similar interference dynamics
are studied in [5] for obtaining the conditional probability of
outage in a network where different transmissions are affected
by the same set of interferers. The analysis is extended to the
cooperative domain in [9], where the authors of the article
at hand analyze the performance of a single-hop cooperative
system with one relay and a two-hop cooperative system with
two relays under the influence of interference powers that are
correlated across time and space. A similar system is studied
in [7], where the authors derive the outage probability of a
relaying scheme where the destination combines the signal
obtained from the source and from either a second source
transmission or a relay transmission; [7] also discusses the
diversity order of that cooperative system. The diversity order
is also studied in [14], in a Single-Input Multiple-Output
(SIMO) setting. More recently, the authors of [15], [16] study
the effects of interference dynamics on the performance of
maximal ratio combining.
The work at hand follows this line of research, i.e., studies
cooperative relaying where the interference dynamics comes
from modeling the placement of interferers according to a spa-
tial Poisson process. However, we consider multiple relays and
multiple packet retransmissions. Furthermore, we also study
the effect of mobility by providing analytical results for two
mobility models specifying the placement of interferers across
different transmission attempts and simulation results for a
third mobility model that bridges the gap between the other
two. These contributions represent an advance towards a better
theoretical understanding of cooperative relaying systems, and
help in the efficient design of practical cooperative relaying
systems operating in interference-limited scenarios.
III. MODELING ASSUMPTIONS
A. Communication Scheme
We study a decode-and-forward cooperative relaying system
where the communication between a source s and a destination
d is aided by a set of N relays {rn}Nn=1. Let s, d, and rn,
n = 1, . . . , N , denote both these nodes and their locations on
the plane, which do not change with time.
We adopt the following time-slotted cooperative relaying
scheme: the source transmits a packet during a particular
time slot; all relays and the destination attempt to decode
the transmission. Following the commonly adopted approach
of, e.g., [17], where a period of time right after the source’s
transmission is reserved for relays’ transmissions, we assume
that one of the relays that decoded the packet correctly,
if one exists, forwards the packet to the destination in the
immediately following time slot. We refer to the operation
of the nodes during these two time slots as a transmission
attempt (or simply attempt).
If the destination does not correctly decode the packet in
one of the two time slots, a new attempt, following the same
strategy, is carried out, so that the time that passes between
the starts of consecutive attempts is equal to the inter-attempt
time D0. Intuitively, D0 models the time needed for the source
to regain access to the channel through a medium access
protocol, and might be much larger than the duration of a
single slot.
Therefore, we have constrained our work to the case where
only a single node transmits the packet at any time slot. This
transmission strategy is not optimal, since allowing multiple
nodes to simultaneously transmit might lead to a higher packet
delivery probability. However, a system where multiple nodes
simultaneously transmit requires tight node synchronization
and possibly also the adoption of more advanced coding
techniques, such as distributed space-time block coding. Fur-
thermore, it was shown in [18] that a carefully constructed
system where a single, properly chosen relay forwards the
packet received from the source provides the same diversity
order as the one attained by a system where multiple relays
transmit simultaneously.
Also, we follow [18] and assume that if there is at least
one relay that can support the communication, the source-
destination pair can identify it and invoke its help. For the
case where there are multiple such relays, various methods for
selecting a particular one have been proposed; they include,
notably, contention between relays [19], [20] and selection
based on a table that stores information about the quality
of candidate relays [17], [21]. We dispense with specifying
a particular method, since the analysis of the relay selection
phase is outside the scope of this work.
B. Interference and Interferer Mobility Models
Transmissions may not be received successfully because
they are subject to co-channel interference. In particular, we
assume a set of (possibly mobile) interferers distributed on the
plane, at any given time, according to a Poisson point process
(PPP) Φ of intensity λ [22]. Let u ∈ Φ denote both a generic
interferer as well as its location.
We assume that each interferer transmits with probability p
during each time slot independently of the other interferers.
We further assume that interferers that are active during
the source’s transmission are also active during the relay’s
transmission in the subsequent time slot. This assumption
is motivated by the fact that, in most cases of interest,
interfering nodes are oblivious to the communication scheme
they interfere with.
Furthermore, we assume that in each transmission attempt
each interferer will be transmitting independently of whether
or not it transmitted in the previous ones. This is because
consecutive transmission attempts are separated by multiple
time slots, therefore the memory of whether a particular
interferer has transmitted during an attempt is lost by the time
the next attempt starts.
Regarding the movement of interferers, we study analyti-
cally two mobility models. The first model, which we call the
Stationary Interferer Model (SIM), assumes that the interferer
locations do not change over time, i.e., they remain fixed at all
time slots and transmission attempts, thus following a single
realization of the PPP Φ. Clearly, this model is appropriate
in the case of wireless networks where the interferers do not
move, or move very slowly.
The second model, which we call the Meteoric Interferer
Model (MIM), assumes that the positions of interferers during
a transmission attempt remain fixed, but follow independent
realizations of Φ during different transmission attempts. This
model captures the scenario in which the interferers are highly
mobile so that their locations during one transmission attempt
do not provide information about their locations during any
other transmission attempt, as these attempts are separated
by the inter-attempt time D0. On the other hand, as each
transmission attempt comprises only two time slots, it is
reasonable to assume that the locations of interferers remain
constant during these.
Clearly, these two models represent two opposite extremes
in the mobility of interferers. For this reason, apart from pro-
viding analytical results for them, we also provide simulation
results for a third mobility model that bridges the gap between
them.
The third mobility model, which we refer to as the Traveling
Interferer Model (TIM), is defined as follows: Interferer loca-
tions remain fixed during transmission attempts, but change
from one attempt to the next. This change in the location
of each interferer is determined by sampling an underlying
continuous mobility model under which interferers move along
straight lines with a constant speed v, common for all, and
a direction of travel randomly and independently chosen for
each interferer, uniformly in the interval [0, 2pi). Therefore, an
interferer moves a total distance of vD0 from one transmission
attempt to the next. Results for this model are obtained only
through Monte Carlo simulations.
C. Channel Model
The channel is modeled assuming path loss combined with
Rayleigh fading. In particular, the power received at d when
s transmits with power Ps is
Psd = hsdgsdPs, (1)
where the fading coefficient hsd models Rayleigh fading and is
an exponentially distributed random variable with mean equal
to unity1, and the strictly positive path loss coefficient gsd
represents path loss. Without loss of generality, we assume
that all transmitter powers are equal to unity. Similarly, hsn,
hnd, gsn and gnd denote the fading and path loss coefficients
of the links connecting s to rn and rn to d. We also denote
the fading and path loss coefficients of the links connecting u
1Note that in the case of Rayleigh fading, the amplitude of the signal is
Rayleigh distributed, and therefore the fading coefficient appearing in (1),
which is proportional to the received power, is exponentially distributed.
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Fig. 1. Example network scenario for N = 2 relays.
to rn and u to d with hun, hud, gun and gud. Fig. 1 shows
an example network with N = 2 relays.
All fading coefficients remain constant for the duration of
a transmission attempt, i.e., the two consecutive time slots
hosting the transmissions of the source and the relay. We
make this assumption since we have to assume, for reasons of
mathematical tractability, that fading coefficients are fixed for
the full duration of a single time slot; therefore, it is reasonable
to assume that they will also not change in the immediately
following slot. We note that analytical results when the fading
coefficients over two consecutive time slots are independent
are reported, for a related setting, in [7].
We also assume that the fading coefficients of the same
link at different transmission attempts are independent. Also,
the fading coefficients of different links at the same or at
different transmission attempts are independent, even if these
links share a single common node.
We do not adopt any particular model for the path loss
coefficients, and the expressions presented in this work are
valid for any model. In deriving all our numerical results, we
will use the following path loss model:
gsd = ‖s− d‖−α, (2)
where the path loss exponent α is set to α = 4. (Similar
expressions hold for all other transmitter-receiver pairs.) Note
that — as we assumed that the source, relays and the desti-
nation do not move — the path loss coefficients gsd, gsn and
gnd do not vary with time. On the other hand, depending on
the mobility model, the values of the path coefficients gun and
gud might vary across transmission attempts.
D. Receiver Model
We assume that communication is interference-limited, and
hence we neglect the effects of noise. The analysis can be
easily extended to include them, when the fading amplitudes
follow the Rayleigh distribution [1].
The transmission technology adopted is such that the relays
and destination correctly decode a transmitted packet if and
only if the signal to interference ratio (SIR) at their receiver
is higher than a threshold θ.
Finally, we consider two decoding rules at the destination,
namely selection combining (SC) and maximal ratio combin-
ing (MRC). Under both of them the destination attempts to
decode the transmission of the source in the first time slot
and the transmission of the relay (if a relay transmits) in the
second time slot. However, under MRC, in the second time
slot the destination adds the power received from the source
in the first time slot to the power received from the relay, while
under SC it uses solely the power received from the relay.
Having specified the receiver model, we proceed to define
quantities and events related to a single transmission attempt
that will be used in the subsequent analysis.
First, let the indicator function
1u =
{
1, if interferer u transmits,
0, otherwise.
(3)
Therefore, the interference power at d, in both time slots of
the transmission attempt, equals
Id =
∑
u∈Φ
hudgud1u. (4)
Similarly, the interference power at the n-th relay, in the first
time slot, equals
In =
∑
u∈Φ
hungun1u. (5)
In the case of SC, the SIR ρsd at the destination d of the
signal transmitted by the source s during the first time slot is
ρsd =
hsdgsd
Id
=
hsdgsd∑
u∈Φ hudgud1u
. (6)
Similar expressions, mutatis mutandis, characterize the SIR
ρsn at the relay rn of the signal transmitted by the source s
during the first time slot and the SIR ρnd at the destination
d of the signal transmitted by the relay rn during the second
time slot (provided that the relay transmits).
In the case of MRC, all SIRs are given by the same
expressions as in the SC case, except for the SIR at the
destination d during the second time slot in case the n-th relay
was selected to support the communication. In this case, the
SIR equals
ρsnd =
hsdgsd + hndgnd
Id
=
hsdgsd + hndgnd∑
u∈Φ hudgud1u
. (7)
Next, let S0 be the event of successful decoding at d of the
signal transmitted by s, for both SC and MRC. We have
S0 = {ρsd > θ}. (8)
Similarly, let SSCn be the event of a successful packet delivery
using rn and SC at d. This event corresponds to a successful
decoding of the signal at rn, followed by a successful decoding
at d of the signal received from rn. Hence,
SSCn = {ρsn > θ ∧ ρnd > θ}. (9)
A similar definition can be used when d adopts MRC. In
particular, let SMRCn be the event that rn correctly decodes
the signal transmitted by s, and d successfully decodes the
combination of the signals received from s and rn. We have
SMRCn = {ρsn > θ ∧ ρsnd > θ}. (10)
P[A] = P[S0 ∩ SSC1 ∩ · · · ∩ SSCK ]
= P [hsdgsd > θId, hs1gs1 > θI1, h1dg1d > θId, . . . , hsKgsK > θIK , hKdgKd > θId]
(a)
= EΦ,h,1u
e
(
−θsd
∑
u∈Φ
hudgud1u
)
K∏
k=1
e
(
−θsk
∑
u∈Φ
hukguk1u
)
e
(
−θkd
∑
u∈Φ
hudgud1u
)
= EΦ,h,1u
[∏
u∈Φ
(
e(−θsdhudgud1u)
K∏
k=1
(
e(−θskhukguk1u)e(−θkdhudgud1u)
))]
(b)
= EΦ
∏
u∈Φ
E1u
Ehud
e(−(θsd+ K∑k=1 θkd)hudgud1u)
 K∏
k=1
Ehuk
[
e−(θskhukguk1u)
]
(c)
= EΦ
∏
u∈Φ

 p
1 +
(
θsd +
K∑
k=1
θkd
)
gud
K∏
k=1
1
1 + θskguk
+ 1− p


(d)
= exp
−λ
∫
R2
1−

 p
1 +
(
θsd +
K∑
k=1
θkd
)
gxd
K∏
k=1
1
1 + θskgxk
+ 1− p

 dx
 . (11)
Finally, we denote the ratio between the success threshold
θ and the path loss coefficient between s and d by
θsd =
θ
gsd
. (12)
Similar definitions apply to all other transmitter-receiver pairs.
IV. SINGLE TRANSMISSION ATTEMPT
A. Selection Combining
We define the success probability (SP) Ω of a single
transmission attempt to be the probability that the direct
transmission (in the first time slot) is successful or both the
transmissions of one of the relay-aided 2-hop paths (occupying
the two consecutive time slots) are successful. Hence,
Ω = P
[
S0 ∪
(
N⋃
n=1
SSCn
)]
. (13)
The outage probability, i.e. the probability that the packet is
not received correctly due to an unfavorable combination of
poor fading conditions and interference, is equal to one minus
the success probability. For simplicity, we will not use outage
probability in the following discussions.
By applying the inclusion-exclusion principle we get
Ω =
∑
A∈P(S)
(−1)|A|+1P[A], (14)
where S = {S0, SSC1 , . . . , SSCN }, P (S) is the power set of
S excluding the empty set, |A| denotes the cardinality of the
set A, and, finally, P[A] is the probability of the intersection
of all events in set A. It follows from (14) that, in order to
find Ω, it suffices to find the probabilities P[A], ∀A ∈ P (S).
These probabilities are derived in the following. The analysis
is divided into two cases: the case where set A contains S0,
and the case where A does not contain S0.
Firstly, consider the set of events A = {S0, SSC1 , . . . , SSCK }
comprising the events of success on the source-destination link
and on the first K 2-hop paths, where 0 ≤ K ≤ N . Note that
the following analysis holds for any set composed by S0 and
any K events corresponding to the successful use of K 2-
hop paths. However, to keep the notation simple, the result is
presented in (11) for the first K 2-hop paths.
In (11), in (a) we condition on the realization of Φ,
the fading coefficients of the links involving the interferers
(and only on them), and whether the interferers are active
or not. The only sources of randomness left are the fading
coefficients hsd, {hsk}Kk=1 , {hkd}Kk=1, which follow the ex-
ponential distribution with unit mean and are independent
of each other, hence the resulting expression; (b) follows
from the fact that the fading coefficients of different links are
independent, and because each interferer decides to transmit
independently of the others; (c) follows from first calculating
the expectations over the fading coefficients through the use
of the characteristic function of the exponential distribution
and then taking the expectations over the indicator functions
1u; (d) is obtained by applying the probability generating
functional of Φ (cf. [23], (4.8)).
P[A]
(a)
= P[SMRC1 ∩ · · · ∩ SMRCK ] = P [hs1gs1 > θI1, hsdgsd + h1dg1d > θId, . . . , hsKgsK > θIK , hsdgsd + hKdgKd > θId]
(b)
= ηEΦ,h,1u
[
K∏
k=1
e
−θsk
∑
u∈Φ
hukguk1u
e
−θkd
∑
u∈Φ
hudgud1u
]
+ (1−η) EΦ,h,1u
 K∏
k=1
e
(
−θsk
∑
u∈Φ
hukguk1u
)
e
(
−θsd
∑
u∈Φ
hudgud1u
)
= ηEΦ
∏
u∈Φ

 p
1 +
K∑
k=1
θkdgud
K∏
k=1
1
1 + θskguk
+ 1− p

+ (1− η) EΦ
[∏
u∈Φ
((
p
1 + θsdgud
K∏
k=1
1
1 + θskguk
)
+ 1− p
)]
= η exp
−λ
∫
R2
1−

 p
1 +
K∑
k=1
θkdgxd
K∏
k=1
1
1 + θskgxk
+ 1− p

 dx
+
(1− η) exp
−λ
∫
R2
(
1−
((
p
1 + θsdgxd
K∏
k=1
1
1 + θskgxk
)
+ 1− p
))
dx
 . (15)
Secondly, consider the set A = {SSC1 , . . . , SSCK }. We have
P[A] = P
[
SSC1 ∩ · · · ∩ SSCn
]
= P
[
hs1gs1 > θI1, h1dg1d > θId, . . . ,
hsKgsK > θIK , hKdgKd > θId
]
(a)
= exp
−λ ∫
R2
1−
 p
1 +
(∑K
k=1 θkd
)
gxd
·
K∏
k=1
1
1 + θskgxk
)
+ 1− p
)]
dx
)
, (16)
where (a) follows from the exact same steps as in (11) without
accounting for the contribution of the source-to-destination
link.
Therefore, we can calculate Ω using (14), calculating all
terms appearing in (14) using (11) and (16).
B. Maximal Ratio Combining
Next, we consider a scenario where the destination adopts
MRC for jointly decoding the signals received from the source
and from the selected relay. The SP Ω now becomes
Ω = P
[
S0 ∪
(
N⋃
n=1
SMRCn
)]
, (17)
and hence one can use (14), where now the probabilities P[A]
are calculated assuming MRC.
Firstly, let A = {S0, SMRC1 , . . . , SMRCK }. We have
P[A] = P
[
S0 ∩ SMRC1 ∩ · · · ∩ SMRCK
]
= P [hsdgsd>θId, hs1gs1>θI1, hsdgsd + h1dg1d>θId, . . . ,
hsKgsK> θIK , hsdgsd + hKdgKd>θId]
(a)
= P [hsdgsd > θId, hs1gs1 > θI1, . . . , hsKgsK > θIK ]
(b)
= exp
(
−λ
∫
R2
[
1−
((
p
1 + θsdgxd
K∏
k=1
1
1 + θskgxk
)
+
+1− p)] dx) , (18)
where (a) follows from the fact that the condition hsdgsd >
θId immediately implies the condition hsdgsd+hkdgkd > θId,
∀k ∈ 1, . . . ,K, and (b) follows from applying steps similar
to those of (11).
Secondly, in order to obtain P [A] for A =
{SMRC1 , . . . , SMRCK }, consider at first the probability
that the sum of the powers received at d from s and from a
single selected relay rk is greater than a particular constant
value β. This probability may be calculated as
P [hsdgsd + hkdgkd > β] = Ehsd
[
P
[
hkd>
β − hsdgsd
gkd
]]
=
∫ β
gsd
0
e
(
− β−hsdgsdgkd
)
e−hsd dhsd +
∫ ∞
β
gsd
e−hsd dhsd
= e
(
− βgkd
) ∫ β
gsd
0
e
(
−hsd
(
1− gsdgkd
))
dhsd + e
(
− βgsd
)
=
(
1
1− gsdgkd
)
e
(
− βgkd
)
+
(
1− 1
1− gsdgkd
)
e
(
− βgsd
)
. (19)
In the last equality of (19) we assume that gkd 6= gsd.
Equation (19) can be extended to support an arbitrary
P[SMRC1 ] = P [hs1gs1 > θI1, hsdgsd + h1dg1d > θId]
=
1
1− gsdg1d
exp
(
−λ
∫
R2
[
1−
(
p
(1 + θ1dgxd) (1 + θs1gx1)
+ 1− p
)]
dx
)
+(
1− 1
1− gsdg1d
)
exp
(
−λ
∫
R2
[
1−
(
p
(1 + θsdgxd) (1 + θs1gx1)
+ 1− p
)]
dx
)
, (20)
P[S0 ∩ SMRC1 ] = P [hsdgsd >θId, hs1gs1 >θI1, hsdgsd + h1dg1d >θId]
= P [hsdgsd > θId, hs1gs1 > θI1]
= exp
(
−λ
∫
R2
[
1−
(
p
(1 + θsdgxd) (1 + θs1gx1)
+ 1− p
)]
dx
)
. (21)
number K of available relays, obtaining
P [hsdgsd+h1dg1d >β, . . . , hsdgsd+hKdgKd >β]
=
1
1−∑Kk=1 gsdgkd
K∏
k=1
e
− βgkd +
(
1− 1
1−∑Kk=1 gsdgkd
)
e
− βgsd
= η
K∏
k=1
e
− βgkd + (1− η) e− βgsd , (22)
where the quantity η is defined as η =
(
1−∑Kk=1 gsdgkd)−1.
We again assume that η 6= 1.
We can now calculate P [A] as shown in (15). Note that
in (15) (a) follows from the assumption that the fading
coefficient of the link connecting an interferer u to d remains
constant over the two consecutive time slots, and so the SIR
is given by (7)2. Also, (b) follows from substituting β = θId
in (22) and by multiplying the two terms by the probability∏K
k=1 e
(−θsk
∑
u∈Φ hukguk1u) that the K source-relay links are
successful. The rest of the steps are similar to those used in
deriving (11).
C. Results for the One Relay Case
We provide simplified expressions and numerical results
for the case where a single relay r1 is available. When the
destination adopts SC, the SP becomes
Ω = P
[
S0 ∪ SSC1
]
= P [S0]+P
[
SSC1
]−P [S0 ∩ SSC1 ] . (23)
The first term in (23) can be found by substituting K = 0
in (11). We obtain
P[S0] = P [hsdgsd > θId]
= exp
(
−λ
∫
R2
[
1−
(
p
1 + θsdgxd
+ 1− p
)]
dx
)
.
(24)
2A result similar to the one of (15) in the case where the fading coefficients
of the two slots are independent and for N = 2 can be obtained according
to Theorem 1 in [15].
The second and third terms in (23) are instead calculated by
substituting K = 1 in (16) and (11), respectively, obtaining
P[SSC1 ] = P [hs1gs1 > θI1, h1dg1d > θId]
= exp
(
−λ
∫
R2
[
1−
(
p
(1 + θ1dgxd)
·
1
(1 + θs1gx1)
+ 1− p
)]
dx
)
(25)
and
P[S0 ∩ SSC1 ] = P [hsdgsd > θId, hs1gs1 > θI1, h1dg1d > θId]
= exp
(
−λ
∫
R2
[
1−
(
p
(1 + (θsd + θ1d) gxd)
·
1
(1 + θs1gx1)
+ 1− p
)]
dx
)
. (26)
When the destination adopts MRC, the SP is
Ω = P
[
S0 ∪ SMRC1
]
= P [S0]+P
[
SMRC1
]−P [S0 ∩ SMRC1 ] .
(27)
The first term in (27) is given in (24). The second and third
terms in (27) can be derived by substituting K = 1 in (15)
and (18), respectively, and are shown in (20) and (21).
In Figs. 2 and 3 we present numerical results for a setting
where the source is located at (0, 0) and the destination at
(1, 0). We assume θ = 1. In the figures, we plot the SP Ω
as a function of the interferer transmission probability p, for
λ = 0.2, 0.6, 1, and 2.
In particular, Fig. 2 compares the SP of the system with
no relays with that of a cooperative system where a single
relay, located at (0.25, 0), is available, and SC is adopted
at the destination. In order to have a fair comparison, the
transmission power is doubled when there is no relay. The
figure reveals that cooperation significantly increases the SP,
compared to the case where no relays are available. This is
due to the well-understood fact that when the direct s−d link
is not available due to a deep fade, it is possible that both the
s− r1 and r1 − d links are not in a deep fade and thus may
be able to support the communication. This important result
is also verified in our setting.
Fig. 3 compares the SP for the two detection strategies.
Again, the single relay is located at (0.25, 0). One can see
that adopting MRC at the destination provides a higher value
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Fig. 2. SP Ω when varying p for different values of λ for a non-cooperative
scenario (λ = 0.2: , λ = 0.6: , λ = 1: , λ = 2: ) and
for a single-relay, SC scenario (λ = 0.2: , λ = 0.6: , λ = 1: ,
λ = 2: ). We set θ = 1.
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Fig. 3. SP Ω for a scenario with a single relay when varying the transmission
probability p, for different values of λ, and adopting SC (λ = 0.2: ,
λ = 0.6: , λ = 1: , λ = 2: ) and MRC (λ = 0.2: ,
λ = 0.6: , λ = 1: , λ = 2: ). We set θ = 1.
of Ω, hence this combining technique improves the system
performance. However, the improvement is only modest, and
as MRC is harder to implement, designers should take note.
A more detailed analysis of the benefits provided by adopting
MRC at the destination will be presented in the following
subsection, for the case of multiple relays.
D. Results for the Multiple Relays Case
We now provide numerical results for settings where mul-
tiple relays are available. Again, we consider networks con-
sisting of a source located at (0, 0) and a destination located
at (1, 0). The rest of the parameters, including the number of
available relays and their positions, will be specified for each
considered case individually.
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Fig. 4. SP Ω when varying the number N of available relays and adopting
SC (N = 1: , N = 3: , N = 5: ) and MRC (N = 1: ,
N = 3: , N = 5: ). Relays are placed at (R, 0). Thin lines are for a ‘good
scenario’ (θ = 0.1, λ = 0.5 and p = 1), and thick lines are for a ‘harsh
scenario’ (θ = 1, λ = 1 and p = 1).
Fig. 4 shows the SP, for both SC and MRC, when N = 1, 3,
or 5 relays are clustered together at position (R, 0) and move
along the line connecting s and d. Therefore, all relays share
the same distance-dependent path loss values toward s and d,
however fading values on links connecting different relays to s
and d are independent. We plot the SP Ω versus the location of
the relay cluster R for two different communication scenarios,
namely a ‘good scenario’ with parameters θ = 0.1, λ = 0.5
and p = 1, and a ‘harsh scenario’ with parameters θ = 1,
λ = 1 and p = 1.
As expected, Ω increases when more relays are available,
but the increase is more pronounced in the harsh scenario.
Furthermore, it is best to place relays approximately in the
middle of the s − d line, but a bit closer to d. Finally,
the improved decoding performance provided by the MRC
decoder results in a higher Ω, but this result is only pronounced
when the relays are close to the source, and the benefits vanish
when the relays move close to the destination. Indeed, when
the relay has received the packet and is close to the destination,
the power received at the destination from the source is very
small compared to the power received from the relay. Adding
these powers, according to MRC, will not be much better than
operating with SC, which only employs the (much) larger one
of the two powers. On the other hand, when the used relay
is close to the source, the two powers are similar, and hence
MRC has a notable advantage. To conclude, designers should
try to place relays at around the middle between source and
destination and with a bias towards the destination, should
employ numerous relays only when the system operates in
harsh environments, and should use MRC only when the relays
are placed close to the source.
In Fig. 5 we investigate further the effects of relay place-
ment, for the two scenarios of Fig. 4 and MRC, but for a
different relay placement scheme. In particular, N relays, for
N ∈ {1, 2, 3, 4, 5}, are uniformly and independently placed in
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Fig. 5. SP Ω when adopting MRC and varying the number N of available
relays (N = 1: , N = 2: , N = 3: , N = 4: , N = 5:
). Relays are placed randomly in a square of side length L centered
in the middle between s and d. We plot the average SP versus L over 200
random relay positions. Thin lines are for a ‘good scenario’ with θ = 0.1,
λ = 0.5 and p = 1, and thick lines are for a ‘harsh scenario’ with θ = 1,
λ = 1 and p = 1.
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Fig. 6. SP Ω as a function of the success threshold θ when adopting MRC
and varying the number N of available relays for λ = 0.1 and p = 0.5
(N = 1: , N = 3: , N = 5: ), for λ = 0.5 and p = 0.75
(N = 1: , N = 3: , N = 5: ), and for λ = 1 and p = 1
(N = 1: , N = 3: , N = 5: ). Relays are placed in the
middle between s and d. Solid dots ( ) are obtained through simulations by
averaging 50, 000 transmission attempts.
a square of side length L centered in the middle point between
s and d. We plot the SP Ω, averaged over 200 random relay
placements, versus the side length L.
As shown in the figure, in the good scenario, Ω hardly
changes when the side length increases, i.e., moving from
a situation where relays are very close to the middle point
between the source and the destination to a situation where
they are spread over a larger area. This is explained by noting
that, when having multiple relays, it is still likely that one is
located in a beneficial position, and this relay will be used
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Fig. 7. The product Ω ln(1 + θ) as a function of θ when adopting MRC,
for λ = 0.1 and p = 0.5 (N = 1: , N = 3: , N = 5: ),
λ = 0.25 and p = 0.75 (N = 1: , N = 3: , N = 5: ),
λ = 0.75 and p = 0.5 (N = 1: , N = 3: , N = 5: ), and
λ = 1 and p = 1 (N = 1: , N = 3: , N = 5: ). Relays are
placed in the middle between s and d.
irrespective of the locations of the rest. Furthermore, the case
where all relays are very close to the middle point between
s and d exhibits high spatial correlation properties, hence
reducing the benefit of the smaller path loss. On the other hand,
when operating in bad communication conditions, increasing
the side length yields a notably lower Ω, which means that,
in this case, the benefits of having small path losses outweigh
the benefits of having decorrelated interference at the relays.
In both scenarios, however, it turns out that overall it is best
for the relays to be placed in a way that the effects of path
loss are minimized, even if this means that the interference
powers experienced by the relays are correlated (due to the
fact that relays are placed close to each other).
Fig. 6 shows the effect of changing the decoding success
threshold θ in the case of MRC. We plot the SP Ω versus
the threshold θ for N = 1, 3, and 5. Results are plotted for
λ = 0.1 and p = 0.5, for λ = 0.5 and p = 0.75, and for λ = 1
and p = 1. Relays are placed in the middle between s and d.
As expected, adopting multiple relays increases the SP.
Also, when the density of interferers λ and their probability
of accessing the channel p are low, the SP is very high for
a wide range of thresholds θ. On the other hand, when the
interference power at the destination increases (i.e., λ and p
increase), the SP is significantly reduced if the threshold is set
at a high value.
Finally, as a means of double-checking the correctness of
these analytical results, we also obtain all data points of Fig. 6
using simulations. Each data point is calculated by taking the
average over 50, 000 transmission attempts. Note that analysis
and simulations match very well in all cases.
We conclude our numerical investigation in Fig. 7 where
we plot the product Ω ln(1 + θ) as a function of the success
threshold θ, for the case where MRC is adopted and for N =
1, 3 and 5. Results are plotted for λ = 0.1 and p = 0.5, for
λ = 0.25 and p = 0.75, for λ = 0.75 and p = 0.5, and for
λ = 1 and p = 1. Again, relays are placed in the middle
between s and d.
Note that ln(1 + θ) is the Shannon bound (in nats per Hz)
for the data rate if the Signal to Noise Ratio (SNR) equals
θ [24]. Therefore, ln(1 + θ) is the maximum theoretical rate
of communication per unit of spectrum in our setting if no
rate adaptation is employed, the effects of interference equal
the effects of noise, and if, as we have assumed, the receiver
is required to decode the packet successfully whenever the
SIR exceeds θ. Given that Ω is the probability that a single
transmission attempt is successful, the product Ω ln(1 + θ)
is the expected volume of data transmitted per transmission
attempt, in nats per Hz, if each time slot is of unit duration.
Therefore, this product is a measure of throughput. Observe
that the optimal value of θ, which maximizes the product,
decreases when the harshness of the scenario increases and
increases when N increases.
V. MULTIPLE TRANSMISSION ATTEMPTS
We now assume that the wireless system employs the fol-
lowing simple ARQ scheme: whenever a transmission attempt
fails, the source initiates another one. Let T be the discrete ran-
dom variable describing the number of transmission attempts
until one attempt is successful. In this section, we calculate
the distribution of T and the throughput of a system based
on this ARQ scheme, under the two receiver models (SC
and MRC) and two mobility models, the Stationary Interferer
Model (SIM) and the Meteoric Interferer Model (MIM). We
also present simulation results for the third mobility model,
the Traveling Interferer Model (TIM), that bridges the gap
between SIM and MIM. We conclude the section by discussing
a tradeoff that emerges between the energy efficiency and
throughput of an alternative, opportunistic scheme.
A. Distribution of T
The distribution of T can be found in a straightforward
manner in the case of MIM. Indeed, both the interferer
locations and the fading coefficients of distinct transmission
attempts are independent; therefore, the events that distinct
transmission attempts are successful are also independent.
Hence, the number of attempts T follows the geometric
distribution with parameter Ω (i.e., the probability of success
of the consecutive experiments); its probability mass function
(pmf) is
PtS , P[T = t] = (1− Ω)T−1 Ω, t = 1, 2, . . . (28)
with Ω given by (13) for SC or by (17) for MRC.
Handling SIM is not as easy, due to the fact that different
transmission attempts are correlated through the common
placement of interferers. To calculate the pmf of T in this
case, let Si denote the event that the i-th transmission attempt
is a success, i = 1, 2, . . . . The retransmission scheme succeeds
exactly at the t-th attempt when all the previous (t − 1)
attempts are unsuccessful, and attempt t is successful. Hence,
PtS , P[T = t] = P
[(
t−1⋂
τ=1
Sτ
)
∩ St
]
, t = 1, 2, . . . (29)
Using this starting point, we have
PtS = P[T = t] = P
[
t−1⋂
τ=1
Sτ ∩ St
]
(a)
= EΦ
[
P
[
t−1⋂
τ=1
Sτ ∩ St|Φ
]]
(b)
= EΦ
[(
t−1∏
τ=1
(1− P [Sτ |Φ])
)
P
[
St|Φ]]
(c)
= EΦ
[(
t−1∏
τ=1
(1− P [S |Φ])
)
P [S |Φ]
]
= EΦ
[
(1− P [S |Φ])t−1 P [S |Φ]
]
(d)
= EΦ
[
t−1∑
τ=0
(
t− 1
τ
)
(−1)τ (P [S |Φ])τ+1
]
=
t−1∑
τ=0
(
t− 1
τ
)
(−1)τEΦ
[
(P [S |Φ])τ+1
]
. (30)
Equation (a) follows from conditioning on a particular re-
alization of the PPP; (b) follows from noting that once the
interferer locations are fixed, the events that different attempts
are successful are independent, since the fading powers and
the behavior of interferers at different times are independent;
in (c) we remove the index τ from the success events, since
the probability of the event Sτ does not depend on the time
slot τ ; finally, (d) is obtained by applying the binomial power
expansion.
To obtain an expression for the quantity (P [S |Φ])τ+1
of (30) we first note that, by the inclusion-exclusion principle,
S = S0∪
(
N⋃
n=1
Sn
)
⇒ P [S] =
∑
A∈P(S)
(−1)|A|+1P[A], (31)
where Sn = SSCn in the case of SC and Sn = S
MRC
n in the
case of MRC, and S = {S0, S1, . . . , SN}. This equation also
holds when there is conditioning, therefore
(P [S |Φ])τ+1 =
 ∑
A∈P(S)
(−1)|A|+1P[A|Φ]
τ+1
(a)
=
∑
a1+···+a|P(S)|=τ+1
(
(τ + 1)!
a1! · · · · · a|P(S)|! ·
|P(S)|∏
i=1
(
(−1)|Ai|+1P[Ai|Φ]
)ai , (32)
where (a) follows from the multinomial theorem and from
denoting the i-th element of P (S) with Ai. Therefore, it
suffices to find expressions for P[Ai|Φ].
When SC is employed and A = {S0, SSC1 , . . . , SSCK }, we
have, following the steps of (11) of Section IV-A,
P[A|Φ] =
∏
u∈Φ

 p
∏K
k=1
1
1+θskguk
1 +
(
θsd +
K∑
k=1
θkd
)
gud
+ 1− p
 .
(33)
Similarly, for SC and A = {SSC1 , . . . , SSCK }, we follow (16)
and obtain
P[A|Φ]=
∏
u∈Φ

p
∏K
k=1
1
1+θskguk
1 +
K∑
k=1
θkdgud
+ 1− p
 . (34)
When MRC is employed and A = {S0, SMRC1 , . . . , SMRCK }
we have, according to (18),
P[A|Φ] =
∏
u∈Φ
((
p
1 + θsdgud
K∏
k=1
1
1 + θskguk
)
+ 1− p
)
.
(35)
Finally, when MRC is employed and A =
{SMRC1 , . . . , SMRCK } we have, according to (15),
P[A|Φ] = η
∏
u∈Φ

 p
1+
K∑
k=1
θkdgud
K∏
k=1
1
1+θskguk
+1−p
+
(1−η)
∏
u∈Φ
((
p
1+θsdgud
K∏
k=1
1
1+θskguk
)
+1−p
)
.
(36)
We now have the expression (32) for the quantity
(P [S |Φ])τ+1, with all the expressions P[Ai|Φ] appearing in
the right hand side of (32) given by (33), (34), (35), and (36).
The final result P[T = t] is then obtained by substituting the
expression (32) we have for (P [S |Φ])τ+1 in (30), exchanging
the orders of the sum contained in (P [S |Φ])τ+1 and the
EΦ operator, and finally applying the probability generating
functional theorem for Φ (cf. [23], (4.8)).
B. Numerical Results
Having calculated the cdf of T , we now study how it is
affected by the interferer mobility model and the number of
relays, using a few selected settings. The source s is located
at (0, 0), the destination d is located at (1, 0), and relays (if
they are assumed) are located at (0.5, 0). We consider a ‘good
scenario’, with θ = 0.1, λ = 0.5 and p = 1, and a ‘harsh
scenario’, with θ = 1, λ = 1 and p = 1. The cdf adopting SC
is very close to the cdf adopting MRC, as one expects from
the results of Fig. 4 for the single attempt case. Hence, only
the cdf using MRC is shown.
Starting with the effects of the interferer mobility model,
in Fig. 8 we plot the cdf P [T ≤ t] for all three mobility
models, i.e., the Stationary Interferer Model (SIM), the Me-
teoric Interferer Model (MIM), and the Traveling Interferer
Model (TIM). Results for TIM are obtained through Monte
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Fig. 8. The cdf P [T ≤ t] of the number of attempts T of the ARQ scheme
with MRC for the SIM ( ), MIM ( ) and TIM ( ) models. In the
case of TIM, we simulate interferer speeds v = 0.1, 0.2, 0.5, 0.75, 1, and 2
units of length per inter-attempt time D0. The source s is located at (0, 0), the
destination d is located at (1, 0), and N = 3 relays are clustered in (0.5, 0).
Thin lines are for a ‘good scenario’ (θ = 0.1, λ = 0.5 and p = 1), and thick
lines are for a ‘harsh scenario’ (θ = 1, λ = 1 and p = 1).
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Fig. 9. The cdf P [T ≤ t] of the number of attempts T of the ARQ scheme
without relays ( ) and with relays (N = 1: , N = 2: , N = 3:
), under SIM and MRC. Thin lines are for a ‘good scenario’ (θ = 0.1,
λ = 0.5 and p = 1), and thick lines are for a ‘harsh scenario’ (θ = 1, λ = 1
and p = 1).
Carlo simulations, by calculating the empirical cdf of T
for 50, 000 transmission attempts, and for interferer speeds
v = 0.1, 0.2, 0.5, 0.75, 1, 2 units of length per inter-attempt
time D0. We assume N = 3 relays.
Two important observations are in order. Firstly, adopting
MIM leads to an increased performance, with respect to
SIM. Indeed, additional transmission attempts provide less
benefit in the case of SIM, because interference levels at
different transmission attempts are correlated. Therefore, if
some attempts have already failed, there must be many in-
terfering transmissions nearby, and for this reason subsequent
retransmission attempts will very likely also fail. On the other
hand, retransmission attempts provide significant benefit in
the case of MIM, because in this case the interference levels
during different transmission attempts are independent.
Secondly, observe that TIM, which models levels of mobil-
ity between those of SIM and MIM, indeed has a performance
between the ones of SIM and MIM. For small values of v,
TIM is very close to SIM, whereas for large values of v,
its performance is very close to that of MIM. This suggests
that we can use SIM and MIM to upper and lower bound,
respectively, the performance of realistic mobility models.
Designers should take the above findings into account; they
suggest that in the presence of moving interferers, there might
be a tradeoff between the average number of attempts E[T ]
until the transmission is successful (which is proportional
to the energy dissipated per packet) and the duration of
time D0 between transmission attempts (which is related to
throughput). Indeed, if we increase D0 (thus decreasing the
throughput, because fewer attempts are made per unit of time)
the performance of the system approaches the performance of
MIM (because the interferer positions at consecutive attempts
are less correlated) and thus, on the average, fewer attempts
will be needed per packet. Therefore, reducing the throughput
could increase the energy efficiency. As this issue has an
obvious practical significance for designers, we explore it in
more detail in Section V-D.
Moving on to the effects of the number of relays, Fig. 9
shows the cdf P [T ≤ t] of T for N = 1, 2, and 3, assuming
the SIM mobility model, and compares it with the cdf of a
non-cooperative system with no relays, but (for reasons of
fairness) with double the transmission power.
The figure reveals that cooperation significantly improves
the performance. In particular, there is an almost constant gap
(with respect to t) between the cdf of the cooperative system
and the cdf of the non-cooperative system. Improvements
are especially pronounced in the harsh scenario, where the
non-cooperative system has very low chances of correctly
delivering the packet even after multiple transmission attempts.
Therefore, the advantages of cooperative relaying extend also
to cases where ARQ schemes are employed.
C. Throughput of ARQ Scheme
We now calculate the throughput Λ of the ARQ scheme
under study, defined here as the average amount of packets
successfully delivered per transmission attempt, for the SIM
and MIM models. We add the realistic constraint that the
maximum number of transmission attempts allowed is Tmax;
after Tmax failed transmission attempts the packet is discarded.
Furthermore, whenever a packet is discarded or successfully
transmitted, the source backs off, i.e., we assume that in the
first attempt of a new packet the placement of interferers is
independent from their placement during the last transmission
attempt of the previous packet, even in the case of SIM.
To calculate the throughput Λ, we recall that the t-th
transmission attempt succeeds with probability PtS . We note
that a packet is successfully delivered if any of the first
Tmax transmission attempts succeeds; this event has prob-
ability
∑Tmax
t=1 P
t
S . The average number of attempts equals
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Fig. 10. Throughput Λ of the ARQ scheme with MRC for SIM ( ), MIM
( ) and TIM ( ) with interferer speeds v = 0.1, 0.2, 0.5, 0.75, 1, 2
units of length per inter-attempt time D0. The source s is located at (0, 0),
the destination d is located at (1, 0), and the single relay is located at (0.5, 0).
Thin lines are for a ‘good scenario’ (λ = 0.25 and p = 1), and thick lines
are for a ‘harsh scenario’ (λ = 1 and p = 1). Solid dots ( ) are obtained
through simulations of the SIM and MIM scenarios, by simulating 50, 000
transmission attempts, and are intended for validation purposes.
E[T ] =
∑Tmax
t=1 (tP
t
S) + Tmax
(
1−∑Tmaxt=1 PtS), where the
last term accounts for the Tmax transmission attempts taken
by packets that are discarded. The throughput can then be
obtained as
Λ =
∑Tmax
t=1 P
t
S∑Tmax
t=1 (tP
t
S) + Tmax
(
1−∑Tmaxt=1 PtS) . (37)
In Fig. 10 we plot the throughput Λ versus the success
threshold θ for the three mobility models and MRC. In the case
of TIM, we assume interferer speeds v = 0.1, 0.2, 0.5, 0.75, 1,
and 2 units of length per inter-attempt time D0. The source s
is located at (0, 0), the destination d is located at (1, 0), and
the single relay is located at (0.5, 0). We consider a ‘good
scenario’ (λ = 0.25 and p = 1), and a ‘harsh scenario’ (λ =
1 and p = 1). Results for SIM and MIM are arrived at by
applying (37); however, for reasons of verification we also plot
simulation results arrived at by simulating 50, 000 transmission
attempts. Results for TIM are found exclusively by simulation,
again by simulating 50, 000 transmission attempts.
Again, it can be seen that mobility helps to increase the
system performance, since transmissions at different slots
have a higher probability of being successful, due to the
decorrelation of the interference power at the destination.
Indeed, when interferers are static, it is very likely that a
failed transmission attempt will be followed by another failed
transmission attempt, since an interferer that is located in the
vicinity of the relays and destination will remain there. This
effect wears off as mobility increases. Finally, again we see
that the performance of TIM goes from being similar to the
performance of SIM for small speeds v, to being similar to
the performance of MIM for large speeds v.
Finally, in order to evaluate the effects of our assumptions
on fading, we compare three different assumptions on the
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Fig. 11. Throughput Λ of the ARQ scheme for SIM, p = 1, and for
different values of λ and θ. Dashed lines are obtained by simulating a system
where fading values on the same link are dependent across retransmissions
(fdD0 = 0.01: , fdD0 = 0.05: , fdD0 = 0.1: ). Solid
lines are analytic results and show the performance of the two limiting cases
of having constant ( ) and independent fading coefficients ( ) across
retransmissions. Results are for MRC and for a single relay, located in the
middle between s and d.
fading coefficients of the same link at different transmission
attempts of the same packet, in the case of SIM with the
channel access probability p = 1, a single relay located in
the middle between s and d, and MRC:
• These fading coefficients are independent. This has been
our assumption until now, and for this case (37) applies.
• These fading coefficients are constant. In this case, the
probability that the system is successful at exactly the t-th
transmission attempt is zero if t > 1. This follows from
noting that if the fading coefficients and the positions of
the interferers are constant across retransmissions, and
interferers always transmit, then the interference power
and the useful signal power at each receiver remain
constant. Hence, either the transmission succeeds at the
first transmission attempt, or it will never succeed in the
following ones. Therefore, we can still use (37) with
P 1S = Ω as in the previous case, but with P
t
S = 0 for
all t ≥ 2.
• These fading coefficients are correlated, in particular
according to Jakes’ model [25]; the correlation value
between the fading coefficients h(i), h(j) of the same
link during transmission attempts i and j is given by
R (h(i), h(j)) = J20 (2pifd|i− j|D0), where J0 is the
zero-order unmodified Bessel function of the first kind
and fd is the Doppler frequency.
Note that the new assumptions only make sense in the context
of SIM mobility, as fading coefficients are very sensitive to
the placement of nodes. Also note that the fading coefficients
of the same link for attempts related to different packets are
always independent, and that the fading coefficients of the
same link in the two slots of the same transmission attempt
are always equal.
In Fig. 11 we plot the throughput Λ versus the density λ
for p = 1, and for the three different assumptions on the
fading. In the case of the correlated fading, we consider the
cases fdD0 = 0.01, 0.05, and 0.1, and arrive at the results by
Monte Carlo simulations over 50, 000 transmission attempts.
Results for the independent and constant fading coefficient
cases are arrived at analytically. We consider the cases θ = 3
and θ = 0.25.
From Fig. 11 one can see that fading correlation across
transmission attempts causes a significant throughput decrease.
This is ultimately due to the loss of diversity, and mirrors the
performance loss seen when interferers are static, compared to
the case where they are highly mobile. Hence, Fig. 11 confirms
that sources of correlation between different transmission are
detrimental for the system performance, and it is critical to ac-
count for them when designing a cooperative communication
system.
D. Tradeoff between Throughput and Energy Efficiency of the
Opportunistic Scheme
We conclude this section by studying the implications of
mobility on the throughput and energy efficiency of our
cooperative relaying setting. As we previously noted, one may
reduce the rate at which packets are sent (hence reducing
the achievable throughput), thereby increasing the probability
that attempts that follow unsuccessful attempts are successful
themselves (thus eventually increasing the volume of data
successfully transmitted per unit of energy).
In order to study this tradeoff, we assume TIM mobility
and the following, opportunistic transmission scheme, which
is different from the ARQ scheme considered until now:
The source initiates a transmission attempt. If this attempt is
successful, a new packet is sent in the transmission attempt
that immediately follows, after the inter-attempt time D0.
Otherwise, the source waits for time equal to B multiples of
the inter-attempt time D0 before starting a new transmission
attempt. We refer to B, which must be a positive integer, as
the backoff interval.
The scheme is very intuitive: when conditions are good, the
system keeps transmitting; as soon as there is a failure, the
system backs off, waiting for conditions to improve. Clearly,
more sophisticated rules could be used, but these exceed the
scope of this work. Note that this opportunistic scheme makes
no sense under the SIM mobility model, since in that case
waiting changes nothing. It also makes no sense under the
MIM mobility model, as, in that case, successive transmission
attempts are independent irrespective of the value of B, so it
is clearly best to have B = 1.
We assume that one unit of energy is consumed whenever
a transmission attempt is carried out, irrespective of the
number of relays available, and whether or not the attempt
was successful. Clearly, this is a very simple assumption,
as in each attempt there may be one or two transmissions;
furthermore, there is also energy expended for attempting to
receive a packet, and this energy depends on the number of
relays available. For this reason, this assumption is suitable for
comparing the performance of the same system for different
values of B, which is the purpose of the following discussion,
but should not be used for comparing different systems.
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Fig. 12. Throughput ΛO (thick lines) and energy efficiency ξ (thin lines) of
the opportunistic scheme for TIM versus the backoff interval B. Dashed lines
are for a single relay, i.e., N = 1 (λ = 1, θ = 1: , λ = 0.75, θ =
0.25: , λ = 0.5, θ = 0.1: ). Solid lines are for N = 3 (λ =
1, θ = 1: , λ = 0.75, θ = 0.25: , λ = 0.5, θ = 0.1: ).
Also, p = 1 and v = 0.1 units of length per D0. The N relays are clustered
at (0.5, 0), in the middle between s and d.
We define the throughput ΛO of this opportunistic system
as the number of successful transmission attempts divided by
the number of all attempt opportunities, including those during
which the system decided to back off. We also define its energy
efficiency ξ as the number of packets transmitted successfully
divided by the total energy expended (i.e., the total number of
transmissions). Clearly, we have ξ ≤ 1.
We anticipate that the parameter B can be used to trade off
throughput with energy efficiency: large values of B mean
that the scheme takes large breaks, and so the throughput
is low; however, transmission attempts attempted after failed
ones have good chances of being successful themselves. On
the other hand, small values of B mean that the breaks are
short in duration, and so the throughput is high; however,
transmission attempts attempted after failed ones have poor
chances of being successful themselves.
The existence of the tradeoff is verified in Fig. 12 which
jointly plots the throughput ΛO and the energy efficiency ξ for
different values of B. We assume MRC, the TIM model with
v = 0.1 units of length per D0, and systems with either N = 1
or N = 3 relays located in the middle between s and d, and
for three scenarios: (λ = 1, θ = 1), (λ = 0.75, θ = 0.25), and
(λ = 0.5, θ = 0.1). We also set p = 1.
As the figure reveals, increasing B leads to a lower through-
put, while at the same time the energy efficiency increases.
However, after some value of B, the energy efficiency satu-
rates, while the throughput continues to diminish. Intuitively,
there is no gain in waiting for more time than the time needed
for the topology to change significantly; after this is achieved,
increasing B further only reduces the throughout. Therefore,
designers employing this scheme, or other, more sophisticated
ones, should tune their systems carefully.
VI. CONCLUSIONS AND FURTHER WORK
In this work we study the performance of a decode-and-
forward, cooperative relaying system with multiple relays
operating in an interference-limited setting. We present an-
alytical results for two models of interferer placement, both
based on spatial Poisson processes and corresponding to two
opposite extremes of interferer mobility, namely no mobility
and very fast mobility. We also present simulation results for
an intermediate mobility model that bridges the gap between
them. Two decoding rules are considered: selection combining
and maximal ratio combining.
Our analysis provides expressions for the following:
• the probability of successful transmission in one use of
the system,
• the cdf of the number of times T the system must be
used until there is a success, and
• the system throughput assuming a maximum allowed
number of retransmissions.
These results can be seen as a framework, as well as a building
block, for further analysis. They might provide guidelines and
insights to the designers of cooperative relaying systems.
Using the theory of spatial Poisson processes enables us
to accurately account for interference dynamics; the price we
pay is that expressions are not in closed form and require
the numerical calculation of double integrals. However, our
techniques and results, apart from being themselves useful,
are also useful stepping stones towards deriving other, simpler
and/or more general techniques and results. Towards this
direction, ongoing and future work involves the formulation
of our integrals on the plane through the use of the bi-angular
coordinates of [26], [27], with the aim of calculating these
integrals in closed form.
Future work also includes the consideration of alternative
interferer mobility models, more advanced decoding schemes
(such as those involving the use of signals of multiple relays),
and realistic channel access strategies (such as those based on
carrier sensing).
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