Response to external magnetic field is investigated in the Hamiltonian mean-field model, which is a paradigmatic toy model of a ferromagnetic body and consists of plane rotators like the XY spins. Due to long-range interactions of the model, the external field drives the system to a long-lasting quasistationary state, and the response is predicted by a linear response theory based on the Vlasov equation. For spatially homogeneous stable states, whose momentum distributions are asymmetric, the theory reveals that the susceptibility tensor is neither symmetric nor diagonalizable. Moreover, the tensor has no divergence even at the stability threshold. These theoretical findings are confirmed by direct numerical simulations of the Vlasov equation for the skew-normal distribution functions.
I. INTRODUCTION
Long-range Hamiltonian systems have many remarkable features, and one of them is existence of quasistationary states (QSSs) in the way of relaxation to thermal equilibrium. The life-time of QSSs diverges with the number of particles consisting of the system, and hence QSSs are solely observable in a system with large population like an elliptic galaxy. Dynamics of such systems is described by the Vlasov equation, or the collisionless Boltzmann equation, in the limit of large population [1] [2] [3] , and the QSSs are regarded as stable stationary states of the Vlasov equation.
Let us consider a ferromagnetic body having longrange interactions. Adding an external field, an initial state goes to an asymptotic state, and modification of magnetization between the two states gives susceptibility. The asymptotic state with the external field is not necessarily thermal equilibrium but may be a QSS even if the initial state without the external field is. Thus, the critical exponents of dynamical susceptibility may differ from ones of statistical mechanics. Indeed, in the so-called Hamiltonian mean-field (HMF) model [6, 7] , a linear [8, 9] and a nonlinear [10] response theories are proposed based on the Vlasov description, and the critical exponents γ − = β/2 [11] and δ = 3/2 [9] are obtained dynamically, while statistical mechanics gives γ − = 1 and δ = 3. It might be worth remarking that the non-classical exponents and the classical scaling relation γ − = β(δ −1) holds irrespective of the value of β in a wide class of 1D mean-field models [12] .
These critical exponents from dynamics are obtained for QSSs whose one-particle distribution functions are symmetric with respect to momentum. Remembering the Jeans theorem, which states that stationary states are expressed by functions of the first integrals and vice versa [4, 5] , assuming the symmetry seems natural for natural * E-mail: yyama@amp.i.kyoto-u.ac.jp
Hamiltonian systems including the HMF model. However, in a spatially homogeneous state, momentum itself is the first integral, and hence any functions of momentum only are stationary. We have, therefore, to consider response in homogeneous states which are asymmetric with respect to momentum for completing the response in QSSs.
We focus on symmetry and divergence of the response tensor in the HMF model, which consists of plane rotators like XY spins. The response is expressed by the susceptibility tensor χ of size 2 × 2 corresponding to the x-and y-directions of the spins. For homogeneous states with symmetric distributions, the susceptibility tensor is directly diagonalized in the homogeneous phase, and experiences a divergence at the critical point of the second order phase transition, which is dynamically interpreted as the stability threshold of the homogeneous states [8, 9, 12] . We then ask two questions for asymmetric momentum distributions: Is the response tensor symmetric and diagonalizable ? Does the response diverge at the stability threshold ? We will answer these questions negatively. The non-diagonalizable response tensor implies that the external field for x-direction induces the magnetization for y-direction, and such a response is unavoidable even changing the coordinate. The nondivergence of response suggests that γ ± = 0 and δ = 1, and interestingly, the scaling relation γ ± = β(δ −1) holds again, although β might be not well defined since the spatially inhomogeneous stationary states are to be symmetric by the Jeans theorem.
This article is organized as follows. The HMF model and the linear responses are reviewed in Sec.II. As an example of a family of asymmetric distributions, we introduce the skew-normal distributions, and investigate their stability in Sec.III. Theoretical consequences are examined by direct numerical simulations of the Vlasov equation in Sec.IV. We discuss on the numerical results in Sec.V. The last section VI is devoted to summary and discussions.
II. THE HAMILTONIAN MEAN-FIELD MODEL AND LINEAR RESPONSE THEORY

A. The model
The HMF model with the time-dependent external magnetic field h = (h x (t), h y (t)) is expressed by the Hamiltonian
The corresponding one-particle Hamiltonian is defined on the µ space, which is (−π, π] × R, as
where the magnetization vector (M x , M y ) is defined by
The one-particle distribution function f is governed by the Vlasov equation
where the Poisson bracket is defined by
One can straightforwardly check that any spatially homogeneous states, f 0 (p), are stationary if the external field h is absent. We prepare a homogeneous stable stationary state f 0 for t < 0, and add a small and asymptotically constant external field h for t > 0. For instance, we set
using the Heaviside step function Θ(t). After adding the external field the distribution function changes from f 0 to f = f 0 + f 1 . Accordingly, the one-particle Hamiltonian changes from
, which are simply denoted by H 0 and H 0 + H 1 respectively, and are given by
where
We introduced the averages of B with respect to f 0 and f 1 as
B. Isothermal linear response
It might be instructive to review the isothermal linear response to compare it with the Vlasov linear response theory which will be presented in the next subsection II C.
Thermal equilibrium states of the HMF model are describe by the one-particle distribution functions of
where β is the inverse temperature. Expanding f into the power series of H 1 and picking up to the linear order, we have
Substituting cos q and sin q into B, we have the matrix formula
where the correlation matrix C = (C νσ ) is defined by C = β cos q cos q 0 cos q sin q 0 sin q cos q 0 sin q sin q 0 .
Thus, the formal solution is
and the susceptibility tensor χ = (χ νσ ) defined by M = χ h in the limit h → 0 is
It is easy to show that the correlation matrix is now expressed by C = (β/2)I 2 , where I 2 is the 2 × 2 unit matrix. The susceptibility tensor is hence diagonalized and the diagonal elements are
with the critical temperature T c = 1/2 of the second order phase transition [7] . We stress that the vanishment of the off-diagonal elements comes from spatial homogeneity of f 0 (p), and symmetry of f 0 (p) is not necessary.
C. Vlasov linear response
The nonlinear response theory [10] includes the linear response theory [8, 9] for symmetric f 0 (p) and provides a simple expression of the linear response [12] , but asymmetric f 0 (p) is out of range. Thus, we come back to the linear response theory.
Let X 0 be the Hamiltonian vector field associated with the Hamiltonian H 0 , which is expressed as
Linearizing the Vlasov equation (4) around f 0 (p), we have the formal solution of perturbation f 1 (q, p, t) as
for the initial condition f 1 (q, p, t = 0) = 0. The operator exp(tX 0 ) acts on a function u(q, p) as
where ϕ t 0 is the Hamiltonian flow associated with H 0 and hence ϕ t 0 (q, p) = (q + pt, t) in our setting. We can prove the equality
0 (q, p) and using dq ′ dp ′ = dqdp from canonical property of ϕ t 0 . Thus, we have
we obtain
with the Laplace transform of H 1
We note that the domain of ω is Im(ω) > 0 to ensure the convergence of the integral in the Laplace transform (22) . Substituting B = cos q and B = sin q into the linear response formula (23), and using the Laplace transforms of cos q t = cos(q + pt) and sin q t = sin(q + pt), which are respectively
and
we have the matrix formula
(27) The elements of the matrix F = (F νσ ) are
The domain of the above functions can be extended to the whole ω plane by the analytic continuation of the Landau's procedure [13] . For Im(ω) > 0, the integral path L represents the real p axis and the integrations can be performed even the complex singular points p = ±ω exist. Decreasing the imaginary part of ω, the singular points cross the real axis at Im(ω) = 0, and L is continuously modified to avoid the singularities. This avoiding procedure continues the functions for Im(ω) < 0, and gives contribution from residues. The explicit forms of the continued integrals are
(29) where PV represents the principal value.
We remark that the linear response (23) is rewritten as
if we perform integration by parts. The expression (30) gives a similar form of the matrix F with the correlation matrix C (13) as
The matrix F coincides with the correlation matrix C as F (ω) = (β/2)I 2 if f 0 (p) is the Maxwellian with the inverse temperature β.
Coming back to the matrix formula (27), we have the formal solution as
Temporal evolution of M 1,x and M 1,y are determined by performing the inverse Laplace transform, which picks up singularities of the integrand. To investigate the singularities of the matrix [1 − F (ω)] −1 F (ω), we write the matrix F (ω) in the terms of the dispersion functions. Potential of the HMF model has the Fourier modes ±1, whose dispersion functions are respectively
Thus, we have the relations
The
where z is the complex conjugate of z. Hereafter we focus on D 1 and denote it by D for simplicity. If we assume that the homogeneous state f 0 (p) is stable, then D(ω) has no roots in the upper half plane. Moreover, existence of real roots are special cases, since D(ω) has the real and the imaginary parts, while ω has the real part only.
We will see that this special case happens at the stability threshold for a family of skew-normal distributions in Sec.III B. As a conclusion, the matrix [1 − F (ω)] −1 F (ω) yields damping modes only.
On the other hand, the step-wise external field (6) yields a pole at the origin, since the Laplace transform is
Asymptotic behavior of M x and M y are obtained by picking up this pole at ω = 0 coming from the external field, as discussed in [9] , and
where the susceptibility tensor χ = (χ νσ ) is
When f 0 (p) is symmetric and hence f ′ 0 (0) = 0, the susceptibility tensor χ is diagonal and results to
as reported in [9] , where D(0) is real, and the susceptibility diverges at the point D(0) = 0 corresponding to the stability threshold [6, 17] . On the other hand, when f ′ 0 (0) = 0, the susceptibility tensor (39) enjoys two interesting features: (i) The tensor is neither symmetric nor diagonalizable by the real coordinate transformation, since the eigenvalues are not real. (ii) No divergence appears even at the stability threshold, since |D(0)| 2 > 0. We note that D(0) > 0 is the stability criterion for homogeneous symmetric distributions, but is no more for asymmetric.
III. SKEW-NORMAL DISTRIBUTION AND STABILITY
A. Skew-normal distribution
We introduce the skew-normal distribution for examining the linear response theory and confirming the two features mentioned in Sec.II C. The density of skew-normal distribution is defined by
and The parameter λ represents the skewness, and λ = 0 results to the normal distribution. The mean value is
We test the homogeneous stationary states of the form
To set the total momentum zero, we choose
Hereafter we fix the parameter σ as σ = 1. The unique free parameter is then the skewness λ, and the distribution is simply denoted by f 0 (p; λ). Let p = η be the unique extremum (the maximum point). Some examples of the skew-normal distribution functions are exhibited in Fig.1 .
B. Nyquist method of stability
For symmetric distributions f 0 (p), the formal stability criterion has been established [14] as
To obtain the formal stability, f 0 (p) is assumed as a function of one-particle Hamiltonian, and hence we cannot use this criterion for the skew-normal distributions. Instead, we use the Nyquist method [15, 16] , which was applied to asymmetric double-humped distributions in the HMF model [17] . To review the Nyquist method, we restrict ourselves in the skew-normal distributions. Let us consider the mapping by D and the set S = {D(ω) | Im(ω) > 0}. If this set includes the origin, then there exists a root of D(ω) on the upper-half ω plane, and an exponential growing mode accordingly. To study the set, we investigate the boundary, ∂S = {D(ω) | Im(ω) = 0}, where We note that D(η) can be rewritten as [18] 
by performing the integration by parts and remembering f ′ 0 (η) = 0. The Taylor expansion says that the numerator of the integrand starts from the quadratic term, (p − η)
2 , and hence no singularity appears in the integrand. A rigorous treatment of the above Penrose criterion is provided in [19] .
The stability criterion (51) is graphically presented in Fig.2 . On the complex D(ω) plane, the mapped real ω axis crosses with the positive real axis for λ = 1.5 and 1.6, while with the negative real axis for λ = 1.7. Thus, the stability threshold of the skew-normal distributions, denoted by λ th , must be in the interval 1.6 < λ th < 1.7. We remark that, from symmetry, we have another threshold −λ th , and f 0 (p) is stable if and only if −λ th < λ < λ th .
The stability threshold can be estimated by precise numerical computations. The integration of (52) is in an infinite interval, and is impossible to perform exactly in numerics. To estimate the infinite interval integration, we introduce the cut-off P as
and observe P -dependence of λ th . Estimated threshold for varying P is reported in Fig.3 , and is fitted by 1.622+ 1.474/P , where the fitting curve is obtained by the least squares method. We hence conclude that the threshold is λ th ≃ 1.622 in the limit P → ∞.
IV. NUMERICAL TESTS
We use the semi-Lagrangian code [20] with the time slice ∆t = 0.05. The µ space, the (q, p) plane, is truncated to (−π, π] × [−4, 4], and is divided into G × G grid points. We call G the grid size. The magnetization is zero for the reference homogeneous state f 0 (p; λ), and therefore, we simply denote the responsed magnetization as (M x , M y ) instead of (M 1,x , M 1,y ).
A. Stability threshold and unstable branch
The obtained stability threshold is directly examined by computing temporal evolution of a perturbed state. We prepare the perturbed initial state as
and use ǫ = 10
1/2 is shown in Fig.4 , and the obtained threshold λ th is successfully confirmed.
When the initial state is symmetric with respect to p, the nonlinear response theory [10] predicts that M will be proportional to (λ − λ th ) 2 in the unstable branch. Numerical simulations captured oscillations of M around the predicted levels and the period tends to increase as the initial state approaches to the stability threshold [10] . Even the present asymmetric case, this scaling, oscillations and a similar tendency of periods are observed as reported in Fig.5 .
B. Linear responses
We come back to the unperturbed initial distribution f 0 (p; λ), and add the external field (6) . From symmetry of the system we set (h x , h y ) = (h, 0) without loss of generality.
In order to examine the linear response theory, we set h = 10 −5 to be small enough. The normalized responses M x /h and M y /h, which are susceptibilities in the limit h → 0, are reported in Fig.6 for stable states of λ = 1.2 and 1.6.
The theoretically predicted levels of responses are in good agreements with the numerical experiments in initial time regions. The life time of the agreements gets longer as the grid size G increases, and is, roughly speaking, proportional to G. We may therefore conclude that the theoretically predicted response tensor is valid for a long time and that the non-zero off-diagonal response is observable if we use a fine grid.
For the whole stable region of λ, the theory is compared with numerical results in Fig.7 . We remark that the state with λ = 0 is thermal equilibrium state of temperature T = 1, and the normalized response M x /h coincides with the previously computed Vlasov linear response T c /(T −T c ) = 1 [8, 9] , which is also coincides with isothermal linear response (16) . We stress that, as stated in the end of Sec.II C, no divergence is observed at the stability threshold, which are the left and right boundaries of the figure. Another remark is that strength of response (M 1/2 /h for λ = 0 is greater than the symmetric case, λ = 0.
One possible explanation for the sign of χ yx is as follows. We may concentrate for λ > 0 without loss of generality. The negative part of f 0 (p; λ) is larger than the positive part around p = 0, and hence the small cluster being around p = 0 induced by the external field locally has negative total momentum. Consequently, the magnetization vector turns to the negative direction of q by the external field. 
C. Dependence on external magnetic field
The present non-diagonalizable susceptibility tensor comes from non-zero f ′ 0 (0), which implies that the maximum point η differs from the origin. Thus, we expect that asymmetric characters of the linear response tend to be hidden if the characteristic scale of p-axis, width of the separatrix, is larger than the maximum point p = η, since the local total momentum in the separatrix approaches to zero.
For the magnetization (M x , M y ) and the external field (h, 0), the separatrix reaches to |p| = 2 || M || + h. The magnetization is induced by the external field, and we have
Then, we may expect the asymmetric characters for small h satisfying
We report h dependence of susceptibilities in Fig.8 for λ = 1.2 and 1.6. The normalized responses, M x /h and M y /h, approaches to the theoretically predicted levels in h < h h , while the off-diagonal response, M y /h, goes to zero for larger h.
V. STATIONARITY AND NONLINEAR EFFECT
Let us discuss how off-diagonal response is possible. First of all, we show the fact that the responded state with non-zero M y is not stationary by stating that M and h must be parallel in a stationary state. Jeans theorem [4, 5] states that an inhomogeneous distribution function is a stationary solution of the Vlasov equation if and only if it depends on (q, p) only through integrals of the one-particle Hamiltonian system. The responded state has non-zero (M x , M y ) and the integral is the Hamiltonian
wherẽ
(58) Then, for a stationary state f (H(q, p) ), we have the vanishing integral of
since the integrand of the middle term is odd with respect to q − α. This equality and the definition of α imply
and we conclude M and h are parallel. As a result, the state predicted by the linear response theory is not a stationary state, and hence the system does not keep the predicted state as observed in Fig.6 . We can point out a similarity of the current phenomenon with the nonlinear Landau damping [21] . If the Landau damping time scale is longer than the so-called trapping time scale, then the exponential Landau damping stops and a cluster is formed by nonlinear effects [22] . The state experiences the linear Landau damping in an early time region, but stops to damp by the nonlinear effects. Similarly, the state predicted by the linear response theory appears in a short time region, and then disappears. We conjecture that the disappearance comes from nonlinearity of the full Vlasov equation.
VI. SUMMARY AND DISCUSSIONS
We investigated the response tensor for spatially homogeneous but asymmetric momentum distributions with the aid of the linear response theory. The theory predicts two interesting characters: One is non-symmetric and non-diagonalizable susceptibility tensor, in other words, the external field added to the x-direction induces the magnetization to the y-direction even in the simple HMF model. The off-diagonal response is not mysterious in our setting, since anisotropy is introduced by asymmetry of momentum distributions. The other is non-divergence of susceptibility even at the stability threshold. In other words, the divergence is a special feature of the symmetric case. For realizing the theoretical setting, we introduced a family of skew-normal distributions. After studying stability of the family by the Nyquist method, all the theoretical consequences are successfully confirmed by direct numerical simulations of the Vlasov equation.
We stress that the state reached by the linear response is neither in thermal equilibrium nor in a stationary state, since the off-diagonal response is not zero. The life time of such a state is finite, but gets longer as the grid size becomes finer. Thus, we may expect that the off-diagonal response can be experimentally observed by using large enough number of particles. However, non-stationarity may cause shortness of the life time comparing with the symmetric case, and revealing the time scale in which the linear response theory is valid is remained as a future work.
Concerning to the above discussion, we have to remark on validity of the linear response theory to predict asymptotic states. We considered stable reference states, and added external field small enough. Nevertheless, the asymptotic stationary states cannot be predicted by the linear response theory for asymmetric homogeneous states. Analogy with the linear Landau damping might be interesting, which may stop by nonlinear effects.
In this article we focused on the step-wise external field, and the off-diagonal response gives the derivative of distribution function at p = 0. We can also add oscillating external field with frequency ω 0 , whose Laplace transform has poles at ω = ±ω 0 . Thus, the response may give information of the derivatives at p = ±ω 0 . Studying the oscillating external field is another future work.
