Let R be a ring and f (x 1 , . . . , x n ) be a polynomial in noncommutative indeterminates x 1 , . . . , x n with coefficients from Z and zero constant. The ring R is said to be an f-ring if f (r 1 , . . . , r n ) = 0 for all r 1 , . . . , r n of R and a virtually f-ring if for every n infinite subsets X 1 , . . . , X n (not necessarily distinct) of R, there exist n elements r 1 ∈ X 1 , . . . , r n ∈ X n such that f (r 1 , . . . , r n ) = 0. Let R * be the 'smallest' ring (in some sense) with identity containing R such that Char(R) = Char(R * ). Then denote by Z R the subring generated by the identity of R * and denote byf R the image of f in Z R [x 1 , . . . , x n ] (the ring of polynomials with coefficients in Z R in commutative indeterminates x 1 , . . . , x n ). In this paper, we show that if R is a left primitive virtually f-ring such thatf R = 0, then R is finite. Using this result, we prove that an infinite semisimple virtually f-ring R is an f-ring, if the subring of Z R generated by the coefficients off R is equal to Z R ; and we also prove that if
Introduction and results
A ring with polynomial identity is roughly a ring R for which there is a nonzero polynomial f (x 1 , . . . , x n ) vanishing identically when computed in R. These rings appear in a natural way in algebra since a commutative ring is a ring with polynomial identity. This area has been studied from many points of view with many diverse goals. For instance, much work has been done by Amitsur and Levitzki (see [14] ) in investigating the nature of minimal identities satisfied by certain well-known rings. There is an interesting theorem due to Kaplansky as follows:
Kaplansky's Theorem (Kaplansky [9] The main goal of this paper is to study a ring which in some sense virtually satisfies a nonzero polynomial when computed in it. Suppose that f (x 1 , . . . , x n ) is a polynomial in noncommutative indeterminates x 1 , . . . , x n with coefficients from Z and zero constant. We say that a ring R is an f-ring if f (r 1 , . . . , r n ) = 0 for all r 1 , . . . , r n of R. A ring R is said to be a virtually f-ring if for every n infinite subsets X 1 , . . . , X n (not necessarily distinct) of R, there exist n elements r 1 ∈ X 1 , . . . , r n ∈ X n such that f (r 1 , . . . , r n ) = 0.
The motivation for defining virtually f-rings is essentially a problem of P. Erdös on groups and its answer by Neumann [12] . In [6] Bell et al., by proving a similar result for rings as Neumann did in [12] for groups, have proved that an infinite ring R is commutative if and only if, for any two infinite subsets X and Y of R, there exist x ∈ X and y ∈ Y such that xy = yx. Thus, in [6] it is proved that every infinite virtually C-ring is a C-ring, where C(x 1 , x 2 ) = x 1 x 2 − x 2 x 1 . It is clear that every finite ring is a virtually f-ring and every f-ring is a virtually f-ring. It is natural to ask: Is every infinite virtually f-ring an f-ring? The similar question for groups has been studied by many people (see for example [1, 7, 11] ). The definition of virtually f-rings and formulation of the above question, as far as we know, first appeared in [2] , where a virtually f-ring has been called an f # -ring. From now on we use this notation.
In this paper we give some classes of rings in which every f # -ring is an f-ring for any nonzero polynomial f. Note that quotients and subrings of every f # -ring are again f # -rings, and the class of f-rings is closed under taking subrings, quotients and cartesian products.
Throughout let R be a ring and for any ring R without identity let R * = R × Z (if Char(R) = 0) and R * = R × Z n (if Char(R) = n > 0) with the usual addition and the multiplication (r 1 , n 1 )(r 2 , n 2 ) = (r 1 r 2 + n 2 r 1 + n 1 r 2 , n 1 n 2 ). Clearly R * has identity, R is a subring of R * and Char(R)=Char(R * ). Also, if R has identity then we define R * =R. Let Z R be the subring of R * generated by its identity. From now on suppose that g = g(x 1 , . . . , x n ) is a nonzero polynomial in noncommutative indeterminates x 1 , . . . , x n with coefficients from Z and zero constant. We also denote byḡ R the image of g in Z R [x 1 , . . . , x n ] (the ring of polynomials with coefficients in Z R in commutative indeterminates x 1 , . . . , x n ). We denote the ring of m × m matrices over R by Mat m (R). Let a be an element of R. Then Ann(a) = {r ∈ R|ra = ar = 0} and J (R) denote the annihilator of a in R and the Jacobson radical of R, respectively; and for a left R-module V, End R (V ) denotes the ring of all left R-module endomorphisms of V . A ring R is called semisimple if J (R)= 0. The main results of this paper are as follows: Theorem 1.1. Let R be a left primitive g # -ring. Ifḡ R is nonzero, then R is finite.
As a consequence of Theorem 1.1, we prove Theorem 1.2. Let R be an infinite semisimple g # -ring. If the subring generated by the coefficients ofḡ R is Z R , then R is a g-ring.
In [2] we answered positively the above question for the polynomial x In [3] infinite J # n -rings are studied for J n = x n − x with an integer n > 1. It is proved in [3] that such rings are J n -rings. Note that by a result of Herstein [8, pp. 86-87] , every f-ring, where f is the polynomial given in Theorem 1.4, is commutative; hence Theorem 1.4 may be viewed as a generalization of Herstein's result.
In [3] the authors also studied the infinite rings R in which every infinite subset contains a potent element, where an element x is called potent if there exists an integer n > 1 for which x n = x. They claimed that such a ring (J * -ring, for short) is a J-ring, i.e., all elements are potent. The proof is flawed; in proving Lemma 6 of [3] , the authors assume incorrectly that a subdirect product of J-rings must be a J-ring. The first author thanks Howard E. Bell who pointed out this flaw in his review of [3] in Zentralblatt MATH. Also in Lemma 3 of [3] where the authors deal with left primitive J * -rings, they incorrectly assume that the underlying division ring D is infinite. We repair all these gaps in the last section.
Recall that by a famous theorem due to Jacobson (see Theorem 3.1.2 of [8] ) all J-rings are commutative. Clearly every J-ring is a J * -ring, so the following theorem may be considered as a generalization of Jacobson's theorem. Theorem 1.5. Every infinite J * -ring is a J-ring. In particular, every infinite J * -ring is commutative. (1) , . . . , y (n) ) = 0.
Some general results about virtually g-rings
Proof. List the elements of X with a well-ordering < on X. We denote the set of all nsubsets of X by X (n) . We define n! + 1 subsets of X (n) -a set U for each ∈ S n and an additional set V. Specifically, for each s = (r 1 , . . . , r n ) with r 1 < · · · < r n , let s ∈ U if and only if g(r (1) , . . . , r (n) ) = 0; and let V = X (n) \ ∈S n U . By Ramsey's theorem [13] , there exists an infinite subset
SinceY is infinite, there exist n infinite mutually disjoint subsets Y 1 , . . . , Y n ofY. On the other hand by assumption, there exist some elements y 1 ∈ Y 1 , . . . , y n ∈ Y n such that g(y 1 , . . . , y n ) = 0, so that {y 1 , . . . , y n } is in U for some ∈ S n , a contradiction. This completes the proof.
Lemma 2.2. Suppose A is an integral domain and thatḡ A is nonzero. If A is a g # -ring, then A is a finite field.
Proof. Let f denote an arbitrary polynomial in commuting indeterminates x 1 , . . . , x n . For each i = 1, . . . , n, let d i be the degree of f in x i and let S i be a subset of A with
To prove we apply induction on n. For n = 1 the result is trivial. Suppose that n > 1. We may write f as follows:
Assume that (a 1 , . . . , a n−1 ) is an arbitrary element of
By assumption this polynomial has at least d n + 1 roots and so it should be zero. Thus we have f i (a 1 , . . . , a n−1 ) = 0 for any i ∈ {0, . . . , n − 1}. Now by the induction hypothesis f i ≡ 0 for any i ∈ {0, . . . , n − 1}. Therefore f ≡ 0 and the claim is proved. Now suppose, for a contradiction, that A is infinite. By Lemma 2.1, there exist an infinite subset Y of A, a well-ordering < on Y and a permutation of {1, . . . , n} such that for any n-sequence y 1 < · · · < y n of Y, we have g(y (1) , . . . , y (n) )=0. Suppose that d i is the degree of x i in the polynomialḡ =ḡ A and d is a positive integer greater than all of the d i 's. Consider the following sequence of elements of Y:
Now for any i ∈ {1, . . . , n} let
By the property of set Y, we have thatḡ(a (1) , . . . , a (n) ) = 0 for all (a 1 , . . . , a n ) ∈ n i=1 S i and so the claim follows thatḡ ≡ 0, a contradiction. This completes the proof. 
where all c i 's are nonzero elements of Z. First we prove that every element a of D satisfies either a polynomial of the form x k − 1 for some k ∈ N or a polynomial with coefficients c i .
Let a be any element of D and consider the set X M = {a m |m ∈ M} for any infinite subset M of positive integers. If there exists an infinite subset M such that X M is finite then there exist two distinct positive integers m 1 , m 2 such that a m 1 = a m 2 . So in this case a satisfies a polynomial of the form x k − 1. Hence, we may assume that X M is infinite for every infinite subset M of positive integers. Let p be a prime number greater than the maximum of all the components of the i's. 
On the other hand since for every two distinct n-tuples (i 1 , . . . , i n ), (j 1 , . . . , j n ), we have,
thus a satisfies a polynomial with coefficients c i . Now suppose, for a contradiction, that Char(D) = 0. Let q be a prime number which divides none of the coefficients c i , for any i. But the rational number 1/q is not a root of some polynomial with coefficients c i or a polynomial of form x k − 1, a contradiction. Therefore Char(D) = r for some prime r. In this case, Z is the prime subfield Z r of D and so the first part of the proof implies that every element of D satisfies a nonzero polynomial with coefficients in Z r , i.e., D is algebraic over Z r . It now follows from Jacobson's theorem [10, p. 208] , D is a field and Lemma 2.2 implies that D is a finite field. It completes the proof. Proof. Let r 1 , . . . , r n ∈ R and consider the infinite subsets X i = r i + I for i ∈ {1, . . . , n}. Since R is a g # -ring, there exist n elements y 1 , . . . , y n ∈ I such that g(r 1 + y 1 , . . . , r n + y n ) = 0 and so g(r 1 + I, . . . , r n + I ) = 0. Thus, R/I is a g-ring.
Proof of Theorem 1.2. Since R is a semisimple ring, J (R) = 0. Thus, if {P i |i ∈ I } is the set of all left primitive ideals of R, then R is the subdirect product of R/P i (i ∈ I ). Since the subring generated by the coefficients ofḡ R is Z R ,ḡ R/P i is also nonzero as an element of Z R/P i [x 1 , . . . , x n ] for all i ∈ I . Therefore Theorem 1.1 implies that P i must be infinite for each i ∈ I . Now Lemma 2.5 implies that R/P i is a g-ring for all i ∈ I and so R is a g-ring. This completes the proof. Now we settle the question mentioned in Section 1 for the rings whose center contains an infinite zero subring, where we mean by a zero subring, a subring in which the product of every two elements is zero. First we state a result from [7] . [7] Proof. Note that in the statement of Lemma 2 of (Endimioni, Comm. Algebra [7] ), the i 's are endomorphisms of G. However, one can easily see that the proof of Lemma 2.6 is the same as the proof of Lemma 2 of [7] .
Lemma 2.6 (Lemma 2 of Endimioni

Theorem 2.7. Let R be a g # -ring. If the center of R contains an infinite zero subring T, then R is a g-ring.
Proof. Let r 1 , . . . , r n be arbitrary elements of R. We show that g(r 1 , . . . , r n ) = 0. First note that since T is a central zero subring of R, for every n elements z 1 , . . . , z n ∈ T we may write
. . . , r n ).
For each i ∈ {1, . . . , n} let i : T → R be the group homomorphism defined as af i (r 1 , . . . , r n ) , for all a ∈ T , and define for each i ∈ {1, . . . , n}, the group homomorphisms n+i : T → R as n+i (r) = − i (r) for all r in T. Suppose that X 1 , . . . , X 2n are 2n infinite subsets of T. Consider n infinite subsets r 1 + X 1 , . . . , r n + X n . By the hypothesis there exist n elements z 1 , . . . , z n such that g (r 1 + z 1 , . . . , r n + z n ) = 0 and so we have
Now consider the infinite subsets r 1 + X n+1 , . . . , r n + X 2n . Using the hypothesis, we have elements z n+1 ∈ X n+1 , . . . , z 2n ∈ X 2n such that
Thus we have 2n
Hence we have so far proved that the homomorphisms i have the property that in every 2n infinite subsets X 1 , . . . , X 2n of T there exist elements z 1 ∈ X 1 , . . . , z 2n ∈ X 2n such that
We can now apply Lemma 2.6 and deduce that 1 (r) = · · · = n (r) = 0 for all r ∈ T . Since −g(r 1 , . . . , r n ) = n i=1 i (z i ), it follows that g(r 1 , . . . , r n ) = 0, as required. Now we consider commutative g # -rings R with identity. Obviously every commutative g # -ring isḡ # -ring, whereḡ is the image of g in Z[x 1 , . . . , x n ]. Hence for commutative rings R, it is reasonable to assume thatḡ R = 0. The following result shows that every commutative g # -ring R with 1 is nearly a g-ring, where the subring generated by the coefficients ofḡ R is Z R .
Theorem 2.8. Let R be an infinite commutative ring with identity. Suppose that the subring generated by the coefficients ofḡ R is Z R . If R is a g # -ring which is not a g-ring, then J (R) is a finite nilpotent ideal of R and R/J (R) is a g-ring. Moreover, J (R) contains a finite ideal I such that I 2 = 0 and R/I is also a g-ring.
Proof. First we prove that J (R) consists of all nilpotent elements of R. For this, it suffices to prove that every prime ideal of R is maximal. Let P be a prime ideal of R. Note that by the hypothesis onḡ R ,ḡ R/I is not zero for all proper ideals I of R. It follows from Lemma 2.2 that R/P is a finite field and so P is an infinite maximal ideal, as R is infinite. Thus J (R) is a nil ideal. If J (R) is infinite, by Theorem 6 of [5] , J (R) contains an infinite zero subring; and it follows fromTheorem 2.7 that R is a g-ring, a contradiction. Thus J (R) is finite and by Lemma 2.5, R/J (R) is a g-ring, since J (R) is the intersection of all prime ideals of R, which are all infinite. Moreover, since J (R) is a finite nil ideal, J (R) is nilpotent (see [8, Theorem 1.3.1, p. 20] ). This completes the first part of the theorem. Now let I be the intersection of all infinite ideals of R. Since I J (R), I is finite. For each x ∈ I , Rx I is a finite ideal of R; and it follows from Lemma 2.8 of [2] that Ann(x) is an infinite ideal of R. By definition of I, I Ann(x), which implies that xI = 0. Therefore I 2 = 0. We also have R/I is a g-ring, since it is a subdirect product of R/K's, where K runs over all infinite ideals of R. Now the proof is complete.
We finish this section with a result on commutative Noetherian rings. Theorem 2.9. Let R be a commutative Noetherian g # -ring with identity such that the subring generated by the coefficients ofḡ R is Z R . Then R is finite.
Proof. Let R be a commutative Noetherian ring and P be an arbitrary prime ideal of R. Note that by the hypothesis onḡ R ,ḡ R/I is not zero for all proper ideals I of R. It follows from Lemma 2.2 that the integral domain R/P is a finite field, which implies that P is a maximal ideal of R. It follows that R is Artinian. Therefore R is isomorphic to a direct product of finitely many Artinian local rings (see [4, Theorem 8.7, p. 90] ). Thus we may assume that R is an Artinian local ring with maximal ideal m. We have R/m is a finite field and since J (R) = m is nilpotent, there exists a positive integer n such that m n = 0. Since R is a Noetherian ring, m i−1 /m i is a vector space of finite dimension over R/m, for each i ∈ {1, . . . , n} and so it is finite. Now noting the equality |m| = n i=2 |m i−1 /m i |, we see that R is finite, as required.
Remark. The Noetherian condition in the above theorem is not superfluous. Let R = ∞ i=1 Z p , where p is a prime and define g = x p − x. Then R is an infinite g # -ring.
Some certain virtually g-rings
Let 1 , . . . , n be positive integers. In [2] it is proved that if f (x 1 , . . . , x n ) = x 1 1 . . . x n n , then every infinite f # -ring is an f-ring. There is a mistake in the proof of Lemma 2.2 of [2] where it is proved that if R is a left primitive f # -ring, then R is finite (however this lemma is true). It has been claimed that since R is an infinite left primitive ring and V is a simple faithful R-module, the division ring D = End R (V ) is infinite. But D may be finite, (for example let R = End F (W ), where F is a finite field and W is an infinite dimensional vector space over F. Then End R (W ) = F is finite). The first author thanks Tsai-Lien Wong for pointing out the error. Anyway in Theorem 1.1 we proved a more general result, which not only corrects the proof of Lemma 2.2 in [2] but also generalizes that lemma. Now we prove Theorem 1.3, which generalizes the main result of [2] .
Proof of Theorem 1.3. It is easy to check that all the proofs and lemmas in [2] are true for the polynomial f (
, and one may write all the proofs given in [2] by a similar method, but here consider Theorem 1.1 and Lemma 2.5 instead of Lemmas 2.2 and 2.1 of [2] , respectively.
In Lemma 3 of [3] , where the authors deal with left primitive J # n -rings, they incorrectly assume that the underlying division ring is infinite, but again Theorem 1.1 shows the statement of Lemma 3 in [3] is true. Now we are going to prove Theorem 1.4 which improves the result of [3] on J # n -rings. Note that if R is a p # -ring where p is a polynomial in one variable with integral coefficients, then the set {r ∈ R|p(r) = 0} is finite. 
Proof of Theorem 1.4. Let R be an infinite f # -ring. We know that J (R) = {P i |i ∈ I }, where the intersection is taken over all left primitive ideals of R. By Theorem 1.1, R/P i is finite and so P i is infinite for all i ∈ I . Thus by Lemma 2.5, R/P i is an f-ring for all i ∈ I . finally, by Lemma 3.1, J (R) = 0 and so R can be embedded in i∈I R/P i . Therefore R is an f-ring, as all R/P i 's are so. Finally, by a result of Herstein [8, pp. 86-87] , every f-ring is commutative, so R is a commutative f-ring. This completes the proof.
Rings with many potent elements
The purpose of this section is to prove Theorem 1.5. Although some sections of the proof given in [3] are correct, we give a complete proof for the reader's convenience. Proof. Let X be the set of all nonpotent elements of R. Since R is a J * -ring, X is finite. First we prove that
Let r ∈ J (R)\X, so that r n = r for some integer n > 1. Thus r n−1 is an idempotent element of R and since r ∈ J (R), we have r n−1 = 0 (see [8, Theorem 1.3.3] ), which implies that r = 0 and hence J (R) ⊆ X ∪ {0}. It follows that J (R) is finite. Let a ∈ J (R). Since J (R) is a finite ideal of R, Ann(a) is infinite by Lemma 2.8 of [2] . Consider the infinite subset a + (Ann(a)\X) . By the hypothesis there exist an element b ∈ Ann(a)\X and positive integers m and n greater than 1 such that (a + b) n = a + b, b m = b. It follows that a n + b n = a + b, since ab = ba = 0. Thus we have a(a n + b n ) = a(a + b) and so a n+1 =a 2 . Thus a n−1 is an idempotent element of J (R), so a n−1 =0, hence a 2 =0. We have (a Proof. Since R is a left primitive ring, there is a simple faithful left R-module V. Let D = End R (V ), which is a division ring. By the structure theorem for left primitive rings, the two following cases can be considered.
Case 1: R = Mat n (D). If n > 1, then R has infinitely many nilpotent elements, but J * -rings have only finitely many nilpotent elements. Thus in this case R = D. We prove that all elements of D\{0} are periodic and so by Jacobson's theorem [10, p. 208 ] D is a J-ring which is a field. Let a be a nonzero element of D. First suppose that X = {a n |n ∈ N} is infinite. Thus, by the hypothesis, (a n ) k =a n for some integer k > 1, and so a nk−n =1, where nk − n = 0. Thus, in this case, a is periodic. Now assume that X is finite, so a n = a m for two distinct positive integers n, m. Thus a n−m = 1, as required. Proof of Theorem 1.5. Let R be an infinite J * -ring. Since J (R) is the intersection of all left primitive ideals P i (i ∈ I ) of R, Lemma 4.1 implies that R is the subdirect product of {R/P i |i ∈ I }. If R/P i is finite, then P i is infinite, so for each element r ∈ R, by considering the infinite subset r + P i , there exists an element p ∈ P i such that (r + p) n = r + p for some integer n > 1. It follows that (r + P i ) n = r + P i . Thus in this case R/P i is a finite field. If R/P i is infinite, Lemma 4.2 implies that R/P i is a field and a J-ring. Now we prove that R is a periodic ring, that is, for every element r ∈ R, there are two distinct positive integer n, m such that r n =r m . Let a be an element of R. Consider the subset Y ={a k |k ∈ N}. IfY is finite, then clearly there exist two distinct positive integers n, m such that a n = a m and if Y is infinite there exists a positive integer m such that (a m ) n = a m for some positive integer n > 1. Thus R is periodic. Suppose now that r ∈ R and r n = r m where n, m are two distinct positive integers. Assume that n > m. Let r + P i be the ith component of the image of r in i∈I R/P i . Then r n + P i = r m + P i . Since each of the R/P i is a field, we have r n−m+1 + P i = r + P i , for all i ∈ P i . This implies that r n−m+1 − r ∈ J (R), and by Lemma 4.1, r n−m+1 = r, as required. This completes the proof.
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