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Abstract
We point out that the noncommutative selfdual φ3 model can be mapped to the
Kontsevich model, for a suitable choice of the eigenvalues in the latter. This
allows to apply known results for the Kontsevich model to the quantization
of the field theory, in particular the KdV flows and Virasoro constraints. The
2-dimensional case is worked out explicitly. We obtain nonperturbative expres-
sions for the genus expansion of the free energy and some n-point functions.
The full renormalization for finite coupling is found, which is determined by
the genus 0 sector only. All contributions in a genus expansion of any n-point
function are finite after renormalization. A critical coupling is determined
beyond which the model is unstable. The model is free of UV/IR diseases.
1 Introduction
One of the motivation for noncommutative field theory is the hope to achieve a
better understanding of the UV divergences and renormalization in quantum field
theory (QFT), by formulating QFT on a quantized or noncommutative (NC) space.
The most popular example of such a space is the quantum plane, where the coor-
dinate “functions” satisfy the canonical commutation relations [xi, xj ] = iθij . This
introduces a length scale, and divides space essentially into “Planck cells” of finite
area. At first sight, one might then guess that this length scale corresponds to a
cutoff ΛNC =
1√
θ
in QFT. However, it turns out that ΛNC does not play the role
1Supported by the FWF project P16779-N02.
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of a UV cutoff, but more properly serves as a reflection point between scales in the
UV and the IR on both sides of ΛNC . Moreover, this generically leads to the so-
called UV/IR mixing in divergent QFT’s, which is a serious obstacle to perturbative
renormalization [1].
A way to overcome these problems has been found recently in [2–4] for the
scalar φ4 model in 2 and 4 dimensions. This is achieved by adding a confining
potential (a “box”) to the field theoretical models, i.e. an additional relevant term
in the Lagrangian of the form Ω(x˜iφ)(x˜iφ) which makes them covariant under a
duality [5]. This additional term essentially suppresses or controls the divergencies
in the IR, and introduces discreteness into the models which can be viewed as
generalized matrix models. Perturbative renormalizability was then proved using a
renormalization group approach. In particular, there is a special point Ω = 1 where
the models become selfdual in a certain sense [5]. This is expected to be preserved
under renormalization, and is therefore of particular interest.
The close relationship between noncommutative field theory and (generalized)
matrix models can be seen in many ways. The most striking similarity is that
Feynman diagrams are drawn on a Riemann surface, leading to a genus expansion.
For generic momenta, only planar diagrams are divergent just like in ordinary matrix
models. However, for exceptional momenta the nonplanar (higher-genus) diagrams
become divergent as well, which leads to UV/IR mixing i.e. new divergences in
the IR. This similarity to matrix models suggests to apply or adapt some of the
powerful techniques which have been developed in the context of matrix models.
This idea was applied in [6], where the selfdual complex φ4 model was formulated
as matrix model, which in the degenerate U(N)-invariant case was solved exactly
but turned out to be trivial (i.e. free). Later, in [7, 8] a strategy to analyze more
general scalar models using matrix model techniques was proposed. This is based
on the hypothesis that the eigenvalue distribution is localized as in ordinary matrix
models, and strongly hints at nontriviality of e.g. the real φ4 model.
In the present paper, we show that the noncommutative Euclidean selfdual φ3
model can be solved (at least in 2 dimensions, but probably more generally) using
matrix model techniques, and is related to the KdV hierarchy. This is achieved
by rewriting the field theory as Kontsevich matrix model, for a suitable choice
of the eigenvalues in the latter. The relation holds for any even dimension, and
allows to apply some of the known, remarkable results for the Kontsevich model to
the quantization of the φ3 model. We work out the 2-dimensional case explicity.
This allows to write down closed expressions for the genus expansion of the free
energy, and also for some n-point functions by taking derivatives and using the
equations of motion. It turns out that the required renormalization is determined
by the genus 0 sector only, and can be computed explicitly. We show that using
this renormalization, all contributions in a genus expansion of any n-point function
correlation function are finite and well-defined for finite coupling. This implies but
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is stronger than perturbative renormalization. Here we draw heavily on results
of [9, 10] for the Kontsevich model.
We thus obtain fully renormalized models with nontrivial interaction which are
free of UV/IR diseases. Only the linear tadpole term in the action requires (loga-
rithmic) renormalization, while mass and coupling constant do not run as expected.
We also extract the leading perturbative contribution for certain correlators using
the nonperturbative results, and verify that they coincide with the diagrammatic
computations. All this shows that even though the φ3 may appear ill-defined at
first, it is in fact much better under control than other models.
These results are obtained starting with purely imaginary coupling constants, but
allow analytic continuation to real coupling. This turns out to be well-defined for
finite coupling below some critical value, but becomes unstable for strong coupling.
We derive the corresponding critical coupling, which is interpreted as instability
induced by the finite potential barrier.
In view of the well-known relation between NC field theory and string theory in
certain backgrounds [11], our results are relevant also in that context. In fact, the
noncommmutative φ3 model has been related to open strings in a B-field background
in [12]. More recently, the relevance of the Konsevich model to open string field
theory [13] and to branes on non-compact Calabi-Yau spaces [14] has been pointed
out. This suggests that the language and techniques of NC field theory might be
useful also in this string-theoretical context.
This paper is organized as follows: In section 2 we define the φ3 model under con-
sideration, and rewrite it as Kontsevich model. Some useful identities for correlators
are also given. We then recall the most important facts about the Kontsevich model
in section 3, and specialize it to the field theoretical model under consideration in
section 4. Renormalization and finiteness are established in section 4.1, which is the
main result of this paper. We then perform some perturbative checks, and provide
some approximation formulas valid for finite coupling. The critical point for real
coupling is studied in section 4.4, and some perturbative computations are given in
section 5. We conclude with a discussion and outlook.
2 The noncommutative φ3 model
We assume some familiarity with the formulation of noncommutative field theory,
as reviewed e.g. in [15, 16]. Consider the action
S˜ =
∫
R
2n
θ
1
2
∂iφ∂iφ+
µ2
2
φ2 + Ω2(x˜iφ)(x˜iφ) +
iλ˜
3!
φ3 (1)
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on the 2n-dimensional quantum plane, which is generated by self-adjoint operators2
xi satisfying the canonical commutation relations
[xi, xj ] = iθij . (2)
We also introduce
x˜i = θ
−1
ij xj , [x˜i, x˜j ] = iθ
−1
ji (3)
assuming that θij is nondegenerate. The dynamical object is the scalar field φ = φ
†,
which is a self-adjoint operator acting on the representation space H of the algebra
(2). The term Ω2(x˜iφ)(x˜iφ) is included following [2,5], making the model covariant
under Langmann-Szabo duality, and taking care of the UV/IR mixing. We choose to
write the action with an imaginary coupling iλ˜, assuming λ˜ to be real. The reason
is that for real coupling λ˜′ = iλ˜, the potential would be unbounded from above
and below, and the quantization would seem ill-defined. We will see however that
the quantization is completely well-defined for imaginary iλ˜, and allows an analytic
continuation to real λ˜′ = iλ˜ in a certain sense which will be made precise below.
Therefore we accept for now that the action S˜ is not real.
Using the commutation relations (2), the derivatives ∂i can be written as inner
derivatives ∂if = −i[x˜i, f ]. Therefore the action can be written as
S˜ =
∫
−1
2
[x˜i, φ][x˜i, φ] + Ω
2x˜iφx˜iφ+
µ2
2
φ2 +
iλ˜
3!
φ3
=
∫
−(x˜iφx˜iφ− x˜ix˜iφφ) + Ω2x˜iφx˜iφ+ µ
2
2
φ2 +
iλ˜
3!
φ3 (4)
using the cyclic property of the integral. For the “self-dual” point Ø = 1, this action
simplifies further to
S˜ =
∫
(x˜ix˜i)φφ+
µ2
2
φ2 +
iλ˜
3!
φ3. (5)
In order to quantize the theory, we need to introduce a counterterm which is linear
in φ:
S˜ =
∫
(x˜ix˜i)φφ− (iλ˜a˜)φ+ µ
2
2
φ2 +
iλ˜
3!
φ3. (6)
We will include this additional term from now on, which is written as (iλ˜a˜) since
then only the coupling λ˜′ = (iλ˜) needs analytic continuation, while a˜ will always be
real. The additional term implies that the potential V (φ) = λ˜′a˜φ+ µ
2
2
φ2+ λ˜
′
3!
φ3 has
a local minimum at φ0 =
1
λ˜′
(− µ2 +
√
µ2 − 2(λ˜′)2a˜) for real λ˜′.
2One can of course also start with the Moyal product on a classical space of functions. We will
skip this point of view here, since for our purpose the matrix representation is crucial.
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The crucial observation which we will use in this paper is the fact that the self-
dual model (6) can be written as a matrix model coupled to an external “source”
matrix. This was already noted and applied in [6] in the context of the complex φ4
model. To see this, consider the operator
J = 4pi(θ
∑
i
x˜ix˜i +
µ2θ
2
). (7)
We assume that θij has the canonical form θ12 = −θ21 =: θ (= θ34 = −θ43 etc.
for higher dimensions), focusing on the 2-dimensional case in this paper. Then
J is essentially the Hamiltonian of quantum mechanical harmonic oscillator J ∝∑
xˆ2 + pˆ2 + const, which in the usual basis of eigenstates diagonalizes with evenly
spaced eigenvalues,
J |n〉 = 4pi(n + 1 + µ
2θ
2
)|n〉, n ∈ {0, 1, 2, ...}; (8)
we will only consider the 2-dimensional case from now on. Replacing
∫
= (2piθ)Tr,
the action can be written as
S˜ = 2piTr
( 1
4pi
Jφ2 +
iλ˜θ
3!
φ3 − iλ˜a˜θφ
)
. (9)
It is convenient to define the dimensionless constants
λ = 2piθλ˜, a = λ2a˜ = −(iλ)2a˜, (10)
and to subtract an irrelevant constant term Tr( 1
3λ2
J3 + 1
λ2
Ja) from the action, in
order to simplify some formulas below. Then we obtain the following action
S := Tr
(1
2
Jφ2 +
iλ
3!
φ3 − a
iλ
φ− 1
3(iλ)2
J3 − 1
(iλ)2
Ja
)
. (11)
One can eliminate the quadratic term by shifting3 the variable in (11) as
φ˜ = φ+
1
iλ
J, (12)
so that
S = Tr
(
− 1
2
(
1
iλ
J2 +
2a
iλ
)φ˜+
iλ
3!
φ˜3
)
= Tr
(
− 1
2iλ
M2φ˜+
iλ
3!
φ˜3
)
(13)
where
M =
√
J2 + 2a. (14)
3for the quantization, the integral for the diagonal elements is then defined via analytical con-
tinuation, and the off-diagonal elements remain hermitian since J is diagonal.
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Now the field φ˜ couples linearly rather than quadratically to the source, which turns
out to be very useful. Alternatively, the linear term can be eliminated by setting
φ˜ = X +
1
iλ
M, X = φ˜− 1
iλ
M = φ+
J −M
iλ
. (15)
Then the action becomes
S = Tr
(1
2
MX2 +
iλ
3!
X3 − 1
3(iλ)2
M3
)
, (16)
which has the form of the Kontsevich model [10].
2.1 Quantization and equations of motion
The quantization of the model (6) resp. (13) is defined by an integral over all
Hermitian N×N matrices φ, where N serves as a UV cutoff. The partition function
is defined as
Z(M) =
∫
Dφ˜ exp(−S(M)) (17)
for S = S(M) given by (13), and correlators or “n-point functions” are defined
through
〈φi1j1....φinjn〉 =
1
Z
∫
Dφ˜ exp(−S)φi1j1....φinjn (18)
The eigenvalues of J resp. M are then given by (8) resp. (14) for n = 0, 1, .., N − 1.
The nontrivial task is to show that all correlation functions have a well-defined and
hopefully nontrivial limit N →∞, i.e. that the “low-energy physics” is well-defined
and independent of the cutoff.
Using the symmetry Z(M) = Z(U−1MU) for U ∈ U(N), we can assume that
M is diagonalized with (ordered) eigenvalues mi. Then there is a residual U(1)
N
invariance φij → u−1i φijuj with ui ∈ U(1). This implies certain obvious “index
conservation laws”, e.g. 〈φkl〉 = δkl〈φll〉 etc.
In order to have a well-defined limit N →∞, we should require in particular that
the 2-point function 〈φijφkl〉 and also the one-point function 〈φkl〉 have a well-defined
limit. We therefore impose the renormalization conditions
〈φ00φ00〉 = 1
2pi
1
µ2θ + 1
, (19)
〈φ00〉 = 0 (20)
which hold in the free case λ = 0. This will uniquely determine the renormalization
of a (and µ2, which receives only finite quantum corrections and which will not be
computed here).
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Quantum equations of motion and correlators. We first derive some simple
relations for the basic correlators. Using the identity4
0 =
∫
dφ˜
d
dφ˜kk
exp Tr(
1
2iλ
φ˜M2 − iλ
3!
φ˜3) (21)
we obtain
0 =
〈∑
l, l 6=k
φ˜kl φ˜lk + φ˜
2
kk −
1
λ2
m2k
〉
(22)
for each matrix index k. Insertions of a diagonal factor φ˜kk in the correlators can
be achieved5 by acting with the derivative operator iλ
mk
∂
∂mk
on Z. More general
non-diagonal insertions φ˜kl will be discussed in section 4.5.
In the Kontsevich model resp. the φ3 model, there is a simple way to obtain
also a certain class of non-diagonal insertions, by expressing the invariance of the
integral Z under an infinitesimal change of variable of the form [9]
φ˜→ φ˜+ iε[X(kl), φ˜], with (X(kl))ab = δakδblφ˜kl (23)
which gives explicitly
δ(kl)φ˜ij = iε
(
δikφ˜ilφ˜lj − δjlφ˜ikφ˜kj
)
. (24)
The Jacobian is 1 + iε(φ˜ll − φ˜kk), while the term Trφ˜3 is invariant. Thus
0 =
〈
φ˜ll − φ˜kk + 1
2iλ
(m2k −m2l )φ˜klφ˜lk
〉
, (25)
with no summation implied. In particular, we find for the propagator
〈
φ˜klφ˜lk
〉
=
2iλ
m2k −m2l
〈
φ˜kk − φ˜ll
〉
(26)
for k 6= l (no sum). Recalling that φ˜ = φ+ 1
iλ
J , this gives
〈
φklφlk
〉
=
2iλ
m2k −m2l
(
〈
φkk − φll
〉
+
1
iλ
(Jk − Jl))
=
2
Jk + Jl
+
2iλ
m2k −m2l
〈
φkk − φll
〉
(27)
4this is justified by analytic continuation using (16).
5Alternatively one could also promote a to a matrix (commuting with J), and take derivatives
w.r.t. ai. Since this presents no particular advantages, we will not do this in the following.
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noting that J2k − J2l = m2k − m2l . The first term is the free contribution, and the
second the quantum correction. Thus we “only” need the 1-point functions
〈
φ˜kk
〉
=
iλ
mk
∂
∂mk
ln Z˜(m) =
1
iλ
Jk +
〈
φkk
〉
. (28)
They can be obtained from the Kontsevich model, as we will show in detail.
Proceeding as in [9], we can insert (25) into (22) which leads to
m2k
λ2
= −〈φ˜2kk〉 − (2iλ)
∑
l,l 6=k
〈φ˜kk − φ˜ll〉
m2k −m2l
. (29)
These manipulations can be generalized: consider
0 = δ(kl)Z
〈
φ˜kk
〉
= δ(kl)
∫
Dφ˜ exp(−S(J))φ˜kk
= Z
〈(
(φ˜ll − φ˜kk) + 1
2iλ
(m2k −m2l )φ˜klφ˜lk
)
φ˜kk + δ(kl)φ˜kk
〉
= Z
〈(
(φ˜ll − φ˜kk) + 1
2iλ
(m2k −m2l )φ˜klφ˜lk
)
φ˜kk +
(
φ˜klφ˜lk − δklφ˜kkφ˜kk
)〉
(30)
using
δ(kl)φ˜kk = iε
(
φ˜klφ˜lk − δklφ˜kkφ˜kk
)
. (31)
This implies
〈
φ˜klφ˜lkφ˜kk
〉
=
2iλ
m2k −m2l
〈
(φ˜kk − φ˜ll)φ˜kk −
(
φ˜klφ˜lk − δklφ˜kkφ˜kk
)〉
=
2iλ
m2k −m2l
〈
(1 + δkl)φ˜kkφ˜kk − φ˜llφ˜kk − 2iλ
m2k −m2l
(φ˜kk − φ˜ll)
〉
(32)
(no sum). Therefore
〈
φ˜klφ˜lkφ˜kk
〉
is finite and known exactly provided the 1- and
2-point functions are known, which indeed will be obtained from the Kontsevich
model.
Clearly these manipulations can be generalized. However, we will present a
different argument in section 4.5 which establishes finiteness of general correlation
functions more directly, using the renormalization procedure explained below. The
relation (32) could also be used to demonstrate that the model is not free, in contrast
to [6]. We will not bother to elaborate this, since the lowest nontrivial term in
a Taylor expansion in λ is manifestly finite and nonzero, and the model will be
renormalized for finite coupling.
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It is worth pointing out that (29) yields the matrix Airy equations
[
m2k − (
1
mk
∂
∂mk
)2 − 2
∑
l,l 6=k
1
m2k −m2l
(
1
mk
∂
∂mk
− 1
ml
∂
∂ml
)
]
Z = 0 (33)
as shown in [9], which was called “Master equation” in [17]. This in turn can be
translated into the Virasoro constraints,
LmZ = 0, m ≥ −1 (34)
for suitable operators Lm. It is also useful to define as in [6, 17]
W (mk) :=
1
mk
∂
∂mk
lnZ(m) =
1
iλ
〈φ˜ii〉. (35)
Then (33) can be written as
W (mk)
2 +
1
mk
∂
∂mk
W (mk) + 2
∑
l 6=k
W (mk)−W (ml)
m2k −m2l
−m2k = 0. (36)
Before proceeding, we briefly recall the usual treatment [17] of the genus 0 solution
of the Kontsevich model. In that case one can neglect the term 1
mk
∂
∂mk
W (mk)
in (36), which would be suppressed by 1
N
. Then (36) constitutes N equations in
N unknowns W (mk), k = 1, ..., N . This can be solved in the large N limit, by
assuming that W (mk) becomes an analytic function with cuts in the large N limit,
wheremk, k = 1, ..., N becomes a continuous variable (recall thatmk are the ordered
eigenvalues of M).
In the present case, we are not allowed to neglect the term 1
mk
∂
∂mk
W (mk) since
there is no factor N involved in (35). Correspondingly 〈φ˜2kk〉 6= 〈φ˜kk〉2, as can be
seen explicitly in perturbation theory (see section 5). Therefore we have to use the
complete genus expansion, which is indeed available more-or-less explicitly. It will
turn out that only the genus 0 contribution requires renormalization. We start by
recalling some more facts about the Kontsevich model.
3 Some useful facts for the Kontsevich model
The Kontsevich model is defined by
ZKont(M˜) = eF
Kont
=
∫
dX exp
{
Tr
(
−M˜X2
2
+ iX
3
6
)}
∫
dX exp
{
−Tr
(
M˜X2
2
)} (37)
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where M˜ is a given hermitian N × N matrix, and the integral is over Hermitian
N ×N matrices X . This model has been introduced by Kontsevich [10] as a combi-
natorial way of computing certain topological quantities (intersection numbers) on
moduli spaces of Riemann surfaces with punctures, which in turn were related to
the partition function of the general one-matrix model by Witten [18]. It turns out
to have an extremely rich structure related to integrable models (KdV flows) and
Virasoro constraints, and was studied using a variety of techiques. For our purpose,
the most important results are those of [9,10,17] which provide explicit expressions
for the genus expansion of the free energy of (37). Note that λ can be introduced
via
ZKont(M˜) = ZKont(λ−2/3M) =
∫
dX exp
{
Tr
(
−λ−2/3MX2
2
+ iX
3
6
)}
∫
dX exp
{−Tr (λ−2/3MX2
2
)}
=
∫
dX˜ exp
{
Tr
(
− MX˜2
2
− iλ X˜3
6
)}
∫
dX˜ exp
{
−Tr
(
MX˜2
2
)} , (38)
where X = −λ1/3X˜, M = λ−2/3M˜ , which allows to obtain the analytic continuation
in λ.
The matrix integral in (37) and its large N limit can be defined rigorously in
terms of its asymptotic series. Defining the normalized measure
dµM˜(X) =
dX exp(−1
2
TrM˜X2)∫
dX exp(−1
2
TrM˜X2)
(39)
for Hermitian N ×N matrices, one considers the matrix Airy function
ZKont (N) =
∫
dµM˜(X) exp(
i
6
TrX3) =
∑
k≥0
Z
Kont (N)
k (M˜)
Z
Kont (N)
k (M˜) =
(−1)k
(2k)!
∫
dµM˜(X)
(
TrX3
6
)2k
. (40)
A crucial fact [10] is that the terms Z
Kont (N)
k (M˜) can be expressed as polynomials
with rational coefficients in the variables
θr =
1
r
TrM˜−r. (41)
Then Z
Kont (N)
k is homogeneous of degree 3k, if we set
deg θr = r. (42)
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Only the first N of the θr are algebraically independent for an N × N matrix M˜ .
However, it is known [9, 10] that
Considered as a function of θ. ≡ {θ1, θ2, ...}, ZKont (N)k (M˜) is independent of N
for 3k ≤ N and depends only on θr, 1 ≤ r ≤ 3k.
This allows one to define unambiguously the series ZKont(θi) =
∑
k≥0Z
Kont
k (θi)
where ZKontk (θi) := Z
Kont (N)
k (θi), N ≥ 3k without any further reference to N . Even
though we formally work with an infinite number of variables θr, each Z
Kont
k (Z0 = 1)
depends on finitely many of them.
Furthermore, the following remarkable facts hold [10]:
1.
∂ZKont
∂θ2r
= 0 (43)
2. ZKont(θr) is a τ -function for the Korteweg-de Vries equation.
Namely if
tr = −(2r + 1)!! θ2r+1 = −(2r − 1)!! trM˜−2r−1
u :=
∂2
∂t20
lnZKont (44)
then
∂u
∂t1
=
∂
∂t0
( 1
12
∂2u
∂t20
+
1
2
u2
)
(45)
and more generally
∂
∂tn
u =
∂
∂t0
Rn+1. (46)
Here the Rn denote the Gelfand-Dikii differential polynomials (derivatives are taken
with respect to t0)
R2 =
u2
2
+
u′′
12
R3 =
u3
6
+
uu′′
12
+
u′2
24
+
u(4)
240
R4 =
u4
24
+
uu′2
24
+
u2u′′
24
+
uu(4)
240
+
u′u′′′
120
+
(u′′)2
160
+
u(6)
6720
. . .
Rn =
un
n!
+ · · ·
(47)
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computed from
(2n+ 1)R′n+1 =
1
4
R′′′n + 2uR
′
n + u
′Rn. (48)
For the present case, we have
θr =
λ2r/3
r
∑
n≥0
1
(J2n + 2a)
r/2
. (49)
Without renormalization (i.e. for finite or zero a), θr is logarithmically divergent
for r = 1, and finite for r ≥ 2. This is a first indication that the model requires
renormalization, and we will see that a ∝ λ2 lnN . However, it will turn out that
even in the properly renormalized case a different set of variables is more suitable.
A further crucial fact is the existence of a
Genus expansion. As usual for matrix models, one can consider the genus ex-
pansion
lnZKont = FKont =
∑
g≥0
FKontg (50)
by drawing the Feynman diagrams on a suitable Riemann surface. In principle, this
genus expansion can be obtained as a 1
N
expansion by introducing an explicit factor
N in the action, so that the action takes the form
S ′ = TrN(−1
2
M ′2φ′ +
1
3!
φ′3). (51)
However, it was shown in [9] that the FKontg can also be computed using the KdV
equations and the Virasoro constraints (34), which allows to find closed expressions
for small g. It is useful to use the following set of variables:
Ik(u0, ti) =
∑
p≥0
tk+p
up0
p!
(52)
where u0 is given by the solution of the implicit equation
u0 = I0(u0, ti). (53)
We note that using the definition (44), Ik can be resummed as
Ik(u0, ti) = −(2k − 1)!!
∑
i≥0
1
(m˜2i − 2u0)k+
1
2
, (54)
in particular
u0 = −
∑
i≥0
1√
m˜2i − 2u0
= I0. (55)
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These variables turn out to be more useful for our purpose than the tr, since the
m˜2i − 2u0 will be finite in the renormalized model, while the tr are not. Using the
KdV equations, [9] found the following explicit formulas:
FKont0 =
u30
6
−
∑
k≥0
uk+20
k + 2
tk
k!
+
1
2
∑
k≥0
uk+10
k + 1
∑
a+b=k
ta
a!
tb
b!
(56)
FKont1 =
1
24
ln
1
1− I1 , (57)
FKont2 =
1
5760
[
5
I4
(1− I1)3 + 29
I3I2
(1− I1)4 + 28
I32
(1− I1)5
]
, (58)
etc. All FKontg with g ≥ 2 are given by finite sums of polynomials in Ik/(1− I1)
2k+1
3 ,
the number of which is p(3g − 3) with p(n) being the number of partitions of n.
Expanded in the original variables tr, this becomes [9]
FKont0 =
t30
3!
+ t1
t30
3!
+
(
t2
t40
4!
+ 2
t21
2!
t30
3!
)
+
(
t3
t50
5!
+ 3t1t2
t40
4!
+ 6
t30
3!
t31
3!
)
+
[
t4
t60
6!
+
(
6
t22
2!
+ 4t1t3
)
t50
5!
+ 24
t30
3!
t41
4!
+ 12t2
t21
2!
t40
4!
]
+
[
t5
t70
7!
+ (5t1t4 + 10t2t3)
t60
6!
+ 120
t30
3!
t51
5!
+
(
30t1
t22
2!
+ 20t3
t21
2!
)
t50
5!
+ 60t2
t31
3!
t40
4!
]
+ . . . (59)
and
24FKont1 = t1 +
(
t21
2!
+ t0t2
)
+
(
2
t31
3!
+ t3
t20
2!
+ 2t0t1t2
)
+
(
6
t41
4!
+ t4
t30
3!
+ 4
t20
2!
t22
2!
+ 6t0t2
t21
2!
+ 3t1t3
t20
2!
)
+
(
24
t51
5!
+ t5
t40
4!
+ 24t0t2
t31
3!
+ (4t1t4 + 7t2t3)
t30
3!
+ 16t1
t20
2!
t22
2!
+ 12t3
t20
2!
t21
2!
)
+ . . . (60)
An alternative, more useful form of FKont0 can be obtained by solving directly the
“master-equation” (36) at genus 0, as discussed in section 2.1. This leads to [17]
FKont0 =
1
3
N∑
i=0
m˜3i −
1
3
N∑
i=0
(m˜2i − 2u0)3/2 − u0
N∑
i=0
(m˜2i − 2u0)1/2
+
u30
6
− 1
2
N∑
i,k=0
ln
{
(m˜2i − 2u0)1/2 + (m˜2k − 2u0)1/2
m˜i + m˜k
}
(61)
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which is equivalent to (56) but more useful in our context because it gives explicitly
the analytic continuation. The parameter u0 is again given by the implicit equation
(55). This constraint can alternatively be obtained by considering FKont(m˜i; u0)
with u0 as an independent variable, since its equation of motion
∂
∂u0
FKont(m˜i; u0) =
1
2
(u0 − I0)2 = 0 (62)
reproduces the constraint. All sums now range from 0 to N , and will be convergent
after renormalization as N →∞ for the physical observables.
4 Applying Kontsevich to the φ3 model
We need
Z = ZKont[M˜ ]Zfree[M˜ ] exp(
1
3(iλ)2
TrM3) (63)
where
Zfree[M˜ ] = eFfree =
∫
dX exp
(
−Tr
(
M˜X2
2
))
=
∏
i
1√
m˜i
∏
i<j
2
m˜i + m˜j
(64)
up to irrelevant constants, so that
Ffree = −1
2
N∑
i,j=1
ln(m˜i + m˜j) (+const). (65)
Therefore
F0 := F
Kont
0 + Ffree +
1
3(iλ)2
TrM3
= −1
3
N∑
i=0
√
m˜2i − 2u0
3
− u0
N∑
i=0
√
m˜2i − 2u0
+
u30
6
− 1
2
N∑
i,k=0
ln(
√
m˜2i − 2u0 +
√
m˜2k − 2u0). (66)
In the present case, the eigenvalues m˜i are given by (38), (14)
m˜i = λ
−2/3
√
J2i + 2a, (67)
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and the model will be ill-defined without renormalization since u0 is logarithmically
divergent. However, we note that only the combinations
√
m˜2i − 2u0 enter in (54)
and (66), which can be rewritten as√
m˜2i − 2u0 = λ−2/3
√
J2i + 2(a− λ4/3u0) = λ−2/3
√
J2i + 2b (68)
where
b = a− λ4/3u0 = a− λ4/3I0. (69)
The point is that b will be finite after renormalization, which makes the model
well-defined.
Analytic continuation and elimination of u0. Replacing u0 by (69), the genus
0 contribution to the partition function (66) takes the form
F0 = lnZg=0 = −λ
−2
3
N∑
i=0
√
J2i + 2b
3
− λ−2(a− b)
N∑
i=0
√
J2i + 2b
+
λ−4
6
(a− b)3 − 1
2
N∑
i,k=0
ln
(
λ−2/3
√
J2i + 2b+ λ
−2/3
√
J2k + 2b
)
. (70)
We consider F = F (J) as a function of (the eigenvalues of) J from now on. b
satisfies the implicit constraint (69), which becomes
(b− a) = λ2
N∑
i=0
1√
J2i + 2b
. (71)
In particular, the m˜k can be analytically continued as long as
√
J2i + 2b is well-
defined. Imposing the constraint explicitly we have
F0 = −λ
−2
3
N∑
i=0
√
J2i + 2b
3
−
(
−
N∑
k=0
1√
J2i + 2b
)
N∑
i=0
√
J2i + 2b
+
1
6
λ2
(
−
N∑
k=0
1√
J2i + 2b
)3
− 1
2
N∑
i,k=0
ln
(
λ−2/3
√
J2i + 2b+ λ
−2/3
√
J2k + 2b
)
.
(72)
Now the model depends only on the Jk, and b will be fixed together with the coun-
terterm a by the renormalization condition (20) and the constraint (71). Also, note
that the unexpected λ−2 dependence is spurious due to the term −λ−2
3
TrJ3 in (11),
which has no physical significance an could be subtracted.
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For some computations it is useful to consider b in (70) as an independent aux-
iliary variable, which then satisfies the constraint through the e.o.m as in (62). The
essential observation is
∂
∂Ji
F0(Ji) =
∂
∂Ji
F0(Ji; b) +
∂
∂b
F0(Ji; b)
∂
∂Ji
b =
∂
∂Ji
F0(Ji; b) (73)
using
∂
∂b
F0(Ji; b) = −1
2
(
λ−2(b− a)−
N∑
i=0
1√
J2i + 2b
)2
= 0, (74)
due to the constraint (71).
We can now compute various n-point functions, by taking derivatives of F =∑
g Fg (where Fg = F
Kont
g for g ≥ 1) w.r.t. the Jk. In doing so, we must keep in
mind that b depends implicitly on the Jk through the constraint (71). On the other
hand, the model should be fixed, i.e. a is fixed for given N (this will be done below).
However, for derivatives up to second order we can as well consider u0 resp. b as an
independent variable as discussed above, taking advantage of (74). This simplifies
some of the computations below.
4.1 Renormalization and finiteness
We can now determine the required renormalization of a, by considering the one-
point function. Using (70), (74) and (71), the genus zero contribution is
〈φ˜kk〉g=0 = iλ
Jk
∂
∂Jk
F0
=
1
iλ
√
J2k + 2b+
1
iλ
a− b√
J2k + 2b
− (iλ)
N∑
j=0
(J2k + 2b)
−1/2√
J2k + 2b+
√
J2j + 2b
+
∂F0
∂b
iλ
Jk
∂b
∂Jk
=
1
iλ
√
J2k + 2b+ (iλ)
N∑
j=0
1√
J2k + 2b
√
J2j + 2b+ (J
2
j + 2b)
. (75)
This is manifestly finite for the values (8) of Jj provided b is finite, which strongly
suggests that a renormalization of the model is achieved if b is finite. To establish
this, we have to check that the higher genus contributions are then also finite.
Indeed,
Ip = −(2p− 1)!!
N∑
i=0
1
(m˜2i − 2u0)p+
1
2
= −(2p− 1)!!λ2(2p+1)/3
N∑
i=0
1
(J2i + 2b)
p+ 1
2
(76)
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is finite for p ≥ 1. We also obtain from (71) that
1
Jk
∂
∂Jk
b = − λ
2
(J2k + 2b)
3/2
−
N∑
i=0
λ2
(J2i + 2b)
3/2
1
Jk
∂
∂Jk
b, (77)
hence
1
Jk
∂
∂Jk
b = − λ
2
(J2k + 2b)
3/2
1
1− I1 (78)
is finite since 1 − I1 6= 0 for small |iλ|. Therefore taking into account the implicit
dependence of b on Jk, we see that
1
Jk
∂
∂Jk
Ip =
(2p+ 1)!!λ2(2p+1)/3
(J2k + 2b)
p+ 1
2
(1 +
1
Jk
∂
∂Jk
b) (79)
is also finite. Together with the structure of the higher genus contributions Fg stated
below (58) as found by [9], this implies that
All derivatives of Fg w.r.t. Jk for g ≥ 0 as well as all Fg for g ≥ 1 are finite
and have a well-defined limit N →∞, provided b is finite.
Since the connected n-point functions are given by the derivatives of F =
∑
g≥0 Fg
w.r.t. Jk, this implies that all contributions in a genus expansion of the correlation
functions for diagonal entries 〈φkk...φll〉 are finite and well-defined. The general non-
diagonal correlation functions are discussed in section 4.5, and also turn out to be
finite for arbitrary genus g provided b is finite. Putting these results together we
have established renormalizability of the model to all orders in a genus expansion,
i.e.
The (connected) genus g contribution to any given n-point function is finite
and has a well-defined limit N →∞ for all g, provided b is finite.
Moreover, they can in principle be computed explicitly using the above formulas.
In particular, since any contribution to Fg has order at least λ
4g−2, this implies
renormalizability of the perturbative expansion to any order in λ.
Next we show that the renormalization conditions6 〈φ00〉 = 〈φ˜00〉 − J0iλ = 0 (20)
has indeed a solution with finite b. At genus 0, this amounts to
J0(
√
1 + 2
b
J20
− 1) = −(iλ)2
N∑
j=0
1
(J20 + 2b)
1/2(J2j + 2b)
1/2 + (J2j + 2b)
= −(iλ)2
( N∑
j=0
1
J0Jj + J2j
− O(b)
)
6we will not bother to impose (20) exactly, since µ2 does not require renormalization
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≈ −(iλ)2
( 1
4pi
∫ ∞
J0
dJ
1
J0J + J2
−O(b)
)
= −(iλ)2
( ln 2
4pi
1
J0
−O(b)
)
. (80)
approximating the sum by an integral. The lhs is an unbounded increasing function
of b starting at 0, while the rhs is decreasing and positive for real λ. Therefore (80)
has a unique solution
b = b(λ) > 0. (81)
The higher-genus terms contribute only to higher order in λ, and therefore cannot
change this conclusion for small enough |λ|. In particular, b→ 0 as λ→ 0. This de-
termines b to be finite in the properly renormalized model, which represents together
with the mass and coupling constant one of the free physical, properly renormalized
parameters of the model. This in turn determines the counterterm a through (69),
a = b+ λ4/3I0 (82)
which is therefore logarithmically divergent in N , as is I0. This will be worked out
in more detail below.
Analytic continuation to real (iλ). It is easy to see that b(λ) is analytic in
λ near the origin, and allows an analytic continuation to real (iλ). The analytic
property of b(λ) can be understood by considering the inverse function
(iλ)2 = −J0(
√
1 + 2
b
J20
− 1)
(
N∑
j=0
1
(J20 + 2b)
1/2(J2j + 2b)
1/2 + (J2j + 2b)
)−1
≈ −J20 (
√
1 + 2
b
J20
− 1)( 4pi
ln 2
+O(b))
= − 4pi
ln 2
b(1 +O(b)). (83)
as shown above. This means that
b = b(λ) = (iλ)2f((iλ)2) (84)
where f is an analytic function in (iλ)2 near the origin. The higher genus contribu-
tions are of higher order in (iλ)2 and do not change this conclusion. This implies
that b(λ) can be analytically continued to to real λ′ = (iλ) in some neighborhood
of the origin.
This can be seen more explicity. Consider again the first line of (83) for any real
λ′ = (iλ). For 2b ∈ [−J20 , 0], the function −J0(
√
1 + 2 b
J2
0
− 1) covers the interval
[J0, 0], while the term ()
−1 covers the interval7 [0, ln 2
4piJ0
]. Therefore there exists a
7the lower bound is approximate
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solution b(λ′) for real λ′ = (iλ) provided |λ′| is small enough.
If J20 + 2b < 0, some of the eigenvalues mi of the Kontsevich model become
imaginary. It seems unlikely that there is a meaningful solution of (83) in that case.
We will not pursue this any further in this paper.
4.2 Small coupling expansion and checks
We want to verify that the results derived from the Kontsevich integrals coincide
with the leading non-trivial perturbative computations. Only genus 0 contributes
here.
Consider first the one-point function 〈φkk〉. Using the fact that b = O(λ2) as
shown above, we have using (75)
〈φkk〉 = Jk
iλ
(
√
1 + 2
b
J2k
− 1) + (iλ)
N∑
j=0
1
(J2k + 2b)
1/2(J2j + 2b)
1/2 + (J2j + 2b)
=
1
iλ
b
Jk
+ (iλ)
N∑
j=0
1
JkJj + J
2
j
+O(λ3)
=
1
Jk
( b
iλ
+ (iλ)
N∑
j=0
(
1
Jj
− 1
Jk + Jj
)
)
+O(λ3). (85)
On the other hand, the constraint (71) is to lowest order8
(b− a) = λ2
N∑
i=0
1
Ji
+O(λ4) (86)
and combined with the above this gives
〈φkk〉 = 1
Jk
( b
iλ
+
N∑
j=0
(
(iλ)
Jj
− (iλ)
Jk + Jj
)
)
+O(λ3)
=
1
Jk
( a
iλ
−
N∑
j=0
iλ
Jk + Jj
)
+O(λ3)
≈ 1
Jk
(
a
iλ
− iλ
4pi
ln
Jk + JN
Jk + J0
)
+O(λ3). (87)
This agrees precisely with a perturbative computation, as shown in section 5. We
note in particular that the dependence on k of 〈φkk〉 is nontrivial, and we cannot
8note that all higher order corrections are finite
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require that 〈φkk〉 = 0 for all k. Setting 〈φ00〉 = 0 determines the required one-loop
counterterm
a = (iλ)2
N∑
j=0
1
J0 + Jj
+O(λ4) ≈ (iλ)
2
4pi
ln
J0 + JN
2J0
+O(λ4) (88)
which gives
b = (iλ)2
N∑
j=0
(
1
J0 + Jj
− 1
Jj
)
≈ (iλ)
2
4pi
(
ln
J0 + JN
J0 + J0
− ln JN
J0
)
+O(λ4)
≈ −(iλ)
2
4pi
ln 2 +O(λ4) (89)
for large N .
The propagator < φklφlk >. We can use (27) for the lowest-order correction to
the 2-point function < φklφlk > for k 6= l. First we observe that
〈φkk − φll〉
J2k − J2l
+
〈φkk + φll〉
(Jk + Jl)2
=
2
(Jk + Jl)2(Jk − Jl)
(
Jk〈φkk〉 − Jl〈φll〉
)
=
2iλ
(Jk + Jl)2
N∑
j=0
1
Jk + Jj
1
Jl + Jj
+O(λ3) (90)
using (87). Therefore (27) gives
〈
φklφlk
〉
=
2
Jk + Jl
− 2(iλ)〈φkk + φll〉
(Jk + Jl)2
+
4(iλ)2
(Jk + Jl)2
N∑
j=0
1
Jk + Jj
1
Jl + Jj
+O(λ4).
(91)
This again coincides with the diagrammatic result (113).
The propagator 〈φllφkk〉. As a further example, consider the 2-point function
〈φllφkk〉 for k 6= l, which vanishes in the free case. To compute it from the effective
action, we need in principle
〈φ˜llφ˜kk〉 − 〈φ˜kk〉〈φ˜ll〉 = iλ
Jl
∂
∂Jl
iλ
Jk
∂
∂Jk
(F0 + F1 + ...). (92)
Even though this corresponds to a nonplanar diagram with external legs, it is ob-
tained by taking derivatives of a closed genus 0 ring diagram. Therefore we expect
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that only F0 will contribute, and indeed the derivatives of F1 contribute only to
order λ4. We need
iλ
Jl
∂
∂Jl
iλ
Jk
∂
∂Jk
F0 =
= −iλ
Jl
∂
∂Jl
1√
J2k + 2b

λ−2(J2k + 2b) + λ−2(a− b) + N∑
j=0
1√
J2k + 2b+
√
J2j + 2b


= − (iλ)
2√
J2k + 2b
Jl
∂
∂Jl

 N∑
j=0
1√
J2k + 2b+
√
J2j + 2b


= (iλ)2
1√
J2k + 2b
1√
J2l + 2b
(
1√
J2k + 2b+
√
J2l + 2b
)2
(93)
Therefore9 to lowest order we obtain
〈φllφkk〉 = 〈φkk〉〈φll〉+ (iλ)
2
Jk Jl
(
1
Jk + Jl
)2
, (94)
in complete agreement with the perturbative computation (112).
4.3 Approximation formulas for finite coupling
In this section we derive some closed formulas which are appropriate for finite cou-
pling λ, in the large N limit. This is done by approximating the various sums by
integrals. Using (76), we have
I0 = −λ2/3
N∑
i=0
1
(J2i + 2b)
1
2
≈ −λ
2/3
√
2b
√
2b
4pi
∫ xN
x0
dx
1
(x2 + 1)1/2
= −λ
2/3
4pi
ln(
xN +
√
1 + x2N
x0 +
√
1 + x20
) (95)
where
xn =
4pi√
2b
(n +
1 + µ2
2
), dx =
4pi√
2b
dn . (96)
Furthermore, we will need
I1 = −λ2
N∑
i=0
1
(J2i + 2b)
3
2
9This computation was again simplified by ignoring the implicit dependence of b on the Ji
taking advantage of (62). This is no longer possible for higher derivatives.
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≈ − λ
2
(2b)3/2
√
2b
4pi
∫ xN
x0
dx
1
(x2 + 1)3/2
= −λ
2
2b
1
4pi
( 1√
1 + x−2N
− 1√
1 + x−20
)
≈ −λ
2
2b
1
4pi
(
1− 1√
1 + x−20
)
. (97)
This is valid also for b < 0 (by analytic continuation) as long as 1 + x−20 > 0.
Similarly, all Ip can be approximated by elementary, convergent integrals.
Consider again equation (80), which determines b as a function of the coupling
constant at genus 0. It can be written for finite b using the above approximation as
J0(
√
1 + 2
b
J20
− 1) = −(iλ)2
N∑
j=0
1
(J20 + 2b)
1/2(J2j + 2b)
1/2 + (J2j + 2b)
≈ −(iλ)
2
2b
√
2b
4pi
∫ xN
x0
dx
1√
x20 + 1
√
x2 + 1 + x2 + 1
≈ −(iλ)
2
4pi
1√
2b
1
x0
ln(1 +
1√
1 + x−20
) (98)
using ∫ ∞
x0
dx
x0√
x20 + 1
√
x2 + 1 + (x2 + 1)
= ln(1 +
1√
1 + x−20
). (99)
Therefore (98) becomes
J20
(√
1 +
2b
J20
− 1
)
= −(iλ)
2
4pi
ln
(
1 +
1√
1 + 2b
J2
0
)
. (100)
This implies again that there exists a solution b = b(λ) not only for real λ, but also
for real (iλ) at least in some neighborhood of the origin. We can also recover the
leading perturbative result (89),
2b = −(iλ)
2
4pi
1
x20
1√
1 + x−20 − 1
ln(1 +
1√
1 + x−20
) = −(iλ)
2
4pi
2 ln 2 +O(x−20 ). (101)
Using these and similar expressions, one can obtain explicit formulas for the genus
expansion of F and the correlators considered in the previous section, which are
appropriate for finite coupling. Since there is no particular difficulty we will not
write them down explicitly.
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4.4 Critical line and instability.
We have seen that for small enough coupling |λ|, the free energy F = F0 + F1 + ...
is regular and finite for any given genus in the renormalized model (i.e. for finite b),
since all Ik with k ≥ 1 are finite provided I1 6= 1.
However, as is manifest in the explicit formulas for Fg at higher genus (57) ff.,
there is a singularity at I1 = 1. Using (97), this critical point is given by
1 = I1 =
(iλ)2
2b
1
4pi
(
1− 1√
1 + x−20
)
8pib
(iλ)2
=
(
1− 1√
1 + x−20
)
=
1
2
x−20 +O(x
−4
0 ) (102)
for large N . The lhs is negative for both real λ and real iλ, as can be seen e.g. from
(83). Since x−20 =
2b
4pi2(1+µ2)2
(96), (102) has a solution only for negative b i.e. real
(iλ). Combining this with (100) which is valid for finite b, we get
(
1− 1√
1 + x−20
)
= −
ln(1 + 1√
1+x−2
0
)
x20(
√
1 + x−20 − 1)
(103)
which has a unique solution x−20 ≈ −0.873759. Inserting this into (102) gives
4pi2(1 + µ2)2
2b
8pib
(iλ)2
= x20
8pib
(iλ)2
= x20
(
1− 1√
1 + x−20
)
≈ 2.07665
1 + µ2
iλ
≈ ±0.0646989 (104)
This10 indicates that for the φ3 model with real coupling constant λ′ = iλ stronger
than this critical coupling, the model becomes unstable. This is very reasonable,
since the potential is unbounded, and the potential barrier around the local min-
imum becomes weaker for stronger coupling. Therefore this critical line could be
interpreted as the point where the quantum fluctuations of φ become large enough
to see the global instability, so that the field “spills over” the potential barrier. Sim-
ilar transitions for a cubic potential are known e.g. for the ordinary matrix models,
but may also be relevant in the context of string field theory and tachyon conden-
sation [13, 19]. In particular, it is interesting to note that this singularity occurs
simultaneously for each given genus, which suggest that some double-scaling limit
near this critical point can be taken, again in analogy with the usual matrix models
(for a review, see e.g. [20]). Again, such a scaling limit for the Kontsevich model is
discussed in [9]. We leave this issue for future work.
10Recall that this is obtained imposing the renormalization conditions 〈φ00〉 = 0 at genus 0.
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4.5 General n-point functions
Finally we show that all contributions in the genus expansion (and therefore per-
turbative expansion) of the expectation values of any n-point functions of the form
〈φi1j1....φinjn〉 (105)
have a well-defined and finite limit as N →∞ provided b is finite, which means that
the model is fully renormalized.
In view of (13), the insertion of a factor φ˜ij can be obtained by acting with the
derivative operator 2(iλ) ∂
∂J2ij
on Z(J) resp. Fg(J) for fixed genus g. We use J
2
rather than J to simplify the notation, which is not a problem defining the inverse
by the local diffeomorphism given by the positive square-root of a Hermitian matrix
with distinct positive eigenvalues (alternatively one could act with (−iλ ∂
∂aij
+ 1
iλ
Jji)
promoting a to a matrix, see (11)). Since Z(J) and Fg(J) depend only on the
eigenvalues of J , we can diagonalize J as J = U−1diag(Ja)U , and rewrite these
derivatives as
∂
∂J2ij
=
∑
a
∂Ja
∂J2ij
∂
∂Ja
+
∑
α
∂Vα
∂J2ij
∂
∂Vα
(106)
where Vα denotes suitable coordinates on the coset space U(N)/(
∏
U(1)) near the
origin. Now for any given correlation function of type (105), let k denote the highest
index involved. Then taking derivatives of the type (106) amounts to considering
matrices J of the form
J =
(
Jk×k 0
0 diag(Jk+1, ...JN)
)
(107)
We can assume that Jk×k is a small perturbation around diag(J1, ...Jk) with distinct
increasing eigenvalues. Therefore only the first k eigenvalues of J are deformed, while
the higher eigenvalues Jk+1, ...JN are fixed and given by (8). This means that the
diagonalization and the transformation (106) takes place only in the upper-left k×k
block, and is independent of N for N > k. In particular, only the coset coordinates
Vα for U(k)/(
∏
U(1)) enter. Therefore acting with multiple operators of type (106)
on Fg(J) (resp. Z(J)) produces a result which is finite and independent of N except
possibly through the terms ∂
∂Ja
... ∂
∂Jb
Fg(J) (resp.
∂
∂Ja
... ∂
∂Jb
Z(J)), which in turn were
shown to be finite and convergent for any g in section 4.1. This completes the proof
that each genus g contribution to the general (connected) correlators 〈φi1j1....φinjn〉
is finite and convergent as N →∞. This implies in particular (but is stronger than)
renormalizability of the perturbative expansion to any order in λ.
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5 Perturbative computations
We write the action (9) as
S˜ = Tr
(1
4
(Jφ2 + φ2J) +
iλ
3!
φ3 − a
iλ
φ
)
= Tr(
1
2
φij G
j;l
i;k φ
k
l +
iλ
3!
φ3 − a
iλ
φ) (108)
where the kinetic term is Gj;li;k =
1
2
δilδ
k
j (Ji + Jj), and the propagator is
∆i;kj;l = 〈φijφkl 〉 = δilδkj
2
Ji + Jj
= δilδ
k
j
1/(2pi)
i+ j + (µ2θ + 1)
. (109)
In 2 dimensions, the only divergent primitive graph is the tadpole, which requires
the counterterm a. A one-loop computation gives
〈φii〉 = a
iλ
1
Ji
− iλ
2
1
Ji
N∑
k=0
2
Ji + Jk
≈ −iλ
Ji
(
a
λ2
+
1
4pi
ln
Ji + JN
Ji + J0
)
= − 1
2pi
iλ
2i+ µ2 + 1
(
a
λ2
+
1
4pi
ln
N + i+ µ2 + 1
i+ µ2 + 1
)
(110)
In particular, 〈φ00〉 = 0 implies
a+
λ2
4pi
ln
N + µ2 + 1
µ2 + 1
= 0. (111)
Next we compute the leading contribution to the 2-point function 〈φllφkk〉 for l 6= k,
which vanishes at tree level. The leading contribution comes from the nonplanar
graph in figure 1, which gives
Figure 1: one-loop contribution to 〈φllφkk〉
〈φllφkk〉 = 〈φkk〉〈φll〉+ 1
4
(iλ)2
Jk Jl
(
2
Jk + Jl
)2
(112)
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(for l 6= k) indicating the symmetry factors, where the disconnected contributions
are given by (110). This is in complete agreement with the result (94) obtained from
the Kontsevich model approach.
Similarly, the leading contribution to the 2-point function 〈φklφlk〉 for l 6= k, has
the contribution indicated in figure 2, which give the result
Figure 2: one-loop contribution to 〈φklφlk〉
〈
φklφlk
〉
=
2
Jk + Jl
− 2(iλ)〈φkk + φll〉
(Jk + Jl)2
+
4(iλ)2
(Jk + Jl)2
N∑
j=0
1
Jk + Jj
1
Jl + Jj
+O(λ4).
(113)
The first term is the free propagator, the second term the tadpole contributions
including counterterms, and the last them the one-loop contribution in figure 2.
This is in complete agreement with the result (91) obtained from the Kontsevich
model approach.
One can also check the leading terms for F0, F1 in (59), (60) explicitly. The
lowest order contribution to F0 is given by the planar diagrams in figure 3, which
are given by
F
(1),a
0 = (iλ)
2
∑
i,j,k
2
Ji + Jj
2
Jj + Jk
2
Jk + Ji
,
F
(1),b
0 = (iλ)
2
∑
i,j,k
2
Ji + Jj
2
2Ji
2
Ji + Jk
. (114)
It is not difficult to see that
F
(1)
0 :=
(iλ)2
2
〈1
6
Trφ3
1
6
Trφ3〉0 = 1
72
(3F
(1),a
0 + 9F
(1),b
0 ) =
(iλ)2
6
(∑
i
1
Ji
)3
=
λ2
6
t30
(115)
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Figure 3: leading contribution to F0, F1
(setting a = 0 to this lowest order), which indeed coincides with the first term
in (59). Similarly, the lowest order contribution to F1 is given by the nonplanar
diagrams in figure 3, which sum up to
F
(1)
1 :=
(iλ)2
2
〈1
6
Trφ3
1
6
Trφ3〉1 = (iλ)
2
24
∑
i
(
1
Ji
)3
=
λ2
24
t1 (116)
again in agreement with the first term in (60). This illustrates the remarkable role
of the variables tr (44) in the Kontsevich model.
We also would like to point out that the perturbative expressions obtained in
this model are very similar to those considered by Connes and Kreimer in [21]. It
might be interesting to study their Hopf-algebraic formulation of renormalization in
this nonperturbative framework.
6 Discussion and conclusion
In this paper, we have shown that the selfdual NC φ3 model can be mapped to the
Kontsevich (matrix) model, for a suitable external source resp. eigenvalues of the
latter. This map works for any even dimensions. We concentrate on the 2dimen-
sional case in this paper, leaving the case of 4 dimensions for a future publication.
We showed how to use known results for the Kontsevich model to quantize and
renormalize the noncommutative φ3 model. This provides closed expressions for
each given genus g in a genus expansion, which are valid for finite nonzero coupling.
The appropriate renormalization is found, and we have shown that the resulting
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contributions for each genus are finite and well-defined for nonzero coupling. This
implies but is stronger than renormalization order-by-order in perturbation theory.
An instability is found if the real coupling constant reaches a critical coupling, as
expected for the φ3 model.
The techniques used in this paper are very powerful, but more-or-less restricted
to the φ3 interaction (note however the possible generalizations of the Kontsevich
model pointed out in [9, 10, 22]). However, one important message is the fact that
the required renormalization is determined by the genus 0 contribution only. This
can be expected to hold more generally for scalar NC models. Since the genus 0
contribution should accessible more easily and does include essential nonperturbative
information, this supports the strategy of applying matrix-methods such as those
in [7, 8] more generally in the NC case.
Perhaps the main gap in our treatment is the lack of control over the sum over
all genera g. While the contributions for each genus are manifestly analytic in the
coupling constant λ, we have not shown that the sum over g converges in a suitable
sense. However, it seems very plausible that this is the case, and the sum defines an
analytic function in λ near the origin. This would amount to a full construction of
the model. It should be possible to establish this using the relation with the KdV
hierarchy or the relation with topological gravity, which is however beyond the scope
of this paper.
In view of the well-known relation between NC field theory and string theory in
certain backgrounds [11], our results are quite relevant also in that context. Renewed
interest arises through the recent discussions of the relevance of the Konsevich model
e.g. for open string field theory and open/closed string duality [13], and for branes
on Calabi-Yau spaces [14].
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