Abstract| In this paper, we propose a new approach for tracking the deformation of the Left Ventricular (LV) myocardium from two-dimensional Magnetic Resonance (MR) phase contrast velocity elds. The use of phase contrast MR velocity data in cardiac motion problems has been introduced by others 1] and shown to be potentially useful for tracking discrete tissue elements, and therefore characterizing LV motion. However, we show here that these velocity data i.) are extremely noisy near the LV borders and ii.) cannot alone be used to estimate the motion and the deformation of the entire myocardium due to noise in the velocity elds. In this new approach, we use the natural spatial constraints of the endocardial and epicardial contours, detected semi-automatically in each image frame, to help remove noisy velocity vectors at the LV contours. The information from both the boundaries and the phase contrast velocity data is then integrated into a deforming mesh that is placed over the myocardium at one time frame and then tracked over the entire cardiac cycle. The deformation is guided by a Kalman lter that provides a compromise between a.) believing the dense eld velocity and the contour data when it is crisp and coherent in a local spatial and temporal sense and b.) employing a temporally smooth cyclic model of cardiac motion when contour and velocity data are not trustworthy. The Kalman lter is particularly well suited to this task as it produces an optimal estimate of the LV's kinematics (in the sense that the error is statistically minimized) given incomplete and noise corrupted data, and given a basic dynamical model of the LV. The method has been evaluated with simulated data ; the average error between tracked nodes and theoretical position was 1:8% of the total path length. The algorithm has also been evaluated with phantom data ; the average error was 4:4% of the total path length. We show that in our initial tests with phantoms that the new approach shows small, but concrete improvements over previous techniques that used primarily phase contrast velocity data alone. We feel that these improvements will be ampli ed greatly as we move to direct comparisons in in vivo and three-dimensional datasets.
I. Introduction
Many cardiac disorders manifest as abnormalities of myocardial function. Noninvasive measurements of the regional contractility and myocardial function are thus of importance. In order to analyze and quantify the deformation of tissue elements inside the myocardium, we need to follow these segments of myocardium throughout the cardiac cycle. The ability to accurately track the same region of interest is thus critical. A large body of work has been performed on the problem of tracking rigid and non rigid objects from a sequence of images. The many di erent methods can be classi ed into two broad groups. 1) Correspondence Approach. The rst class is comprised of methods that exploit the correspondence between distinct features over time. Each of these methods is based on three stages. Usually the rst stage requires the extraction of material landmarks or point features. These features can be points of highest curvature 2], 3], 4] in the case of certain types of nonrigid motion. A more accurate approach to nding landmarks might be by using implanted beads in the myocardium, which has provided clinical information about regional myocardial strain 5] . However the use of these invasive markers is limited. Alternatively, tissue tagging with MRI makes it possible to embed in the image a large number of material landmarks 6], 7], 8], 9], 10], 11]. These non invasive landmarks move along with the tissue.
During the second stage the correspondence between landmarks is established over time. The correspondence can be achieved manually 10], or using automatic procedures that exploit the spatial organization of the landmarks 8], or the continuity of motion.
Finally, the last stage consists of recovering the motion of the object from the sparse set of landmarks' trajectories. Unfortunately, without further information, the problem is underconstrained. The landmarks' trajectories provide only a sparse sampling of the spatiotemporal trajectory of the object. If the spatiotemporal trajectory is smooth enough, then the sampling provided by the landmarks may be su cient to recover a unique trajectory. This leads typically therefore to a classic assumption of the smoothness of motion. Pentland 12] assumes that the motion of the object can be characterized by low order modes of deformations. Young The second stage is the motion recovery from the temporal sequence of snapshots of the velocity elds. The diculty arise from the fact that Eulerian (or spatial) velocity elds are measured with a large time step, and we want to recover the Lagrangian path of each point in the object. In principle the integration of the Eulerian velocity should yield the path of each material point. In practice serious numerical di culties arise. At a given instant the estimated position may not correspond to the true position of the material point. Therefore the velocity at this location will not coincide with the true velocity. If we integrate this velocity in order to estimate the position at the next instant, then errors in the position will amplify. This means that numerical errors in positions can grow rapidly in time as numerical integration proceeds. In addition the time step between two velocity elds is not controllable, and the integration can yield inaccurate results when the object is undergoing a large acceleration. Another related problem stems from the fact that the velocity is only given on a discrete grid with limited resolution. Interpolation schemes are required to estimate velocities at positions not on the grid 20]. Finally any noise in the velocity will be transmitted to the position estimates. These errors may also accumulate over time. The authors in 19], 21], 22] have encountered these di culties when tracking pixels, or clusters of pixels in the myocardium using phase contrast MRI velocities. They have tried to correct them by forward and reverse integration in time. In fact one of the major limitations of our initial e ort 19] is that regions of interest have to be very carefully chosen. It is crucial that the trajectory of the region of interest never include velocities from the owing blood in the ventricle, or velocities from outside the heart. However, since errors in the region positions usually grow in time, the path of the region of interest often leaves the endorcadial wall and enters the ventricle, or goes outside of the myocardium. It is clear, that information about the myocardium boundaries needs to be added. Another related problem in 19] is the inability to couple the regions of interest during the tracking: regions close to each other at the initial instant will eventually overlap, and collide during the tracking process. These problems provided the motivation to propose a more ambitious scheme that could track the complete geometry of the LV. In fact very little work has been expended on the subject of nonrigid motion recovery of a complete object from a sequence of velocity elds. It is a di cult problem because it is nonlinear and unstable. However it is an The decomposition is initialized at time 0, and is deformed at successive instants. The displacements of the nodes completely characterize the motion of the myocardium.
important problem since there are many di erent ways to acquire velocity information: phase contrast MRI, Doppler ultrasound, optical ow, and others.
The major contribution of this work is to explore and propose a completely new framework to track the entire LV from a sequence of velocity elds, and a sequence of contours. Our approach relies on the statistical techniques of estimation theory ; these provide indeed the backbone of tracking and data association techniques 23], and have been used quite successfully in a related problem in the same area 24].
The paper is organized as follows. In the next section we describe the method. Results of experiments conducted on simulated data, phantom data, and in vivo data are given in Section III. A discussion about the method is given in Section IV.
II. Methods

A. Overview of the algorithm
The tracking algorithm utilizes two temporal sequences of data: (i) a time sequence of 16 velocity elds (the heart cycle is divided into 16 instants) ; and (ii) a time sequence of 16 contours of the LV: the endocardium (inner contour) and the epicardium (outer contour). In this paper the time sequence of velocity elds is obtained using a gated phase contrast cine-gradient echo acquisition. The contours of the LV are extracted from the sequence of the 16 magnitude images of the same MR sequence.
The geometry of the myocardium is characterized by a deforming mesh composed of N nodes 1 ; : : : ; N . The partition is composed of quadrilaterals (see Fig. 1 ). Each quadrilateral has two nodes on the endocardium and two nodes on the epicardium. We assume that the kinematic state of the LV can be accurately characterized, at any instant, by a spatial piecewise polynomial approximation of the phase-contrast velocity eld. This \spline-vector" approximation is uniquely characterized by a basis of N functions f i g i=1;:::;N (one for each node) with local support (see Fig. 2 ). We assume that the support of each basis function is φ i deformation i φ For each node i we de ne a state vector, s i , that characterizes the \true" value of the node's kinematics. We will not be able to calculate directly s i , but we will derive measurements related to s i at every instant k. Our goal is to process the measurements fm i (0); ... m i (k); i = 1; ::; Ng in order to obtain the best estimate of fs i (k); i = 1; ::; Ng, the kinematic state of the LV at time k. Assuming that the motion of the myocardium is governed by a set of di erential equations, we can derive a model of the LV's dynamic behavior. The mathematical tools that provide a solution to the problem of estimating the state of the LV, given the measurements, are the statistical techniques of estimation theory 23], 25]. We use a temporal smoothing lter that generates smooth estimates of s i , for each node i of the mesh. We note that intuitively the goal of position measurements is to \anchor" the tracking, and prevent it from drifting due to errors in numerical integration of the velocity. Formulating this problem as an estimation problem makes it possible to integrate position information and velocity information into a consistent framework. As a result, the method will be much more reliable, and more accurate than our previous e ort 19]. proportional to the velocity and proportional to the rst moment of the gradient waveform G(t) (measured during TE, the echo delay time):
Where is the gyromagnetic ratio. The velocity can then be estimated in a particular direction by measuring difference in phase shift between two acquisitions made with a di erent rst moment. The velocity in three orthogonal directions can be measured for each voxel in the image. Exploitation of the phase shift ' in (3) is the basis of phase contrast MRI. However, the e ects of eddy currents may alter the gradient waveform G(t), and therefore, in uence phase changes. As a result, velocity measurements will be corrupted by an additive error. A non zero velocity will be measured in regions known to be static. The error is usually a slowly varying function of the spatial and temporal coordinates. It can be approximated by a linear function across the image. A least-squares t to the velocity is performed in regions known to be static. The resulting linear model is subtracted at each point in the image 1], 27], 19].
We emphasize the case where velocity measurements are obtained by PC MRI, although we note that velocities can be directly estimated from the spatiotemporal changes of the intensity function 9], 16], 17].
Contours extraction. At any given instant we have access to the magnitude image of the PC MRI sequence, and we extract the contours of the myocardium using the deformable contour/region growing approach presented in 28].
C. Measurement de nition
We explain here, how we calculate a measurement of the nodes' kinematics, from the data described above, at every time sample. The velocity eld v = (u; v) that we obtain at time k from the PC MRI sequence is composed of Eulerian velocities: they provide a spatial description of the velocity eld at each instant. v(x; k) is the velocity of a material point that occupies the position x, at time k ; however, we can not identify this material point. In order to build a kinematic measurement for each node i at time k, we The position measurement is used as an input for the velocity measurement algorithm.
need to calculate the Lagrangian velocity, v i , of the node:
where x( i ; k) is the two-dimensional position of the node at time k.
To achieve this, we rst match the LV geometry (de ned by the contours of the LV) at the current instant with a prediction of the mesh geometry, generated by the tracking algorithm (see Fig 3) .
Each node of the predicted mesh is projected onto the extracted contours (see Fig 3) . This de nes the position measurement for this node, at the current instant. Ideally this measurement should correspond to an estimate of the position of the material point i . There can be an uncertainty (due to the inexact map between the nodes of the mesh and the contours) in addition to the inaccuracy on the contours. We now have a measurement (x i ;ỹ i ) of the two-dimensional position x( i ; k) of each node i at time k.
C.1 Vector spline approximation of the velocity eld
Using the mesh de ned by the projected nodes, we then calculate the nodal value of the velocity (u ? i ; v ? i ) at each node (see Fig 3) using a vector spline approximation method. Inside each quadrilateral of the mesh, a bilinear model of the velocity describes the transmural variation of the velocity across the wall. Figure 4 shows a cross section of the velocity across the myocardium at time t = 9. The limited transmural resolu- tion of the data (on the average we only have access to 6 to 8 pixels across the wall) makes it di cult to t higher order models. 
D. Model of the dynamic behavior of the mesh
We describe here the model of the LV's dynamic behavior. We use this model to characterize the temporal evolution of the mesh. In this work, as in most other cardiac applications, we assume the motion of the heart is periodic. We can expand the trajectory of each node i into a basis of sine functions. Exploiting a Fourier expansion of the trajectory has been proposed in our recent work 31], and also in 32]. Due to the problem of limited temporal resolution (16 time samples only are available at the moment), high order terms tend to be di cult to estimate. We only retain the rst two terms of the expansion. For the clarity of the presentation and to lighten the notation, from now on we drop the index i of the node i wherever it can be done without causing confusion. A continuous model of the the trajectory of the node , x(t) = x( ; t) (6) is thus given by x(t) = x + A sin(2 !t + ') t 2 R (7) where t is the continuous time index, x is the mean position over the period, and A is the amplitude of the motion. The frequency of the oscillator is 2 ! = 2 =T where T is the period of the heart cycle. The geometric interpretation of (7) is that the trajectory of the node is approximated by an ellipse. This system model is only valid over a short time interval. Similarly, models that assume that the velocity 19], 21], or the acceleration 22] are constant between two instants, are inappropriate for longer durations. As opposed to the constant-velocity, or constant-acceleration models, (7) explicitly models the trajectory as being closed. Furthermore, we can introduce a \fading memory" factor in the tracking lter so that the estimate of s is based only on the most recent measurements. Finally, we also add some noise in the model (7) to accommodate signi cant di erences between (7) and the real motion of the myocardium.
From (7) we derive the following linear dynamic system that describes the discrete time evolution of x(t) We give the equations for one component of x, x for instance. Let s(k) = x; x; 33], 34]. In the next section we provide a brief description of a particular implementation of the algorithm that relies on two lters.
E. Optimal temporal smoothing of the nodes trajectory
The optimal linear smoother is a combination of two optimum linear lters. One which works forward over the data, and the other which runs backward. The forward lter processes the data from time 0 to some time k within the interval, and generates the optimal estimateŝ f (kj0; k) as well as P f (kj0; k), the covariance matrix ofŝ f (kj0; k). (12) where P s (k), the covariance matrix ofŝ s (k), is given by P ?1 s (k) = P ?1 f (kj0; k) + P ?1 b (kjk + 1; T) (13) Equation (12) indicates that the forward and backward estimates are weighted according to the con dence we have in the precision of each, and combined to generate the smoothed estimate. Equation (13) shows that P s (k) P f (kj0; k) (14) which indicates that the smoothed estimate is at least as good as the ltered estimate. In fact as shown previously within a simpler deterministic framework 19], 21], forward/backward integration usually performs better than forward integration only. Fig. 3 . This prediction is generated by the Kalman lter. The vector spline approximation of the PC MRI velocity led yields a nodal value of the velocity at each node i , as explained in Fig. 3 . Finally the Kalman lter updates the predicted position, and velocity with the measurement at time k. It generates the optimal estimate x(kjk).
E.1 Optimal forward ltering: the Kalman lter
The optimal forward estimateŝ f (k + 1j0; k + 1) is generated by ltering data prior to time k with a Kalman lter 25]. Figure 6 represents the calculations schematically. We haveŝ f (k + 1j0; k + 1) =ŝ f (k + 1j0; k) +K(k + 1) m(k + 1) ? Hŝ f (k + 1j0; k)] (15) whereŝ f (k + 1j0; k), the prediction of the state vector at time k + 1 is given bŷ s f (k + 1j0; k) = Fs f (kj0; k) (16) Equation (15) (17) where P f (k +1j0; k) is the covariance matrix of the predictionŝ f (k + 1j0; k). Also, we have P f (k + 1j0; k) = FP f (kj0; k)F T + Q(k) (18) and P f (k + 1j0; k + 1) = I ? K(k + 1)] P f (k + 1j0; k) (19) where I is the 2 2 identity matrix. We note in (17) that if R(k + 1), the covariance of the measurement, has very large components with respect to P f (k+1j0; k), the covariance of the prediction, then K(k + 1) is very small. Then s f (k + 1j0; k + 1) given by (15) essentially ignores the new measurement m(k + 1), and is almost equal to the prediction. If R(k + 1) has very small components with respect to P f (k + 1j0; k), then K(k + 1) is almost equal to I, andŝ f (k+1j0; k+1) is almost equal to m(k+1). The gain matrix is \proportional" to the uncertainty in the prediction, and \inversely proportional" to the measurement noise.
Choice of R(k) and Q(k)
We model R(k) as a diagonal matrix. The rst term on the diagonal is the variance of the position measurement, and it is proportional to the inverse of the magnitude of the gradient of the magnitude signal. A large value of the gradient indicates a large con dence in the local contour.
The second term on the diagonal of R(k) is the variance of the velocity, and it can be calculated using the method presented in 35]. Phase di erence reconstruction has been used during the experiments. The variance of v is given by v = M (20) where M is the magnitude signal, and is the variance of this signal. However when using this approach, large random vectors on the epicardium, and large ow vectors in the ventricle had very small variance. To combat this problem we have used a xed uniform variance for any velocity measurement inside the myocardium.
We model Q(k) as a diagonal matrix. The values of Q(k) can be adjusted to obtain di erent levels of temporal smoothing. For all experiments we took the same value of Q(k). We have chosen a large Q(k) in order to follow closely the measurements.
There is a bootstrapping mode to initialize the lter. At the rst instant (time 0) we use the position and velocity measurements to initialize the last two components of s(0).
However it requires a second time step (time 1) to get an estimate of the acceleration (using the velocity di erence).
Since the mean position ( x) is proportional to the acceleration, we thus obtain an estimate of the rst component of s(0). During the bootstrapping mode, the estimates may be quite noisy, as shown in the experiments. E.2 Optimal backward ltering: a backward Markovian model The discrete-time system (8) propagates forward in time. In order to build the backward estimate, it would be useful to consider time running backward. However a backward representation of (8) where (k) is the covariance matrix of s at time k, dened in (10) . Kalman ltering can then be used on the system (21) to generate the optimal estimate of s(k) given measurements from time k + 1 to time T.
III. Experiments
A. Numerical simulations A quantitative evaluation of the method has been performed using numerical simulations of velocities and contour data. The simulated velocity elds are representative of the motion of the myocardium in a general way. The simulation is not designed to model the complex motion of the LV, but to provide a controlled method for quantitative evaluation of the approach under a wide range of conditions. For both experiments the velocity components were coded as integers. Therefore truncation errors resulted in noise on the velocity elds.
A.1 Periodically contracting annulus simulation
Here a 2-D annulus undergoes periodic motion (see Fig.  7a ). The outer edge remains stationary while the internal radius (k) is evolving according to
with ( (0)) = out ? (0) out ? in (25) with ! = 2 100 60 , out = 40 pixels, in = 14 pixels, = 2:5 pixels, with an e ective heart rate of 100 beats=min. 16 images were simulated, representing one heart cycle. The velocity varies linearly from the outer edge to the inner edge. The motion of the annulus was tracked using 16 nodes on the inner contour and 16 nodes on the outer contour. The position of the tracked nodes have been compared to the theoretical values (determined analytically). Two di erent errors were calculated: a root mean squared (RMS) error over all nodes, at each instant ; and a relative error over the total path length, for each node. The RMS error was calculated at each instant k. The average was 8 shows the RMS error (in pixels) over the heart cycle. The estimate build at the second time step (time 1) is calculated using the bootstrapping mode, and thus relies only on the velocity measured at time 0. The quantization error on the velocity results in a noisy velocity measurement at time 0. Consequently, the position estimate at time 1 does not coincide with the true position, as shown on trajectories pointed by arrows in Fig. 9 .
We note in Figure 9 that after two time steps (necessary for the Kalman lter to switch from the bootstrapping mode to the steady state mode) the temporal smoothing performed by the lter allows us to estimate a trajectory that is visually correct. However, due to the error in the position at time 1, the rest of the path is globally translated from the theoretical trajectory (de ned as a path perpendicular to the initial position at time 0). This systematic error creates a small RMS error. The mean relative error over all the nodes was 0:9% of the total path length. Given the amplitude of the motion there is a good agreement between the results of the tracking and the theoretical values. A.2 Periodically expanding and translating annulus simulation In this simulation the periodic change in the inner edge is the same as in the model above. However, the complete annulus is now translating in the plane with a periodic motion (see Fig. 7b ). The trajectory of the center of the annulus is a circle: with c = 2:5pixels. As in the previous model the velocity varies linearly from the outer edge to the inner edge. The motion of the annulus was tracked using 16 nodes on the inner contour and 16 nodes on the outer contour. Errors in the position of the tracked nodes have been evaluated. Figure 10 shows the RMS error, in pixels, for any phase over the cycle. As in the previous example, the position estimate at the second time step (time 1) does not coincide with the expected position at this instant. Consequently, the path is globally translated from the theoretical trajectory (de ned as a path perpendicular to the initial position at time 0). Again, this systematic error in the position estimates creates a small RMS error. The mean relative error over all the nodes was 1:8% of the total path length. Given the magnitude of the motion, the agreement between the measured data and the theoretical values is good. B. Phantom study
In order to judge quantitatively the accuracy of the algorithm with PC MRI data, we have performed an experiment with a phantom. The phantom consisted of a gellled disk undergoing rotation and translation in the plane.
The maximum translation was 1cm, and the maximum rotation was 20 o . The motion of the phantom was periodic with an e ective heart rate of 66beats=min. The phantom was imaged in a quadrature head coil using a cine PC gradient echo imaging sequence with the maximum velocity encoding in all three spatial directions set to 150mm=s.
The imaging parameters were: ip angle = 30 o , TE (echo time) = 11ms, TR (pulse repetition time) = 22ms, FOV ( eld of vue) = 30cm, 8mm slice thickness, a 256 128 matrix, and 4 nex. The background velocity o set induced by eddy currents was estimated and subtracted in each frame before tracking the motion. The disk had four small markers on its outer edge. The trajectories of the markers have been manually hand traced, and using triangulation, the theoretical position of any point inside the phantom could be calculated at any instant. The standard deviation for the theoretical position of the nodes was 1 pixel. We put 16 nodes on the inner contour and 16 nodes on the outer contour. RMS errors in the position of the nodes using the proposed approach have been calculated at each instant, and are shown in Fig. 11 . The average RMS error in tracking four small regions of interest using the method proposed in 19] is also shown in Fig. 11 . This experiment demonstrates that our new approach can track a complete object with more accuracy than the method proposed in 19]. However the method proposed in 19] is quite di erent from our new method. In 19] the error corresponds to four selected regions of 3 3 pixels. Regions located at a particular position may show a small error, while others may show larger error, due for instance to a larger motion magnitude. In our case the error really takes into account every point in the tracked object. Furthermore, the phantom experiment is an easy experiment for both methods. The real benchmark for both methods is the in-vivo study, where the method presented in 19] often fails to yield a proper path for the region{ since the region leaves the myocardium. The mean relative error over all the nodes was 4:4% of 
C. In Vivo Data
To further validate our approach, the tracking algorithm has been tested in vivo with an open chest canine model of infarction. This experiment was part of an ongoing study aimed at examining the e ects of infarct on myocardial motion parameters 4], 19]. A dog was positioned in a quadrature head coil for MR imaging. Three contiguous short axis slices were collected using the cine PC gradient echo sequence. Velocity maps were acquired both before and one hour after a permanent occlusion of the proximal left anterior descending artery (LAD). The imaging parameters were ip angle = 30 o , TE = 11ms, TR = 34ms, nex, venc = 15cm=s. Average heart rate was 120bpm before the coronary occlusion and 132bpm after occlusion. We recognize that the motion of the myocardium is threedimensional. We consider here a simpli ed 2-D version of the problem. The LV has been tracked before the coronary occlusion with a partition consisting of 24 nodes on the endocardium and 24 nodes on the epicardium. The tracking started at time 0 (end diastole) when the wall was the thinnest. The nodes were initially equally sampled along each contour. eld is shown in Fig. 13 (right) at the corresponding instants. The trajectories of the nodes are shown in Fig. 14. After occlusion of the LAD the LV has been tracked with a similar partition and the same number of nodes. Figure 15 (left) shows the deformed partition at four instants through the cardiac cycle. The tted spline vector eld is shown in Fig. 15 (right) at the corresponding instants. We note the dilatation of the ventricle after coronary occlusion. The trajectories of the nodes are shown in Fig. 16 . Visually the nodes in the zone infarct show less motion.
IV. Discussion Figure 17 shows that the velocity in the septum and in the lateral wall is in uenced by the ow in the ventricle. These artifacts appear also in a large vertical stripe across the magnitude image as shown in Fig. 18 .
These artifacts are due to the spatial misregistration of owing blood. This represents the major limitation of the cine-phase velocity measurements. The strength of this algorithm (or the use of contour information in general) is to limit the impact on such corruptions to the data. Spatial presaturation pulses can reduce this signal slightly but it remains highly visible. Rapid imaging techniques such as Echo-Planar Imaging (EPI) could e ectively freeze the motion of the blood and thus prevent these artifacts. In addition sequences producing black blood (absence of velocity in the ventricle) such as long TE spin echo EPI should make it possible to exploit the velocity information along the endocardium. Another related problem stems from the di culty of consistently de ning the contour of the LV. The motion of the epicardium in the baseline study (pre-infarct) shows some erratic trajectories in the inferior wall (in Fig. 14 , . In this region, the contour of the LV is traced manually using a priori knowledge about the shape of the LV. However the same region has been inconsistently traced over the heart cycle, as shown in Fig. 13 . As a result the tracking shows a large motion, even though the region should not undergo any signi cant motion. Position measurements in the region have been weighted with a high covariance matrix, due to the absence of gradient. However, errors in the contour were systematic and not distributed randomly in time. They introduced a bias in the measurements. The contour detection algorithm could be improved by exploiting temporal coherence. Contours for instance could be detected as surfaces of spatiotemporal volumes.
We need to note that the trajectories presented in the in vivo experiment were obtained using a simpli ed 2-D problem. Only three contiguous slices have been collected ; only one was used. However the three-slice spatial resolution along the Z direction makes it possible to track in 3-D the middle slice. Indeed, even with signi cant out of plane motion, the slice will remain in the volume of data. In general an interpolation scheme will be necessary to combat the coarse resolution in the Z direction 20].
Our state model could be further improved by adding more harmonics. An interesting avenue of research consists in modeling the motion of the myocardium with a multiresolution approach. Gross motion could be described by low resolution terms, where local abnormalities could be characterized by higher order terms. Another possible extension of the method concerns the use of shape information to calculate the position measurement. This would alleviate a possible shortcoming of the method: the correlation of the measurement with the prediction. In other words, the position measurement in the present algorithm relies too heavily on the accuracy of the prediction, and therefore on the accuracy of the model. In 31] we have exploited local curvature information to map the predicted mesh geometry with the contours extracted at the current instant. This scheme could be easily incorporated into our framework. Finally, as explained in section III-A.1 it takes 2 to 3 time steps for the Kalman lter to reach its steady state mode. During this bootstrapping mode, the position estimate may be inaccurate. Because of the limited temporal resolution of the data this may be a limitation of our approach. An alternative method consists in using a global smoothing method that processes the 16 velocity elds, and the 16 contours all at once, instead of using an iterative approach. Unfortunately, this batch approach would be computationally intensive, whereas the computational load of the Kalman lter is quite light{ and the lter can actually run in real time.
V. Conclusion
We have addressed the problem of the recovery of nonrigid motion from a sequence of velocity elds. We have proposed a new uni ed framework that exploits velocity elds and contour information to track the nonrigid motion of the LV. The method has been carefully evaluated with simulated data and phantom data. For the simulated data, the average error between the tracked nodes and the theoretical position was 1:8% of the total path length. The average error for the experiments with phantom data was 4:4% of the total path length. Thus, our uni ed framework for assessment of nonrigid myocardial motion, which integrates contour information with PC velocity maps, provides a reliable estimate of 2-D motion. This approach is being extended to 3-D. 
