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MULTIVARIABLE SIGNATURES, GENUS BOUNDS AND
0.5–SOLVABLE COBORDISMS
ANTHONY CONWAY, MATTHIAS NAGEL, AND ENRICO TOFFOLI
Abstract. We refine prior bounds on how the multivariable signature and
the nullity of a link change under link cobordisms. The formula generalizes
a series of results about the 4-genus having their origins in the Murasugi-
Tristram inequality, and at the same time extends previously known results
about concordance invariance of the signature to a bigger set of allowed vari-
ables. Finally, we show that the multivariable signature and nullity are also
invariant under 0.5–solvable cobordism.
1. Introduction
Given ω ∈ S1 \ {1}, the Levine-Tristram signature and nullity of a link L are
given by the signature and nullity of (1− ω)A+ (1− ω)AT , where A is any Seifert
matrix for L [Lev69, Tri69]. For a µ-colored link, i.e. an oriented link L in S3
whose components are partitioned into µ sublinks L1, . . . , Lµ, the Levine-Tristram
signature and nullity have been generalized to multivariable functions
σL, ηL : Tµ → Z,
where Tµ denotes the set (S1 \ {1})µ [CF08]. Apart from their 3-dimensional
definition using C-complexes [Coo82, CF08], a 4-dimensional interpretation in the
smooth setting has been given by Cimasoni-Florens using branched covers and the
G-signature theorem for elements of Tµ of finite order [CF08, Theorem 6.1]. We
focus on another interpretation by Viro [Vir09] using directly the complements of
surfaces bounding the link in the 4-ball.
We shall always work in the topological (locally flat) category. Let F be a
union F1 ∪ · · · ∪ Fµ ⊂ D4 of properly embedded locally flat surfaces that only in-
tersect each other transversally in double points and whose boundary is a colored
link L ⊂ S3. Since the first homology group of the exterior WF of such a colored
bounding surface F ⊂ D4 is free abelian, any choice of ω ∈ Tµ gives rise to a
coefficient system H1(WF ;Z) → U(1) and thus to a twisted signature signω(WF ).
The twisted signature signω(WF ) is independent of the colored bounding surface F
and defines an invariant of colored links [Vir09, Section 2.3]. Building on [CFT16,
Theorem 1.3], we give a proof to the following statement of [Vir09, Section 2.5]
in Proposition 3.5. The corresponding result for the nullity is proven in Proposi-
tion 3.4.
Proposition 1.1. Let L be a µ-colored link and let ω ∈ Tµ. For any colored
bounding surface F , the twisted signature signω(WF ) coincides with the multivari-
able signature σL(ω).
Cimasoni and Florens showed that the signature σL(ω) is invariant under smooth
link concordance [CF08, Theorem 7.1] for those ω = (ω1, . . . , ωµ) ∈ Tµ that satisfy
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the following condition: there exists a prime p such that for all i, the order of ωi is a
power of p. For the same subset of Tµ, they provide lower bounds on the genus and
on the number of double points of smooth surfaces in D4 bounded by a colored link
L [CF08, Theorem 7.2], extending the Murasugi-Tristram inequality [Mur65, Tri69]
to the multivariable setting.
Building on the approach used in [NP17] to study concordance invariance of
the Levine-Tristram signature, we consider the subset Tµ! of Tµ given by those
ω’s which are not roots of any polynomial p ∈ Z[t±11 , . . . , t±1µ ] whose evaluation
on (1, . . . , 1) is invertible. This set includes the elements considered by Cimasoni
and Florens [CF08, Section 7]; see Proposition 2.17. A colored cobordism between
two µ-colored links L and L′ is a collection of properly embedded locally flat sur-
faces Σ = Σ1 ∪ · · · ∪ Σµ in S3 × [0, 1] which have the following properties: the
surfaces only intersect each other transversally in double points, each surface Σi
has boundary Liunionsq−L′i, and each connected component of Σi has at least one bound-
ary component in S3×{0} and one in S3×{1}. Our first main result gives bounds
on the Euler characteristic and on the number of double points in such a cobor-
dism, generalizing Powell’s treatment of a genus bound for the Levine-Tristram
signature [Pow17].
Theorem 1.2. Let Σ = Σ1∪ · · · ∪Σµ be a colored cobordism between two µ-colored
links L and L′. If Σ has c double points, then
|σL(ω)− σL′(ω)|+ |ηL(ω)− ηL′(ω)| ≤
µ∑
i=1
−χ(Σi) + c
for all ω ∈ Tµ! .
Two µ-colored links L and L′ are concordant if there exists a µ-colored cobordism
between L and L′ that has no intersection points and consists exclusively of annuli.
As an application of Theorem 1.2, we extend two different results of Cimasoni and
Florens to the topological setting and to a bigger set of values of the variable ω.
The first result relaxes the conditions under which the signature and nullity are an
obstruction to colored concordance [CF08, Theorem 7.1]. See Corollary 3.13 for a
proof.
Corollary 1.3. The multivariable signature and nullity are topological concordance
invariants at all ω ∈ Tµ!
As a second consequence of Theorem 1.2, we obtain a generalization of [CF08,
Theorem 7.2]; the latter result being itself an extension of the Murasugi-Tristram
inequality [Mur65, Tri69]. In what follows, we denote the first Betti number of
a surface F by β1(F ). We refer the reader to Corollary 3.15 for a proof of the
next result and to Remark 3.17 for a comparison with a similar result obtained by
Viro [Vir09, Section 4].
Corollary 1.4. Let F = F1 ∪ · · · ∪ Fµ be a colored bounding surface for a µ-
colored link L such that F1, . . . , Fµ have a total number of m connected components,
intersecting in c double points. Then, for all ω ∈ Tµ! , we have
|σL(ω)|+ |ηL(ω)−m+ 1| ≤
µ∑
i=1
β1(Fi) + c.
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The last part of this article deals with 0.5-solvable cobordisms. This notion
was defined by Cha [Cha14] giving a relative version of the notion of Cochran-Orr-
Teichner’s n-solvability [COT03]. We refer to Section 5 for the precise definition
of n-solvable cobordant links, however note that abelian link invariants are not
expected to distinguish 0.5-solvable cobordant links. For instance, if two links are
1-solvable cobordant, then their first non-zero Alexander polynomials agree up to
norms and their Blanchfield pairings are Witt equivalent [Kim15, Theorems B and
C]. Our final result is the corresponding statement for the multivariable signature
and nullity.
Theorem 1.5. If two µ-colored links L and L′ are 0.5-solvable cobordant, then
ηL(ω) = ηL′(ω) and σL(ω) = σL′(ω)
for all ω ∈ Tm! .
Since concordant links are n-solvable cobordant for all n, Theorem 1.5 can be
viewed as a vast refinement of Corollary 1.3.
Remark 1.6. Note that the notion of n-solvable cobordism is related to Whitney
tower/grope concordance. See [Cha14] for the definition of these notions. In par-
ticular, using [Cha14, Corollary 2.17], Theorem 1.5 implies that the multivariable
signature and nullity are invariant under height 3 Whitney tower/grope concor-
dance.
Remark 1.7. The Alexander nullity β(L) of a colored link L is the Z[t±11 , . . . , t±1µ ]-
rank of its Alexander module. Kim [Kim15, Theorem C] showed that the Alexander
nullity is invariant under 1-solvable cobordisms. In Proposition 5.11, we improve
this result by proving invariance under 0.5-solvable cobordisms. Note also that this
statement does not follow from the invariance of the nullity function ηL(ω) since
β(L) = min{ηL(ω) | ω ∈ Tµ} [CCZ16, Proposition 2.3].
This paper is organized as follows. Section 2 introduces the necessary background
material on twisted homology and signatures. Section 3 introduces the colored sig-
nature and nullity and proves Theorem 1.2 together with its applications. Section 4
introduces plumbed 3-manifolds and proves some results about their signature de-
fects. These form the technical foundation for the proof of Theorem 1.5, which is
the subject of Section 5.
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Section 5. The authors wish to thank Ana Lecuona, David Cimasoni, Vincent
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GK “Curvature, Cycles and Cohomology”, funded by the Deutsche Forschungsge-
meinschaft (DFG). MN was supported by a CIRGET postdoctoral fellowship, and
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2. Twisted homology, signatures and concordance roots
In Section 2.1, we set up the conventions on twisted homology. In Section 2.2,
we review twisted intersection forms, which leads us to discuss the additivity of the
signature in Section 2.3. In Section 2.4, we generalize the concept of Knotennull-
stellen [NP17].
2.1. Twisted homology. We start by fixing some notation and conventions re-
garding twisted homology. After that, we review two universal coefficient spectral
sequences and apply them to a particular abelian coefficient system.
Let X be a connected CW-complex and let Y ⊂ X be a possibly empty sub-
complex. Denote by p : X˜ → X the universal cover of X and set Y˜ := p−1(Y ),
so that C(X˜, Y˜ ) is a left Z[pi1(X)]-module. Given a ring F with involution, we
can consider homomorphisms φ : Z[pi1(X)] → F of rings with involutions, which
means that φ(g−1) = φ(g) for all g ∈ pi1(X). Such a homomorphism φ turns F
into a (F,Z[pi1(X)])-bimodule, which we denote by R. We may consider the left
F–modules
H∗(X,Y ;R) = H∗
(
R⊗Z[pi1(X)] C(X˜, Y˜ )
)
,
H∗(X,Y ;R) = H∗
(
Homright-Z[pi1(X)](C(X˜, Y˜ )
tr, R)
)
,
where the transposed module M tr of an S-module M has the same underlying
abelian group with multiplication flipped using the involution.
Our main examples of twisted homology and cohomology modules will come
from the following examples.
Example 2.1. Let ϕ : pi1(X)→ Zµ = 〈t1, . . . , tµ〉 be a homomorphism and let ω =
(ω1, . . . , ωµ) ∈ Tµ ⊂ Cµ. Composing the induced map Z[pi1(X)] → Z[Zµ] with the
map Z[Zµ] α−→ C which evaluates ti at ωi, produces a morphism φ : Z[pi1(X)] → C
of rings with involutions. In turn, φ endows C with a (C,Z[pi1(X)])-bimodule
structure. To emphasize the choice of ω, we shall write Cω instead of C. Since Cω is
a (C,Z[pi1(X)])-bimodule, we may consider the complex vector spaces Hk(X,Y ;Cω)
and Hk(X,Y ;Cω).
Consider the ring ΛS = Z[t±11 , . . . , t±1µ , (1 − t1)−1, . . . , (1 − tµ)−1] and observe
that since none of the ωi are equal to 1, the map φ : Z[pi1(X)]→ C factors through
a map ΛS → C. In particular, the homology C-vector space Hk(X,Y ;Cω) is the
k–th homology of the chain complex C⊗ΛS C(X,Y ; ΛS).
Example 2.2. Let Q(Zµ) denote the field of fractions of Λ := Z[t±11 , . . . , t±1µ ].
Given a homomorphism ϕ : pi1(X) → Zµ = 〈t1, . . . , tµ〉, the canonical map Λ →
Q(Zµ) endows Q(Zµ) with a (Q(Zµ),Z[pi1(X)])–bimodule structure. In particular,
we may consider the Q(Zµ)-vector spaces Hk(X,Y ;Q(Zµ)). Observe that since
Q(Zµ) is the field of fractions of both Λ and ΛS , we deduce that Hk(X,Y ;Q(Zµ)) is
canonically isomorphic to both Q(Zµ)⊗ΛHk(X,Y ; Λ) and Q(Zµ)⊗ΛSHk(X,Y ; ΛS).
Most of our main results will involve either the coefficient system R = Cω or
the coefficient system R = Q(Zµ). When we mention that a statement holds
for both coefficients systems, it will always be understood that when R = Cω
(resp. R = Q(Zµ)) we take F = C (resp. F = Q(Zµ)).
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In order to discuss the relation between homology and cohomology, we introduce
some further notation. First, using the fact that φ is a morphism of rings with
involution, one can check that
Homright-Z[pi](C(X˜, Y˜ )
tr, R)→ Homleft-F(R⊗Z[pi] C(X˜, Y˜ ),F)tr
f 7→
(
(r ⊗ σ) 7→ rf(σ)
)
is a well-defined isomorphism of chain complexes of left F-modules. The isomor-
phism of chain complexes induces an evaluation homomorphism
ev: Hk(X,Y ;R)→ Homleft-F(Hk(X,Y ;R),F)tr
of left F–modules. This evaluation map is not an isomorphism in general. Never-
theless, it can be studied using the universal coefficient spectral sequence [Lev77,
Theorem 2.3]. For the sake of concreteness, instead of giving the most general
statement, we shall focus on the cases described in Examples 2.1 and 2.2.
Proposition 2.3. Let (X,Y ) be a CW pair and let ω ∈ Tµ. Suppose R is either Cω
or Q(Zµ), viewed as a (F,Z[pi1(X)])–module. Then, for each k, evaluation provides
the following isomorphism of left F-vector spaces:
Hk(X,Y ;R) ∼= Homleft-F(Hk(X,Y ;R),F)tr.
Proof. There is a spectral sequence with Ep,q2
∼= ExtqF(Hp(X,Y ;R),F), which con-
verges to H∗(X,Y ;R) [Lev77, Theorem 2.3]. The result now follows: since F is a
field, the Ext groups vanish for q > 0. We also refer to [Con17, Theorem 5.4.4 and
Proposition 7.5.4] for further details. 
Given a pair (X,Y ), we denote the rank of Hi(X,Y ) by βi(X,Y ) and the dimen-
sion of Hi(X,Y ;R) by β
R
i (X,Y ) when R is either Cω or Q(Zµ). As an application
of Proposition 2.3, we prove the following lemma.
Lemma 2.4. Let ω ∈ Tµ, let R be either Cω or Q(Zµ) and let W be a 4-dimensional
manifold whose boundary decomposes as ∂W = M ∪∂ M ′, where M and M ′ are
(possibly empty) connected 3-manifolds with ∂M = ∂M ′. If W is equipped with a
homomorphism H1(W ;Z)→ Zµ, then βR4−i(W,M) = βRi (W,M ′) for i = 0, 1.
Proof. By duality, H4−i(W,M ;R) ∼= Hi(W,M ′;R). Using Proposition 2.3, we
deduce that Hi(W,M ′;R) ∼= HomF(Hi(W,M ′;R),F)tr for i = 0, 1. The result now
follows immediately. 
As observed in Example 2.2, there is a canonical isomorphism ofHk(X,Y ;Q(Zµ))
with Q(Zµ)⊗ΛSHk(X,Y ; ΛS). On the other hand, a particular case of the universal
coefficient spectral sequence in homology is needed to deal with Cω-coefficients; see
e.g. [Hil12, Chapter 2].
Proposition 2.5. Given a CW-pair (X,Y ) and ω ∈ Tµ, there exists a spectral
sequence
(1) converging to H∗(X,Y ;Cω)
(2) with E2p,q
∼= TorΛSp (Hq(X,Y ; ΛS),Cω)
(3) with differentials dr of degree (−r, r − 1).
More specifically, there is a filtration
0 ⊂ F 0n ⊂ F 1n ⊂ · · · ⊂ Fnn = Hn(X,Y ;Cω)
with F pn/F
p−1
n
∼= E∞p,n−p.
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As for cohomology, we provide an easy application of this spectral sequence, to
which we shall often refer.
Lemma 2.6. Let X be a connected CW-complex together with a homomorphism
H1(X;Z)→ Zµ = Z〈e1, . . . , eµ〉 such that at least one generator ei is in the image.
If ω ∈ Tµ, then H0(X;Cω) = 0. Furthermore, H1(X;Cω) is isomorphic to Cω ⊗ΛS
H1(X; ΛS).
Proof. Using the assumption on the mapH1(W ;Z)→ Zµ, the ΛS-moduleH0(W ; ΛS)
vanishes; see e.g. [CFT16, Lemma 2.2]). Thus Proposition 2.5 immediately implies
that H0(X;Cω) = 0. Next, we prove the statement involving H1(X;Cω). Using the
notations of Proposition 2.5, the differential 0 = TorΛS2 (H0(X; ΛS),Cω) = E2,0 →
E0,1 is zero. Consequently, E
∞
1,0 = E
2
1,0 = 0 and E
∞
0,1 = E
2
0,1 = Cω⊗ΛSH1(XL; ΛS).
It follows that H1(XL;Cω) = Cω ⊗ΛS H1(XL; ΛS), as desired. 
2.2. Twisted intersection forms and signatures. Here, we review twisted in-
tersection forms. Our main example lies in the coefficient system introduced in
Example 2.1. We conclude with a short bordism argument showing the vanishing
of some signature defects.
Given a compact oriented n–dimensional manifold W and a map Z[pi1(W )]→ F
between rings with involutions. Again, we distinguish the ring F from the (F,Z[pi1(W )])–
bimoduleR. We denote the Poincare´ duality isomorphisms by PD: Hk(W,∂W ;R) ∼=
Hn−k(W ;R) and PD: Hk(W ;R) ∼= Hn−k(W,∂W ;R). Composing the map induced
by the inclusion (W, ∅)→ (W,∂W ) with duality and evaluation produces the map
Φ: Hk(W ;R)→ Hk(W,∂W ;R) PD−−→ Hk(W ;R) ev−→ Homleft-F(Hk(W ;R),F)tr.
The main definition of this section is the following.
Definition 2.7. The R-twisted intersection pairing
λR : Hi(W ;R)×Hi(W ;R)→ F
is defined by λR(x, y) = Φ(y)(x).
The form λR is hermitian, but need not be nonsingular. In particular, the space
im(H1(∂W ;R) → H1(W ;R)) is annihilated by λR. We conclude this section by
giving a crucial example of this set-up.
Example 2.8. Let W be a compact connected oriented 4-manifold. Set pi = pi1(W )
and let pi(n) = [pi(n−1), pi(n−1)] denote its derived series starting at pi(0) = pi. The
projection pi → pi/pi(n) gives rise to the Z[pi/pi(n)]-modules Hk(W ;Z[pi/pi(n)]) and
we may consider the Z[pi/pi(n)]-twisted intersection pairing
λn : H2(W ;Z[pi/pi(n)])×H2(W ;Z[pi/pi(n)])→ Z[pi/pi(n)],
as in Definition 2.7. Of particular interest to us is the case where n = 1 and
pi/pi(1) = H1(W ;Z) is free abelian of rank µ. In this case, Z[pi/pi(1)] is nothing but
the commutative ring Λ = Z[t±11 , . . . , t±1µ ] of Laurent polynomials.
We now consider the twisted intersection form in the setting of Example 2.1.
Let W be a 4-dimensional manifold with (possibly empty) boundary together with
a map ϕ : pi1(W ) → Zµ = Z〈t1, . . . , tµ〉. Given an element ω ∈ Tµ ⊂ Cµ, we equip
the ring C with the (C,Z[pi1(W )])-module structure described in Example 2.1 and
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consider the C-vector spaces Hk(W ;Cω). As in Definition 2.7, we may consider the
twisted intersection form
λCω : H2(W ;Cω)×H2(W ;Cω)→ C.
We write signωW = signλCω and signW for the untwisted signature signλQ. We
will usually be interested in the signature defect
dsignωW := signωW − signW.
Remark 2.9. For a smooth closed manifold of even dimension, the twisted sig-
nature coincides with the untwisted one and hence the signature defect vanishes.
This can be seen by considering the twisted and untwisted Hirzebruch signature
formula [BGV92, Theorem 4.7], which agree if the bundle carries a flat connection.
We prove the corresponding result for topological closed 4-manifolds over Zµ and
give a proof, which does not use index theory.
Proposition 2.10. Let Z be an oriented 4-manifold with a map pi1(Z) → Zµ. If
Z is closed, then dsignω Z = 0 for all ω ∈ Tµ.
Proof. Given a space X, recall that the bordism group Ωn(X) consists of bordism
classes of pairs (N,ψ), where N is an n-dimensional manifold and ψ : N → X is a
map; see [CF64] for details. Moreover, if G is a group with classifying space BG,
then Ωn(G) is defined as Ωn(BG). Since the choice of the map ϕ : pi1(Z) → Zµ
is equivalent to the choice of a homotopy class of a map Z → Tµ = BZµ, the
pair (Z,ϕ) produces an element in Ω4(Zµ). As both the ordinary and the twisted
signature vanish on closed oriented 4-manifold which bound over Zµ, for every
ω ∈ Tµ, the signature defect gives rise to a well-defined homomorphism
dsignω Ω4(Zµ)→ Z.
We want to prove that dsignω is the trivial homomorphism.
By the Atiyah-Hirzebruch spectral sequence [CF64, Chapter 1, Section 7], we
have an isomorphism
Ω4(Zµ) ∼= Ω4(pt)⊕H4(Tµ;Z)
[ψ : Z → Tµ] 7→ [Z → pt]⊕ ψ∗[Z].
It is therefore enough to show that the signature defect vanishes on the elements
of Ω4(Zµ) corresponding through the above isomorphism to a set of generators
of Ω4(pt) and H4(T
µ;Z).
It is well known that Ω4(pt) is generated by the class of CP 2. As CP 2 is simply
connected, its twisted signature agrees with the untwisted one and consequently
its signature defect also vanishes. Let us pick a product structure Tµ = (S1)µ on
the torus. By the Ku¨nneth formula, the abelian group H4(T
µ;Z) is generated by
the fundamental classes of the subtori T 4 = (S1)4 ⊂ Tµ given by inclusions of
factors. For every homology class i∗([T 4]) ⊂ H4(Tµ;Z), the corresponding element
in Ω4(Zµ) is the cobordism class [i : T 4 → Tµ]. The ordinary signature of T 4
is immediately seen to vanish. To compute the twisted signature, consider the
coefficient system Cω on T 4 = T 3 × S1. As ω ∈ Tµ, this coefficient system is non-
trivial on the S1-factor. Consequently, the twisted chain complex is acylic [Vir09,
Corollary App.B.B] and H2(T
3×S1;Cω) = 0. Thus, the twisted signature vanishes,
and as a consequence the signature defect of the cobordism class [i : T 4 → Tµ] is 0.
We deduce that the signature defect vanishes on all of Ω4(Zµ). 
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Corollary 2.11. Let M be an oriented 3-manifold with a map H1(M ;Z) → Zµ
and let W , W ′ be two fillings of M over Zµ. Then, dsignωW = dsignωW ′ for all
ω ∈ Tµ.
Proof. Define the closed oriented 4-manifold Z := W ∪M −W ′, and notice that the
map to Zµ can be extended to Z. Thanks to Proposition 2.10, we have signω Z −
signZ = 0, and by Novikov additivity we get
0 = signω Z − signZ = (signωW − signW )− (signωW ′ − signW ′).

2.3. Novikov-Wall additivity of the signature. A theorem of Wall [Wal69]
computes the correction term to the additivity of the signature under the union
of two manifolds along a common codimension 0 submanifold of their boundaries,
generalizing Novikov additivity. We recall Wall’s theorem in the case where the
correction term vanishes.
Consider an oriented compact 4-manifold W together with an oriented, properly
embedded 3-manifold M , which separates W into two pieces W±. Put differently,
W = W+ ∪M (−W−) is obtained by gluing W+ to −W− along the submanifold M .
Note that M is allowed to have nonempty boundary Σ = ∂M ⊂ ∂W itself. This
decomposition induces a decomposition of the boundaries ∂W+ = N+ ∪Σ −M and
∂W− = N− ∪Σ −M ; see Figure 1. From this, we obtain a decomposition of the
boundary ∂W = N+ ∪Σ (−N−). We equip then Σ with the orientation Σ = ∂M =
∂N+ = ∂N−.
−W− W+
Σ
Σ
−N− N+
M
Figure 1. A 2-dimensional sketch of the Novikov-Wall set-up.
For a manifold X with boundary Σ, define
VX := ker(H1(Σ;R)→ H1(X;R)).
In our setting, we are interested in the spaces VM , VN+ and VN− . The following
result is immediately obtained from the main theorem of [Wal69], as the correction
term vanishes as soon as two of the involved subspaces coincide.
Theorem 2.12. (Novikov-Wall additivity) Let W be decomposed as above as the
union of W+ and −W−, and suppose that any two among VM , VN+ and VN− are
equal. Then
sign(W ) = signW+ − signW−.
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Theorem 2.12 admits a generalization to twisted coefficients. For simplicity, in
the twisted setting we shall only state a weaker result which is sufficient for our pur-
poses. Suppose to have a map H1(W ;Z) → Zµ. With this map, we can construct
the local coefficient systems Cω for every ω ∈ Tµ, as explained in Example 2.1. The
following additivity result holds for the twisted signature.
Proposition 2.13. Suppose that W is decomposed as above as the union of −W−
and W+. Then, for each ω ∈ Tµ such that H1(Σ;Cω) = 0, Novikov-Wall additivity
holds for the twisted signature:
signωW = signωW+ − signωW−.
2.4. Concordance roots and vanishing results. We generalize the concept of
Knotennullstellen [NP17]. After applying this concept to a variation of a well-known
chain homotopy argument, we discuss some further properties of these elements.
Let U ⊂ Z[t±11 , . . . , t±1µ ] be the subset of Laurent polynomials p(t1, . . . , tµ) such
that p(1, . . . , 1) = ±1. We abbreviate the Laurent ring Z[t±11 , . . . , t±1µ ] with Λ.
Definition 2.14. An element ω ∈ Tµ = (S1 \ {1})µ is a concordance root if there
is a polynomial p ∈ U with p(ω) = 0. Define Tµ! to be the subset of all elements
ω ∈ Tµ which are not concordance roots.
Definition 2.14 is a generalization of [NP17, Definition 1.1] to the multivariable
case. The key property of non-concordance roots is that they allow us to use a
well-known chain homotopy argument [COT03, Proposition 2.10]. The following
results are an adaptation of [NP17, Lemma 3.1].
To define the colored (and Alexander) nullity and the colored signature, we will
use the bimodules Q(Zµ) and Cω; see Definition 3.2 below. A key ingredient,
necessary to prove the concordance invariance of these invariants, is the following
fact: these modules are not just Λ–right modules, but right U−1Λ-modules where
the localisation U−1Λ, inverts all elements of U .
Suppose now that Zm → Zµ is a homomorphism obtained by adding entries.
Then, the induced map of group rings Z[Zm]→ Λ fits into the following commuta-
tive diagram with the augmentation maps
Z[Zm] Λ
Z
aug aug
.
Recall that, the augmentation map sends a Laurent polynomial p(t1, . . . , tµ) to its
evaluation p(1, . . . , 1). The next lemma follows from considerations of determinants;
see cf. [COT03, Proposition 2.4].
Lemma 2.15. Let g : Z[Zm]k → Z[Zm]k be a Z[Zm]–module homomorphism with
the property that Z⊗Z[Zm] g is an isomorphism. Then
U−1Λ⊗Z[Zm] g : (U−1Λ)k → (U−1Λ)k
is also an isomorphism. Consequently, so is Q(Zµ)⊗Z[Zm] g and Cω ⊗Z[Zm] g.
Proof. See [NP17, Section 3]. 
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Lemma 2.16. Let k be a non-negative integer, and let ω lie in Tµ! . If (X,Y )
is a pair of CW-complexes over BZµ with Hi(X,Y ;Z) = 0 for 0 ≤ i ≤ k, then
both Hi(X,Y ;Q(Zµ)) and Hi(X,Y ;Cω) vanish for 0 ≤ i ≤ k.
Proof. We make the following abbreviations CZ := C(X,Y ;Z) and CΛ := C(X,Y ; Λ)
for the cellular chain complexes of the pairs (X,Y ). For the remainder of the proof,
i will be an arbitrary integer 0 ≤ i ≤ k. The chain complex CZ consists of finitely
generated free Z-modules, and as Hi(CZ) = 0, it admits a partial contraction, i.e.
homomorphisms si : C
Z
i → CZi+1 with
idCZi = si−1 ◦ di + di+1 ◦ si.
Consider the chain map ε : CΛ → CZ of chain complexes over Λ, which is induced
by tensoring with the augmentation map. Pick a lift sΛi of si under ε, which is a
homomorphism sΛi : C
Λ
i → CΛi+1 of Λ-modules such that the following diagram
commutes:
CΛi C
Λ
i+1
CZi C
Z
i+1.
sΛi
ε ε
si
Such a lift exists because CΛi consists of free modules and the map ε is surjective.
Consider the partial chain map
fi = s
Λ
i−1 ◦ di + di+1 ◦ sΛi .
By construction, Z ⊗Λ fi = si−1 ◦ di + di+1 ◦ si = idCZi and so U−1Λ ⊗Λ fi is also
an isomorphism; see Lemma 2.15. We obtain that U−1Λ ⊗Λ sΛi is a partial chain
contraction for U−1Λ⊗Λ CΛ and
Hi(X,Y ;U
−1Λ) = Hi(U−1Λ⊗Λ CΛ) = 0.
Now we tensor with either R = Q(Zµ) or R = Cω, which are both right U−1Λ–
modules. Here, we use the fact that ω ∈ Tµ! . Note that R ⊗Λ sΛi is a partial chain
contraction for R⊗U−1Λ U−1Λ⊗Λ CΛ and so Hi(X,Y ;R) = 0. 
For the remainder of the section, we collect properties of the set Tµ! of non-
concordance roots. For a prime p, define
Tµp := {ω ∈ Tµ | ωi is a pn-root of unity for some n}
and TµP :=
⋃
p Tµp . This is the set for which concordance invariance properties and
genus bounds are proved in [CF08, Section 7]. The next result shows that the
set Tµ! of non-concordance roots contains T
µ
P .
Proposition 2.17. The set TµP is contained in T
µ
! .
Proof. Let ω ∈ Tµp and q(t1, . . . , tµ) be a polynomial such that q(ω) = 0. We have
to show that q(1, . . . , 1) 6= ±1. We pick n large enough such that all ωi are pn-
roots of unity. The subgroup consisting of the pn-roots of unity is cyclic. Thus we
write ω = (ζn1 , . . . , ζnµ) for a primitive pn-root of unity ζ. Define the one variable
polynomial q(t) := q(tn1 , . . . , tnµ). Hence, we have q(ζ) = 0, so q(t) is a multiple
of the pn-th cyclotomic polynomial, whose value at 1 equals p. It follows that p
divides q(1, . . . , 1) = q(1) and so cannot be equal to ±1. 
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The following example shows that Tµ! also contains elements which are not in
TµP , but have algebraic coordinates.
Example 2.18. We claim that the algebraic element ω = (3+4i5 ,−1) is in T2! ,
but not contained in T2P . The algebraic number ω0 = 3+4i5 ∈ S1, has minimal
polynomial p(t) = 5t2 − 6t + 5 and is not a root of unity [NP17, Lemma 2.1]. It
follows that ω0 is not an element of T1P .
To show that ω ∈ T2! , we prove that any polynomial q(t1, t2) with q(ω) = 0 has
q(1, 1) 6= ±1. Consider q(t) := q(t,−1) and note that 3+4i5 is a root of q(t). As
a consequence 4 = p(1) divides q(1) and q(1) = q(1,−1) is even. It follows that
q(1, 1) must also be even.
Lemma 2.19. Let (ω1, . . . , ωn) ∈ Tn! , and β : {1, . . . , µ} → {1, . . . , n} be a map.
Then (ωβ(1), . . . , ωβ(µ)) is an element of Tµ! .
Proof. Let q(t1, . . . , tµ) be a polynomial such that q(ωβ) = 0, where ωβ denotes
(ωβ(1), . . . , ωβ(µ)). Define a polynomial in n-variables by the equality p(x1, . . . , xn) =
q(xβ(1), . . . , xβ(µ)). Note that p(ω1, . . . , ωn) = q(ωβ(1), . . . , ωβ(µ)) = 0 and as
(ω1, . . . , ωn) ∈ Tn! , we deduce that q(1, . . . , 1) = p(1, . . . , 1) 6= ±1. 
As shown in the following remark, it is also easy to construct elements which do
not belong to Tµ! and for which our main results will not apply.
Remark 2.20. Let ω = (ω1, . . . , ωµ) ∈ Tµ. A consequence of Lemma 2.19 is that, if
ω belongs to Tµ! , then all the coefficients ωi belong to T1! . Phrasing it differently,
if any of the coefficients of ω is a concordance root, then ω itself is a concordance
root.
3. Colored signatures and nullities of links
In Section 3.1, we give a definition of the colored signature and nullity of a col-
ored link as twisted invariants of manifolds with boundary. Section 3.2 shows that
they coincide with the invariants introduced by Cimasoni-Florens [CF08]; see e.g
Proposition 3.4 and Proposition 3.5. Section 3.3 introduces the notion of colored
cobordism and presents the statement of Theorem 3.7 which provides obstructions
on the possible colored cobordisms that two given colored links can bound. Sec-
tion 3.4 is devoted to the proof of the theorem. Finally, Section 3.5 provides the
applications of Theorem 3.7 and puts it in relation with some previously known
results. In particular, we prove the concordance invariance of the signature and
nullity and present obstructions on the possible surfaces a colored link can bound
in D4.
3.1. Set-up. This section deals with some preliminaries on colored links and their
colored bounding surfaces. Making use of this set-up, we introduce our main in-
variants: the colored signature and the colored nullity.
Let L = L1 ∪ · · · ∪ Lµ ⊂ S3 be a µ-colored link. We denote the exterior of L
by XL and recall that the abelian group H1(XL;Z) is freely generated by the
meridians of L. Summing the meridians of the same color, we obtain a homo-
morphism H1(XL;Z) → Zµ. A colored bounding surface for a colored link L is a
union F = F1 ∪ · · · ∪ Fµ of properly embedded, locally flat, compact oriented sur-
faces Fi ⊂ D4 with ∂Fi = Li and which only intersect each other transversally in
double points. A bounding surface of a link L is a union F = F1∪· · ·∪Fm of properly
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embedded, locally flat, compact, connected and oriented surfaces Fi ⊂ D4 which
only intersect each other transversally in double points, and ∂F = L. Note that we
require each Fi to be connected. Forgetting about the colors, a colored bounding
surface turns into a bounding surface formed by the union of its connected pieces.
As the surfaces Fi are required to be locally flat, that is they admit tubular
neighborhoods. Given a (possibly colored) bounding surface F of L, we denote
by νF the union of some choice of tubular neighborhoods for its components. We
denote then by WF := D
4 \νF the exterior of F . For the convenience of the reader,
we give an argument for the following well-known fact.
Lemma 3.1. Given a bounding surface F , the abelian group H1(WF ;Z) is freely
generated by the meridians of the components Fi.
Proof. Pick a small ball Bx around each intersection point x of F . Note that WF =
D4 \ (⋃xBx ∪⋃i νF ◦i ), where the surface F ◦i is Fi with little discs removed around
the intersection points. The Mayer-Vietoris sequence of D4 \⋃xBx = WF ∪⋃i νF ◦i
with Z-coefficients gives us
0→ H1
(⋃
i
(F ◦i × S1)
)
→ H1
(⋃
i
(F ◦i ×D2)
)
⊕H1(WF )→ 0,
where the 0’s arise as the homology Hj
(
D4 \ ⋃xBx) for j = 1, 2. Applying
the Ku¨nneth theorem to the products F ◦i × S1 the sequence can be reduced to
0 → H1
(⋃
i{pi} × S1;Z
) → H1(WF ;Z) → 0, where pi ∈ Fi. This concludes the
proof of the lemma. 
Consequently, there is a canonical homomorphism H1(WF ;Z) → Zµ which re-
stricts to H1(XL;Z) → Zµ on the link exterior: indeed the inclusion XL ⊂ WF
sends the meridians of L to the meridians of F . Since XL and WF are now both
spaces over Zµ, we can give the following definition.
Definition 3.2. Let F be a colored bounding surface for a µ-colored link L. Given
ω ∈ Tµ, define the colored signature σL(ω) and the colored nullity ηL(ω) by
σL(ω) = signωWF , ηL(ω) = dimH1(XL;Cω).
Viro [Vir09, Theorem 2.A] showed that signωWF is independent of the choice of
colored bounding surface. For a proof, see also the upcoming paper by Degtyarev,
Florens and Lecuona [DFL18]. It is sometimes useful in the following to view σL(ω)
as signature defect, which is made possible by the following result, probably well
known to the experts.
Proposition 3.3. If F is a colored bounding surface for a µ-colored link L, the un-
twisted intersection form on WF is trivial. As a consequence, the signature signWF
vanishes and we have σL(ω) = dsignωWF .
Proof. Set MF := νF ∩WF so that ∂WF = XL ∪L×S1 MF . Consider the portion
H2(MF ;Z)→ H2(WF ;Z)⊕0→ 0 of the Mayer-Vietoris sequence associated to the
decomposition D4 = WF ∪ νF . It follows that the map H2(MF ;Z) → H2(WF ;Z)
is surjective. Since MF is contained in the boundary of WF , the natural map
j : H2(∂WF ;Z) → H2(WF ;Z) is surjective. The statement follows immediately
since elements of im j annihilate the intersection form. 
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3.2. C-complexes. We recall the multivariable signature and nullity functions in-
troduced by Cimasoni-Florens [CF08] using C-complexes. Our main objective is to
show that these invariants coincide with the colored signature and nullity defined
in Section 3.1.
A C-complex for a µ-colored link L consists of a collection of Seifert surfaces
S1, . . . , Sµ for the sublinks L1, . . . , Lµ that intersect only along clasps; see [Coo82,
Cim04, CF08] for details. Given such a C-complex and a sequence ε = (ε1, ε2, . . . , εµ)
of ±1’s, there are 2µ generalized Seifert matrices Aε, which extend the usual Seifert
matrix [Cim04, CF08]. Note that for all ε, A−ε is equal to (Aε)T . Using this fact,
one easily checks that for any ω = (ω1, . . . , ωµ) in the µ-dimensional torus, the
matrix
H(ω) =
∑
ε
µ∏
i=1
(1− ωεii )Aε
is Hermitian. Since this matrix vanishes when one of the coordinates of ω is equal
to 1, we restrict ourselves to ω ∈ Tµ. The multivariable signature is the signature of
the Hermitian matrix H(ω) and the multivariable nullity is nullH(ω) + β0(S)− 1,
where β0(S) is the number of connected components of S.
We start by proving that ηL(ω) = nullH(ω) + β0(S) − 1, i.e that the colored
nullity is equal to the multivariable nullity:
Proposition 3.4. Let L be a µ-colored link. For every ω ∈ Tµ and for any C-
complex S for L, we have the equality ηL(ω) = nullH(ω) + β0(S)− 1.
Proof. Since the multivariable nullity nullH(ω) + β0(S) − 1 is independent of the
chosen C-complex [CF08, Theorem 2.1], pick S for which there is at least one clasp
between each pairs of surfaces Si and Sj , so that in particular β0(S) = 1. Note
that this is possible thanks to [Cim04, Lemma 3]. Using [CF08, Corollary 3.6]
the Alexander module H1(XL; ΛS) admits a square presentation matrix given by
H(t). Tensoring with Cω we deduce that H(ω) presents Cω⊗ΛSH1(XL; ΛS). Using
Lemma 2.6, we obtain that H1(XL;Cω) = Cω ⊗ΛS H1(XL; ΛS) and consequently
H(ω) also presents H1(XL;Cω). The result follows immediately. 
We conclude by showing that the colored signature σL(ω) coincides with the
multivariable signature of Cimasoni-Florens [CF08].
Proposition 3.5. If L is a µ-colored link L, then σL(ω) = signH(ω), i.e. the
colored signature is equal to the multivariable signature.
Proof. Since the colored signature is independent of the choice of a colored bounding
surface, we can take F to be a push-in of a C-complex in the 4-ball; see [CFT16,
Section 3.1] for a precise description. By [CFT16, Theorem 1.3], the intersection
pairing λΛS is represented by H(t). Since we wish to show that the intersection
pairing λCω is represented by H(ω), the theorem will follow if we manage to produce
the following commutative diagram
(1) Cω ⊗ΛS H2(WF ; ΛS)× Cω ⊗ΛS H2(WF ; ΛS) //

Cω ⊗ΛS ΛS

H2(WF ;Cω)×H2(WF ;Cω) // C.
Further assuming S to be totally connected implies that Hi(WF ; ΛS) vanishes for
i 6= 2, and is a finitely generated free ΛS-module for i = 2 [CFT16, Section 3 and
Proposition 4.1].
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Consider the following diagram below, where homology groups and tensor prod-
ucts without coefficients are over ΛS . Applying the universal coefficient spectral
sequence, as described in Propositions 2.3 and 2.5, the first three vertical maps in
the following commutative diagram are isomorphisms
Cω ⊗H2(WF ) Cω ⊗H2(WF , ∂WF ) Cω ⊗H2(WF ) Cω ⊗HomΛS (H2(WF ),ΛS)tr
H2(WF ;Cω) H2(WF , ∂WF ;Cω) H2(WF ;Cω) HomC(H2(WF ;Cω),C)tr.
∼= ∼= ∼= ∼=
The last vertical map is an isomorphism since H2(WF ; ΛS) is finitely generated and
free. Considering the adjoint, we precisely obtain the diagram of Equation (1). 
3.3. The genus bound. For elements ω ∈ TµP , the multivariable signature and
nullity are known to give lower bounds on the genus of colored bounding sur-
faces [CF08, Theorem 7.2]. In this section we prove a more general result for
surfaces in S3 × [0, 1]. As corollaries, we extend the concordance invariance results
of [CF08, Theorem 7.1] and generalize the lower bounds of [CF08, Theorem 7.2].
Definition 3.6. A colored cobordism between two µ-colored links L and L′ is a
collection of properly embedded locally flat surfaces Σ = Σ1 ∪ · · · ∪Σµ in S3× [0, 1]
that have the following properties: the surfaces only intersect each other in double
points, each surface Σi has boundary −LiunionsqL′i, and each connected component of Σi
has a boundary both in S3×{0} and in S3×{1}. We say that Σ has m components
if the disjoint union of the surfaces Σ1, . . . ,Σµ has m connected components.
The main result of this section is the following lower bound.
Theorem 3.7. If Σ = Σ1 ∪ · · · ∪ Σµ is a colored cobordism between two µ-colored
links L and L′ with c double points, then
|σL(ω)− σL′(ω)|+ |ηL(ω)− ηL′(ω)| ≤
µ∑
i=1
−χ(Σi) + c
for all ω ∈ Tµ! .
Remark 3.8. The right-hand side of the inequality can equivalently be expressed in
terms of the first Betti number or of the genus of the surfaces. Suppose that L is
an n-component link, L′ is an n′-component link, and that the cobordism Σ has m
components (in the sense of Definition 3.6). Then, we have the following equalities:
µ∑
i=1
−χ(Σi) + c =
µ∑
i=1
b1(Σi)−m+ c =
µ∑
i=1
2gi(Σi) + n+ n
′ − 2m+ c.
For this reason, we will usually refer to the inequality of Theorem 3.7 as a genus
bound, even if the genus does not appear explicitly in the formula.
3.4. Proof of the main theorem. We proceed towards the proof of Theorem 3.7,
starting with a series of preliminary results.
First, we describe the Euler characteristic of the exterior WΣ of a colored cobor-
dism Σ in S3 × [0, 1] in terms of the Euler characteristic of the surfaces Σi.
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Lemma 3.9. Suppose Σ is a µ-colored cobordism between two colored links L and L′
with c double points. Then the Euler characteristic of WΣ is given by
χ(WΣ) =
µ∑
i=1
−χ(Σi) + c.
Proof. First, we prove that χ(WΣ) = −χ(νΣ). Consider the decomposition S3×I =
νΣ ∪ WΣ and set MΣ := νΣ ∩ WΣ. Using the decomposition formula for the
Euler characteristic yields χ(S3 × I) = χ(WΣ) + χ(νΣ) − χ(MΣ). As the Euler
characteristic of a 3-manifold with toroidal boundary vanishes, χ(MΣ) = 0. Since
χ(S3×I) also vanishes, the claim follows. Now note that νΣ is homotopy equivalent
to the union A =
⋃
i Σi ⊂ S3. Recall that the surfaces Σi intersect each other in c
points. We apply again the decomposition formula for A and obtain
χ(A) =
µ∑
i=1
χ(Σi)− χ
(⋃
i 6=j
Σi ∩ Σj
)
=
µ∑
i=1
χ(Σi)− c.

By Lemma 3.1, one observes that H1(WΣ;Z) is freely generated by the meridians
of Σ. Consequently, there is a homomorphism H1(WΣ;Z) → Zµ that extends the
maps on H1(XL;Z) and H1(XL′ ;Z).
Next, we observe that with Cω coefficients, the boundary of WΣ behaves as the
disjoint union of the link exteriors XL and XL′ .
Lemma 3.10. The inclusion of XL unionsqXL′ into ∂WΣ induces an isomorphism
Hi(XL;Cω)⊕Hi(XL′ ;Cω) ∼= Hi(∂WΣ;Cω)
for all ω ∈ Tµ.
Proof. The boundary ofWΣ decomposes into the union ofXL, XL′ and the plumbed
3-manifold MΣ. The homology groups H∗(MΣ; ΛS) are zero [CFT16, Proof of
Lemma 5.2]. The universal coefficient spectral sequence of Proposition 2.5 implies
that H∗(MΣ;Cω) = 0. The result now follows from the Mayer-Vietoris exact se-
quence for ∂WF . 
The next lemma provides some information on the twisted homology of WΣ.
Lemma 3.11. If Σ ⊂ S3×I is a µ-colored cobordism between L and L′ and ω ∈ Tµ! ,
then
(1) βω1 (WΣ) ≤ ηL(ω) and βω1 (WΣ) ≤ ηL′(ω),
(2) Hi(WΣ;Cω) = 0 for i = 0, 3, 4.
Proof. As WΣ and XL are both connected, there is an isomorphism H0(XL;Z) ∼=
H0(WΣ;Z). Since the inclusionXL ⊂WΣ takes meridians to meridians, H1(XL;Z)→
H1(WΣ;Z) is surjective. Combining these facts, Hi(WΣ, XL;Z) = 0, so that
Lemma 2.16 gives Hi(WΣ, XL;Cω) = 0 for i = 0, 1. It follows from the long ex-
act sequence of the pair (WΣ, XL) that the inclusion induced map H1(XL;Cω) →
H1(WΣ;Cω) is surjective, and thus βω1 (WΣ) ≤ ηL(ω). Repeating the argument for
XL′ , the first statement is proven.
Since the inclusion of XL into WΣ factors through ∂WΣ, an analogous argu-
ment shows that Hi(WΣ, ∂WΣ;Cω) = 0 for i = 0, 1. Lemma 2.4 now implies that
Hi(WΣ;Cω) = 0 for i = 3, 4.
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Note that the entries of ω = (ω1, . . . , ωµ) are different from 1. This implies
that the vector space H0(WΣ;Cω) vanishes by its description as a quotient [HS97,
Section VI.3]. 
We conclude this section with a dimension count, which will prove itself useful
to bound the twisted signature of WΣ.
Lemma 3.12. Denote by j : H2(∂WΣ;Cω)→ H2(WΣ;Cω) the map induced by the
inclusion. Then, for ω ∈ Tµ! , we have
dim(coker j) = βω2 (WΣ)− βω2 (∂WΣ) + βω1 (WΣ),
Proof. Recall that by Lemma 3.11, the vector space H3(WΣ;Cω) vanishes. Consider
the following portion of the long exact sequence of the pair (WΣ, ∂WΣ):
0→ H3(WΣ, ∂WΣ;Cω) δ−→ H2(∂WΣ;Cω) j−→ H2(WΣ;Cω).
By exactness, dim(im j) = βω2 (∂WΣ) − dim(im δ). As δ is injective, one gets
dim(im j) = βω2 (∂WΣ) − βω3 (WΣ, ∂WΣ). The result now follows since Lemma 2.4
implies that βω3 (WΣ, ∂WΣ) = β
ω
1 (WΣ). 
We are now ready to conclude the proof of Theorem 3.7.
Proof of Theorem 3.7. We start by proving the following inequality:
| signωWΣ| ≤ χ(WΣ)− |ηL(ω)− ηL′(ω)|.
As in Lemma 3.12, we use j to denote the map H2(∂WΣ;Cω)→ H2(WΣ;Cω). Since
the twisted intersection form λCω descends to a pairing on H2(WΣ;Cω)/ im j, an
application of Lemma 3.12 yields
(2) | signωWΣ| ≤ dim
H2(WΣ;Cω)
im j
= βω2 (WΣ)− βω2 (∂WΣ) + βω1 (WΣ).
Now, thanks to Lemma 3.11, we have χ(WΣ) = β
ω
2 (WΣ) − βω1 (WΣ), and using
Lemma 3.10, one gets βω1 (∂WΣ) = ηL(ω) + ηL′(ω). Using these last two identities,
Equation (2) can be rewritten as
| signωWΣ| ≤ χ(WΣ) + 2βω1 (WΣ)− ηL(ω)− ηL′(ω).
The desired inequality is now obtained by using Lemma 3.11 to bound βω1 (WΣ)
above both by ηL(ω) and ηL′(ω).
With the inequality above, Theorem 3.7 will follow from Lemma 3.9 once we
have established that
signωWΣ = signL′(ω)− signL(ω).
Pick a colored bounding surface F ⊂ D4 for L. Thanks to Proposition 3.3, we
have σL(ω) = signω(WF ). One can now form the surface with singularities F
′ :=
F ∪L Σ ⊂ D4 ∪S3 S3 × I. Using an orientation-preserving diffeomorphism between
D4 ∪S3 S3 × I and D4, the surface F ∪L Σ is sent to a colored bounding surface
for L′. Its exterior WF ′ is clearly homeomorphic to WF ∪XLWΣ. Once again thanks
to Proposition 3.3, we have σL′(ω) = signω(WF ′). Since H1(L × S1;Cω) = 0,
Proposition 2.13 implies that Novikov additivity holds for the twisted signature,
yielding
signωWF ′ = signωWF + signωWΣ.
Summarizing, we have shown that σL′(ω) = σL(ω) + signωWΣ. Combining this
with the inequality of Equation (2) concludes the proof of Theorem 3.7. 
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3.5. Applications of the genus bound. We will give two applications of The-
orem 3.7. First, we show that the colored signature and nullity are concordance
invariants, see Corollary 3.13, then we study the genus of colored bounding surfaces
in Corollary 3.15.
Two µ-colored links L and L′ are concordant if there exists a µ-colored cobordism
between L and L′ which has no intersection points and consists exclusively of annuli.
Corollary 3.13. If L and L′ are two colored links that are concordant, then
σL(ω) = σL′(ω) and ηL(ω) = ηL′(ω)
for all ω ∈ Tµ! .
Proof. We apply Theorem 3.7 to the case where each Σi is a union of annuli and
there are no double points. The result follows as all the terms in the right-hand
side of the inequality are zero. 
Remark 3.14. In [CF08, Theorem 7.1], Corollary 3.13 is stated for all ω ∈ TµP .
However, note that [NP17, Proposition 2.3] presents two 1-colored links L and L′,
which have the property that σL(z) = σL′(z) and ηL(z) = ηL′(z) for all z ∈ T1P ,
but such that there exists a z0 ∈ T1! with σL(z0) 6= σL′(z0) and ηL(z0) 6= ηL′(z0).
Note that Corollary 3.13 will be significantly improved upon in Section 5: the
signature and nullity will be shown to be invariant under 0.5-solvable cobordisms.
Using β1(F ) to denote the first Betti number of a surface F , an application of
Theorem 3.7 also gives the inequality below.
Corollary 3.15. Let F = F1 ∪ · · · ∪ Fµ be a colored bounding surface for L, and
suppose that F has m components and c intersection points. Then, for all ω ∈ Tµ! ,
we have
|σL(ω)|+ |ηL(ω)−m+ 1| ≤
µ∑
i=1
β1(Fi) + c.
Proof. Remove small 4-balls in the interior of D4 on each component of F . With
small enough balls, F will intersect the boundary spheres in unknots. Tubing the
boundary spheres together, we have constructed a µ-colored cobordism Σ with
m components between L and a µ-colored unlink L′ of m components. Thanks
to the results of Section 3.2, we can compute the signature and nullity of L′ us-
ing C-complexes [CF08, Section 2]. We pick a disjoint union of m disks as a C-
complex. The resulting generalized Seifert matrices are empty, yielding σL′(ω) = 0
and ηL′(ω) = 0 + β0(S) − 1 = m − 1 for all ω ∈ Tµ. Using Theorem 3.7 and
Remark 3.8, we get
|σL(ω)|+ |ηL(ω)−m+ 1| ≤ −
µ∑
i=1
χ(Σi) + c =
µ∑
i=1
b1(Σi)−m+ c.
Now, if C is any of the m components of F , the corresponding component C ′
of Σ is obtained from C by removing a small disk, so that β1(C
′) = β1(C) + 1.
Summing over all the components, we get
∑µ
i=1 β1(Σi) =
∑µ
i=1 β1(Fi)+m, whence
the desired formula. 
The next example discusses the (non)-sharpness of the bound of Corollary 3.15.
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Example 3.16. We start with an example where the bound is sharp. Consider the
1-colored Hopf link H = L1 = K0∪K1 (with any orientation). The oriented link H
bounds an annulus A in S3, and we compute |σH(−1)| = 1 and ηH(−1) = 0. If we
push A into the 4–ball, we obtain a bounding surface F = F1 = A. The inequality
of Corollary 3.15 is sharp:
1 = |σH(−1)|+ |ηH(−1)− 1 + 1| ≤ β1(A) + 0 = 1.
Although it is easy to construct examples where this inequality is not sharp, we
claim that the defect can in fact be arbitrarily large: pick a family of knots Jn such
that J has the Seifert matrix of a slice knot, and topological 4–genus gtop4 (Jn) ≥ n
(such knots exist thanks to [Cha08, Theorem 1.3]). Now consider H(Jn) = K0 ∪
(K1#Jn), where we tie the knot Jn into K1 in a small 3–ball disjoint from K0. The
signature σH(Jn)(−1) = 1 and the nullity ηH(Jn)(−1) = 0 do not change, but we
have g4(H(Jn)) ≥ g4(Jn)− 1 ≥ n− 1, concluding the proof of the claim.
Instead, if we pick each knot Jn to be topologically slice, but with smooth 4–
genus gsmooth4 (Jn) ≥ n (such knots exist [Tan98, Remark 1.2]), then the H(Jn)
provide a family of knots where the inequality is sharp in the topological category,
but not in the smooth category.
We now compare Corollary 3.15 with previous results.
Remark 3.17. Corollary 3.15 is a generalization of [CF08, Theorem 7.2]. In that
paper, it is proven in the smooth setting and requires ω to be in the set TµP , which
is strictly smaller as Tµ! ; see Example 2.4. Since all surfaces Fi are assumed to be
connected, µ appears instead of m in their formula.
We can also recover a previous result [Pow17, Theorem 1.4] bounding the 4-genus
of a 1-colored link L with m components. Consider disjoint surfaces F1, . . . , Fm in
D4 bounding L. Indeed, F := F1 unionsq · · · unionsq Fm is a 1-colored bounding surface for L,
and applying Corollary 3.15, we get
|σL(ω)|+ |ηL(ω)−m+ 1| ≤ β1(F ) = 2g(F ),
for ω ∈ T1! . The result follows by passing to the minimum over all such collections
of surfaces and observing that T1! is dense in S1.
Finally, note that Viro proves inequalities similar to Corollary 3.15 in any odd
dimension. In particular, for links in S3 he obtains |σL(ω)| + ηL(ω) ≤ β2(F,L) +
β1(F ) and |σL(ω)| + ηL(ω) ≤ β1(F,L) + β0(F ) [Vir09, Theorem 4.C]. Reworking
his equations leads to the inequality
|σL(ω)|+ ηL(ω)−m ≤
µ∑
i=1
β1(Fi) + c,
which is slightly weaker than Corollary 3.15. The interested reader will note that
while Viro essentially obtains his results for all ω ∈ Tµ! , his methods are quite
different from the chain homotopy argument we rely on, see [Vir09, Appendix C].
4. Plumbed 3–manifolds and surfaces in the 4–ball
In this section, we review plumbed 3-manifolds and prove a vanishing result for
their signature defect. This result is a key step in the proof of Theorem 1.5 (which
is concerned with the invariance of the signature and nullity under 0.5-solvable
cobordisms). In Section 4.1, we show this vanishing result in the case of products
MULTIVARIABLE SIGNATURES, GENUS BOUNDS AND 0.5–SOLVABLE COBORDISMS 19
of a closed surface with S1. To do so, we apply a product formula for the Atiyah-
Patodi-Singer rho invariant, and pass from the smooth to the topological setting by
using a bordism argument. In Section 4.2, we introduce the framework of plumbed
3-manifolds and prove the main result, which is contained in Proposition 4.10. This
proposition shows that the signature defect of a 4-manifold vanishes if its boundary
is a so-called “balanced” plumbed 3-manifold. Finally, in Section 4.3 we describe
how plumbed 3-manifolds arise naturally from surfaces intersecting transversally in
the 4-ball, and we perform a homological computation which is needed in Section 5.
4.1. The rho invariant of a product Σ × S1. We consider the rho invari-
ant ρ(M,α), a real number, in the special case of M being a smooth, odd di-
mensional manifold with a homomorphism α : H1(M ;Z) → U(1) [APS75]. The
definition of the rho invariant requires spectral analysis of elliptic differential op-
erators on a manifold, and we will not attempt to recall it. Instead we state the
following properties of ρ(M,α), which will be sufficient for the purposes of this
article.
Proposition 4.1.
(1) If Z is a smooth 2n-manifold together with a homomorphism α : H1(Z;Z)→ S1,
then ρ(∂Z, α) = −(signα Z − signZ).
(2) If N is a closed smooth 2m-manifold with a homomorphism α : H1(N ;Z)→ S1,
and S1 comes with a homomorphism β : H1(S
1;Z)→ S1, then
ρ(N × S1, α⊗ β) = (−1)m signN · ρ(S1, β).
In particular, ρ(N × S1, α⊗ β) = 0 if m is odd.
Proof. The first result is the specialization to our setting of the Atiyah-Patodi-
Singer index theorem [APS75, Theorem 2.4]. The formula in the second statement
follows from a direct computation combined with the classical Atiyah-Singer the-
orem. Both results can be found in [Neu79, Theorem 1.2, (iii) and (v)], where it
has to be observed that the invariant considered by the author differs from the rho
invariant by a sign and that signN = signαN (this follows from (1) since N has no
boundary, or alternatively from the Hirzebruch signature formula; see Remark 2.9).
The last claim follows immediately from the fact that the ordinary signature of a
closed manifold is non-trivial only in dimension 4k. 
We restrict further to manifolds M with a homomorphism H1(M ;Z) → Zµ.
Since one-dimensional representations of H1(M ;Z) factoring through Zµ are in
bijection with values ω ∈ (S1)µ, we will denote by ρω(M) the rho invariant corre-
sponding to the representation α given by the composition
α : H1(M ;Z)→ Zµ ω−→ S1.
Using Proposition 4.1, we prove the following lemma.
Lemma 4.2. If Σ is a closed oriented connected surface and φ : H1(Σ×S1;Z)→ Zµ
is a homomorphism, then ρω(Σ× S1) = 0 for all ω ∈ Tµ.
Proof. Since H1(Σ × S1;Z) = H1(Σ;Z) ⊕ H1(S1;Z), we may restrict φ : H1(Σ ×
S1;Z) → Zµ to each summand. This produces maps φΣ : H1(Σ;Z) → Zµ and
φS1 : H1(S
1;Z) → Zµ. Postcomposing each of these maps with the map Zµ ω−→ S1
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produces maps ϕ,ϕΣ and ϕS1 . Since these maps fit in the commutative diagram
H1(Σ× S1;Z) S1
H1(Σ;Z)⊕H1(S1;Z) S1 × S1,
prΣ⊕prS1
ϕ
ϕΣ×ϕS1
·
it follows that ϕ = ϕΣ ⊗ ϕS1 . Using point (2) of Proposition 4.1, one obtains
ρω(Σ× S1) = ρ(Σ× S1, ϕΣ ⊗ ϕS1) = 0.
This concludes the proof of the lemma. 
The following corollary is nearly immediate.
Corollary 4.3. Let V be a set of closed oriented connected surfaces. If W is a
4-manifold over Zµ with boundary
∂W =
⊔
Σ∈V
Σ× S1,
then signωW − signW = 0.
Proof. Thanks to point (1) of Proposition 4.1, the number signωW − signW coin-
cides with minus the rho invariants of its boundary. By Lemma 4.2 and additivity
of the rho invariant under disjoint union of manifolds [Neu79, Theorem 1.2.1], we
get signωW − signW = 0. 
Since Proposition 4.1 required the cobounding manifold to be smooth, one might
worry about Corollary 4.3 only holding for smooth 4-manifolds W . The following
remark deals with this issue.
Remark 4.4. Let W be a topological 4-manifold bounding M =
⊔
Σ∈V Σ×S1. The
bordism groups are computed in both the topological case and the smooth case
by Ω3(Zµ) = H3(Zµ;Z). Thus, if M bounds topologically, then there also exists
a smooth filling W ′, for which the rho invariant computation gives signωW
′ −
signW ′ = 0. By Corollary 2.11, the difference between twisted and ordinary sig-
nature is the same for two 4-manifolds filling the same M over Zµ, so we conclude
that signωW − signW is also zero as desired.
4.2. Plumbings and their signature defect. After reviewing the definition of
a plumbed 3-manifold, we use the rho invariant to observe that if a 4-manifold W
admits a balanced plumbed 3-manifold as its boundary, then its signature defect
vanishes; see Proposition 4.10. Classical references on plumbed 3-manifolds in-
clude [Neu81, HNK71]. See also [BFP16] for their use in our context.
We begin by setting up notation.
Construction 4.5. Let G = (V,E) be an unoriented graph with no loops. The
set E is the set of oriented edges, and s : E → V and t : E → V are the source
and the target maps. The involution i : E → E sends an oriented edge to the
corresponding edge with the opposite orientation; see e.g. [Ser80, Section I.2]. The
graph is unoriented in the sense that for each edge, the set E also contains the edge
with the opposite orientation. We shall sometimes also denote i(e) by e¯. Assume
that the set of vertices V consists of oriented, connected and compact surfaces F
and that the edges e ∈ E are labeled by weights ε(e) = ε(e¯) ∈ {±1}.
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For each edge e, we choose an embedded disc De ⊂ s(e) in such a way that no
two discs intersect. We then remove these discs, by defining for each surface F ∈ V
the complement
F ◦ = F \
⋃
s(e)=F
De.
We define the plumbed 3-manifold Pb(G) as
Pb(G) :=
( ⊔
F∈V
F ◦ × S1
)
/ ∼
where, for all e ∈ E the identifications are given by
(−∂De)× S1 → (−∂Di(e))× S1(3)
(x, y) 7→
{
(y−1, x−1), if ε(e) = 1,
(y, x), if ε(e) = −1.
Since these identifications make use of orientation reversing homeomorphisms, the
3-manifold Pb(G) carries an orientation that extends the orientation of each F ◦×S1.
Remark 4.6. The orientation −∂De is the one obtained by considering the circle
as a boundary component of F ◦. This is the opposite of the one induced by the
boundary ∂De of the removed disk. In the general context of plumbing disk bundles,
one trivializes over the removed disks, which causes the two formulas to flip; see
e.g. [HNK71, Chapter 8 p. 67].
The boundary of a plumbed 3-manifold Pb(G) is a union of tori and the com-
ponents correspond to the boundary components of the surfaces F ∈ V . By con-
struction, the boundary components come with the product structure ∂ Pb(G) =⊔
F∈V ∂F×S1. We define the homology class [∂F ] = [∂F×{pt}] in H1(∂ Pb(G);R).
In order to describe the kernel H1(∂ Pb(G);R) → H1(Pb(G);R), we introduce
some more notation: for each surface F ∈ V with boundary, label its boundary
components K1, . . . ,KnF and accordingly their meridians µ
F
1 , . . . , µ
F
nF and longi-
tudes lF1 , . . . , l
F
nF . We have the equality [∂F ] =
∑nF
k=1[l
F
k ]. The vertices of our
graph G are surfaces. So, for each edge e ∈ E, the expression t(e) denotes a surface
and µ
t(e)
i denotes the meridian of i–th boundary torus of t(e). The following lemma
describes the kernel of the inclusion H1(∂ Pb(G);R) → H1(Pb(G);R), which will
be useful for our applications of Novikov-Wall additivity.
Lemma 4.7. The kernel of the inclusion induced map H1(∂ Pb(G);R)→ H1(Pb(G);R)
is freely generated by the elements
[∂F ]−
∑
s(e)=F
ε(e)µ
t(e)
1 and µ
F
i − µF1 ,
for F varying over the elements in V with ∂F 6= ∅ and 2 ≤ i ≤ nF .
Proof. From the construction of Pb(G), we see that for every edge e ∈ E there is a
torus −∂De × S1 ⊂ s(e)× S1 which is identified with −∂De¯ × S1 ⊂ t(e)× S1. We
denote this torus by Te ⊂ Pb(G). Hence, Te = −Te¯.
Now pick an orientation E′ ⊂ E on the edges, i.e. for every e ∈ E, exactly one of
the edges e and e¯ is an element of E′. From the construction of Pb(G), we obtain
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a Mayer-Vietoris sequence
· · · →
⊕
e∈E′
H1(Te;R)
it−is−−−→
⊕
F∈V
H1(F
◦ × S1;R)→ H1(Pb(G);R)→ · · · ,
where it, is denote the maps induced by the inclusions of Te into t(e) × S1 and
s(e)×S1 respectively. For each F , the inclusion ∂F ×S1 → Pb(G) factors through
the space
⊔
F∈V F
◦ × S1. Consequently, we have the commutative diagram of
inclusion induced maps⊕
e∈E′
H1(Te;R)
it−is //
⊕
F∈V
H1(F
◦ × S1;R) h // H1(Pb(G);R)
H1(∂ Pb(G);R),
f
jj
j
OO
yielding ker j = kerh ◦ f = {x ∈ H1(∂ Pb(G);R) | f(x) ∈ im it − is}. We shall now
restrict our attention to those surfaces F with ∂F 6= ∅, and prove that both µFk −µF1
and [∂F ]−∑s(e)=F ε(e)µt(e)1 belong to ker j. As F ◦ is connected, all elements µFk for
1 ≤ k ≤ nF are equal in H1(Pb(G);R), so the elements µFk − µF1 are in ker f and a
fortiori in ker j. Next, we check that an element of the form [∂F ]−∑s(e)=F ε(e)µt(e)1
is sent by f to the image of is− it. Note that H1(F ◦×S1;R) = H1(F ◦;R)⊕R〈µF1 〉,
so that we have the relation [∂F ] +
∑
s(e)=F [−∂De] = 0 in H1(F ◦ × S1;R). We
thus obtain
f
(
[∂F ]−
∑
s(e)=F
ε(e)µ
t(e)
1
)
=
∑
s(e)=F
(
[∂De]− ε(e)µt(e)1
)
,
and the claim reduces to checking that this element is in the image of it − is.
Consider the class −[∂De] ∈ H1(Te;Z). We have −is[−∂De] = [∂De] and, by
the gluing map given in Construction 4.5, it[−∂De] = −ε(e)µt(e). As a result,
the difference [∂De] − ε(e)µt(e)1 is indeed in the image of it − is, and so [∂F ] −∑
s(e)=F ε(e)µ
t(e)
1 is in ker j.
Note that the elements in the statement of the lemma span a subspace U , whose
dimension is the number of boundary components of Pb(G), i.e. it is half the di-
mension of the space H1(∂ Pb(G);R). By the half lives, half dies principle [Lic97,
Lemma 8.15], the kernel ker j has the same dimension as U and so coincides with
U . 
Definition 4.8. Let G = (V,E) a graph with a label function ε : E → {±1}. For
v, w ∈ V denote by E(v, w) = {e ∈ E | s(e) = v, t(e) = w} the set of all edges
between v and w. We call the integer p(v, w) :=
∑
e∈E(v,w) ε(e) the total weight of
the pair of distinct vertices (v, w). The graph G is called balanced if p(v, w) = 0 for
all such pairs (v, w).
From now on, assume that our plumbed 3-manifold Pb(G) comes with a ho-
momorphism φ : H1(Pb(G);Z) → Zµ. We call such a homomorphism meridional
if, for each constituting piece F ◦ × S1 ⊆ Pb(G) with F ∈ V , the restriction of φ
to H1(F
◦ × S1;Z) sends the class of {pt} × S1 to one of the canonical generators
e1, . . . , eµ of Zµ. Moreover, in the next two results we will restrict our attention to
plumbings of closed surfaces.
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The next lemma shows that if G is balanced, then Pb(G) is cobordant to a dis-
joint union of trivial surface bundles, where the cobordism has vanishing signature
defect.
Lemma 4.9. Let G = (V,E) be a balanced graph with vertices closed connected
surfaces. Suppose that φ : H1(Pb(G);Z) → Zµ is a meridional homomorphism.
Then there exists a smooth 4-manifold Z over Zµ such that:
(1) the boundary of Z is a disjoint union
∂Z = −Pb(G) unionsq
⊔
F∈V
ΣF × S1,
where every ΣF is a closed oriented surface;
(2) the restriction H1(
⊔
F∈V ΣF × S1;Z)→ Zµ is meridional;
(3) dsignω Z = 0 for all ω ∈ Tµ.
Proof. Instead of proving the statement directly, we prove the following: if E is
nonempty, then there exists a balanced graph G′ = (V ′, E′) with the same number
of vertices and fewer edges than G, such that there exists a manifold ZG′ over Zµ
with ∂ZG′ = −Pb(G) unionsq Pb(G′), which induces a meridional homomorphism on
Pb(G′) and such that dsignω ZG′ = 0 for all ω ∈ Tµ.
The original statement can be recovered as follows: iterate the above to obtain
a sequence of graphs G = G0, . . . , Gn such that the set of edges of Gn is empty.
Consequently, Pb(Gn) =
⊔
F∈V ΣF × S1. We then glue the 4-manifolds together:
Z := ZG1 ∪ · · · ∪ZGn . We get ∂Z = −Pb(G)unionsqPb(Gn) as required and by Novikov
additivity dsignω Z =
∑n
i=1 dsignω ZGi = 0.
Now we proceed with the proof of the modified statement. Recall from Construc-
tion 4.5 that to each edge e corresponds the embedded torus Te = (−∂De) × S1.
The complement of all of these tori is diffeomorphic to
⊔
F∈V F
◦×S1 ⊂ Pb(G). In
order to produce the desired 4-manifold Z, our aim is to attach a D2 × T 2 to the
trivial bordism Pb(G)× I.
Given two vertices F1, F2 ∈ V , we write E(F1, F2) = {e ∈ E | s(e) = F1, t(e) =
F2} as in Definition 4.8. Pick two vertices F1, F2 ∈ V such that E(F1, F2) is
nonempty. As the graph is balanced, this implies we can also pick two edges e, e′ ∈
E(F1, F2) such that ε(e) = 1 and ε(e
′) = −1. Now set Xe,e′ := I × I × S1 × S1.
Consider the corresponding tori Te = (−∂De)× S1 and Te′ = (−∂De′)× S1, with
oriented neighborhoods I × Te, I × Te′ . We attach Xe,e′ to Pb(G)× {1} along its
vertical boundaries through a homeomorphism f given by the following formulas:
{0} × I × S1 × S1 → I × (−∂De)× S1 {1} × I × S1 × S1 → I × (−∂De′)× S1
(0, t, x, y) 7→ (t, x, y), (1, t, x, y) 7→ (t, x−1, y).
The induced orientations on {0, 1} × I × S1 × S1 are such that the above map is
orientation-reversing. As a consequence, the orientations of Pb(G) × I and Xe,e′
extend to the resulting 4-manifold
Z := Xe,e′ ∪f Pb(G)× I.
Let a1, a2 ∈ Zµ the images of the meridians of F1 and F2 under the mapH1(Pb(G);Z)→
Zµ. Recalling the construction of Pb(G) given in (3), we see that the induced maps
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to Zµ on Te and Te′ are given by
H1(−∂De × S1;Z)→ Zµ H1(−∂De′ × S1;Z)→ Zµ
[{p} × S1] 7→ a1 [{p} × S1] 7→ a1
[−∂De × {p}] 7→ a2 [−∂De′ × {p}] 7→ −a2.
The difference in the sign of the image [−∂De×{p}] is a consequence of the fact that
the edges e, e′ had opposite signs. This allows us to define a map φX : H1(Xe,e′ ;Z)→
Zµ which glues with the map φ : H1(Pb(G);Z) → Zµ, i.e. the following diagram
commutes:
H1({0, 1} × I × S1 × S1;Z) H1(I × Te;Z)⊕H1(I × T ′e;Z)
Zµ.
f∗
φX
φ
 ∪
νTe
νTe′
Xe,e′
Pb(G)× I Pb(G)× I ∪Xe,e′
Figure 2. The effect of attaching Xe,e′ to Pb(G)× I depicted in
reduced dimensions
By making an additional choice of a splitting of the Mayer-Vietoris sequence
H1(Xe,e′ ;Z)⊕H1(Pb(G)× I;Z)→ H1(Z;Z)→ H0({0, 1} × I × T 2;Z),
we obtain a map H1(Z;Z)→ Zµ which extends φ and φX on H1(Pb(G)×I;Z) and
H1(Xe,e′ ;Z).
The boundary of Z has two components. The bottom boundary is −Pb(G). The
effect of adding Xe,e′ on the top boundary is that of cutting along Te and Te′ and
gluing together the boundary component −∂De × S1 to −∂De′ × S1, and glueing
−∂Di(e) × S1 to −∂Di(e′) × S1. Let F ′1 = F1#T 2 be the result of 0–surgery along
De and De′ in F1, and define F
′
2 similarly. The top boundary inherits a plumbed
structure along a graph G′ obtained from G by replacing the vertices F1 and F2
with F ′1 and F
′
2, and by removing the edges e and e
′.
We have verified that Z fulfills the first statement. To conclude the proof of the
proposition, it remains to prove that dsignω Z = 0. This is a consequence of the
following claim.
Claim. The twisted and untwisted signature of Pb(G) × I and Xe,e′ vanish and
Novikov-Wall additivity holds when gluing these two pieces together.
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To prove that the signatures vanish, note that both spaces are 4-manifolds W
with the property that the inclusions of the boundary H2(∂W ;Z) → H2(W ;Z)
and H2(∂W ;Cω) → H2(W ;Cω) surject. This implies that both the twisted and
untwisted intersection forms vanish. In particular, the twisted and untwisted sig-
natures of Pb(G)× I and Xe,e′ are zero.
Next, we consider Novikov-Wall additivity. We are gluing W+ = Xe,e′ to W− =
Pb(G) × I along M = νTe unionsq νTe′ ⊂ Pb(G) × {1}. In the notations of Section 2.3,
we have N+ = I × {0, 1} × S1 × S1 and N− = Pb(G) \M . The boundary of the
gluing region is given by the four tori
Σ := −∂De × S1 unionsq −∂Di(e) × S1 unionsq −∂De′ × S1 unionsq −∂Di(e′) × S1.
We shall prove that VN+ = kerH1(Σ;R)→ H1(N+;R) and VN− = kerH1(Σ;R)→
H1(N−;R) agree, so that the hypotheses of the Novikov-Wall additivity theorem
are satisfied (recall Theorem 2.12) .
Observing the gluing maps above, we see that the vector space VN+ has basis
(4) [−∂De] + [−∂De′ ], [S1e ]− [S1e′ ], [−∂Di(e)] + [−∂Di(e′)], [S1i(e)]− [S1i(e′)].
In order to describe VN− , observe that N− = Pb(G) \M inherits a plumbed struc-
ture from Pb(G). It has the same surfaces as vertex set with F1 and F2 replaced
by F1 \ (De∪De′) and F2 \ (Di(e)∪Di(e′)). Its set of edges is obtained by removing
e and e′ from the set of edges of G. Note that Σ = ∂ Pb(G) \M and we can use
Lemma 4.7 to obtain a basis for VN− . The difference of meridians gives the basis
elements [S1e ]− [S1e′ ], [S1i(e)]− [S1i(e′)]. The surface F1 has boundary −∂De unionsq−∂De′ ,
so that further elements of the basis are given by
[−∂De] + [−∂De′ ]−
∑
s(k)=v
ε(k)µk = [−∂De] + [−∂De′ ],
where the equality follows from the fact that G is balanced. The analogous state-
ments holds for the other surface F2. Consequently, the vector space VN− admits
the same basis (4) as VN+ , and hence they coincide. In particular, Theorem 2.12
applies, and the untwisted signature is additive.
For the twisted signature, thanks to Proposition 2.13, it is enough to prove that
the twisted homology vanishes for Σ. This happens exactly if the induced U(1)-
representation is nontrivial. This is the case, because φ is meridional and the entries
of ω are taken to be different from 1. Consequently, the signature defect is additive
and so
dsignω Z = dsignω Pb(G)× I + dsignωXe,e′ = 0.

Using Lemma 4.9, we can prove our main result about plumbed manifolds.
Proposition 4.10. Let G = (V,E) be a balanced graph with vertices closed con-
nected surfaces F . Suppose that φ : H1(Pb(G);Z)→ Zµ is a meridional homomor-
phism and that Pb(G) bounds a 4-manifold W over Zµ. Then, for all ω ∈ Tµ,
signωW − signW = 0.
Proof. Since the graph is balanced, Lemma 4.9 produces closed surfaces ΣF and a
4-manifold Z over Zµ whose signature defect vanishes, with boundary
∂Z = −Pb(G) unionsq
⊔
F∈V
ΣF × S1.
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One can now define P := W ∪Pb(G)Z. Since the boundary of P consists of a disjoint
union of ΣF × S1, Corollary 4.3 guaranties that dsignω P = 0. As we are gluing
along a full boundary component, Novikov additivity holds for both the twisted
and untwisted signature, leading to dsignω P = dsignωW + dsignω Z. Since we
know that both dsignω P and dsignω Z vanish, dsignωW also vanishes. 
4.3. Surfaces in the 4–ball. In the remainder of the paper, plumbed 3-manifolds
will mostly appear as boundaries of tubular neighborhoods of collections of surfaces
in the 4-ball.
We observe that the exterior of a bounding surface contains a plumbed 3-
manifold in its boundary.
Definition 4.11. The intersection graph (V,E) of a bounding surface F = F1∪· · ·∪
Fm has the vertex set V = {F1, . . . , Fm}. The set of edges E consists of triples e =
(x, Fi, Fj) where x is an intersection point between the components Fi, Fj ∈ V .
The maps s, t, i are defined on e by
s(e) = Fi t(e) = Fj i(e) = (x, Fj , Fi).
Moreover, we assign a weight ε(e) = ±1 to each edge e = (x, Fi, Fj) corresponding
to the sign of the intersection at the point x.
Our interest in plumbed 3-manifolds essentially lies in the next example, which
is only balanced if the link has pairwise vanishing linking numbers.
Example 4.12. Let F ⊂ D4 be a bounding surface for a link L. The boundary
of the exterior WF = D
4 \ νF decomposes into ∂WF = XL ∪L×S1 MF . Plumb-
ing the trivialized disk bundles Fi × D2 by the intersection graph of F describes
a neighborhood νF of F . In this model, the surfaces Fi are recovered as the zero
sections Fi × {0} [HNK71, Chapter 8]. As consequence, we see that MF is diffeo-
morphic to Pb(G), where G is the intersection graph of F .
Let F = F1 ∪ · · · ∪ Fm be a bounding surface for a link L, and let Li be the
sublink given by ∂Fi, for i = 1, . . . ,m. Denote as usual the exterior of F by WF .
Recall from Example 4.12 that ∂WF = XL ∪L×S1 MF , where MF is a plumbed
3-manifold. Enumerate the components of Li and denote their meridians by µ
Li
k
for 1 ≤ k ≤ nLi , where nLi is the number of components of Li. Define the linking
number between two disjoint sublinks by
lk(Li, Lj) =
∑
K⊂Li
J⊂Lj
lk(K,J),
where the sum runs over the link components of Li and Lj , and set lk(Li, Li) = 0
for all i. The following computation will turn out to be useful when applying
Novikov-Wall additivity.
Lemma 4.13. The vector space VMF = kerH1(L× S1;R)→ H1(MF ;R) is gener-
ated by the elements of the form
[Li]−
m∑
j=1
lk(Li, Lj)µ
Lj
1 and µ
Li
k − µLi1 .
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Proof. Consider the surface F = t(e) for an edge e and the corresponding sub-
link ∂F = ∂t(e) ⊂ S3, whose first component has meridian µ∂t(e)1 . Applying
Lemma 4.7, the component Fi gives rise to the basis vectors
[Li]−
∑
s(e)=Fi
ε(e)µ
∂t(e)
1 and µ
Li
k − µLi1 .
The result follows by observing that∑
s(e)=Fi
ε(e)µ
∂t(e)
1 =
m∑
j=1
(Fi · Fj)µLj1 =
m∑
j=1
lk(Li, Lj)µ
Lj
1 .

5. Invariance by 0.5–solvable cobordisms
The aim of this section is to prove that the multivariable signature and nullity
are invariant under 0.5-solvable cobordism. Sections 5.1 and 5.2 respectively review
the notion of H1-cobordisms and 0.5-solvable cobordisms. Section 5.3 tackles the
invariance of the nullity. Section 5.4 is concerned with invariance of the signature.
Finally, Section 5.5 proves some technical results which are used in Sections 5.3
and 5.4
5.1. H1–cobordisms. In this section, we review the definition of anH1-cobordisms
between 3-manifolds and prove some elementary properties following [Cha14].
A cobordism (W ;M,M ′, ϕ) between two connected 3-manifolds M,M ′ with a
preferred orientation-preserving diffeomorphism ϕ : ∂M → ∂M ′ is a compact con-
nected 4-manifold W with a decomposition ∂W ∼= −M ∪ϕ M ′. We will often
suppress ϕ from the notation. A cobordism (W ;M,M ′) is an H1-cobordism if ad-
ditionally the inclusions of M and M ′ into W induce isomorphisms H1(M ;Z)
∼=−→
H1(W ;Z)
∼=←− H1(M ′;Z).
We start by recalling some immediate facts about H1-cobordisms.
Lemma 5.1. If (W ;M,M ′) is an H1-cobordism, then the following statements
hold:
(1) Hi(W,M ;Z) = 0 = Hi(W,M ′;Z) for all i 6= 2.
(2) The groups H2(W,M ;Z) and H2(W,M ′;Z) are isomorphic and free abelian.
(3) Denote by k : H2(∂W ;Z) → H2(W ;Z) the map induced by the inclusion.
There exists a unique map ψ : H2(W,M ;Z)→ H2(W ;Z)/ im k such that
H2(W ;Z)/ im k H2(W,∂W ;Z)
H2(W ;Z) H2(W,M ;Z)
ψ
is commutative. The map ψ is an isomorphism.
Proof. Since the first two assertions can be found in [Cha14, Lemma 2.20], we only
show here the third one here. As a first step, we show that the map i : H2(W,M ;Z)→
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H2(W,∂W ;Z) arising from the long exact sequence of the triple (W,∂W,M) is an
injection. To prove this, consider the diagram
Hom(H1(W ;Z),Z) // Hom(H1(M ′;Z),Z)
H1(W ;Z)
f //
PD∼=

∼= ev
OO
H1(M ′;Z)
PD∼=

∼= ev
OO
H2(M
′, ∂M ′;Z)
exc∼=

H3(W,∂W ;Z) // H2(∂W,M ;Z) // H2(W,M ;Z)
i // H2(W,∂W ;Z),
where exc denotes excision. The upper square clearly commutes, while the pen-
tagon commutes by [Bre93, Section VI.6, Problem 3]. Since (W ;M,M ′) is an
H1-cobordism, the uppermost horizontal map is an isomorphism. Consequently, the
map f is an isomorphism and therefore so is the mapH3(W,∂W ;Z)→ H2(∂W,M ;Z).
Exactness now implies that i : H2(W,M ;Z)→ H2(W,∂W ;Z) is injective.
As a second step, we show existence and uniqueness of ψ : H2(W,M ;Z) →
H2(W ;Z)
im k . The portion
H2(∂W ;Z)
k→ H2(W ;Z) j→ H2(W,∂W ;Z) ∂→ H1(∂W ;Z) `→ H1(W ;Z)
of the long exact sequence of the pair (W,∂W ) produces the short exact sequence
in the top row of the following commutative diagram:
0 // H2(W ;Z)im k
j // H2(W,∂W ;Z)
∂ // ker ` // 0
H2(W ;Z) //
OOOO
H2(W,M ;Z)
i
OO
ψ
gg
// ker
(
H1(M ;Z)→ H1(W ;Z)
)
.
OO
Since (W ;M,M ′) is an H1-cobordism, the group ker(H1(M ;Z)→ H1(W ;Z)) van-
ishes. Consequently, given x ∈ H2(W,M ;Z), the composition ∂(i(x)) is zero and
so, by exactness, there exists [y] ∈ H2(W ;Z)im k such that j([y]) = i(x). We therefore
define ψ(x) := [y]. As j is injective, ψ is well-defined. By construction j ◦ ψ = i.
Next, we show that ψ is an isomorphism. Injectivity is immediate from the
diagram above and the fact that i is injective. As ker(H1(M ;Z)→ H1(W ;Z)) = 0,
we obtain the following commutative diagram
H2(W ;Z)/ im k H2(W,∂W ;Z)
H2(W ;Z) H2(W,M ;Z)
ψ
,
which shows the surjectivity of ψ. 
Given an H1-cobordism (W ;M,M
′) with a map H1(W ;Z)→ Zµ, we shall often
consider homology and cohomology with twisted coefficients in either R = Q(Zµ)
or R = Cω (for ω ∈ Tµ! ). In both cases, we denote the underlying fields Q(Zµ) or
C by F, so that the twisted (co-)homology groups are vector spaces over F. As in
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Section 2.1, for a pair (X,Y ) we denote by βi(X,Y ) the rank of Hi(X,Y ;Z) and
by βωi (X,Y ) the dimension of Hi(X,Y ;Cω). We conclude this subsection with a
consequence of Lemma 2.16.
Lemma 5.2. Let (W ;M,M ′) be an H1-cobordism equipped with a homomorphism
H1(W ;Z) → Zµ. Then both Hi(W,M ;Q(Zµ)) and Hi(W,M ;Cω) vanish for i 6= 2
and for all ω ∈ Tµ! . In particular, βω2 (W,M) equals β2(W,M).
Proof. Let R = Q(Zµ) or Cω. Since W is an H1-cobordism, Lemma 5.1 ensures
that Hi(W,M ;Z) = 0 for i 6= 2. Lemma 2.16 implies that Hi(W,M ;R) = 0 for
i = 0, 1 and Lemma 2.4 guarantees that for i = 3, 4, we have
Hi(W,M ;R) ∼= H4−i(W,M ′;R) ∼= HomF(H4−i(W,M ′;R),F)tr = 0.
The last claim now follows since the Euler characteristic of (W,M) may be com-
puted indifferently using Z-coefficients or R-coefficients. 
5.2. 0.5–solvable cobordisms. We review here the notion of 0.5-solvable cobor-
dism as defined in [Cha14]. For simplicity, we avoid discussing n-solvability and
n.5-solvability, referring to [Cha14] for a more general treatment.
In the following paragraphs, given an H1-cobordism (W ;M,M
′), we use H as a
shorthand for H1(W ;Z) and use λ1 to denote the Z[H]-valued intersection form on
H2(W ;Z[H]). Recall the following definition from [Cha14, Definition 2.8], which
extends the definition of solvability from Cochran-Orr-Teichner’s work [COT03] to
a relative notion.
Definition 5.3. An H1-cobordism (W ;M,M
′, ϕ) is a 0.5-solvable cobordism if
there exists a submodule L = 〈l1, . . . , lr〉 ⊂ H2(W ;Z[H]) together with homology
classes d1, . . . , dr ∈ H2(W ;Z) that satisfy the following properties:
(1) the intersection form λ1 vanishes on L;
(2) the image of L under the compositionH2(W ;Z[H])→ H2(W ;Z)→ H2(W,M ;Z)
has rank r ≥ 12 rkH2(W,M ;Z);
(3) the images l′i ∈ H2(W ;Z) of the elements li fulfill the relation λ1(l′i, dj) =
δij for each 1 ≤ i, j ≤ r;
We refer to L as a 1–lagrangian, and to D := 〈d1, . . . , dr〉 as its 0–dual.
Remark 5.4. Suppose that (W ;M,M ′) is a 0.5–solvable cobordism (W ;M,M ′)
with 1–langrangian L = 〈l1, . . . , lr〉. Then the images of the li’s in H2(W,M ;Z)
span a free submodule of rank r, since they are dual to the di’s.
For further reference, we make note of the following result, whose proof is out-
lined in [Cha14, Proof of Theorem 3.2].
Proposition 5.5. The signature signW of a 0.5–solvable cobordism (W ;M,M ′)
vanishes.
Proof. Let LM,Z be the image of the 1–lagrangian L underH2(W ;Z[H])→ H2(W,M ;Z).
Let ϕ : H2(W,M ;Z)→ H2(W ;Z)/ imH2(∂W ;Z) be the isomorphism of Lemma 5.1.
The subspace ϕ(LM,Z) is Lagrangian for the non-singular intersection pairing λQ
of W . Consequently, the signature of W vanishes. 
The next definition is an adaptation to the colored framework of the definition
given by Cha [Cha14]. Recall that the boundary L × S1 = ∂XL of a link exterior
XL inherits a product structure by longitudes and meridians, which is well-defined
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up to isotopy. A bijection σ of the link components of two links L,L′ induces an
orientation-preserving diffeomorphism ϕσ : L×S1 → L′×S1 preserving the product
structures, which is unique up to isotopy.
Definition 5.6. Two colored links L,L′ are 0.5-solvable cobordant if there exists a
bijection σ between the components of L and of L′ which preserves the colors and
there is a 0.5-solvable cobordism (W ;XL, XL′ , ϕσ).
Example 5.7. Suppose L and L′ are concordant, and let W be a concordance
exterior. Then (W ;XL, XL′) is a homology cobordism, which is a 0.5–solvable
cobordism since H2(W,XL;Z) = 0.
Recall from Section 3.1 that the exterior XL of a µ-colored link L is equipped
with a homomorphism βL : H1(XL;Z) → Zµ. A 0.5-solvable cobordism between
two colored links L and L′ fits into the commutative diagram
(5)
H1(XL;Z) H1(W ;Z) H1(XL′ ;Z)
Zµ
i
βL
jσ
i′
βL′
where jσ is the isomorphism that sends the meridian of a component K of L to the
meridian of the corresponding component σ(K) of L′. We recall that the linking
number between two disjoint sublinks is defined as the sum over the linking numbers
of all their respective components (see Section 4.3).
Lemma 5.8. Let L and L′ be two H1–cobordant oriented links. If (W ;XL, XL′ , ϕσ)
is a cobordism between them, then
lk(J,K) = lk(σ(J), σ(K))
for each pair of components J,K of L. In particular, if L and L′ are concordant as
µ-colored links, then lk(Li, Lj) = lk(L
′
i, L
′
j) for each pair of colors i, j.
Proof. The abelian group H1(XL;Z) is freely generated by the meridians of L, so
that every element x ∈ H1(XL;Z) has a well defined coordinate xK corresponding
to the meridian of K. By definition, the linking number lk(J,K) is the coordi-
nate bK of the longitude b of J . Let b
′ ∈ H1(XL′ ;Z) be the longitude of σ(J).
Since the longitudes are glued together, we have i(b) = i′(b′) ∈ H1(W ;Z) in Dia-
gram (5), and hence jσ(b) = b
′ by commutativity of the diagram. As the map jσ
sends meridians to meridians, it preserves the coordinates, and hence b′σ(K) = bK .
The proof of the first statement is concluded by observing that b′σ(K) is by defini-
tion the linking number between σ(J) and σ(K). The equality concerning µ-colored
links follows immediately from the fact that the cobordism preserves the colors. 
Given a H1-cobordism (W ;M,M
′) with a map H1(W ;Z)→ Zµ, the homomor-
phism Z[H1(W ;Z)]→ C and the canonical map Z[H1(W ;Z)]→ Q(Zµ) induce ho-
momorphisms iR : H2(W ;Z[H1(W ;Z)])→ H2(W ;R) and iM,R : H2(W ;Z[H1(W ;Z)])→
H2(W,M ;R), where R stands either for Cω or for Q(Zµ). Also, we write λR for
the F-valued intersection form on H2(W ;R).
The invariance of the signature and nullity will hinge on the following two results
whose proof we delay until Section 5.5.
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Proposition 5.9. Let R be either Q(Zµ) or Cω, with ω ∈ Tµ! . Let (W ;M,M ′) be
an 0.5–solvable cobordism over Zµ with 1–lagrangian L = 〈l1, . . . , lr〉. Then both
subspaces
LR = 〈iR(l1), . . . , iR(lr)〉 ⊂ H2(W ;R)
LM,R = 〈iM,R(l1), . . . , iM,R(lr)〉 ⊂ H2(W,M ;R)
have dimension r. Furthermore, they satisfy the following two properties:
(1) the intersection form λR vanishes on LR.
(2) dimLR = r ≥ 12 dimQH2(W,M ;Q).
Proof. See Proposition 5.15. 
When R = Cω, we shall often drop the ω from the notation of the Lagrangian and
simply write LC. The next proposition provides a lower bound on the dimension
of LC.
Proposition 5.10. Let L,L′ be two µ-colored links that are 0.5–solvable cobordant
via (W ;XL, XL′) with 1–lagrangian L. Then
1
2
dimC
(
H2(W ;Cω)
im(H2(∂W ;Cω)→ H2(W ;Cω))
)
≤ dimC(LC).
Proof. See Proposition 5.18. 
Using the two propositions above, we can now prove the invariance of the nullity
and signature under 0.5-solvable cobordism.
5.3. Nullities and 0.5–solvability. The next result states the invariance of the
multivariable nullity and Alexander nullity under 0.5-solvable cobordisms.
Proposition 5.11. Let R be either Q(Zµ) or Cω, with ω ∈ Tµ! . If (W ;M,M ′) is a
0.5–solvable cobordism, then the F-vector spaces H1(M ;R) and H1(M ′;R) have the
same dimension. In particular, if L and L′ are 0.5-solvable cobordant links, then
β(L) = β(L′) and ηL(ω) = ηL(ω) for all ω ∈ Tµ! .
Proof. Consider the exact sequence of the pair (W,M) in which R coefficients are
understood:
0→ im (H2(W ) iM→ H2(W,M))→ H2(W,M) ∂−→ H1(M)→ H1(W )→ 0.
We use βRi to denote the Betti numbers with R-coefficients. Since the Euler
characteristic of the sequence is zero and since duality implies that βR2 (W,M) =
βR2 (W,M
′), the proposition boils down to showing that im(iM ) and im(iM ′) have
the same dimension. This is proved in Lemma 5.12 below. 
We are indebted to Christopher Davis for suggesting that we prove the following
key lemma.
Lemma 5.12. Let R be either Q(Zµ) or Cω, with ω ∈ Tµ! . The images of the two
maps
iM : H2(W ;R)→ H2(W,M ;R)
iM ′ : H2(W ;R)→ H2(W,M ′;R).
have the same dimension over F.
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Proof. Consider the three following intersection pairings:
λW : H2(W ;R)×H2(W ;R)→ F,
λW,∂W : H2(W,∂W ;R)×H2(W ;R)→ F,
λW,M : H2(W,M ;R)×H2(W,M ′;R)→ F.
These pairings are related as follows. First, observe that the map i∂W : H2(W ;R)→
H2(W,∂W ;R) induced by the inclusion factors as iM,∂W ◦ iM , where the map
iM,∂W : H2(W,M ;R)→ H2(W,∂W ;R) is also induced by the inclusion. We intro-
duce the same notation for M ′, resulting in a map iM ′,∂W . Consider the following
diagram:
H2(W ;R)
i∂W //
iM
''
H2(W,∂W ;R)
PD // H2(W ;R)
ev // Hom(H2(W ;R),F)t
H2(W,M ;R)
PD //
iM,∂W
OO
H2(W,M ′;R) ev //
i∗
M′
OO
Hom(H2(W,M
′;R),F)t.
i∗
M′
OO
The left triangle and right square are clearly commutative, while the middle square
commutes thanks to [Bre93, Section 6.9 Exercise 3]. It now follows that for x, z
in H2(W ;R) and y in H2(W,M ;R), we obtain
λW,∂W (i∂W (x), z) = λW (x, z) = λW,M (iM (x), iM ′(z))(6)
λW,∂W (iM,∂W (y), z) = λW,M (y, iM ′(z)).
We introduce one last piece of notation. By Proposition 5.9, the subspaces LR,
LM = iM
(LR), and LM ′ = iM ′(LR) all have dimension r.
Now we construct a subspace
D = 〈d1, . . . , dr〉 ⊂ H2(W,M ;R)
by constructing the elements di. Pick a basis LR = 〈l1, . . . , lr〉. Since the dimension
of LM ′ = iM ′
(LR) is r, the elements iM ′(lj) form a basis of LM ′ . Therefore, the
assignment iM ′(lj) 7→ δij defines a map δi : LM ′ → F. Since F is a field, LM ′ ⊂
H2(W,M
′;R) is a direct summand and consequently δi extends to an element δi ∈
HomF(H2(W,M ′;R),F)t. The element di ∈ H2(W,M ;R) corresponds to δi under
the isomorphism H2(W,M ;R)
∼=−→ HomF(H2(W,M ′;R),F)t given by the adjoint of
λW,M . This is an isomorphism, since the pairing λW,M is non-singular.
Consequently, the space D is freely generated by elements d1, . . . , dr that satisfy
(7) λW,M
(
di, iM ′(lj)
)
= δij .
Completely analogously, we can define a subspace D′ of H2(W,M ′;R) with a
basis given by d′1, . . . , d
′
r. Summarizing, we now have subspaces LM and D of
H2(W,M ;R) and subspaces LM ′ and D′ of H2(W,M ′;R).
Claim. The subspaces LM and D intersect trivially.
To prove this, start with a ∈ LM ∩ D and an arbitrary l′ in LM ′ . There is an l
in LR such that iM ′(l) = l′. Similarly, since a lies in LM , there is a b in LR such
that iM (b) = a. Using (6), we now have
(8) λW,M (a, l
′) = λW,M (iM (b), iM ′(l)) = λW (b, l) = 0,
where the last equality is due to the fact that LR ⊂ L⊥R. Since a also lies in D,
we can write a =
∑
i cidi. Combine Equation (8) with the property of the di’s in
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Equation (7) to deduce that 0 = λW,M
(
a, iM ′(lj)
)
= cj for each j. This implies
that a = 0, concluding the proof of the claim.
Using the claim it now makes sense to consider the direct sum LM ⊕ D ⊂
H2(W,M ;R). Since LM and D both have dimension at least r, we conclude that
the dimension of LM ⊕ D must at least be 2r. Using Lemma 5.2, we see that
the dimension of H2(W,M ;R) is equal to rkH2(W,M ;Z) ≤ 2r. Combining these
observations and repeating them for D′, we deduce that
LM ⊕D = H2(W,M ;R),(9)
LM ′ ⊕D′ = H2(W,M ′;R),
dimLM = r and dimLM ′ = r.(10)
Recall that iM and iM ′ denote respectively the maps fromH2(W ;R) toH2(W,M ;R)
and H2(W,M
′;R). Since, by definition, the subspaces LM and LM ′ are images
of LR under iM and iM ′ , we deduce that they are subspaces of im(iM ) and im(iM ′).
By (9), im(iM ) = im(iM )∩(LM⊕D), and the same for M ′. Since we just argued
that LM ⊂ im(iM ), and LM ′ ⊂ im(iM ′), it follows that
dim im(iM ) = dimLM + dim
(D ∩ im(iM ))
dim im(iM ′) = dimLM ′ + dim
(D ∩ im(iM ′)).
Since we wish to show that dim im(iM ) = dim im(iM ′) and since LM and LM ′ have
dimension r by Equation (10), it only remains to prove the following claim:
Claim. dim
(D ∩ im(iM )) = dim (D′ ∩ im(iM ′)).
Since D and D′ are freely generated by the di and d′i, there is an isomorphism
ψ : D → D′ obtained by mapping the di to the d′i. The claim will follow if we show
that ψ restricts to an isomorphism from D ∩ im(iM ) to D′ ∩ im(iM ′).
First, we check that the map Ψ restricts to a map Ψ|D∩im(iM ) : D ∩ im(iM ) →
D′ ∩ im(iM ′). So assume that x =
∑
i aidi lies in im(iM ) ∩ D. By definition ψ(x)
is equal to x′ :=
∑
i aid
′
i, which clearly lies in D′. Consequently we have to show
that x′ lies in im(iM ′). Since x lies in im(iM ), there is a w in H2(W ;R) such that
iM (w) = x. Now consider the element v = x
′ − iM ′(w) of H2(W,M ′;R): to show
that x′ lies in im(iM ′), it is enough to show that v lies in im(iM ′). Consequently,
we consider the submodule
L⊥M ′ = {v ∈ H2(W,M ′;R) : λW,M ′(v, iM (l)) = 0 for all l ∈ LR}
and start by verifying that v ∈ L⊥M ′ . Recall that the lj ’s form a basis of LR and
so it is enough to show that λW,M ′(v, iM (lj)) vanishes for each j. This follows
successively by using the definition of v, the definition of the di’s in (7), and the
property in (6):
λW,M ′
(
v, iM (lj)
)
= λW,M ′
(
x′, iM (lj)
)− λW,M ′(iM ′(w), iM (lj))
= aj − λW
(
w, lj)
= aj − λW,M
(
x, iM ′(lj)
)
= aj − aj = 0.
Note that L⊥M ′ ⊂ LM ′ , since H2(W,M ′;R) = LM ′ ⊕ D′ by the first claim above.
Consequently, the vector v belongs to LM ′ and thus to im(iM ′). Since v was defined
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as x′ − iM ′(w), we deduce that x′ must also lie in im(iM ′), as desired. We showed
that Ψ restricts to a map Ψ|D∩im(iM ) : D ∩ im(iM )→ D′ ∩ im(iM ′).
Now, by interchanging the roles of D and D′ in the argument above, we learn
that the inverse Ψ−1 restricts to a map Ψ−1|D′∩im(iM′ ) : D′∩im(iM ′)→ D∩im(iM ).
This restriction is the inverse of Ψ|D∩im(iM ) and thus the latter is an isomorphism.
This concludes the proof of the last claim and thus of the proposition. 
5.4. Signatures and 0.5–solvability. We prove that 0.5-solvable cobordant links
have the same multivariable signatures, concluding the proof of Theorem 1.5 from
the introduction.
Theorem 5.13. If two µ-colored links L and L′ are 0.5-solvable cobordant, then,
for all ω ∈ Tµ! , we have
σL(ω) = σL′(ω).
Proof. Let F, F ′ ⊂ D4 be colored bounding surfaces for L and L′ respectively, with
the additional requirement that they have only a single component per color. We
denote by WF and WF ′ their respective exteriors and by X,X
′ the link exteriors.
Setting as usual MF := ∂νF , we see that the boundary ∂WF decomposes into
X ∪L×S1 MF . An analogous decomposition holds for ∂WF ′ . Let W be a 0.5-
solvable cobordism, with ∂W = −X ∪ϕX ′, where ϕ identifies L×S1 with L′×S1.
We consider the 4-manifold
V := WF ∪X W ∪X′ (−WF ′),
which has boundary MF ∪Σ (−MF ′), where Σ is a disjoint union of tori. By dia-
WWF −WF ′
Σ
Σ
−X X ′MF −MF ′
Figure 3. The manifold V as a union of WF , W and −WF ′ .
gram (5), the coefficient systems on the link exteriors X and X ′ extend over W and
thus over V . We shall now compute dsignω(V ) = signω V − signV in two different
ways.
Claim. dsignω(V ) = dsignω(WF )− dsignω(WF ′) + dsignω(W ).
The claim is proved by a double application of Novikov-Wall additivity, each
time both for the twisted and untwisted signature: first we prove additivity for the
gluing along X of the two manifolds WF and W ∪X′ (−WF ′), and then for the
gluing along X ′ of W with −WF ′ . In both cases the boundary of the gluing region
is Σ = L× S1, which is identified with L′ × S1 through ϕ. As H1(Σ;Cω) = 0, the
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hypotheses of Proposition 2.13 are satisfied in the two cases, and twisted additivity
holds. Let
VX = ker(H1(Σ;R)→ H1(X;R)), VX′ = ker(H1(Σ;R)→ H1(X ′;R)),
VMF = ker(H1(Σ;R)→ H1(MF ;R)), VMF ′ = ker(H1(Σ;R)→ H1(MF ′ ;R)).
In the gluing along X, the three spaces to be considered for checking the hypotheses
of Theorem 2.12 are VMF , VMF ′ , and VX in the same order as in the statement.
In the second gluing, it is VX , VMF ′ , and VX′ . We show now that VMF = VMF ′
and VX = VX′ , so that the hypotheses are satisfied in both cases and additivity for
the untwisted signature also holds. The space VMF is described by Lemma 4.13.
The space VMF ′ is also described by Lemma 4.13 as a subspace of H1(L
′ × S1;R).
By Lemma 5.8, the two links have the same pairwise linking numbers. Since we
assumed that F and F ′ have exactly one component for each color, the two vector
spaces are seen to coincide under the identification between L × S1 and L′ × S1.
The spaces VX and VX′ also only depend on the linking numbers, and once again
they coincide thanks to Lemma 5.8. Hence, Novikov-Wall additivity holds both for
the twisted and untwisted signature, and the claim is verified.
Thanks to Proposition 3.3, we have dsignω(WF ) = σL(ω) and dsignω(WF ′) =
σL′(ω). The claim gets hence rewritten as
dsignω(V ) = σL(ω)− σL′(ω) + dsignω(W ).
We will now show that both signature defects dsignω(W ) and dsignω(V ) are actu-
ally 0, from which the conclusion follows.
By Proposition 5.5, the ordinary signature of W vanishes. Invoking Proposi-
tion 5.10, there exists a Lagrangian LC ⊂ H2(W ;Cω) for the nonsingular inter-
section form on H2(W ;Cω)/ im(H2(∂W ;Cω) → H2(W ;Cω)) and thus the twisted
signature of W must also vanish, so that dsignω(W ) = 0.
To conclude the proof, it only remains to show that dsignω(V ) = 0. Recall
that ∂V = MF ∪Σ (−MF ′), where Σ is a disjoint union of tori. We have seen in
Example 4.12 that MF can be described as a plumbing of the components of F
along its intersection graph. In particular, the total weight between two vertices is
given by
p(Fi, Fj) = Fi · Fj = lk(Li, Lj).
Similarly, the manifold −MF ′ is obtained by plumbing the surfaces −F ′1, . . . ,−F ′µ,
along the negative of the intersection graph of F ′ (i.e. with its labels reversed), so
that
p(−F ′i ,−F ′j) = −F ′i · F ′j = − lk(L′i, L′j).
The cobordism W gives a bijection between the components of L and those of L′,
that induces homeomorphisms along which we can glue the components of F and
F ′ in order to get closed oriented surfaces Gi = Fi ∪∂ −F ′i (i = 1, . . . , µ). Then ∂V
can be described as a plumbed 3-manifold, whose plumbing graph has the surfaces
Gi’s as vertices, and edges E(Gi, Gj) = E(Fi, Fj)unionsqE(−F ′i ,−F ′j). In particular, for
each pair of vertices, we have
p(Gi, Gj) = p(Fi, Fj) + p(−F ′i ,−F ′j) = lk(Li, Lj)− lk(L′i, L′j) = 0,
as the linking numbers of L and L′ match up. This means that the plumbed 3-
manifold ∂V is balanced, and Proposition 4.10 now implies that dsignω(V ) = 0 as
desired. 
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5.5. The proof of Proposition 5.9 and Proposition 5.10. At this stage,
we have proved Theorem 1.5 skipping the proofs of Proposition 5.9 and Propo-
sition 5.10. The aim of this last subsection is to prove these technical results,
starting with some preliminary lemmas.
We consider the following set-up: let (W ;M,M ′) be an H1–bordism over Zµ,
that is the cobordism is equipped with a commutative diagram
H1(M ;Z) H1(W ;Z) H1(M ′;Z)
Zµ
∼ ∼
.
We abbreviate H1(W ;Z) by H. The composition α : Z[H]→ Z[Zµ]→ Cω and the
canonical inclusion Z[Zµ]→ Q(Zµ) induce homomorphisms
iR : H2(W ;Z[H])→ H2(W ;R) and iM,R : H2(W ;Z[H])→ H2(W,M ;R),
where R stands for Cω or Q(Zµ).
We start with a proposition whose proof is inspired by an argument of Cochran-
Orr-Teichner [COT03, Proposition 4.3].
Proposition 5.14. Let R be either Q(Zµ) or Cω, with ω ∈ Tµ! . Let (W ;M,M ′)
be an H1–cobordism over Zµ. Let α1, . . . , αk ∈ H2(W ;Z[H]) be elements whose
projections iM,Z(αi), . . . , iM,Z(αk) ∈ H2(W,M ;Z) are linearly independent. Then,
the elements iM,R(α1), . . . , iM,R(αk) are linearly independent in H2(W,M ;R).
Proof. First, we establish suitable CW-structures on the manifolds W and M .
Claim. The pair (W,M) admits a finite CW-structure (up to homotopy), that is
there exists a finite CW-complexes W c and a subcomplex M c ⊂W c with a diagram
W c W
M c M.
∼
∼
⊂ ⊂ ,
where the horizontal maps are homotopy equivalences and the diagram commutes
up to homotopy. Furthermore, we can pick M c to be a 2–dimensional complex and
W c to be 3–dimensional.
Note that M is a 3–manifold with nonempty boundary, so it admits a smooth
structure and one can find a 2–dimensional CW-structure M c
∼−→M from a Morse
function without critical points of index 3; see [Mil65, Theorem 8.1 (Index 0)].
Since W is a 4–manifold with boundary, Poincare´ duality shows that the homol-
ogy group Hk(W ;Z[pi1(W )]) vanishes for k ≥ 4 (this involves an explicit computa-
tion of H0(W,∂W ;Z[pi1(W )])). The 4–manifold W admits a finite CW-structure,
since it is an absolute neighbourhood retract [Han51, Theorem 3.3]; see [Wes77].
Using a result of Wall [Wal66, Corollary 5.1], these two facts imply that there exists
a 3–dimensional CW-structure W c
∼−→W .
Use the inverse of the homotopy equivalence W c
∼−→ W to obtain a map M c →
W c and arrange M c to be a subcomplex by replacing W c with the mapping cylinder
of M c →W c. Since M c was a 2–complex, W c is still 3–dimensional.
Before we proceed with the next claim, note that the commutativity up to ho-
motopy is exactly the ingredient needed to construct a map between the cylinders
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of the inclusions Cyl(M c ⊂ W c) ∼−→ Cyl(M ⊂ W ). Consequently, the relative
homology groups of (W,M), and (W c,M c) agree.
Claim. Without increasing the dimensions of (W c,M c), we may assume that there
exists a subcomplex X ⊂W c disjoint from M c with
H2(X;Z[H]) = Z[H]〈α1, . . . , αk〉.
First, we realize the homology classes αi geometrically: For each class αi ∈
H2(W ;Z[H]), there exists a closed oriented surface Σi together with a map fi : Σi →
Ŵ such that fi([Σi]) = αi [Tho54, The´ore`me III.3], where Ŵ is the abelian cover
of W corresponding to the composition pi1(W ) → H1(W ;Z). Use the inverse of
the homotopy W c → W to obtain maps f ci : Σi → Ŵ c. Consider the space X̂ =
H × ∨iΣi on which H acts by multiplication on the first factor. Define the H–
equivariant map
f : H × ∨iΣi → Ŵ c(
h, x
)
7→ h · f ci (x) for x ∈ Σi.
We now think of X̂ as a subspace of the mapping cylinder Cyl(f). Note that the
quotient Cyl(f)/H ' W c, and X = X̂/H is a subcomplex, which is also disjoint
from M c. Replace W c by Cyl(f)/H, which is a 3–dimensional complex, since the
surfaces Σi are 2–dimensional. The subcomplex X has homology H2(X;Z[H]) =
Z[H]〈α1, . . . , αk〉, which is freely generated by the αi. This concludes the proof of
the claim.
Having constructed suitable CW-structures on W and M , we now proceed with
the proof. Observe that the following quotient map is a chain isomorphism
(11) C(M c unionsqX,M c;Q) ∼= C(X;Q),
where the coefficient system Q is either Z or R. In particular, the assumption on the
projections precisely means that the map H2(M
c unionsqX,M c;Z)→ H2(W c,M c;Z) is
injective. Similarly, our goal is to show that the induced map H2(M
cunionsqX,M c;R)→
H2(W
c,M c;R) = H2(W,M ;R) is injective. Indeed, this map sends the F–basis {αi}
of H2(M
c unionsqX,M c;R) ∼= H2(X;R) to the elements {iM,R(αi)}.
In order to establish injectivity, consider the following exact sequence of the
triple (M c,M c unionsqX,W c) with Q = R coefficients:
(12)
H3(W
c,M c;Q) H3(W
c,M c unionsqX;Q) H2(M c unionsqX,M c;Q) H2(W c,M c;Q).∂
Q iQ
Note that Lemma 5.2 shows that the homology groupH3(W,M ;R) = H3(W
c,M c;R)
vanishes. As we shall see below, the proposition reduces to the following claim.
Claim. The homology group H3(W
c,M c unionsqX;R) vanishes.
Consider the long exact sequence (12) above for Q = Z. Recall that H2(M c unionsq
X,M ;Z)→ H2(W c,M c;Z) = H2(W,M ;Z) is injective by assumption, andH3(W c,M c;Z) =
H3(W,M ;Z) vanishes since W is an H1–bordism. This shows that H3(W c,M c unionsq
X;Z) = 0. Since the CW-structure of W has no 4–cells, the (cellular) chain module
C4(W
c,M c unionsq X;Z) = 0. From these two facts, deduce that the boundary oper-
ator ∂Z3 : C3(W
c,M c unionsq X;Z) → C2(W c,M c unionsq X;Z) is injective. Now we relate
this observation to the case R = Q: ∂3 : C3(W
c,M c unionsq X;Z[H]) → C2(W c,M c unionsq
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X;Z[H]) is a homomorphism between free modules, and since ∂Z3 : C3(W c,M c unionsq
X;Z)→ C2(W c,M cunionsqX;Z) is injective, we deduce that ∂R3 : C3(W c,M cunionsqX;R)→
C2(W
c,M c unionsq X;R) is injective by Lemma 2.15. This implies the claim that
H3(W
c,M c unionsqX;R) = 0.
We now conclude the proof of the proposition. Using the claim and (12), we
deduce that iR is injective. As we mentioned above, this shows that the iM,R(αi)
are linearly independent and thus the proof is concluded. 
The next proposition was Proposition 5.9 above.
Proposition 5.15. Let ω ∈ Tµ! and let R be either Q(Zµ) or Cω. Let (W ;M,M ′) be
an 0.5–cobordism over Zµ with 1–langrangian L = 〈l1, . . . , lr〉. Then the subspaces
LR = 〈iR(l1), . . . , iR(lr)〉 ⊂ H2(W ;R)
LM,R = 〈iM,R(l1), . . . , iM,R(lr)〉 ⊂ H2(W,M ;R)
have dimension dimLR = dimLM,R = r ≥ 12 dimQH2(W,M ;Q). Furthermore, the
intersection form λR vanishes on LR.
Proof. Denote the 0–duals of W by D = 〈d1, . . . , dr〉. Denote H1(W ;Z) by H,
and consider the map iZ : H2(W ;Z[H]) → H2(W ;Z), which is induced by the
augmentation map Z[H]→ Z. By definition of a 0.5–cobordism, the images iZ(li) ∈
H2(W ;Z) of the elements li fulfill the relation λZ
(
iZ(li), dj) = δij for each 1 ≤ i, j ≤
r. This relation descends to the pairing
λM,Z : H2(W,M ;Z)×H2(W,M ′;Z)→ Z,
that sends (iM,Z(li), d′j) to λM,Z(iM,Z(li), d
′
j) = δij where d
′
j ∈ H2(W,M ′;Z) is the
relative class of dj , that is the image of dj under the map H2(W ;Z)→ H2(W,M ′;Z)
induced by the canonical inclusion. Consequently, the elements iM,Z(li) are lin-
early independent. Now apply Proposition 5.14 to the elements li to see that
the iM,R(li)’s are linearly independent. Since H2(W ;R) → H2(W,M ;R) sends
iR(li) 7→ iM,R(li), the elements iR(li) are linearly independent as well. 
The final step is to prove Proposition 5.10, that is the inequality
1
2
dimC
(
H2(W ;Cω)
im(H2(∂W ;Cω)→ H2(W ;Cω))
)
≤ dimC(LC)
for cobordisms between link exteriors. We start with two preliminary lemmas in-
volving twisted Betti numbers.
Lemma 5.16. If two µ-colored links L and L′ are H1-cobordant via (W ;XL, XL′),
then for i = 1, 2 and for all ω ∈ Tµ! we have
βω2 (W,∂W ) = β
ω
2 (W,XL) + β
ω
3 (W,∂W ) = β
ω
2 (W,XL′) + β
ω
3 (W,∂W ).
Proof. We start by establishing two preliminary equalities. As XL is a link exte-
rior, its Euler characteristic vanishes. Since βω0 (XL) and β
ω
3 (XL) vanish and since
χω(XL) = χ(XL) = 0, we obtain
(13) βω1 (XL) = β
ω
2 (XL),
and similarly for L′. Arguing as in Lemma 3.10, one deduces that βωi (∂W ) =
βωi (XL)+β
ω
i (XL′). Using (13), we then see that β
ω
1 (XL)−βω2 (XL) equals βω1 (XL′)−
βω2 (XL′) and therefore
(14) βω1 (∂W ) = β
ω
1 (XL) + β
ω
1 (XL′) = β
ω
2 (XL) + β
ω
2 (XL′) = β
ω
2 (∂W ).
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We now prove the first equality displayed in the lemma (the proof of the sec-
ond is identical). Lemma 5.2 shows that both modules H3(W,XL;Cω) = 0 and
H1(W,XL;Cω) = 0 vanish. Consider the long exact sequence of the triple (W,∂W,XL)
0→ H3(W,∂W ;Cω)→ H2(∂W,XL;Cω)→ H2(W,XL;Cω)→ H2(W,∂W ;Cω)→
→ H1(∂W,XL;Cω)→ 0→ H1(W,∂W ;Cω)→ 0
and deduce that H1(W,∂W ;Cω) = 0. Since the alternating sum of dimensions of
an exact sequence vanishes, we obtain
βω2 (W,∂W ) = β
ω
2 (W,XL) + β
ω
3 (W,∂W ) + β
ω
1 (∂W,XL)− βω2 (∂W,XL).
Thus the statement of the lemma reduces to proving the equality βω1 (∂W,XL) =
βω2 (∂W,XL). To achieve this, consider the long exact sequence of the pair (∂W,XL):
0→ H2(XL;Cω)→ H2(∂W ;Cω)→ H2(∂W,XL;Cω)
→ H1(XL;Cω)→ H1(∂W ;Cω)→ H1(∂W,XL;Cω)→ 0.
Note that H3(∂W,XL;Cω) = 0 because of the long exact sequence of (W,∂W,XL)
together with the fact that H3(W,XL;Cω) = 0; see Lemma 5.2. Again, the alter-
nate sum of dimensions
βω2 (XL)− βω2 (∂W ) + βω2 (W,XL)− βω1 (XL) + βω1 (∂W )− βω1 (∂W,XL) = 0
vanishes, and the desired equality now follows by combining (13) and (14). 
Next, we prove an inequality on the twisted Betti numbers of an H1-cobordism.
Lemma 5.17. Let L and L′ be links that are H1–cobordant over Zµ via (W ;XL, XL′),
then
βω3 (W,∂W )− βω1 (∂W ) + βω1 (W ) ≤ 0
for all ω ∈ Tµ! .
Proof. By Lemma 2.4, one gets βω3 (W,∂W ) = β
ω
1 (W ). Arguing as in the proof of
Lemma 5.16, we see that βω1 (∂W ) = β
ω
1 (XL) + β
ω
1 (XL′). Since Lemma 5.2 implies
that H1(W,XL;Cω) = 0, the map H1(XL;Cω) → H1(W ;Cω) is surjective, and so
βω1 (W )− βω1 (XL) ≤ 0 and similarly for XL′ . Combining these facts, βω3 (W,∂W )−
βω1 (∂W )+β
ω
1 (W ) is equal to 2β
ω
1 (W )−βω1 (XL)−βω1 (XL′) = (βω1 (W )−βω1 (XL′))+
(βω1 (W )− β(XL′)) ≤ 0, as desired. 
Proposition 5.18. Let L and L′ be µ-colored links that are 0.5-solvable cobor-
dant via (W ;XL, XL′). Then, for all ω ∈ Tµ! , the subspace LC ⊂ H2(W ;Cω) of
Proposition 5.15 satisfies
1
2
dimC
(
H2(W ;Cω)
im(H2(∂W ;Cω)→ H2(W ;Cω))
)
≤ dimC(LC).
Proof. Invoking Proposition 5.15, the dimension of LC is larger than half the rank of
H2(W,XL;Z). Using Lemma 5.2, βω2 (W,XL) = β2(W,XL), and so the proposition
reduces to showing the inequality
d := dim
(
H2(W ;Cω)
imH2(∂W ;Cω)→ H2(W ;Cω)
)
≤ βω2 (W,XL).
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Set V := im(H2(∂W ;Cω) → H2(W ;Cω)). Since we proved in Lemma 5.2 that
H1(W,∂W ;Cω) vanishes, the long exact sequence of the pair (W,∂W ) now takes
the form
0→ V → H2(W ;Cω)→ H2(W,∂W ;Cω)→ H1(∂W ;Cω)→ H1(W ;Cω)→ 0.
Finally, using the fact that the alternating dimensions of an exact sequence sum up
to zero, one gets
d = βω2 (W,∂W )− βω1 (∂W ) + βω1 (W )
= βω2 (W,XL) + β
ω
3 (W,∂W )− βω1 (∂W ) + βω1 (W )
≤ βω2 (W,XL),
where the last two steps use respectively Lemma 5.16 and Lemma 5.17. 
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