The Liouville numbers are precisely the U 1 -numbers. To give a flavour of the results proved in the present paper, we quote below a theorem established in 1962 by A. Baker [13] .
Theorem (A. Baker). Consider a quasi-periodic continued fraction ξ = [a 0 , a 1 , . . . a n 0 −1 , a n 0 , . . . , a n 0 +r 0 −1 λ 0 times , a n 1 , . . . , a n 1 +r 1 −1
where the notation implies that n k = n k−1 + λ k−1 r k−1 and the λ k 's indicate the number of times a block of partial quotients is repeated. Suppose that the sequences (a n ) n≥0 and (r n ) n≥0 are respectively bounded by A and K. Set
If L is infinite and > 1, then ξ is a U 2 -number. Furthermore, if L is finite and > exp(4A K ), then ξ is either an S-number or a T -number.
Baker's theorem shows that the above quasi-periodic continued fractions for which is sufficiently large cannot include U d -numbers with d ≥ 3, that is, there is a gap in the type of transcendental numbers given by them. To the best of our knowledge, this remains up to now the only result in the litterature providing a transcendence measure for transcendental numbers defined via their continued fraction expansion as in [24, 13, 26, 11, 1, 5, 6, 8, 17] .
The approach of the present paper leads to an improvement of Baker's result. In Theorem 3.2 below, we obtain the same conclusion as in the Theorem above, with the assumption > exp(4A K ) replaced by the much weaker one > 1. In particular, our result does not depend on the values of A or K. The key point in the study of the continued fractions considered by Baker is that some blocks of partial quotients are repeated consecutively an arbitrarily large number of times. Besides these quasi-periodic continued fractions, our method also applies to continued fractions involving repetitive patterns in a more hidden form, as well as symmetric patterns. An emblematic example is given by the Thue-Morse continued fraction ξ t = [1, 2, 2, 1, 2, 1, 1, 2, . . .], whose sequence of partial quotients is the Thue-Morse infinite word on the alphabet {1, 2}, that is, the n-th partial quotient of ξ is equal to 1 if the sum of the binary digits of n is even and it is equal to 2 otherwise. Although the Thue-Morse sequence is repetitive in the sense of Theorem 2.1 below, it is well-known that it does not contain a finite word repeated consecutively more than twice. The fact that ξ t is transcendental was established by M. Queffélec [26] only in 1998. As a consequence of Theorems 2.1 and 4.1, we strengthen her result by proving that ξ t is either an S-number or a T -number. This apparently provides the first transcendence measures for real numbers of this shape.
All along this paper, we study continued fractions ξ := [a 0 , a 1 , . . . , a , . . .], such that the sequence (q 1/ ) ≥1 is bounded. Here, q stands for the denominator of the -th convergent to ξ. We recall that this condition is in general very easy to check, and is not very restrictive, since it is satisfied by almost all real numbers (with respect to the Lebesgue measure). It is in particular always the case when the sequence (a ) ≥0 is bounded.
Our paper is organized as follows. In Section 2, we state a general result, Theorem 2.1, providing transcendence measures for a large class of continued fractions. These are termed purely stammering continued fractions. Following [1] , we then illustrate this result with some applications to various well-known classes of transcendental continued fractions including those arising from Sturmian, morphic and linearly recurrent infinite words. In Section 3, we improve, in the spirit of [5] , the theorem of Baker previously mentioned. Transcendence measures for continued fraction involving symmetric patterns are then discussed in Section 4. We gather some auxiliary results in Section 5 and recall in Section 6 our main tool, the Quantitative Subspace Theorem. The proofs of our results are postponed to Sections 7, 8, 9 and 10.
Transcendence measures for purely stammering continued fractions
Throughout the present text, we adopt the point of view from combinatorics on words. Let A be a given set, not necessarily finite. The length of a word W on the alphabet A, that is, the number of letters composing W , is denoted by |W |. For any positive integer , we write W for the word W . . . W ( times repeated concatenation of the word W ). We denote by W ∞ the infinite word obtained by concatenation of infinitely many copies of W . For any positive real number x, we denote by W x the word W x W , where W is the prefix of W of length (x − x )|W | . Here, and in all what follows, y and y denote, respectively, the integer part and the upper integer part of the real number y. The study of repetitive patterns occurring in finite or infinite words is a classical topic from combinatorics on words. Several exponents have been introduced to measure the presence of such patterns. Among them, the initial critical exponent of an infinite word a = (a n ) n≥0 , denoted by ice(a), is defined as the supremum of the real numbers x for which there are arbitrarily long prefixes of a of the form W x . Clearly, ice(a) is always at least equal to 1 and is infinite if a is a purely periodic sequence. This exponent was introduced in [15] for reasons apparently unrelated to transcendence.
As we will see in the sequel, the initial critical exponent plays an important role in our context. It essentially allows us to distinguish among the large class of continued fractions considered in Theorem 2.1 the U 2 -numbers from the S-or T -numbers. In particular, we show that to decide wether such a continued fraction ξ is a U 2 -number reduces to a purely combinatorial question about the infinite word formed by the partial quotients of ξ.
Main results
Let w > 1 be a real number. We say that a sequence a = (a ) ≥0 satisfies Condition ( * ) w if a is not eventually periodic and if there exists an infinite sequence of finite words (V n ) n≥1 such that:
(i) for every integer n ≥ 1, the word V w n is a prefix of the word a; (ii) the sequence (|V n |) n≥1 is (strictly) increasing; (iii) the sequence (|V n+1 |/|V n |) n≥1 is bounded.
We establish the following result.
Theorem 2.1. Let a = (a ) ≥0 be a sequence of positive integers satisfying Condition ( * ) w for some w > 1. Let (p /q ) ≥1 be the sequence of convergents to the real number
and assume that the sequence (q 1/ ) ≥1 is bounded. If ice(a) is finite, then ξ is either an Snumber or a T -number; otherwise, ξ is a U 2 -number. Moreover, if ice(a) is finite, then there exists a constant c independent of d such that
In the case where w ≥ 2 in Theorem 2.1, we are actually able to derive a better transcendence measure, namely to replace (2.1) by
The fact that the real number ξ is transcendental when the sequence a only satifies assumptions (i) and (ii) in the definition of Condition ( * ) w is the main result of [1] . In the sequel of this section, we point out several consequences of Theorem 2.1 to various classes of continued fractions already considered in the litterature and in particular in [1] . The interested reader will find in that paper more explanations motivating the study of these numbers.
Applications to Sturmian, morphic, and linearly recurrent continued fractions
Let α > 1 be an irrational real number and ρ be a positive real number. A sequence (a ) ≥0 on the alphabet {a, b} is a Sturmian sequence of slope α and intercept ρ if
Such sequences only take two distinct values which are positive integers. For convenience, we will only consider in the sequel Sturmian sequences defined as in (2.3), so that, α and ρ determine for us a unique Sturmian sequence. The real number ξ α,ρ := [a 0 , a 1 , a 2 , . . .] is then termed a Sturmian continued fraction. The main result of [11] is the fact that Sturmian continued fractions are all transcendental. We make here this result more precise.
Theorem 2.2.1. Let α > 1 be an irrational real number and ρ be a positive real number. Let a = (a ) ≥0 be a Sturmian sequence of slope α and intercept ρ. Then, the real number
is a U 2 -number if and only if α has unbounded partial quotients. If α has bounded partial quotients, then ξ α,ρ satisfies the transcendence measure given in (2.1) and is thus either an S-number or a T -number.
It follows from Theorem 2.2.1 that ξ √ 2,e is either an S-number or a T -number, while ξ e,
is a U 2 -number. By one of the properties of Mahler's classification recalled in Section 1, these two real numbers are algebraically independent. The proof of Theorem 2.2.1 is postponed to Section 10.
We turn now to an application of Theorem 2.1 to real numbers whose continued fraction expansion can be fixed by a morphism of a free monoid. Given a finite set A, we denote by A * the free monoid generated by A. The empty word stands for the neutral element of A * . A map from A into A * can be extended to an endomorphism of the free monoid A * , which itself can be extended by continuity to a map from A * ∪ A N (endowed with its natural topology) into itself. We call morphism such a map, so that, a morphism is now allowed to act on infinite words as well. An infinite word a is a non-trivial fixed point of a morphism σ if there exists a letter a in A such that a = lim n→+∞ σ n (a) and if a is non-eventually periodic. Such an infinite word is said to be recurrent if its first letter occurs at least twice. Theorem 2.2.2. Let σ be a morphism defined over a finite subset of the positive integers. Let a = (a ) ≥0 be an infinite word which is a non-trivial recurrent fixed point of σ and set
Then, ξ is a transcendental number satisfying the transcendence measure given in (2.1) and is thus either an S-number or a T -number.
In Section 8, we explain how Theorem 2.2.2 can be deduced from Theorem 2.1. As noticed in [1] (see the proof of Corollary 2), a non-trivial fixed point of a binary morphism is recurrent. We thus deduce from Theorem 2.2.2 the following result. Then, ξ is a transcendental number satisfying the transcendence measure given in (2.1) and is thus either an S-number or a T -number.
We end this section with an application of Theorem 2.1 to linearly recurrent continued fractions. Given a positive integer k, an infinite word a is said to be k-linearly recurrent if for every positive integer n each word of length n occurring in a has at least one occurrence in every factor of a whose length exceeds kn. A sequence is said to be linearly recurrent if it is klinearly recurrent for some positive integer k. A number of famous sequences in combinatorics on words and symbolic dynamics turn out to share this property. The proof of Theorem 5 of [1] shows that an aperiodic linearly recurrent sequence satisfies Condition ( * ) w for some real number w > 1. Furthermore, it is known that the initial critical exponent of a linearly recurrent infinite word is finite (see for instance [18] ). It is also clear from the definition that such a word is written over a finite alphabet. We thus deduce from Theorem 2.1 the following result. is a transcendental number satisfying the transcendence measure given in (2.1) and is thus either an S-number or a T -number.
Transcendence measures for Maillet-Baker continued fractions
In this section, we are interested in a class of quasi-periodic continued fractions introduced by Maillet [24] and studied by Baker [13, 14] . Baker proved in [13] the transcendence of these continued fractions by using an approach based on Roth's Theorem for number fields. His results were recently improved in [5] by means of a new application of the Subspace Theorem. Actually, the approach of [5] combined with the method initiated in [7] allows us to derive transcendence measures for such numbers.
We consider a real number ξ := [a 0 , a 1 , . . . , a , . . .], where a = (a ) ≥0 is a non-eventually periodic sequence of positive integers satisfying the following assumption:
There exists an increasing sequence of positive integers (n k ) k≥0 , a sequence of positive integers (λ k ) k≥0 , a finite sequence of positive integers b 1 , b 2 . . . , b r , such that for every positive integer k, the sequence a begins with a 0 a 1 . . . a n k −1 BB . . . B where
It is understood here that a n k −r a n k −r+1 . . . a n k −1 = B.
We now state our main result regarding Maillet-Baker continued fractions. 
Then, ξ is a transcendental number and there exists a constant c independent of d such that
for every positive integer d. In particular, ξ is either an S-number or a T -number.
The proof of this result also relies on the quantitative version of the Subspace Theorem given in Section 6. As an illustration, we obtain that the real number
whose n-th partial quotient is equal to 2 if n is a power of 2 and to 1 otherwise, is either an S-number or a T -number. Let us also remark that a Maillet-Baker continued fraction satisfying lim sup
corresponds to a U 2 -number for it is extremely well approximated by the quadratic numbers
We note that such a situation cannot occur in Theorem 3.1 because of (3.2) and (3.4).
The proof of Theorem 3.1 can actually be slightly modified to obtain the following improvement of the Theorem of Baker mentioned in the introduction. Theorem 3.2. Let us consider the quasi-periodic continued fraction ξ = [a 0 , a 1 , . . . , a n 0 −1 , a n 0 , . . . , a n 0 +r 0 −1 λ 0 times , a n 1 , . . . , a n 1 +r 1 −1
where the notation implies that n k+1 = n k + λ k r k and the λ k 's indicate the number of times a block of partial quotients is repeated. Suppose that the sequences (a n ) n≥0 and (r n ) n≥0 are bounded, that (a n ) n≥0 is not ultimately periodic, and that
If, moreover,
then the real number ξ is either an S-number or a T -number satisfying (3.5).
Transcendence measures for palindromic continued fractions
In this section, we are interested in continued fractions involving some symmetric patterns, whose study was initiated in [6] .
We denote the mirror image of a finite word W := a 1 . . . a n by W := a n . . . a 1 . Then, a finite word W is a palindrome if W = W . An infinite word that begins with arbitrarily large palindromes is termed palindromic. It was remarked in [6] (Theorem 2.1) that real numbers whose continued fraction expansion is palindromic are either quadratic or transcendental.
Given a palindromic infinite word a, we denote by (n k ) k≥1 the increasing sequence of all lengths of palindromic prefixes of a. Then, the palindromic density d p (a) of a is defined by
This notion is for instance discussed in [22] . We refine Theorem 2.1 of [6] as follows. 
Actually, it is not difficult to see that a sequence with a positive palindromic density satisfies Condition ( * ) w for some real number w > 1; see for instance the proof of Theorem 4.6 of [3] . Consequently, we could deduce from Theorem 2.1 a result similar to Theorem 4.1 but with a weaker transcendence measure; namely, with (2.1) instead of (4.1). In particular, simultaneous approximations arising from palindromic patterns seem really needed to reach the transcendence measure given by (4.1). The proof of Theorem 4.1 is given in Section 9.
As an illustration of Theorem 4.1, we obtain that the Thue-Morse continued fraction ξ t mentioned in the Introduction is either an S-number or a T -number, and it satisfies the transcendence measure given in (4.1).
Auxiliary results
For the reader convenience, we first recall some classical results from the theory of continued fractions, whose proofs can be found for example in the book of Perron [25] . 
and
Lemma 5.4. Let (a ) ≥1 be a sequence of positive integers. For any positive integer , we have
We will also make use of the following four auxiliary results.
. .] be two real numbers whose convergents are respectively denoted by (p n /q n ) n≥1 and (r n /s n ) n≥1 . Assume that both sequences (q 1/n n ) n≥1 and (s 1/n n ) n≥1 are bounded by a real number M . Assume that there exists a positive integer such that a i = b i for any i = 0, . . . , and a +1 = b +1 . Then, there exists a positive real number µ, depending only on M , such that
If we assume moreover that the partial quotients of β are bounded by M , then there exists a positive real number c, depending only on M , such that
Proof. We follow the proof of Lemma 5 from [2] . The constants implicit in and below depend only on
Furthermore, our assumption on (q
The theory of continued fractions gives that
since the first partial quotients of α and β are the same. We thus obtain that
Together with (5.1) and (5.2), this yields
We infer from Lemma 5.4 that q ≥ 2 ( −1)/2 . Combined with (5.4), this gives the first assertion of our lemma.
For the second assertion, we proceed as above, noticing that
The latter inequality follows from (5.5) if α ≤ 2β , since then α ≤ 2(M + 1). If α > 2β , then we simply observe that
to get (5.6). Since β ≤ M + 1, the second assertion of the lemma follows from (5.3) and (5.6).
Lemma 5.6. Let ξ be a real number and (p /q ) ≥1 be the sequence of convergents to ξ. If the sequence (q 1/ ) ≥1 is bounded, then w 1 (ξ) is finite, that is, ξ is not a Liouville number.
Proof. Let A be a positive real number such that q < A for every positive integer . By Lemma 5.4 we have q ≥ √ 2 −1 and thus there exists a positive real number w > 1 such that
By the theory of continued fractions,
holds for every positive integer . Since the best rational approximations to ξ are in the sequence (p /q ) ≥1 , we get w 1 (ξ) ≤ w. Consequently, ξ is not a Liouville number.
We further state a classical Liouville inequality which can be found for instance in [16] .
Lemma 5.7. Let β be an algebraic number of degree d and P (X) a non-constant integer polynomial of degree r. Then, if P (β) = 0, we have
If α and β are two non-zero distinct algebraic numbers of degree respectively equal to n and m, then
Our last lemma gives a bound for the height of a quotient of algebraic numbers.
Lemma 5.8. Let α be a real algebraic number of degree d ≥ 2. Let x 1 , x 2 , x 3 , x 4 be integers with (x 3 , x 4 ) = (0, 0) and of absolute values at most A. Then, the height of the algebraic number β = (
Proof. Using classical inequalities between the naïve height H, the Mahler measure M and the logarithmic Weyl height h, we get that
by Lemma A.4 from [16] .
The Quantitative Subspace Theorem
The proofs of our result rely on the quantitative version of the Schmidt Subspace Theorem. The following statement was proved by Evertse [19] . We refer to [19] for the definition of the height of a linear form L, denoted by Height(L). For our purpose, it is sufficient to stress that it can be bounded from above in terms of the heights of the coefficients of L.
Theorem E. Let m ≥ 2, H and d be positive integers. Let L 1 , . . . , L m be linearly independent (over Q) linear forms in m variables with real algebraic coefficients. Assume that Height(L i ) ≤ H for i = 1, . . . , m and that the number field generated by all the coefficients of these linear forms has degree at most d. Let ε be a real number with 0 < ε < 1. Then, the primitive integer
lie in at most c m,ε (log 4d) (log log 4d) (6.1)
proper subspaces of Q m , where c m,ε is a constant which only depends on m and ε.
Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. We first show how the initial critical exponent allows us to control the approximation by quadratic numbers.
Lemma 7.1. Let a = (a ) ≥1 be a non-periodic sequence of positive integers and set
Denote by (p /q ) ≥1 the sequence of convergents to ξ. Assume that the sequence (q 1/ ) ≥1 is bounded and that ice(a) = +∞. Then ξ is a U 2 -number.
Proof. By assumption, the initial critical exponent of the sequence a is infinite. Consequently, for every positive integer n, there exists a finite word V n such that a begins with the word V n n . Set α n = [0, V ∞ n ] and denote by s n the length of the word V n . Since α n is a root of the polynomial
its height is at most equal to q s n . The first ns n partial quotients of ξ and α n being the same, we infer from Lemmas 5.1 and 5.3 that
Since a is a non-periodic sequence, the set {α n , n ≥ 1} is infinite, and (7.2) implies that w 2 (ξ) = +∞. By Lemma 5.6, this shows that ξ is a U 2 -number.
Next lemma is essentially outlined at the end of [10] .
Lemma 7.2. Let a = (a ) ≥1 be a sequence of positive integers satisfying Condition ( * ) w for some w > 1. Let (p /q ) ≥1 be the sequence of convergents to the real number
Assume that the sequence (q 1/ ) ≥1 is bounded and that ice(a) is finite. Then, w 2 (ξ) is finite.
Proof. Assume that the sequence of finite words (V n ) n≥1 and the real number w arising from Condition ( * ) w are fixed. We also assume that |V 1 | ≥ 2. Let M ≥ 3 be a positive integer such that ice(a) < M and q < M for ≥ 1. Denote by l n the length of the word V n for n ≥ 1. As in the proof of Lemma 7.1, we set α n = [0, V ∞ n ] and note that α n is a quadratic number whose height is at most q l n . Since the sequence (q 1/ ) ≥1 is bounded and the first wl n partial quotients of ξ and α n are the same, we infer from Lemmas 5.1 and 5.3 that
for some positive real number δ.
On the other hand, since ice(a) < M , the numbers α n and ξ cannot have the same first M l n partial quotients. The same observation applies for α n and α n+1 . Since the sequence (q 1/ ) ≥1 is bounded by M , we infer from Lemmas 5.3 and 5.5 that there exists a positive real number λ, depending only on M , such that
Let N be a positive integer. Extracting if needed a subsequence of the sequence (V n ) n≥1 , we can assume without any loss of generality that there exists a positive integer C N , depending only on N and on the maximum of the sequence (|V m+1 |/|V m |) m≥1 , such that
while, by assumption,
Thus, if N has been chosen large enough, we can guarantee that
for every positive integer n. A simple computation shows that it is sufficient to select
On the other hand, we infer from (7.6) that
This ensures the existence of a positive integer C, depending only on C N and M , such that
for every positive integer n. A simple computation shows that we can take C = 6C N log M . By (7.7) and (7.8), we will thus assume in the sequel that max 2q
for every positive integer n.
Combining (7.3) for α n+1 with (7.5) and (7.9), we get that 2|ξ−α n+1 | is at most |α n −α n+1 | and the triangle inequality then yields
Furthermore, setting c = 1/(4 · 3 5/2 ), Lemma 5.7 and (7.10) give
We then infer from (7.3) and (7.9) that
For n large enough, say n ≥ n 0 , we thus obtain
Set j := log(3C/δ)/ log 2 . Using Inequality (7.9), this leads to
We also deduce from (7.4) and (7.11) that
for every integer n ≥ n 0 .
Set σ = 3λC/δ, θ = 3C j+1 /δ and α n = α n 0 +(n−1)j for n ≥ 1. We have shown the existence of a sequence of quadratic irrational numbers (α n ) n≥1 satisfying
At this point, we are ready to prove that w 2 (ξ) is finite. Let us consider a quadratic irrational number α whose height satisfies
If α belongs to the set {α n , n ≥ 1}, we simply use (i) to get that
Let us now assume that α does not belong to the set {α n , n ≥ 1}. Then, there exists a unique integer n > 1 such that
In particular, Inequality (ii) shows that
Since by assumption α and α n denote two distinct quadratic numbers, Lemma 5.7 implies
We thus infer from (7.13) and (i) that
We now infer from (7.14) and (7.15) that
Together with (7.12), the latter inequality shows that w 2 (ξ) is finite, concluding the proof.
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. We keep the notation of Theorem 2.1. Let a = (a ) ≥1 be a sequence of positive integers satisfying Condition ( * ) w for some w > 1. Let (p /q ) ≥1 denote the sequence of convergents to the real number
Assume that the sequence (q 1/ ) ≥1 is bounded by some constant A. By Lemma 5.6, w 1 (ξ) is finite. Thus, if ice(a) is infinite, then Lemma 7.1 implies that ξ is a U 2 -number, concluding the proof in that case.
From now on, we assume that ice(a) is finite. We first observe that w 2 (ξ) is finite, in virtue of Lemma 7.2. Consequently, we thus only have to study the approximations to ξ by algebraic numbers of degree at least three. Let d ≥ 3 be an integer. Let α be an algebraic number of degree d. At several places in the proof below, it is convenient to assume that the height of α is sufficiently large. Let χ be a positive real number such that
Our aim is to find an upper bound for χ in terms of d. More precisely, we have to prove that χ < exp(c (log 3d) 3 (log log 3d) 2 ) (7.16) for some constant c which does not depend on d.
Extracting if necessary a subsequence of (V n ) n≥1 , we can assume that there exists a constant C such that (iii') 2|V n | < |V n+1 | < C|V n |, for every positive integer n.
Set s n = |V n | for every positive integer n. Let κ be the unique positive integer such that Given a positive integer , our assumption implies that q ≤ A , while Lemma 5.4 ensures that q ≥ ( √ 2) −1 . We thus get from (7.19) that
and, using (iii'), we obtain (
.
Consequently, Inequality (7.16) holds if we have
for some constant c 0 which does not depend on d.
We will argue by contradiction. From now on, we assume that 20) for some constant c 1 , and we will derive a contradiction if c 1 is sufficiently large.
For every integer n ≥ 1, set α n = [0, V ∞ n ] and observe as previously that α n is a root of the quadratic polynomial P n (X) given by (7.1). Rolle's Theorem and Lemma 5.1 give that
since the condition (i) implies that the first ws n partial quotients of ξ and α n are the same. Furthermore, we infer from the theory of continued fractions that
Using again Rolle's Theorem, Inequalities (7.18) and (7.21) imply that We are now going to apply Theorem E to the following system of linear forms:
Observe first that these linear forms are independent and with algebraic coefficients. Set N 1 = {s κ+h , M 1 /2 ≤ h ≤ M 1 } and P 1 = {p n = (q n , q n−1 , p n , p n−1 ), n ∈ N 1 }. Let n be in N 1 . Evaluating these linear forms at the integer point p n , we infer from Inequalities (7.23) and (7.24) that
wn .
Using again that √ 2 −1 ≤ q ≤ A holds for every non-negative integer , we get that
for some positive real number η, depending only on w and on A. Thus, if the height of α is large enough, then s κ is itself sufficiently large to guarantee that
Furthermore, all elements of the set P 1 are primitive (since p n and q n are always relatively prime) and we have p n > Height(L i ) for i = 1, . . . , 4 and n ∈ N 1 . Moreover, the coefficients of the linear forms L 1 , . . . , L 4 generate a number field of degree d. We can thus apply Theorem E with m = 4 and ε = η. Let T 1 be the upper bound given by (6.1) for the number of exceptional subspaces. Set
Since η does not depend on the constant c 1 , Inequality (7.20) ensures the existence of a constant c 2 such that M 2 > c 2 (log 3d) 2 (log log 3d). (7.25) By the pigeonhole principle, there exists a proper subspace of Q 4 containing at least M 2 points of P 1 . Thus, there exist a non-zero integer vector x = (x 1 , x 2 , x 3 , x 4 ) and a set of integers N 2 ⊂ N 1 with cardinality r ≥ M 2 such that
for every n ∈ N 2 . Let l 1 < l 2 < . . . < l r denote the elements of N 2 once ordered.
We are now going to make the following assumption that will be justified thereafter.
Assumption A: There exist three integers 1 ≤ a < b < c ≤ r/4 such that the vectors p l a , p l b and p l c are linearly independent.
This makes possible the choice of x = p l a ∧ p l b ∧ p l c in Equality (7.26). Here, ∧ denotes the vector product in R
4 . An easy computation shows that with this choice of x we have
Let us remark now that (x 2 , x 4 ) = (0, 0) since the vectors (q n 1 , p n 1 ) and (q n 2 , p n 2 ) are not collinear. Furthermore, α being irrational, the real number
is well-defined. It then follows from Lemma 5.8 and Inequality (7.27) that
where, as below, the constant implied by depends only on d. Since l c > s κ+1 , we infer from (7.17) that H(α) < q l c ,
and from (7.17) and (7.28) that 30) if the height of α has been chosen large enough. Following (7.26), we have
for every n ∈ N 2 . Using (7.22), we thus obtain
Then, Inequality (7.27) and Liouville's inequality given in Lemma 5.7 yield that
Since d ≥ 3, the height of α can be chosen large enough so that (7.29) implies
n , for every n ∈ N 2 . Since by assumption c ≤ r/4 , l j+1 > 2l j and r ≥ M 2 , we deduce from (7.25) that
for every j with r/2 ≤ j ≤ r. Set N 2 = {n ∈ N 2 , n ≥ l r/2 }. Denote by M 2 the cardinality of this set and observe that M 2 ≥ M 2 /2.
We are now going to apply again Theorem E. Let us consider the following new system of linear forms:
Observe that these linear forms have algebraic coefficients and are linearly independent. Furthermore, det(L 1 , L 2 , L 3 ) = 1 and the coefficients of these linear forms generate a field of degree d. Let us also remark that, by Inequality (7.30), we have Height(L i ) < q n , for i = 1, 2, 3 and every n ∈ N 2 .
Let n be in N 2 . Evaluating these linear forms at the primitive integer point (q n , q n−1 , p n ), we infer from Inequalities (7.22) and (7.31) that
We can thus apply Theorem E with ε = 1/2 and m = 3. Let us denote by T 2 the upper bound given in (6.1) for the number of exceptional subspaces. Set M 3 := T 2 /M 2 . Then, Inequality (7.25) implies the existence of a constant c 3 such that
By the pigeonhole principle, there exists a proper subspace of Q 3 which contains at least M 3 points lying in the set P 2 := {p n , n ∈ N 2 }. Thus, there exist a non-zero integer vector y = (y 1 , y 2 , y 3 ) and a set of integers N 3 ⊂ N 2 with cardinality s ≥ M 3 , and such that y 1 q n + y 2 q n−1 + y 3 p n = 0, For every n ∈ N 3 , we can rewrite Equality (7.33) as
In particular, for n = m s , Inequalities (7.22), (7.31) and (7.34) give
On the other hand, we have
|x 2 + x 4 α| · Thus, if y 1 + y 2 β + y 3 α = 0, we infer from Liouville's inequality given in Lemma 5.7 that
Using (7.17), (7.27), (7.34 ) and the fact that m 2 > l c > s κ+1 , the previous inequality gives In order to reach the desired contradiction, we need another equation linking α and β. Actually, it is sufficient to slightly modify the previous system of linear forms and to consider the system:
generate a number field of degree d. Furthermore, we have Height(L i ) < q n for i = 1, 2, 3 and every n ∈ N 2 . Given an integer n ∈ N 2 and evaluating these linear forms at the integer point (q n , q n−1 , p n−1 ), we infer from (7.22) and (7.31) that
We can apply Theorem E exactly as before and we will thus omit some details in what follows. The pigeonhole principle ensures the existence of a proper subspace of Q 3 containing at least M 4 points of P 2 . Consequently, there exist a non-zero integer vector z = (z 1 , z 2 , z 3 ) and a set N 4 ⊂ N 2 with cardinality t ≥ M 4 , such that z 1 q n + z 2 q n−1 + z 3 p n−1 = 0, for every n ∈ N 4 . Let n 1 < . . . < n t denote the elements of N 4 once ordered.
Then, Inequality (7.34) can be replaced by
while (7.35) becomes
Using Lemma 5.7, we argue as above to show that
if c 3 is sufficiently large.
Our last step is to show that Equalities (7.37) and (7.38) provide a contradiction. Indeed, since α is irrational, y 2 is not zero and these equalities imply (z 3 α + z 2 )(y 3 α + y 1 ) = y 2 z 1 .
(7.39) Now, if y 3 z 3 = 0, then (7.37) and (7.38) imply that β is rational. This gives a contradiction in virtue of (7.30) and (7.31). Consequently, we can assume that y 3 z 3 = 0. Then, we obtain from (7.39) that α is a quadratic irrational. This contradicts the fact that α is an algebraic number of degree at least three. We have proved that the constant c 3 cannot be taken arbitrarily large. Thus, the constant c 1 in (7.20) is bounded, as well. This ends the proof in the case where Assumption A is satisfied.
We turn now to the case where Assumption A is not satisfied. Since some steps are very close from the previous exposition, we just outline the proof.
We come back to the place where Assumption A has been introduced. Set N 2 = {n ∈ N 2 , l r/8 ≤ n ≤ l r/4 } and P 2 = {p n , n ∈ N 2 }. Since Assumption A is not satisfied, all points lying in P 2 belong to the subspace generated by p l 1 and p l 2 . Indeed, these vectors are clearly not collinear. In particular, if we set
we obtain that (y 1 , y 2 , y 3 ) is a non-zero integer vector such that y 1 q n + y 2 q n−1 + y 3 p n = 0 for every integer n ∈ N 2 . Moreover, an easy computation shows that
(7.40) Then, we set
Note that β is well-defined since it is easily checked that y 2 is not zero. Using now (7.40) and Lemma 5.8, we obtain
On the other hand, we can chose the height of α large enough to ensure that
for every n ∈ N 2 . Since N 2 is a set with cardinality M 2 ≥ M 2 /8, we infer from Lemma 5.7 and (7.41) that
the non-zero integer vector (z 1 , z 2 , z 3 ) is such that z 1 q n + z 2 q n−1 + z 3 p n−1 = 0, for every n ∈ N 2 . As previously, this leads to
We then obtain a contradiction using (7.42) and (7.43), exactly as in the case where Assumption A is satisfied. This concludes the proof of the main part of the theorem.
We now briefly explain why the transcendence measure given by (2.1) can be improved to (2.2) when the sequence a satisfies Condition ( * ) w for some w ≥ 2. In that case the quadratic numbers α n introduced at the beginning of the present proof are very good approximations of ξ. More precisely, following the proof of Theorem 1 of [1] , we obtain that
On the other hand, we can assume without loss of generality that the α n 's are all distinct and that lim sup
The desired transcendence measure then follows from Corollaire 5.3 of [7] . Let (r /s ) ≥1 denote the sequence of convergents to β. For every positive integer k, set
As observed in Section 3, the assumptions (3.2) and (3.4) imply that lim sup
Consequently, extracting a subsequence of the sequence (n k ) k≥1 if necessary, our assumption (3.4) ensures the existence of a constant C 1 such that
for every positive integer k. Let N be a positive integer. Taking if necessary a subsequence of the sequence (n k ) k≥1 , we can assume without loss of generality that there exists a constant C N depending on N and C 1 such that
for every positive integer k. Then, Lemma 5.4 implies that
while by assumption
Thus, if N has been chosen large enough, we obtain that
for every positive integer k. A simple computation shows that it is sufficient to choose N > 2 log A log 2 + 1.
On the other hand, we infer from (8.1) that
This ensures the existence of a positive integer C, depending only on C N and A, such that
for every positive integer k. A simple computation shows that we can take C = 6C N log A. By (8.2) and (8.3), we will thus assume in the sequel that
for every positive integer k.
We also infer from (i) and (ii) that there exists a positive real number ν such that
On the one hand, the theory of continued fractions gives
while, on the other hand, the assumption made on the sequence a implies that
By Lemma 5.2, we obtain
and, following Lemma 5.1, we get that
Furthermore, we infer from (3.2) that a n k −1 . . . a n k −r = B. Thus, Lemmas 5.3 and 5.5 imply that
where c β is a positive constant depending only on β.
Since the sequence (q 1/ ) ≥1 is bounded, we infer from Lemma 5.6 that w 1 (ξ) is finite. In the sequel, we thus only have to deal with the approximations of ξ by algebraic numbers of degree at least equal to two. Let d ≥ 2 be an integer. Let α be an algebraic number of degree d, the height of which will be chosen large enough in the sequel. Let χ be a positive real number such that |ξ − α| < H(α) −χ .
Our aim is to find an upper bound for χ as a function of d. More precisely, we have to prove that χ < exp(c (log 3d) 3 (log log 3d) 2 ) (8.9)
for some constant c which does not depend on d.
Let us denote by k 0 the unique positive integer such that 10) and by M 1 the largest integer such that Q
holds for every integer h = 1, . . . , M 1 . If
holds for some constant c 0 which does not depend on d, then Inequality (8.9) also holds, as shown by an easy computation using (8.4), (8.10) and (8.11 ). We will argue by contradiction. From now on, we assume that 12) for some constant c 1 , and we will derive a contradiction if c 1 is sufficiently large.
It follows from Inequalities (8.6) and (8.11) that, for every integer h = 1, . . . , M 1 ,
We are now going to apply Theorem E to the following system of linear forms:
Observe that these linear forms are linearly independent over Q and all have real algebraic coefficients. Set
Let k ∈ N 1 . Evaluating these linear forms at the integer point p k , Inequalities (8.7) and (8.13) give 15) for some positive real number η, depending only on r, ν and A. If the height of α is large enough, we get from (8.14) and (8.15) that
Since P k and Q k are relatively prime, every element in P 1 is a primitive vector. Furthermore, the degree of the number field generated by the coefficients of our four linear forms is at most 2d and Q k > Height(L i ) for i = 1, . . . , 4 and k ∈ N 1 . We can thus apply Theorem E with m = 4 and ε = η. Let T 1 be the upper bound given in (6.1) for the number of exceptional subspaces. Set
Since η does not depend on the choice of the constant c 1 , Inequality (8.12) ensures the existence of a constant c 2 which does not depend on d and such that M 2 > c 2 (log 3d) 2 (log log 3d). (8.16) arbitrarily large in the sequel. By the pigeonhole principle, there exists a proper subspace of Q 4 containing at least M 2 points of P 1 . That is, there exist a non-zero integer vector x = (x 1 , x 2 , x 3 , x 4 ) and a set of integers N 2 ⊂ N 1 with cardinality s ≥ M 2 such that 17) for every k ∈ N 2 . Let l 1 < . . . < l s denote the elements of N 2 once ordered.
Assumption A: we assume that there exist three integers 1 ≤ a < b < c ≤ s/4 such that the vectors p l a , p l b and p l c are linearly independent.
This makes possible the choice of x = p l a ∧ p l b ∧ p l c in Equality (8.17) . Here, ∧ denotes the vector product in R 4 . As shown by an easy computation, this choice of x guarantee that
It thus follows from Inequality (8.17) that 19) for every k ∈ N 2 .
Our next step consists in applying again Theorem E to the following new system of linear forms:
We first observe that these linear forms have algebraic coefficients. We also deduce from Equality (8.17) that (x 2 , x 4 ) = (0, 0). Consequently, x 4 α + x 2 = 0, since α is irrational. We then deduce that our linear forms are linearly independent. Furthermore, the number field generated by all the coefficients of these linear forms has degree d, and we infer from Lemma 5.7, (8.18) and (8.19 20) provided that H(α) is large enough.
Since by assumption c ≤ s/4 and s ≥ M 2 , we infer from (8.4) and (8.16 ) that the constant c 2 can be chosen large enough so that
for every s/2 ≤ k ≤ s. For the same reason, we can assume that H(L i ) < Q k , for i = 1, 2, 3 and every s/2 ≤ k ≤ s. Set N 2 = {n ∈ N 2 , n ≥ l s/2 }. Let us denote by M 2 the cardinality of this set and observe that
Given an integer k ∈ N 2 and evaluating these linear forms at the primitive integer point p k := (Q k , Q k , P k ), we infer from Inequalities (8.19) , (8.20) and (8.21 ) that
Furthermore, it follows from Lemma 5.7 that P k is larger than Height(L i ) for i = 1, 2, 3. We can thus apply Theorem E with ε = 1/2 and m = 3. Let us denote by T 2 the upper bound given in (6.1) for the number of exceptional subspaces. Set M 3 := T 2 /M 2 . Then, Inequalities (8.16) and (8.22) imply the existence of a constant c 3 such that
By the pigeonhole principle, there exists a proper subspace of Q 3 which contains at least M 3 points lying in the set
There thus exist a non-zero integer vector y = (y 1 , y 2 , y 3 ) and a set of integers N 3 ⊂ N 2 of cardinality t ≥ M 3 , and such that
for every k ∈ N 3 . Let 1 ≤ m 1 < . . . < m t denote the elements of N 3 once ordered.
Observe that p 1 and p 2 are not collinear. This make possible the choice of y = p 1 ∧ p 2 in Equality (8.24) . Here and in the rest of the proof, ∧ denote the vector product in R 3 . Then, an easy computation shows that
For every k ∈ N 3 , we can rewrite Equality (8.24) as
Choosing k = m t , we can argue as in the proof of Theorem 2.1 and use (8.23) to deduce from the Liouville inequality given in Lemma 5.7 that
As a particular instance of Equality (8.26), we thus obtain
It follows from Lemma 5.3 and (8.5) that there exists a real number C 1 > 1, depending only on ν, such that
Consequently, on the one hand, we have We turn now to outline the case where this assumption is not satisfied. We come back to the place where Assumption A has been introduced. Set N 2 = {n ∈ N 2 , l r/8 ≤ n ≤ l r/4 } and P 2 = {p n , n ∈ N 2 }. Since Assumption A is not satisfied, all points lying in P 2 belong to the vectorial plan generated by p l 1 and p l 2 . Indeed, these vectors are clearly not collinear. In particular, if we set 
we obtain that (y 1 , y 2 , y 3 ) is a non-zero integer vector such that
for every integer k ∈ N 2 . Moreover, an easy computation shows that
We are now in the same situation as in (8.25) . We can thus argue exactely as previously to conclude the proof of the theorem.
Proof of Theorem 3.2. The proof of Theorem 3.2 follows essentially the same lines as that of Theorem 3.1, with, however, some modification that we point out below.
Since the sequences (a n ) n≥0 and (r n ) n≥0 are bounded, there exists a finite set B = {B 1 , . . . , B m } of finite words such that all the finite words a n k a n k +1 . . . a n k +r k −1 belong to the set B.
For j = 1, . . . , m, set
Let (r (j) /s (j) ) ≥1 denote the sequence of convergents to β j . For every positive integer k, set
where the index j is such that a n k a n k +1 . . . a n k +r k −1 = B j .
Then, we follow the proof of Theorem 3.1 and we consider, for j = 1, . . . , m, the following system of linear forms:
Similar arguments as above show that, for k in N 1 , there exist an absolute positive number η and an index j in {1, . . . , m} such that
By the pigeonhole principle, there exist a non-zero integer vector z = (z 1 , z 2 , z 3 , z 4 ), an index j in {1, . . . , m}, and a set of integers N 3 ⊂ N 1 whose cardinality is at least M 2 /m (with M 2 defined in (8.16)) and such that
and a n k a n k +1 . . . a n k +r k −1 = B j for every k ∈ N 3 .
From now on, we simply follow the proof of Theorem 3.1, with β replaced by β j in (8.26) and below. This proves Theorem 3.2.
Proof of Theorem 4.1
In this section, we explain how Theorem 4.1 can be deduced from Theorem 2.1 and Théorème 4.1 from [7] .
Proof of Theorem 4.1. Let a = (a ) ≥1 be a sequence of positive integers satisfying the assumptions of Theorem 4.1. In particular, a has a positive palindromic density and we denote by (n k ) k≥1 the increasing sequence of all lengths of palindromic prefixes of a. Set ξ = [0, a 1 , . . . , a , . . .] and let us denote as usual by p /q the -th convergent to ξ.
As already mentioned in Section 4, the fact that a satisfies Condition ( * ) w for some w > 1 can be established following the proof of Theorem 4.6 of [3] . It thus follows from Theorem 2.1 that ξ is a U 2 -number if ice(a) is infinite, while it is either an S-number or a T -number otherwise.
From now on, we assume that ice(a) is finite. Since the word a 1 . . . a n k is a palindrome, Lemma 5.2 implies that p n k = q n k −1 . Recalling that
we infer from p n k = q n k −1 , 0 < ξ < 1, a 1 = a n k , |p n k q n k −1 − p n k −1 q n k | = 1 and from q n k ≤ (a n k + 1)q n k −1 that
Consequently, there exists an increasing sequence of positive integers (q n k ) k≥1 such that
where · denotes the distance to the nearest integer. Furthermore, since a has a positive palindromic density and the sequence (q 1/ ) ≥1 is bounded, Lemma 5.4 ensures that lim sup k→+∞ log q n k+1 log q n k < +∞.
The transcendence measure given in (4.1) is then obtained as a consequence of Théorème 4.1 from [7] . This concludes the proof.
Proofs of Theorems 2.2.1 and 2.2.2
In this section, we explain how Theorems 2.2.1 and 2.2.2 can be deduced from Theorem 2.1.
Proof of Theorem 2.2.1. Let a = (a ) ≥0 be a Sturmian sequence of slope α and let a and b be the two integer values taken by a.
If α has bounded partial quotients, it is proved in [18] that a is linearly recurrent. We thus can apply Theorem 2.2.4 to conclude the proof in that case.
If α has unbounded partial quotients, the key auxiliary ingredient is Proposition 12.1 from [7] . It asserts that, for every integer m, there exist finite words Consequently, if α has unbounded partial quotients, then ξ is a U 2 -number.
Proof of Theorem 2.2.2. Let a be a non-trivial recurrent fixed point of a morphism σ defined over a finite set A. In view of Theorem 2.1, it is sufficient to prove that
• the sequence a satisfies Condition ( * ) w for some real number w > 1;
• ice(a) is finite.
For the first point, we refer the reader to the proof of Theorem 3 of [1] . It thus remains to prove that ice(a) is finite. Let us denote by |σ| the length of the morphism σ defined by |σ| := max{|σ(a)|, a ∈ A}.
We will actually prove that ice(a) ≤ 2|σ|. We assume that this inequality does not hold and aim at deriving a contradiction. Setting N = 2|σ|, there exists a non-empty word U such that U N is a prefix of a. Without loss of generality we can assume that U has been chosen with minimal length. Since a is fixed by σ, the word σ(U ) is a prefix of a. We observe that N is large enough to ensure that σ(U ) is also a prefix of the word U N . There thus exist a non-negative integer r and a (possibly empty) prefix U 1 of U such that |U 1 | < |U | and σ(U ) = U r U 1 .
(10.2)
If U 1 is the empty word, then we deduce that a = U ∞ , providing a contradiction with the fact that a is a non-eventually periodic sequence.
From now on, we assume that U 1 is not the empty word. Since U 2 is a prefix of a, the word σ(U 2 ) is also a prefix of a, and we observe that N is large enough to guarantee that σ(U 2 ) is a prefix of U N . From (10.2), we infer that U r U 1 U r U 1 is a prefix of U N . Let U 2 denote the prefix of U of length |U | − |U 1 | and U 3 denote the suffix of U of length |U 1 |, so that U = U 2 U 3 . Since U r U 1 U r U 1 is a prefix of U N , we deduce that U = U 1 U 2 = U 3 U 2 . Consequently, the two words U 2 and U 3 commute. Since U 1 and U 2 are two non-empty words, this implies that there exist a word V and an integer m ≥ 2 such that U = V m . In particular, the sequence a begins with the word V N . This contradicts the fact that U has been chosen with minimal length, concluding the proof.
