Abstract. We consider the Riemannian functional R p (g) = M |R(g)| p dv g defined on the space of Riemannian metrics with unit volume on a closed smooth manifold M where R(g) and dv g denote the corresponding Riemannian curvature tensor and volume form and p ∈ (0, ∞). First we prove that the Riemannian metrics with non-zero constant sectional curvature are strictly stable for R p for certain values of p. Then we conclude that they are strict local minimizers for R p for those values of p. Finally generalizing this result we prove that product of space forms of same type and dimension are strict local minimizer for R p for certain values of p.
Introduction
Let M be a closed smooth manifold of dimension n ≥ 3 and M denote the space of Riemannian metrics on M endowed with the C 2,α -topology for any α ∈ (0, 1). In this paper we study the following Riemannian functional:
where R(g) and dv g denote the corresponding Riemannian curvature and volume form. Since the functional is not scale-invariant, we restrict the functional to the subspace M 1 ⊂ M consisting of metrics with unit volume. For p < n 2 , it was pointed out by Gromov that inf g R p|M 1 = 0 [1] . Note that for p = n 2 the functional is scale-invariant. In dimension four, the Chern-Gauss-Bonnet theorem implies that Einstein metrics give an absolute minimum 8π 2 χ(M) for the functional R 2 , where χ(M) denotes the Euler characteristic of M. In [2] , Anderson conjectured that if M be a closed hyperbolic 3-manifold then inf g R 3 2 is realized by the hyperbolic metric. In this paper, we study the local minimizing property of R p for p ≥ 2 at some certain critical metrics.
Before stating our results we recall a canonical decomposition of tangent space of M. From Lemma 4.57 in [3] , if M is a compact Riemannian manifold, we have the orthogonal decomposition of the tangent space of M at g (which is the space S 2 (T * M) of symmetric 2-tensors on M):
Here Im δ * g is precisely the tangent space of the orbit of g under the action of the group of diffeomorphisms of M. Since T g M 1 = {h ∈ S 2 (T * M)| M tr(h)dv g = 0}, we have a corresponding decomposition Let (M, g) be a critical point for R p|M 1 . The metric g is called infinitesimally rigid for R p if the kernel of the bi-linear form H restricted to W × W is zero.
In [9] , Muto proved that (S n , can) is infinitesimally rigid for R 2 . For p = 2, the application of the differential Bianchi identity simplifies the expression for the gradient of R 2 . So it is easier to study the second variation of R 2 than R p for any arbitrary p, at a critical point. However it is not known that R 2 is infinitesimally rigid even for any arbitrary irreducible symmetric space.
) is strictly stable for R p if there is an > 0 such that for every element h in W,
where . denotes the L 2 -norm on S 2 (T * M) defined by g.
For a metric with constant sectional curvature or product of metrics with constant sectional curvature we prove that R p is infinitesimally rigid. In fact, we prove that R p is strictly stable for these metrics. The product of a spherical space form and a compact hyperbolic manifold with the same dimension is a critical point of R p but we are not able to prove that this is stable for R p . From the proof of the theorem we observe the following Proposition, which gives some information in the hyperbolic case when p ≤ 
Let (M, g) be a critical metric for R p|M 1 . Then g is called a strict local minimizer if there exists a C 2,α -neighborhood U of g in M 1 , such that for all metricsg ∈ U,
The equality holds if and only ifg = φ * g for some C 3,α -diffeomorphism φ : M → M.
Since M and its sub-manifolds are Fréchet manifolds modeled on S 2 (T * M), the usual inverse function theorem can not be applied. Using the Slicing Lemma 2.10 in [7] , we observe that if (M, g) is a closed Riemannian manifold such that g is strictly stable then it is a strict local minimizer for R p . Applying Hölder inequality one can prove that if g is a strict local minimizer for R 2 then it is also a strict local minimizer for R p for p ≥ 2. But it does not imply strict stability of R p at g.
Similar results have been proved by Besson et al. in [4] for all irreducible locally symmetric spaces of non-compact type for the functional
where s denotes the scalar curvature of g.
In §4, we study the second variation of R p at metrics with constant curvature and prove parts (i) and (ii) of the theorem using the decomposition (1.2). We first prove that for any
Next, we study the second variation of R p along the conformal variations of the metric. A positive lower bound of the Ricci curvature gives a lower bound for the first eigenvalue of the Laplacian for compact manifolds. Using this estimate we prove that for any f ∈ C ∞ (M), there exists an 1 n+2p+4 (c is the sectional curvature), then H satisfies (1.4). Finally, proving that H is diagonalizable by the decomposition (1.2) for all p ≥ 2, we get the desired result.
In §5, we prove parts (iii) and (iv) of the theorem. The main steps of the proof are similar to the proof of (i) and (ii). In §6, we study the local minimization property of R p .
Index of notations and definitions
The following notations and definitions will be used throughout this paper. Let (M, g) be a Riemannian manifold with dimension n ≥ 3. Next, consider a one-parameter family of metrics g(t) with g(0) = g and h :=
, where x, y, z are fixed vector fields on M. The suffix h will be omitted when there is no ambiguity. 
The exterior derivative acting on the space of deferential forms and its formal adjoint.
: The Laplace operator acting on C ∞ (M) defined by f = δdf = −trDdf .
Gradient of R p
In this section, we compute the Euler-Lagrange equation of R p .
PROPOSITION 2
The functional R p is differentiable with the gradient
and
Proof.
From Proposition 4.70 in [3] we have
y, z, h (t)).
Since R is skew-symmetric in the 1st and 2nd entries,
Therefore,
The skew-symmetry of D * (|R| p−2 R) in the last two entries yields
This implies that
By a standard technique one can easily check that every compact isotropy irreducible homogeneous space, and in particular every irreducible symmetric space is a critical point for R p . Let (M 1 , g 1 ) and (M 2 , g 2 ) be two homogeneous critical points of R p with
is a critical metric for R p if and only if the dimensions are the same.
Second variation at space forms
In this section, we study the second variation of R p . Let (M, g) be a closed locally symmetric space and
Since g is homogeneous and R is parallel,
Since g satisfies eq.
Next, we assume (M, g) to be a Riemannian manifold with non-zero constant sectional curvature throughout this section. We need the following lemma to prove parts (i) and (ii) of the theorem.
) be a Riemannian manifold with non-zero constant sectional curvature c. Then
Proof of Lemma Letg(t) be a one-parameter family of Riemannian metrics withg
Choose a normal co-ordinate {e i } with respect to g. Let D be the Riemannian connection corresponding to g.
Proof of (i) and (iv).
Note that (g ij ) = −g im h mng nj . Therefore,
Using the Ricci identity we have
Using R = cI again we obtain,
Combining these two equations, the proof of Lemma 4.1(iv) follows. Next,
This completes the proof of Lemma 4.1(i).
Proof of (ii). Let T be a (0, 4) tensor independent of t. Then using the expression for D * in a local co-ordinate chart and differentiating it with respect to t we obtain
Note that, is a vector valued symmetric two form. Next,
By the definition of L h ,
Combining these two and using the symmetries of R we have
Pairing it with d D α for any α ∈ S 2 (T * M) and using the symmetries of R and d D α we have
Since C is symmetric in the first two entries and d D α is skew-symmetric in the last two entries,
Next a simple calculation gives
Combining all these equations we have
Proof of (iii). Let x, y, z, u, w be fixed vector fields. Then
Applying the differential Bianchi identity we get
This gives y, z, (x, u), w) + R(y, z, u, (x, w)) + R(z, x, (y, u) 
Therefore, 
Proof of (v)
.
(4.2)
A straightforward computation using R = cI gives the required result.
Proof of (vi). From the proof of Proposition 2,
Using (iv) we have
Since |R| 2 = 2c 2 n(n − 1) we have
Next, we study the stability of R p which is a space form. A symmetric covariant 2-tensor h is called Transverse-Traceless tensor (TT-tensor) if δ g h = 0 and tr(h) = 0. First, we study H on TT-variations.
Transverse-traceless variations
Let (M, g) be a Riemannian manifold with constant sectional curvature c = 0 and h ∈ δ −1 g (0) ∩ Tr −1 (0). In this case the expression for H (h, h) reduces to
Using Lemma 4.1(iii) we have
Then from Lemma 4.1(i) we have
Using Lemma 4.1(ii) and (v) we have
Next using Lemma 4.1(iv) and (v) we have
Combining all these results we have 
It is clear from the above expression that if c > 0, then H (h, h) >
Hence H (h, h) > 2nc 2 h 2 .
Conformal variations
Next we study H on the space of conformal variations of g. Consider any f in C ∞ (M) with f dv g = 0. In this section we prove that there exists 1 > 0 such that
First we compute each term appearing in the expression of H in (4.1).
Applying Lemma 4.1(vi) we have
Consequently,
Next, we compute the 4th term in the expression of H in (4.1). By a straightforward computation, we have the following identity:
This yields
Next using Lemma 4.1(v) we have
This identity combining with Lemma 4.1(ii) implies that
Next, we compute the remaining term appearing in the expression of the Hessian. From Lemma 4.1(iv) we obtain
By a simple calculation using Lemma 4.1(v) we have
Using Bochner-Weitzenbök formula on the space of one forms we have
This implies
Hence combining all the equations from (4.3) to (4.9) we have
where
Consider the polynomial, q(x) = ax 2 − bx + d. Suppose f be an eigenfunction of the Laplacian corresponding to the eigenvalue λc. Then
To prove our claim it is sufficient to prove that q(λ) > 0. Notice that
Let c > 0. Since d an < n and the first eigenvalue cλ 1 of satisfies λ 1 ≥ n we have that q(λ) ≥ 0. q(λ) = 0 if and only if λ = λ 1 = n. This implies that (M, g) is a sphere with the standard metric. In this case, the eigenfunctions are the first-order spherical harmonics. These functions satisfy δ * g df = Ddf = −fg. Hence the proof follows. If c < 0, then the proof immediately follows from the expression of H (fg, fg).
Next to obtain the stability of R p for space forms it is sufficient to prove that H (h, fg) = 0 be a TT-tensor for any h and f ∈ C ∞ M. From [5] , the decomposition (1.1) is preserved by the rough Laplacian. Hence, it is easy to see from Lemma 4.1 that 
From Lemma 4.57(ii) in [3] , we have the following orthogonal decomposition of T g M 1 : A traceless symmetric tensor splits as
where h 1 is tangent to the first factor, h 2 is tangent to the second factor andh is nonzero only for the mixed set of vectors and
. This decomposition is preserved by the rough Laplacian and
To prove the theorem, we need the following lemma.
where df 1 is the component of df along the first factor.
Proof. From the proof of Lemma 4.1(i), 
It is clear from the above expression thatŘ
Next using (R1) and (R2) again we have
If e p , e q ∈ E 2 , a simple computation shows that i∈E 2 R (h 1 ) piqi = 0. If e p , e q ∈ E 1 , then
Similarly,Ř
Next the following lemmas follow from the proof of Lemma 5.1 and Lemma 4.1.
,
The proof easily follows from the proof of Lemma 4.1(v).
Lemma 5.5.
Proof. From the proof of Lemma 4.1(ii) we have that for any h, α ∈ S 2 (T * M),
As we have seen in Lemma 4.1(ii), j,l∈E 1 C klj d D α jkl = 0. Similarly, the last two terms of (5.4) are also zero. Next,
Clearly for α = h 1 or α = h 2 , the above expression is zero. 
Hence the result follows. Next, consider h 1 . It is easy to see using the formula for C h 1 that C h 1 ij k is zero if {e i , e j , e k } intersects E 2 . Using this and following a similar computation as in Lemma 4.1(ii), we get the result. Now, consider h = fg 1 . In this case, a straightforward calculation gives
Next, a simple calculation yields the following identity for a one-form ω,
Using this identity we have
Next,
A simple calculation shows that
It is easy to see that g is a critical metric for R p|M 1 if and only if it is critical forR p . Let Hg denote the second derivative ofR p atg. Recall that
We need the following lemma to prove the proposition. Moreover, we have the estimate
Proof. Consider the operator
Since this is an elliptic operator, the lemma follows from the proof of Lemma 2.10 in [7] .
We denote by A * B any tensor field which is a real linear combination of tensor fields, each formed by starting with the tensor field A ⊗ B, using the metric to switch the type of any number of T * M components to T M components, or vice versa taking any number of contractions, and switching any number of components in the product. For any two tensor A and B we have |A * B| ≤ C|A||B| for some constant C which will depend neither on A nor B. Proof. Letg = g + θ and T be a tensor. We have the following relation between the connection of g andg:
2)
The curvature of g andg related by
We also have the following formula:
The lemma follows by using some standard techniques and the above equations. Proof. In light of Proposition 3, it is sufficient to prove that (M, g) is L 2,2 -stable. Define
From the proof of Theorem 1.1, we have that there exists a positive constant k such that H (h, h) ≥ k h 2 1 for all h ∈ W. When (M, g) has unit volume one can easily check that H (h, h) = H (h, h). Hence to prove the corollary it is sufficient to prove that . L 2,2 -norm and . 1 -norm are equivalent.
Since M is compact and D * D is an elliptic operator using elliptic estimate, we have C > 0 such that
