SVM (Support Vector Machine) with RBF (Radial Basis Function) kernel is a frequently used classification method because usually it provides accurate results. The focus of most SVM optimization research is the optimization of the input data, whereas the parameter of the kernel function (RBF), the sigma, which is used in SVM also has the potential to improve the performance of SVM when optimized. In this research, we proposed a new method of RBF kernel optimization with Particle Swarm Optimization (PSO) on SVM using the analysis of input data's movement. This method performed the optimization of the weight of the input data and RBF kernel's parameter at once based on the analysis of the movement of the input data which was separated from the process of determining the margin on SVM. The steps of this method were the parameter initialization, optimal particle search, kernel's parameter computation, and classification with SVM. In the optimal particle's search, the cost of each particle was computed using RBF function. The value of kernel's parameter was computed based on the particle's movement in PSO. Experimental result on Breast Cancer Wisconsin (Original) dataset showed that this RBF kernel optimization method could improve the accuracy of SVM significantly. This method of RBF kernel optimization had a lower complexity compared to another SVM optimization methods that resulted in a faster running time.
Introduction
SVM (Support Vector Machine) classification is a method proposed by Boser, Guyon, and Vapnik in 1992 and often used in various fields such as pattern recognition, bioinformatics, and text categorization [1] . One of the SVM method that is commonly used is SVM with RBF kernel. A lot of research about SVM with RBF kernel optimization used an optimization methods such as Particle Swarm Optimization (PSO) and Genetic Algorithm (GA). In general, the focus of SVM optimization that was performed is divided in two types, namely the data optimization and parameter optimization.
On the data optimization type, optimization methods are used to determine the weight of the Rarasmaya Indraswari, RBF Kernel Optimization Method 37 input data to provide a more optimal result of the SVM classification. In 2014, Devos et. al was using a Genetic Algorithm to perform the optimization of input data which was performed on olive oils data [2] . Fitness value that was used is the error of the k-fold cross validation applied to the SVM.
On the parameter optimization type, researches that were conducted usually about selecting the combination of SVM margin parameter (C) with a kernel parameter (sigma) that can provide the most optimal result of SVM classification. So that on the usual optimization process, the input used the combination of SVM margin parameter and kernel parameter, and the output is the accuracy of SVM classification with k-fold cross validation method. Grid algorithm is an alternative method to find the optimal combination of parameter C and sigma on SVM with RBF kernel. However, this method required a long computational time and sometimes it did not go well [3] [4] . On of the research about the optimization of parameter C and sigma on SVM with RBF kernel was done by Ding and Li in 2009 which showed that the SVM parameter optimization with PSO can improve the accuracy of SVM classification result [5] .
Those two types of SVM optimization should have been combined so that in one optimization process, the data optimization and the SVM parameter optimization could be conducted simultaneously. In 2006, Cheng-Lung Huang and Chieh-Jen Wang proposed an SVM parameter C and sigma optimization method using Genetic Algorithm. This method also performed the input data optimization, which is the selection of the features of the dataset using GA [1] . Features subset from the dataset became the part of the GA chromosom together with the values of parameter C and sigma. In 2008, Lin et al. optimized the parameters of SVM and did feature selection using PSO [6] . However, the method proposed in both of those researchs called the SVM classification process in many times that resulted on a high complexity.
In this study we proposed a new method of RBF kernel optimization with Particle Swarm Optimization (PSO) on SVM using the analysis of input data's movement. This method performed the optimization of the input data values and the RBF kernel parameter (sigma) at once based on the analysis of the input data's movement so that it was separated from the process of determining the margin on SVM. Classification process with SVM was called once after the optimal value of the data and the kernel's parameter was obtained so that the complexity of this RBF kernel optimization method is not increased too much compared with the usual SVM with RBF kernel method. PSO was selected to do the optimization process because PSO method is represent a swarm of data group, while the RBF kernel shape is circular so the PSO is suitable to be applied to the RBF kernel optimization.
Particle Swarm Optimization
PSO was introduced by Kennedy and Eberhart to imitate social behavior of animals such as birds flocking in searching for food [7] . Each particle flies in hyperspace searching for the best solution by adjusting position and velocity based on its own flying experience (pBest) and its companions' experience (gBest). Each particle has a fitness value or cost which was evaluated using the fitness function to be optimal, position, and velocity that controls the movement of the particles. The inertia weight w was later introduced to improve the PSO optimizer [8] . The steps of PSO are as follow : 1) Initialization of PSO parameters. 2) Compute the cost of each particle using the fitness function. 3) Search the pBest dan gBest values. 4) Update the particle velocity using equation (1) 
where the 1 and 2 is a variable value namely correction factor, 1 and 2 is a random variable whice value is between 0 and 1. 5) Update the particle position using equation (2) .
RBF Kernel
Kernel function is used to change the manufacturing process SVM models that are linear to non-linear computing without overly complicated. RBF kernel is the kernel that can generally be used for all types of data. It uses a Gaussian kernel function RBF to get the inner product of and ′ using equation (3) ( ,
where ‖ − ′ ‖ is the Euclidean Distance of the data values in two different feature space and (sigma) is a free parameter on RBF kernel which determine the weight of the kernel. In SVM, parameter need to be adjusted to provide a more accurate classification result. The default value of is 1. In RBF function, we can also used parameter gamma which value is = 1 2 2 .
Methods

RBF kernel optimization methods with Particle
Swarm Optimization (PSO) on SVM using the analysis of input data's movement has four main steps, which are parameters initialization, optimal particle search, kernel's parameter calculation, and classification with SVM. The details of the stages of this method is shown in Figure 1 .
Parameters Initialization
In this step, we initialize the PSO parameters which are inertia w, correction factor c, and the maximal number of iteration (epoch). In this research, the value of those parametes are w=0.4, c=0.7, dan epoch=100 which are the optimal value based on the experiment that had been conducted. We also set the initial velocity v=0.
In this step, we also set the initial value of RBF kernel parameter that will be optimized, , as 0.01. The value of data matrix x and the value of the data in the new feature space x' is initialized to be equal with the value of the input data. The value of x' is the particles position in PSO. We also performed the pBest value initialization of each particle, where the initial pBest should be a big number because the initial pBest value must be substituted by the cost that obtained in the first iteration.
Optimal Particle Search
After the parameters were initialized, we calculate the cost of each particle. Fitness function that is used is the RBF kernel function in equation (3) with the value of x is always fixed, the value of x' is the particle position in PSO, and the value is the value of the parameter at the current iteration.
After obtained the cost of each particle, we search the new local optimal value (pBest) from each particle i. The new pBest value ( ( )) was obtained by comparing the value of the previous pBest ( ( − 1)) with the cost of the particle at iteration ( ). To get the value of the new pBest we use equation (4).
From the all pBest values that have been obtained, we search the minimum value of pBest. This minimum pBest value is the value of gBest 
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(global optimal value). In this RBF kernel optimization method, the fitness function that used is the RBF function so that the cost of each particle that obtained in accordance with the data position to the kernel. The minimum value of the RBF kernel has been chosen as gBest because the smaller value of ( , ′ ), the greater the distance between the initial value of the data and the value of the data in the new feature space so that the swarm of the data in the new dimension is moving by following the particle which move furthest.
Kernel's Parameter Computation
Having obtained the value of pBest and gBest, we calculate the velocity of each particle. In PSO, we use equation (1) to calculate the velocity. However, based on the experiment that had been conducted, if equation (1) is applied directly to this RBF kernel optimization method, then the given accuracy of the SVM classification results will become unstable because of the influence of the random variables r1 and r2. Therefore, the RBF kernel optimization method is using equation (5), which is a modification of equation (1), to calculate the value of velocity at which the value of variable c1 and c2 in equation (1) are combined into a single variable called the correction factor c. Besides, the random variable r1 and r2 in equation (1) is set to be the same value, namely r.
After we get the velocity value of each particle, the position of each particle is updated using equation (2) . The new position of the particle is the value of data x' in the new feature space. The position value of the particle is updated based on the velocity of the particle. Therefore, changes in the value is also updated based on the average velocity of the particles using equation (6) where n is the number of the particles.
After the position of each particle is updated and the new value of parameter is obtained, we do optimal particle search using the new value of the particle's position and . This process is done repeatedly until the number of iteration reaches the epoch value.
Classification With SVM
After the epoch value is reached, the matrix of the mapping result from RBF kernel ( , ′ ) on the last iteration is used to perform the classification process using SVM as described by Cortes and Vapnik in their research in 1995 [9] . Because the kernel used is RBF, then the hyperplane that used is circular. The optimal margin value � ‖ ‖ � calculation using equation (7) is done to determine the support vectors, where the parameter C is the parameter of soft margin SVM and is the margin error. Output of this process is a SVM model that will be used to classify the data test.
Results and Analysis
The dataset used in this study is the Breast Cancer Wisconsin (Original) dataset from UCI machine learning repository [10] . This dataset consists of 699 data with 9 numeric attributes which are divided into two classes : benign and malignant. The experiment conducted is the experiment to determine the optimal parameters of PSO and the comparison of the accuracy between the RBF kernel optimization method with the existing SVM optimization method. At the experiment on determining the optimal parameters, there are three parameters were tested, which are the inertia parameter, correction factor, and the epoch value.
In the comparison of the accuracy of the method, there are two experiments that were conducted. The first experiment compared the classification accuracy of RBF kernel optimization method proposed, the SVM method with default sigma value (which is 1), and the methods of parameters C and sigma on SVM optimization as proposed in [5] . The second experiment comparing the results of the classification accuracy between RBF kernel optimization method with SVM methods without optimization using sigma value which has been optimized with PSO to analyze the influence of the movement of the input data to increase the accuracy of RBF kernel optimization method that was proposed. In these two experiments, we used k-fold cross validation with many fold is 2, 5, and 10 pieces to perform the separation between the training and the test data.
Inertia
Inertia parameter is the percentage of the velocity of the particle at the previous iteration that will be used in the current iteration. The greater the inertia, the greater the velocity of the particles in a iteration, likely. Table 1 shows the results of the experiment on determining the optimal value of inertia that was measured from the accuracy that is achieved. It appears from Table 1 that the optimal accuracy is obtained by the inertia value = 0.4.
Correction Factor
Correction factor is the parameter that determines the magnitude of the effects of optimal swarm particle (pBest and gBest) value on the particle's velocity. Table 2 shows the results of the experiment on determining the optimal value of correction factor that was measured from the accuracy that is achieved. It appears from Table 2 that the optimal accuracy is obtained by the correction factor value = 0.7.
Epoch
Epoch is the limit of iterations performed while running the PSO algorithm. The greater the value of the epoch, could be that the position of the particles in the swarm is getting closer and centralized, but could also further apart when the central point was missed because the value of epoch is too big. The greater the value of another parameters (inertia and correction factor) the less epoch value needed to reach the central point. Table 3 shows the results of the experiment on determining the optimal value of epoch that was measured from the accuracy that is achieved. It appears from Table 3 that the optimal accuracy is obtained by the epoch value = 100.
Comparison With Another Methods
We conducted an experiment to determine whether the RBF kernel optimization method can provide the optimal value of parameter sigma. The optimality of the parameter sigma is measured from the given accuracy of the classification. The accuracy is compared with the usual SVM with RBF kernel using the default sigma value, which is 1. We also made comparison between RBF kernel optimization method with SVM parameter optimization method as in [5] . This experiment is done using k-fold cross validation with the number of folds are 2, 5, and 10 as shown in Table 4 .
In Table 4 , it appears that the method proposed in this research, RBF kernel optimization method, have a higher average accuracy than the usual SVM with RBF kernel method and SVM parameter optimization method. Seen in Table 4 that the bigger the value of the fold, which means the amount of training data is also bigger, the accuracy of RBF kernel optimization method is decreased. This could have happened if the input data lying scattered so that the value of the sigma parameter obtained is not optimal, and not good as the value obtained by SVM parameter optimization method. Seen in Table 4 that the accuracy obtained RBF kernel optimization method is quite stable and better than the SVM method without optimization. In terms of complexity, RBF kernel optimization method has a lower complexity than SVM parameter optimization method. In general, the complexity of SVM with RBF kernel is O (nd) [11] . In SVM parameter optimization with PSO method, SVM is executed repeatedly according to the value epoch (i) and the number of particles PSO (p) so that the complexity of this SVM parameter optimization method is O (ipnd). In the RBF kernel optimization method, although the function of RBF also executed many times according to the number of PSO epoch, the process of finding the optimal margin value on SVM is only run once so that the complexity of RBF kernel optimization method is lower than the complexity of SVM parameter optimization method. This is proven by the value of the running time of both methods that shown in Table 4 .
Analysis of the Effect of Data Optimization Process
We conduct an experiment to analyze the effect of the PSO on the movement of the input data to increase the accuracy of the RBF kernel optimization methods. We do a comparison between RBF kernel optimization method with the usual SVM with RBF kernel method in which the sigma values used in the usual SVM method is the optimal sigma parameters obtained from RBF kernel optimization method. The experiment is done using the number of folds are 2, 5, and 10 that is shown in Table 5 , Table 6 and Table 7 respectively. Average accuracy obtained RBF kernel optimization methods and SVM with optimal parameters sigma at this experiment is 71.54% and 70.86% respectively.
From Table 5 , Table 6 and Table 7 it appears that the accuracy obtained with the RBF kernel optimization method and the usual SVM method that uses optimized sigma value does not vary much. Therefore it can be concluded that the data optimization process on RBF kernel optimization method can improve the accuracy of RBF kernel optimization method, but the effect is not significant.
In the RBF kernel optimization method, the process of determining the optimal sigma value have a more significant influence on the improvement of SVM classification accuracy than the input data optimization process. In addition, the value of the optimal parameter sigma obtained from the analysis of the movement of the input data can also improve the classification accuracy of usual SVM significantly as shown in Table 4 in which the average of the results of the classification accuracy of usual SVM without optimization of only 66.06%, while the average accuracy results of usual SVM classification which uses optimal parameter sigma is 70.86%.
Conclusion
RBF Kernel optimization with PSO (Particle Swarm Optimization) can improve the accuracy of SVM (Support Vector Machine) classification method quite significantly. According to the experimental results using the Breast Cancer Wisconsin (Original) dataset, RBF kernel optimization methods gives the average accuracy of 71.55% while the SVM method without optimization gives the average accuracy of 66.06%. In addition, the RBF kernel optimization methods also provide accuracy results which were not much different from the SVM parameter optimization method with PSO. The advantages of RBF kernel optimization method lies in its lower complexity so that the running time of RBF kernel optimization method is faster than SVM parameter optimization methods.
Particle Swarm Optimization (PSO) which is used in the optimization method RBF kernel affects two things, which are the movement of the input data and the movement of the parameter sigma in RBF kernel. According to experiment, it can be concluded that the movement of the input data increases the accuracy of RBF kernel optimization method, but the effect is not significant. While the optimal parameter sigma values obtained from the analysis of the movement of the input data has a significant influence on the accuracy of the classification results when applied to either RBF kernel optimization method and the usual SVM with RBF kernel. Determination of the proper parameters of PSO reasonably affect the accuracy of the classification of RBF kernel optimization method. So that a further research about the methods for determining the value of PSO parameters automatically based on the analysis of the input data can be done.
