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ABSTRACT
The mammalian auditory system is a more robust and versatile sound analyzer
than any artificial system that has been developed to date. Nature found a simple
yet elegant solution for the hearing mechanism. Incorporating some key aspects of
the functional organization of the mammalian auditory system into artificial signal-
processing systems may drastically simplify problems of auditory representation
and scene analysis such that capabilities for acoustic signal separation, detection,
classification, recognition and identification can be greatly improved.
The objective of the thesis is to mimic the functionality of the mammalian
peripheral auditory system in a digital computer by developing a synchrony cap-
ture filterbank (SCFB) algorithm. This thesis is primarily inspired by two aspects
of the peripheral auditory system: (1) synchrony capture, a phenomenon observed
in the auditory nerve which involves the preferential synchronization of the dis-
charges in a given frequency region of the cochlea to a single dominant frequency
component in that region. In other words, a strong dominant frequency component
suppresses any interfering weaker tones. (2) the spatial arrangement of the mam-
malian cochleae. The SCFB algorithm is used to track the frequency components
of a speech signal, extract the pitch or fundamental frequency of quasi-periodic
sounds.
To emulate synchrony capture, the proposed filterbank is designed as a two
step process, which includes a coarse and a fine analysis. The first stage is a broad
filter, followed by a bank of three adaptively tunable narrower bandpass filters,
which resembles the basilar membrane and the three rows of outer hair cells in the
inner ear. This filterbank attempts to emulate synchrony capture-like behavior us-
ing these adaptive filters, by creating a competition for different channels amongst
frequency components that not only accurately reflect their relative magnitudes,
but is also invariant with respect to absolute signal amplitude. These bandpass
filters are tuned by using a voltage controlled oscillator (VCO) whose frequency is
steered by a frequency discriminator loop (FDL). The resulting filterbank is used
to process synthetic signals and speech, and it is shown that the VCOs can track
the individual low frequency harmonics and the strongest harmonic present in each
formant region.
Finally, these SCFB outputs are used to compute fundamental frequency or
pitch, f0 of quasi-periodic sounds present in the signal. Currently, auto-correlation
based models are widely used for pitch extraction. Although there is overwhelm-
ing neurophysiological evidence for auto-correlation-like representations of sounds
in the temporal firing patterns of neurons in the auditory nerve and brainstem,
how the central auditory system makes use of these representations is still not
well understood. Although neuronal populations that carry out a binaural cross-
correlation operation have been long identified in the auditory brainstem, no obvi-
ous analogous neural time-delay architectures for monaural auto-correlation have
yet been found. This motivates the search for an alternative signal processing
strategy. An approach based on SCFB is proposed as a possible alternative to
autocorrelation computation. The outputs of the SCFB are adaptively phase
aligned with respect to a common time reference and added to compute a summary
phase aligned function (SPAF), from which fundamental frequency or pitch, f0 can
then be extracted. Results show that component frequencies are f0 are faithfully
tracked.
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PREFACE
In the past five years, with support from AFOSR# FA9550-09-1-0119 I
worked with Dr. Kumaresan and Dr. Cariani in developing the auditory inspired
algorithms for frequency tracking. The motivation for this work stems from the
orderly structure of the auditory system and a phenomenon called “synchrony
capture” which is observed in the auditory nerve. This phenomenon was origi-
nally reported by M. Sachs and E. Young (Sachs and Young, JASA-1979) and B.
Delgutte and N.Y.S. Kiang (Delgutte and Kiang, JASA-1984). Synchrony capture
means the auditory never fibers (ANFs) almost exclusively synchronize their fir-
ing rate to the dominant frequency component, in spite of the presence of other
weaker nearby components in frequency. Our algorithm, called the synchrony cap-
ture filterbank (SCFB) consists of a bank of broadly tuned filters in cascade with
narrower filters that adaptively lock onto locally-dominant frequency components
to produce synchrony capture. The bank of broad filters is not unlike the basilar
membrane (BM) and the narrow filters is not unlike outer hair cells action. The
filterbank precisely tracks individual time-varying frequency components, such as
low harmonics and formant frequencies in speech, in the midst of noise and audi-
tory clutter. This precise tracking in turn can be used to enhance the separation
of concurrent periodic sounds.
My research started with working on zero crossings of waveforms as a method
for representation of signals, further continuing Dr. Kumaresan’s prior work. Our
synchrony capture research idea started as a discussion on our way to an Acoustical
Society of America (ASA) conference in Baltimore, 2010. We were intrigued by the
striking similarities between synchrony capture and frequency capture. Since then
we focused on emulating synchrony capture as an algorithm. Frequency capture is
observed in signal processing mechanisms such as a bank of frequency modulation
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(FM) receivers. Such receivers lock on to a stong signal even in the presence
of nearby weaker signal components, similar to synchrony capture observed in the
auditory nerve. Synchrony capture has several advantages. It assists in suppressing
noise stimuli and enhances temporal representations of both individual harmonics
and fundamental pitch, which is important for separating multiple speech signals.
A goal of this thesis is to take advantage of these benefits to develop a workable
algorithm which facilitates better pitch determination and improved acoustic signal
separation, detection, identification, classification, and recognition.
In recent decades computational signal processing models based on the biology
of the auditory system have been of significant interest. These models serve two
main purposes: first, to leverage design principles of biological auditory systems for
technological advances in audio signal processing, and second, to generate plausible
functional hypotheses for reverse-engineering the auditory system. The hope is
to uncover new design principles from nature that can equal or exceed human
auditory performance. Even though in this thesis we try to emulate the function
of the peripheral auditory system, the goal is not to model cochlear biophysics,
but to develop a signal processing algorithm which emulates cochlear function.
Some of my work presented in the thesis already appeared in the following
Acoustical Society of America (ASA) and the Institute of Electrical and Electronics
Engineers (IEEE) International Conference on Acoustics, Speech and Signal Pro-
cessing (ICASSP) publications and some of the later work is ready for submission.
Additionally we are in the process of applying for a patent.
• Ramdas Kumaresan, Vijay Kumar Peddinti, and Peter Cariani, (2011)
“Multiple Pitch Identification Using Cochlear-like Frequency Cap-
ture and Harmonic Grouping,” Proceedings of the ICASSP, Prague, CZ,
pp-613-616, May 2011.
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• Ramdas Kumaresan, Vijay Kumar Peddinti, and Peter Cariani, (2012) “Syn-
chrony Capture Filterbank (SCFB): An Auditory Periphery In-
spired Method for Tracking Sinusoids,” Proceedings of the ICASSP,
Kyoto, Japan, pp-153-156, March 2012.
• Ramdas Kumaresan, Vijay Kumar Peddinti, and Peter Cariani, (2013) “Syn-
chrony Capture Filterbank: Auditory-inspired signal processing
for tracking individual frequency components in speech,” Journal of
ASA, Vol. 133, Issue 6, pp. 4290-4310, June 2013.
• Ramdas Kumaresan, Vijay Kumar Peddinti, and Peter Cariani, (2014)
“Auditory-inspired pitch extraction using a synchrony capture fil-
terbank and phase alignment,” Proceedings of the ICASSP, Florence,
Italy, AASP-P8.11, May 2014.
In addition to these publications, I was fortunate to attend and present at the
following ASA and ICASSP conferences.
• Poster Presentation: Ramdas Kumaresan, Vijay Kumar Peddinti, and Peter
Cariani, (2010) “Spatiotemporal coding of signals motivated by the
auditory periphery,” 159th ASA Meeting, Baltimore, Maryland, 4pPP9.
Journal of ASA, Vol.127, Issue 3, pp. 1988-1988, April 2010.
• Conference Talk: Ramdas Kumaresan, Vijay Kumar Peddinti, and Pe-
ter Cariani, (2011) “Synchrony capture filterbank (SCFB): A novel
cochlear signal processing model,” 161st ASA Meeting, Seattle, Wash-
ington, 1aPP3. Journal of ASA, Vol. 129, Issue 4, pp. 2383-2383, April
2011.
• Conference Talk: Ramdas Kumaresan, Vijay Kumar Peddinti, and Peter
ix
Cariani, (2012) “Synchrony Capture Filterbank (SCFB): An Audi-
tory Periphery Inspired Method for Tracking Sinusoids,” Proceed-
ings of the ICASSP, Kyoto, Japan, pp-153-156, March 2012.
• Conference Talk: Ramdas Kumaresan, Vijay Kumar Peddinti, and Pe-
ter Cariani, (2014) “Auditory-inspired pitch extraction using a syn-
chrony capture filterbank for speech signals,” 167th ASA Meeting,
Providence, 5aSP3. Journal of ASA, Vol. 135, Issue 4, pp. 2426-2426, May
2014.
An algorithm for tracking the frequency components in a speech signal has
many applications. Some of the applications are: 1) designing superior hearing
aids, to assist the hearing impaired or people with normal hearing loss with age, 2)
more precise signal coding for cochlear implants, 3) in developing voice-to-text or
speech recognition algorithms which could be used in “hands-free” communication
such as GPS activation while driving, 4) speaker detection/identification, especially
useful in the area of security, 5) and to eventually develop a more natural human-
computer interface.
The thesis is presented in manuscript format, and organized in the following
way:
• Manuscript 1 provides an overview of the auditory motivation. Peripheral
auditory system, auditory phenomenon such as phase locking, synchrony
capture and its possible advantages are reviewed in this chapter.
• Manuscript 2 presents our initial version of the synchrony capture filterbank
(SCFB) algorithm. A brief review of synchrony capture is presented here.
In addition a relationship to previous signal processing strategies and simi-
larities to the cochlea and auditory nerve are discussed in detail.
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• Manuscript 3 presents a synchrony capture filterbank (SCFB) based pitch
extraction algorithm. The brief overview of the improved SCFB algorithm
is also presented here.
• Manuscript 4 illustrates the motivation for an improved synchrony capture
filterbank (SCFB) and an in-depth loop filter analysis which enables robust
frequency tracking.
All the publications presented are in the original form apart from the style. Rest
of the preface introduces the peripheral auditory system, and provides an overview
of the auditory motivation. This serves purely as an overview, no new conclusions
or original material is presented.
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MANUSCRIPT 1
Introduction
A brief overview of the peripheral auditory system and the motivating phe-
nomenon for the synchrony capture filterbank algorithm is presented here.
Hearing is one of the five major senses possessed by most animals. It plays a
vital role in day-to-day activities that are essential for their survival. The central
auditory nervous system which is responsible for hearing functions is a complex
multi-level sound processing network. Humans without hearing loss can detect
frequencies from approximately 20 Hz to 20 kHz. A high level structure of the
central auditory pathway from the coclea through the different brain centers is
shown in Figure 1.
The mammalian hearing organ in general, and the human auditory periphery
in particular, is capable of analyzing time varying sounds and representing them in
a spatio-temporal (in terms of space and time) array of neural discharges/spikes.
Trains of these spikes are carried by auditory nerve fibers (ANFs) also referred
to as cochlear nerve fibers and are further processed in many higher brain centers
such as the cochlear nucleus, inferior colliculus, medial geniculate and the auditory
cortex (Figure 1) to interpret the sound (extract characteristics (information) such
as the pitch, loudness) and also assists in locating the sound source.
Let us look at the peripheral auditory system shown in Figure 2. It can be
subdivided into the external ear, middle ear, and the inner ear.
The external ear, also known as the outer ear, is the most familiar part because
it is the only visible part of the auditory system. The outer ear is connected to
the middle ear, which is composed of the auditory canal (also called ear canal or
external auditory canal), eardrum (also called the tympanic membrane), and a
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Figure 1. Central auditory pathway [1].
neighboring cavity with the three smallest bones in the human body, the malleus,
the incus, and the stapes. Together, these bones connect the middle ear to the
inner ear [1, 2].
The primary function of the outer and the middle ear is to collect and trans-
mit sounds waves to the inner ear without losing energy and to protect the ear to
a certain extent. The outer ear guards the ear from external environmental con-
ditions and physical trauma. The ear canal contains tiny hair and special glands
that produce earwax to filter the dust particles. Other functions include maintain-
ing proper temperature, humidity, impedance matching and pressure equalization.
The inner ear is quite complex and houses the vestibulo-cochlear organs, which
are responsible for hearing and balance. Sound is sensed by the cochlea and the
2
Figure 2. Peripheral auditory system showing outer, middle and inner ear [1].
body movements are detected by the vestibular system, which are converted into
patterns of neural impulses. The brain later interprets these impulses for sound
perception and to maintain balance. The cochlea is a bone-encased, fluid-filled,
spiral-shaped, mechanically-tuned linear structure. The name “cochlea” derives
from Greek, which means “snail-shape” or “spiral” [3].
One of the most important modules responsible for converting these sounds
waves to impulses is the organ of corti. Figure 3 shows a cross section of the organ
of corti. It consists of haircells, supporting cells and the tectorial membrane (TM)
and is positioned on the basilar membrane (BM). There are approximately 3,500
inner hair cells (IHCs) in the human auditory systems and they form a single row.
On the other hand, there are roughly 12,000 outer hair cells (OHCs) in humans,
and they form three rows, as shown in Figure 4 [1].
The function of the basilar membrane is to vibrate in response to the incoming
sound and decompose the signal into multiple frequency components. High fre-
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Figure 3. Cross section of cochlea showing basilar membrane (BM) and the organ
of Corti, which consists of the haircells, supporting cells and tectorial membrane
(TM) [2].
quency sound vibrations mechanically resonate with the basilar membrane most
strongly at its entrance (the base), whereas low frequencies resonate at its tip (the
apex). These resonating frequencies at a given place it resonates are called the
characteristic frequencies (CF). The physical spacing of the resonant frequencies
along the length of basilar membrane is logarithmic (not linear) with frequency.
The tectorial membrane follows the basilar membrane oscillations and consequently
the cilia (hair) of hair cells bend back and forth, converting the vibrational sound
signals into neural signals or spikes in the auditory nerve fibers after several inter-
4
Figure 4. Electron microscope photographs showing inner and outer hair cells [1].
mediate steps. These spike trains start in the auditory nerves and are transferred
to the brain. Each human auditory nerve consists of 30,000 individual auditory
nerve fibers that convey information about sounds from the cochlea to the central
auditory system through these spike patterns.
Frequency in Hz -->
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fc fc+Δfc-Δ
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Figure 5. The three rows of the outer hair cells are modeled as three tunable
bandpass filters shifted in frequency. Left image reference [4].
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Traditionally, following Ohm, Helmholtz, and von Be´ke´sy, the basilar mem-
brane is viewed as an array of passive band-pass filters with logarithmically spaced
center frequencies ranging from roughly 50-20,000 Hz. The OHCs are thought to
support an “active process” which provides additional filtering and amplification
of low intensity sounds [5].
It was the spatial arrangement of outer hair cells (OHCs) observed in mam-
malian cochleae [3] that originally inspired this particular design. Figure 5 shows
the idea behind using three tunable bandpass filters slightly shifted in frequen-
cies, derived from the three outer hair cell (OHC) rows. This orderly structure of
cochlear hair cell arrays suggested to us that local lateral comparisons of signals
produced by neighboring filters could be used for tracking individual stimulus fre-
quency components. Design of this filterbank was both inspired by mono-pulse
radar and cochlea anatomy. The basilar membrane can be viewed as a fixed broad
filter, while the action of the three outer hair cells can be emulated as three tunable
narrow BPF filters as illustrated in Figure 6.
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Figure 6. A typical channel, showing the broader filter which emulated the BM
followed by the three tunable bandpass filters shown in Figure 5.
Auditory filterbank models have a long history. One of the earlier filter archi-
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tecture traces back to Flanagan, who utilized a filter with a real pole and a pair of
complex conjugate poles. Later, Lyon (with C. Mead) designed a cascade of filters
as an electronic cochlea [6]. Other popular models include Meddis’ inner hair cell
model, and Roy Patterson’s auditory image model (AIM). Additional auditory fil-
ter models include rounded exponential (roex) filters, gammatone filters and filter
cascades [7, 8]. Our synchrony capture architecture falls under the gammtone filter
bank category.
We proposed a novel signal analysis algorithm, which processes sounds the way
the early stages of the auditory system does. In the past five years, we developed
algorithms that emulate a phenomenon known as ”synchrony capture” observed
in the auditory nerve.
The main basis for synchrony capture is related to phase locking and the volley
principle. The neurons fire in response only to the positive phase (half-cycle) of
the cochlear vibration patterns that are driving their associated inner hair cells.
This can be seen in period histogram of Figure 7b, such that spikes are produced
almost exclusively in phase. The spikes do not necessarily always respond in every
positive phase of the waveform, as shown in Figure 7a. However when they respond
the process can be described roughly as an Poisson process with dead time, whose
instantaneous rate is proportional to the amplitude of the half-wave rectified signal.
When it became understood that auditory nerve fibers fire at much lower
rates than the maximual frequencies observable in the cochlear potentials, Warren
Wever proposed that the synchronized spikes of many auditory nerve fibers taken
together could represent the whole half-wave rectified signal up to the frequency
limits of phase-locking. This is known as the “volley principle” [9].
Synchrony capture enables the robust encoding of sound intensity, suppression
of noise and tracking of individual signal components. Thus, it ought to serve as
7
Figure 7. Phase locking illustration [10].
a novel and critical underpinning of speech processing algorithms. Our proposed
algorithm, emulates synchrony capture using frequency discriminator loop (FDL)
which is an array of stagger-tuned, three bandpass filters that emulate the outer
hair cell (OHC) array in the organ of Corti. The filterbank automatically identifies
the locations of the dominant signal components and suppresses the nearby weaker
components. This two-stage approach helps mask signal components that are
weak and concentrate on the strong signal components. The filterbank potentially
has potential applications in cochlear implants, hearing aids, front ends of speech
recognizers, audio signal enhancement.
The filterbank can be extended for pitch computation. Even though it avoids
the computation of auto-correlation, it still requires the calculation of the period
between the peaks. Currently, it is determined by peak picking, which needs to be
addressed. The ultimate goal would be to show the frequency tracks and pitch as
a real-time signal.
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MANUSCRIPT 2
Synchrony capture filterbank: Auditory-inspired signal processing for
tracking individual frequency components in speech
2.1 Abstract
A processing scheme for speech signals is proposed that emulates synchrony
capture in the auditory nerve. The role of stimulus-locked spike timing is im-
portant for representation of stimulus periodicity, low frequency spectrum, and
spatial location. In synchrony capture, dominant single frequency components in
each frequency region impress their time structures on temporal firing patterns of
auditory nerve fibers (ANFs) with nearby characteristic frequencies (CFs). At low
frequencies, for voiced sounds, synchrony capture divides the nerve into discrete CF
territories associated with individual harmonics. An adaptive, synchrony capture
filterbank (SCFB) consisting of a fixed array of traditional, passive linear (gam-
matone) filters cascaded with a bank of adaptively tunable, bandpass filter triplets
is proposed. Differences in triplet output envelopes steer triplet center frequencies
via voltage controlled oscillators (VCOs). The SCFB exhibits some cochlea-like re-
sponses, such as two-tone suppression and distortion products, and possesses many
desirable properties for processing speech, music, and natural sounds. Strong sig-
nal components dominate relatively greater numbers of filter channels, thereby
yielding robust encodings of relative component intensities. The VCOs precisely
lock onto harmonics most important for formant tracking, pitch perception, and
sound separation.
c©2013 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4802653]
PACS number(s): 43.72 Ar, 43.64 Bt, 43.64 Sj [MAH]
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2.2 Introduction
For the past three decades there has been significant interest in developing
computational signal processing models based on the physiology of the cochlea
and auditory nerve (AN) [1]. The hope has been that artificial systems can be
designed and built using signal processing strategies gleaned from nature that can
equal or exceed human auditory performance. Our work in this area is motivated
by neurophysiological observations of the synchrony capture phenomenon in the
auditory nerve that was originally reported by Sachs et al. [2] and Delgutte et al.
[3]. This paper proposes such a biologically-inspired signal processing strategy for
processing speech and audio signals.
If one systematically examines the temporal representation of low harmonics
of complex sounds in the auditory nerve, synchrony capture is a striking feature.
Synchrony capture means that the dominant component in a given frequency band
preferentially drives auditory nerve fibers innervating the entire corresponding fre-
quency region of the cochlea [3]. Here, virtually all fibers innervating this cochlear
place region, i.e. those with CFs in the vicinity of the frequency of the dominant
component, synchronize exclusively to the dominant component, in spite of the
presence of other nearby weaker components that may be closer to their CFs. At
moderate and high sound pressure levels, fibers spanning an entire octave or more
of CF are typically driven at their maximal rates and exhibit firing patterns related
to a single, dominant component in each formant region. Because of the asym-
metric nature of cochlear tuning, this dominant component mostly drives fibers
whose CFs lie above it in frequency. Figures 8 and 9 provide examples of this phe-
nomenon in slightly different forms. Figure 8a shows peristimulus time histograms
(PSTHs) for a five-formant synthetic vowel sound. Sharp boundaries characteristic
of synchrony capture are seen between the different CF regions driven by differ-
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ent dominant, formant-region harmonics of the multi-formant vowel. Note that
in Figure 8a other non-dominant harmonics in the vowel formant regions are not
explicitly represented.
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Figure 8. Two views of the representation of vowel-like sounds in the auditory
nerve. a) Peristimulus time histograms for cat ANFs arranged by characteristic
frequency in response to the five-formant vowel /a/ taken from the synthetic syl-
lable ”da.” Reprinted from Secker-Walker and Searle (1990)[4]. (b) Distribution
of synchronized rates in ANFs in response to a synthetic vowel /a/ with three
formants F1, F2, and F3. F0 =100Hz. Reprinted from Sachs et al. (2002) [5].
Figure 8b summarizes temporal firing patterns observed in the cat auditory
nerve in response to a three-formant synthetic vowel [5]. Relative synchronized
rates of fibers to different component frequencies are shown as a function of fiber
characteristic frequency (CF) or best frequency (BF). Sizes of squares indicate
synchronized rates (larger squares = higher rates). The diagonal gray band shows
regions where temporal firing periodicities match fiber BFs, and the dark hori-
zontal swaths indicate capture of fibers over a range of fiber best frequencies by
individual stimulus components. The most prominent swaths are the synchrony
capture regions for the dominant harmonics associated with each of the three for-
mants (enclosed boxes). In addition to capture by dominant harmonics in formant
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regions, low-CF fibers show synchrony to less-intense, non-formant, low harmonics
(n=1-3) when frequencies of those harmonics happen to be near their respective
CFs (dark boxes within the gray diagonal band).
Figure 9. Synchrony capture of adjacent partials for two frequency separations.
The two neurograms show all-order interspike interval distributions for individual
cat auditory nerve fibers as a function of CF in response to complex tone dyads
presented 100 times at 60 dB SPL. Each tone of the pair consisted of equal am-
plitude harmonics 1-6. New analysis of dataset originally reported in Tramo et
al. (2001) [6]. (a) Responses to a tone dyad a musical minor second apart (16:15,
∆F0=6.6%). Vertial bars indicate CF regions where one predominant interspike
interval pattern predominates. Fiber CFs: 153, 283, 309, 345, 350, 355, 369, 402,
402, 431, 451, 530, 588, 602, 631, 660, 724, and 732 Hz. Out of place interval
patterns (single-asterisked histograms) are likely due to small CF measurement er-
rors. (b) Response to a tone dyad a musical fourth apart (4:3, ∆F0=33.3%). Three
distinct interspike interval patterns associated with individual partials (440, 587,
and 880 Hz) are produced in different CF bands, with abrupt transitions between
response modes. One fiber shows locking to distortion product 2f1 − f2 near its
CF (double-asterisked histogram, 2f1 − f2 = 293 Hz, CF = 283 Hz). Fiber CFs:
153, 283, 346, 350, 355, 369, 402, 402, 431, 451, 530, 588, 602, 631, 660, 662, 724,
732, and 732 Hz.
Synchrony capture is most directly apparent when distributions of all-order in-
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terspike intervals (spike autocorrelation histograms) produced by individual fibers
are plotted as a function of fiber CF (cochlear place)[7]. Figure 9 shows fiber in-
terspike interval patterns in response to two concurrent complex harmonic tones
(n= 1-6). For a stimulus in which pairs of harmonics are close together (Figure
9a, ∆F0= 6.6% of F0), all of the fibers in the region synchronize to the composite,
modulated waveform. In this case, the temporal firing patterns in the whole CF
region follow the beating of the adjacent partials, producing low-frequency fluctua-
tions in firing rate that are associated with perceived roughness[6]. Here, when the
adjacent partials are sufficiently close together there are no separate temporal, in-
terspike interval representations of individual harmonics themselves. On the other
hand, for a tone pair for which the lower harmonics are relatively well separated
in frequency (Figure 9b, ∆F0 = 33.3% of F0), different CF regions are captured
by one or another partial. Thus each harmonic component drives a discrete region
of the cochlea in which its temporal pattern dominates, with almost no zones of
beating (right panel, there are different CF zones with different interval peak pat-
terns). The result is that each individual partial drives its own swath of auditory
nerve fibers that produce corresponding interspike interval patterns.
The foregoing examples indicate that auditory nerve fibers synchronize pref-
erentially to dominant components in the signal. In signal processing terms, the
peripheral auditory system appears to treat these dominant components as “car-
rier” frequencies. The effects of the weaker surrounding components (other har-
monics) then manifest themselves as modulations on these carriers (as can be seen
in Figure 8a).
2.2.1 Significance of synchrony capture
Synchrony capture may have implications for neural representations of pe-
riodicity and spectrum, as well as for F0-based sound separation and grouping.
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Synchrony capture in the auditory nerve permits representation of relative inten-
sity that is level-invariant, and thus is useful for representing the normalized power
spectrum in a robust manner. The numbers of fibers locking onto particular fre-
quency components give indications of the relative intensities of the corresponding
components. This is a robust means of encoding their relative magnitudes using
neural elements with limited dynamic ranges. The proposed SCFB algorithm [8]
attempts to emulate this behavior using adaptive filters to create a competition
for channels amongst frequency components that not only accurately reflects their
relative magnitudes, but is also invariant with respect to absolute signal amplitude.
This signal processing strategy for encoding relative intensities has relevance
for auditory nerve representations. Global temporal representations of lower-
frequency sounds in the auditory nerve, called population-interval distributions
or summary autocorrelations, implicitly utilize such principles to represent pitch
and timbre (e.g. vowel formant structure) [7, 9, 10, 11]. The most direct signal pro-
cessing analogues of these global temporal auditory nerve models are the ensemble
interval histograms (EIHs)[12]. Essentially, dominant frequency components below
5 kHz that are present at any given instant partition the cochlear CF territory into
swaths of auditory nerve fibers (ANFs) that have similar temporal discharge pat-
terns (and hence similar interval distributions). In the context of global population-
interval representations that sum together interspike intervals across the entire au-
ditory nerve, relative intensities of partials are conveyed through relative numbers
of all-order interspike intervals associated with their respective locally-dominant
components rather than numbers of CF channels recruited. Whether through
relative numbers of pooled intervals or of similarly-responding channels, this par-
cellation of the cochlea into competing synchronization zones efficiently utilizes the
entire auditory nerve for signal representation.
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Synchrony capture could also potentially be utilized by place-based brain-
stem auditory representations that analyze excitation boundaries by using local
across-CF comparisons of temporal firing patterns [13]. Here the abrupt temporal
pattern discontinuities associated with synchrony capture increase contrast and
the precision of boundary estimations in such coding schemes.
Further, synchrony capture may facilitate F0-pitch formation and sound sepa-
ration by enhancing temporal representations of individual, resolved harmonics at
the expense of those produced by interactions of multiple, unresolved harmonics.
Synchrony capture has the effect of minimizing periodicities related to beatings of
adjacent harmonics, as can be seen in the lack of composite interspike interval pat-
terns when the harmonics are well separated (Figure 9b). The temporal auditory
nerve representation of a harmonic complex with low, well-separated harmonics
thus resembles a series of interspike interval patterns each of which resembles that
of a pure tone of corresponding frequency.
The enhancement of the representation of individual harmonics in turn has
implications for F0-based sound separation. Most acoustic signals in everyday
life are mixtures of sounds from multiple sources. In order to separate multiple
concurrent sounds, human listeners mainly rely on differences in onset times and
fundamental frequencies F0s. Results of psychophysical experiments suggest that
separation of multiple auditory objects with different fundamentals, such as those
produced by multiple voices or musical instruments, crucially depends on the pres-
ence of perceptually-resolved harmonics [14]. These resolved harmonics dominate
in pitch perception and have high pitch salience [15].
In terms of interspike interval representations of individual partials (as seen in
Figure 9), the effect of synchrony capture is to separate the interspike interval pat-
terns of adjacent partials if they are separated by more than some threshold ratio,
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or to fuse them together if they are not. It is therefore not unreasonable to hypoth-
esize that the synchrony capture process might play a role in whether adjacent par-
tials are fused together or separated perceptually. For frequencies for which there
is significant phase-locking, synchrony capture behavior thus qualitatively paral-
lels tonal separations and fusions that are associated with harmonic resolution
and critical bands. These parallels notwithstanding, the size of psychophysically-
measured critical bandwidths in cats, roughly twice those of humans, cast some
doubt on a simple, direct correspondence[16].
The mechanism in the auditory pathway whereby the harmonically-related
components of each of two concurrent harmonic complexes fuse together to produce
two F0-pitches at their respective fundamentals is not yet understood. The two
F0-pitches can be heard out, even if the harmonics of the two complexes are inter-
leaved, provided that the unrelated, adjacent harmonics are sufficiently separated
in frequency. In this context, synchrony capture minimizes temporal patterns as-
sociated with interactions between adjacent, harmonically-unrelated partials, thus
eliminating interaction products that might otherwise degrade the representations
of the individual harmonics and hinder their grouping and separation on the basis
of shared interspike intervals.
For the above reasons, it seems reasonable to emulate synchrony capture in a
signal processing algorithm.
2.2.2 Design rationale for the SCFB algorithm
A schematic of the proposed SCFB algorithm is shown in Figure 10a. It con-
sists of a bank of K fixed, relatively broad filters in cascade with tunable, narrower
filters that produce the synchrony capture behavior. This nesting of broad and
narrow filters is not unlike coarse and fine gradations in a vernier scale. Tuning of
the adaptive filters is carried out via frequency discriminator loops (FDLs) on time
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scales of milliseconds to tens of milliseconds, making real-time frequency tracking
possible.
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Figure 10. Synchrony capture filterbank (SCFB). (a) The filterbank architecture
consists of K constant-Q gammatone filters whose logarithmically-spaced center
frequencies span the desired audible frequency range. Each filterbank channel
consists of a frequency discriminator loop (FDL) cascaded with each of the K
gammatone filters. The output of each channel, yc(t), is obtained from its center
filter. See sections 2.3 and 2.4 for details. Frequency responses of fixed and tunable
filters in the SCFB. Bottom left panel (b) shows the frequency responses of fixed
gammatone filters (the black dots indicate that not all filter responses are shown).
Bottom right panel (c) shows the frequency responses of the tunable bandpass filter
(BPF) triplets that adapt to the incoming signal. One BPF triplet is associated
with each fixed filter, such that coarse filtering of the fixed gammatone filters is
followed by additional, finer filtering by tunable filters.
To a telecommunications engineer, the biological phenomenon of synchrony
capture appears similar to the well known “frequency capture” behavior of tradi-
tional frequency modulation (FM) receivers such as FM discriminators and phase
lock loops. Frequency capture [17] occurs when an FM receiver locks on to a strong
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FM signal even in the presence of other interfering, relatively weaker FM signals.
One such FM receiver circuit is a frequency discriminator [18](p.206) (with a lim-
iter in front), which uses stagger-tuned bandpass filters whose output envelopes are
differenced to obtain the demodulated baseband signal. Such circuits are known to
exhibit frequency capture. The signal processing architecture proposed here was
designed with both these circuits and possible cochlear analogues in mind.
Although the design of the SCFB was partially inspired by cochlear struc-
ture, its explicit goal is not to model cochlear biophysics but to emulate synchrony
capture in the auditory nerve for purposes of artificial signal processing. How-
ever, some mention of broad parallels between the two is nevertheless useful to
understanding the SCFB’s basic design.
In the SCFB architecture, the fixed gammatone filterbank with relatively
coarse bandpass tunings (Q = 4) emulates the behavior of the passive basilar mem-
brane whose stiffness decreases monotonically from base to apex. The bandwidths
of the gammatone filters were chosen to approximate cochlear impulse responses
and tuning characteristics observed for input signals at high sound pressure levels
that are thought mainly to be consequences of passive mechanical filtering[19]. In
the SCFB architecture, finer frequency tuning is achieved using a second layer of
narrower bandpass filters (BPFs, Q=8) that emulate the filtering functions of outer
hair cells (OHCs). In the cochlea, while inner hair cells (IHCs) are thought to be
relatively passive mechanoelectrical transducers, outer hair cells also have active
electromechanical processes that permit them to change length under the influence
of their transduction currents, thereby amplifying local mechanical vibrations [20].
The proposed adaptive bandpass filter (BPF) triplets that form the heart of
the frequency discriminator loop (FDL) consist of three relatively narrowly tuned
filters with slightly offset center frequencies that are in cascade with each fixed
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filter of the passive gammatone filterbank. This arrangement contrasts with the
situation in the cochlea, where OHCs with their active processes and narrower
tunings are in bidirectional interaction with the more broadly tuned motions of the
basilar membrane [19]. The BPF triplets are locally adaptive and are tuned based
on differences in amplitudes of signals output by the filters in the triplet. Although
broadly similar designs were available in the adaptive filtering literature[21, 22],
independent of auditory modeling, it was the spatial arrangement of outer hair
cells (OHCs) observed in mammalian cochleae [23] that inspired this particular
triplet design. The lateral amplitude differencing process in each BPF triplet
amounts to taking the spatial derivative of the local amplitude spectrum at that
particular cochlear location. Such lateral differencing processes could conceivably
be carried out via lateral interactions in intracochlear and olivocochlear neural
networks [24](p.15,F ig.1.13(A)),[25],[26](p.289,F ig.11).
The tuned, oscillatory motility of outer hair cells inspired use of a voltage-
controlled oscillator (VCO) to tune the filter triplets. Feedback control of triplet
tuning could also be potentially implemented via other signal processing mecha-
nisms. The action of hair cell stereocilia that open ion channels preferentially in
one direction suggests half-wave rectification of the signal, an operation similar to
envelope detection that is already commonly used in auditory modeling. The non-
linear response characteristics of hair cells inspired the logarithmic compression of
the envelope (see section 2.3.2) that is used by the frequency discriminator loop to
capture dominant signals and suppress weaker ones. All of these design features
stem from the general idea that many aspects of cochlear function and auditory
nerve behavior can be emulated by frequency tracking circuits.
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2.3 Tone followers and frequency capture
Frequency discriminator loops (FDLs) have been used for synchronizing trans-
mitter and receiver oscillators in digital and analog communication systems for
decades [27, 28]. Typically, in a communication receiver, an FDL brings the re-
ceiver oscillator frequency close to the transmitter frequency, i.e., within the lock-
in range of a phase lock loop, such that it can lock the two oscillators[29]. The
structure of the frequency tracking algorithms used here, called tone followers,
are similar to the FDLs used in communication systems. The block diagram of
a generic FDL is shown in Figure 11. It consists of a frequency error detector
(FED), a loop filter and a voltage controlled oscillator (VCO). The FED outputs
an error signal e(t) that is proportional to the difference between the frequency
of the input signal ω1 and the frequency of the VCO output, ωc. The loop filter
provides the control voltage to the VCO and drives its frequency such that ωc−ω1
tends to zero. Typically, the system function F (s) of the the loop filter determines
its dynamics and has the form kp + ki/s where kp and ki are the proportional and
integral gain factors[30], respectively (more details below in Section 2.3.1).
VCO
error signal
e(t)
input x(t) =
 A1Cos(ω1 t + θ1) Frequency Error 
Detector (FED)
Loop Filter
F(s)
control 
voltage
output =
 Cos(ωct +φ1)
Figure 11. A generic frequency discriminator loop (FDL). The error signal e(t) is
a measure of the frequency difference between the input signal and the VCO. See
Figures 12 and 15 for details of specific frequency error detectors.
2.3.1 A simple tone follower (STF)[22]
The frequency discriminator loop (FDL) (Figure 11) tracks the frequency of
an input tone by using a frequency error detector (FED) that steers the center
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frequencies of the VCOs of the triplet adaptive filters (Figure 12). Another type of
FED is described in Appendix A. In principle, the FED consists of three identically
shaped tunable band pass filters (BPFs), HR(ω), HC(ω) and HL(ω), initially cen-
tered around frequencies ωc + ∆, ωc and ωc−∆, respectively. The subscripts R, C
and L stand for the right, center and left filters, respectively. As ωc, the frequency
of the VCO (in Figure 11) is changed, the center frequencies of the BPFs’ also
change accordingly, such that these filters’ response functions slide along the fre-
quency axis. The spacing between triplet filters (∆) is fixed. Only the left and right
filters are used in calculating the error signal e(t). The envelope detectors com-
pute the (squared) envelope of the BPFs’ outputs. When a tone, A1 cos(ω1t+ θ1)
is presented to the FED, the average values of the (squared) envelopes for right
and the left filters are eR(t) = |A1HR(ω1)|2 and eL(t) = |A1HL(ω1)|2, respectively.
(If the input tone’s frequency changes with time then eR and eL are also functions
of time t.) Then the error signal e(t) is computed as the ratio of the difference of
the envelopes (eR(t)− eL(t)) to their sum (eR(t) + eL(t)).
Note that the ratio eliminates the amplitude of the input signal A1 from e(t),
and now e(t) is just related to the frequency error ωc − ω1. Instead of computing
the ratio, an AGC circuit at the input could have been used to normalize the
amplitude. The principle is to move the frequency responses of the BPFs HR(ω)
and HL(ω) (and HC(ω)) in tandem, under the control of the VCO frequency ωc,
such that when the error e(t) = 0, ωc equals ω1. So, the VCO tracks the input
frequency.
The frequency discriminator function S(ω) =
|HR(ω)|2 − |HL(ω)|2
|HR(ω)|2 + |HL(ω)|2 (also
called the “S-curve” [29]), is shown in Figure 12c. When a tone A1 cos(ω1t+ θ1) is
applied as the input, then e(t) = S(ω1). In the interval ωc −∆ < ω < ωc + ∆ the
error voltage e(t) is approximately linear, so e(t) ≈ ks(ωc − ω1). ks is called the
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Figure 12. Frequency error detector (FED) used in the simple tone follower (STF).
Error signal e(t) is computed using the formula eR(t)−eL(t)
eR(t)+eL(t)
. The envelopes eL(t),
eR(t), and eC(t), are obtained as I
2 +Q2. The I and Q for center filter HC(ω), are
the outputs of the LPFs shown in (b). HL(ω) and HR(ω) have the same structure
but with oscillator frequencies at ωc−∆ and ωc+∆ respectively. The discriminator
transfer characteristics S(ω) (thick line) and magnitude responses of left and right
filters (thin lines) are shown in (c).
frequency discriminator constant [29].
The tunable BPFs are built using the filter structure shown in Figure 12b
(called “cos-cos” structure), which shows how HC(ω) (centered at ωc) is realized
using two lowpass filters (LPFs). Identical LPFs with frequency response H(ω) are
sandwiched between two multipliers in both the lower and upper branches of the
circuit. Both the multipliers in the upper branch are supplied with cosωct (hence
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the name cos-cos structure) and the lower branch are supplied with a sinωct from
the same VCO with frequency ωc. It can be easily shown that,
HC(ω) = H(ω + ωc) +H(ω − ωc). (1)
Similarly, the BPF HL(ω) (or HR(ω)) is implemented as a cos-cos structure with
the same LPF filters but with the VCO frequency at ωc−∆ (or ωc + ∆). Together
the three filters shown inside the FED box in Figure 12a is called a BPF triplet.
The frequency spacing between these filters, ∆, is kept fixed. Only the left and
right filters are used in calculating the error signal e(t).
The center filter envelope is used to declare a “track” condition, i.e. that the
filter has converged on a tonal input. When this convergence occurs at the input
tone frequency ω1, then the envelope of the center filter output eC(t) will satisfy
the following condition,
eL(t) = eR(t) = µeC(t) (2)
for some constant µ. If the filter shapes are chosen such that |HR(ωc)| = |HL(ωc)| =
0.707|HC(ωc)| (i.e., 3-dB points of the right and left filter coincide with the center
frequency of the center filter), then µ = 0.5. If the above condition is satisfied,
then the input is a tone whose frequency coincides with the VCO frequency ωc,
and a “track” condition is declared. Such channel outputs can be used to compute
the pitch frequency of a complex tone. This FED structure requires three VCOs
operating at ωc − ∆, ωc and ωc + ∆ to realize the HL(ω), HC(ω), and HR(ω)
respectively.
An approximate linear equivalent circuit of the frequency discriminator loop
can provide some insight into the behavior of the tone follower (Figure 14). Here
the input tone and the oscillator output are replaced by their frequency values ω1
and ωc, respectively. Recall that the frequency error detector (FED) outputs a
voltage level proportional to the frequency difference ω1−ωc. Therefore, the FED
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Figure 13. Convergence of a BPF triplet on an input tone at ω1. (a) Frequency
responses of BPF triplet filters in relation to an input tone. The input tone fre-
quency is ω1 = 2pi×950 Hz. Initially the L, C, and R filters are centered at
ωc − ∆ = 2pi×859 Hz, ωc = 2pi×901 Hz and ωc + ∆ = 2pi×943 Hz, respectively.
Since initially ω1 > ωc, the initial envelope output eR(t) is greater than eL(t), so
the normalized error e(t) is positive. This positive value of e(t) causes the VCO
frequency ωc to increase until ωc equals ω1. (b) Time course of envelopes eL(t),
eC(t) and eR(t). Note that the envelopes eR(t) and eL(t) become equal after some
settling time and that eC(t) reaches a higher plateau, where eL(t)=eR(t)=0.5eC(t).
(c) VCO frequency track for the C filter.
in Figure 12a is modeled by a proportionality constant ks. Assuming that we oper-
ate the discriminator loop in the region ωc−∆ < ω < ωc+∆, this constant ks is the
gain factor representing the slope of the S-curve shown in Figure 12c. Assuming
that the sandwiched LPF in Figure 12b has a system function 1/(s+ α), where α
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represents its 3-dB bandwidth, it can be shown that the frequency error discrim-
inator constant ks is equal to 2∆/(∆
2 + α2) (see Appendix B). In addition, note
that the calculation of the envelopes needed to estimate the frequency difference
entails a group delay τg. This time delay is represented by its Laplace transform
e−sτg in Figure 14. At low frequencies the BPF filters are narrower, and hence τg
is relatively large. At high frequencies τg ≈ 0. In Figure 14, e−sτg is approximated
(using Pade´ approximation [31]) by a ratio of first order s-polynomials,
e−sτg ≈ 1− γs
1 + γs
(3)
where γ = τg/2. The controller is a loop filter whose transfer function is F (s) =
kp+ki/s where kp is the proportional constant and ki is the integral constant ([30],
page 254).
F(s) = kp + 
ki − 
s
kse
-sτg  ≈
1-sτg/2+
-
1+sτg/2
+ω1
+
 ωc  ωc_initial
s
Figure 14. Linearized model of the frequency discriminator loop.
Then, the closed loop transfer function H(s) of the linearized model is
H(s) = B(s)/A(s) (4)
=
1− γs
1 + γs
ks
(
kp +
ki
s
)
1 +
1− γs
1 + γs
ks
(
kp +
ki
s
) (5)
After some simplification we find that the denominator polynomial A(s), which
27
determines the settling time τs of the loop, is given by the following expression,
A(s) = s2 +
(1 + kskp − γkski)
(γ − γkskp) s+
kiks
(γ − γkskp) (6)
Using Routh’s Stability Criterion, the conditions for stability are given by
(γ − γkskp) > 0⇒ kp < 1
ks
(1 + kskp − γkski) > 0⇒ γki − kp < 1
ks
kiks > 0⇒ ki > 0, (ks is positive)
We need to find kp and ki such that the step response has a desirable settling time.
This is done using the standard pole positioning method ([30], page 233) based on
Bessel polynomials. For a second order system with a normalized settling time of
1 second, the Bessel roots of the closed loop system are at −4.05 ± j2.34. And
for a desired settling time of τs seconds, the roots are scaled by τs, i.e., (−4.05 ±
j2.34)/τs. Hence the corresponding Bessel polynomial is s
2 +(8.11/τs)s+21.90/τ
2
s .
By comparing this polynomial with the A(s) in Eq. 6 , we can write the following
two linear equations in terms of kp and ki:
a1ki + b1kp = c1
a2ki + b2kp = c2
where
a1 = τsγks b1 = −ks (τs + 8.11γ) c1 = (τs − 8.11γ)
a2 = τ
2
s ks b2 = 21.90γks c2 = 21.90γ
Solving for kp and ki obtains
kp =
1
ks
β − 1
β + 1
,
ki =
1
ks
(
21.90
γ
τ 2s
)
2
β + 1
, (7)
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where β = 8.11
(
γ
τs
)
+ 21.90
(
γ
τs
)2
.
An example of the operation and convergence dynamics of a simple tone fol-
lower (STF) in response to a pure tone nearby in frequency is illustrated in Figure
13, and described in the caption. The step response of the linear equivalent circuit
(step size is 950−901 = 49 Hz) coincides almost exactly with that of the frequency
track shown in Figure 13c.
2.3.2 Dominant tone follower (DTF)
The simple tone follower (STF) is suitable for tracking one tone, but in real
world acoustic environments, pure tonal signals are only rarely encountered. In-
stead, the vast majority of signals are mixtures of complex sounds from multiple
sources that can contain nearby partials or harmonics. Here a dominant tone fol-
lower (DTF) is needed that can track the frequency of a dominant partial in a
signal even in the presence of other interfering ones, similar to the synchrony cap-
ture behavior observed in the auditory nerve. A simple modification of the STF
described above that employs a nonlinearity in the feedback loop results in the
dominant tone follower (DTF) described below.
Consider a signal x(t) consisting of a tone at frequency ω1 = 2pif1 and an
interfering tone at ω2 = 2pif2.
x(t) = A1 cos(ω1t+ θ1) + A2 cos(ω2t+ θ2) (8)
Let us assume that A1 > A2, i.e., the tone at ω1 is dominant. We rewrite x(t)
using complex notation as follows.
x(t) = <{A1ej(ω1t+θ1)(1 + A2
A1
ej∆ωt+j∆θ)} (9)
where < stands for “Real part of”, ∆ω = ω2−ω1 and ∆θ = θ2− θ1, and j =
√−1.
Since A2/A1 < 1, (using the approximation that e
y ≈ 1 + y for y < 1, in the above
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expression) we have,
x(t) ≈ a(t) cos(φ(t)), (10)
where the envelope is
a(t) ≈ elogA1+
A2
A1
cos(∆ωt+∆θ)
, (11)
and the phase function is
φ(t) ≈ ω1t+ θ1 + A2
A1
sin(∆ωt+ ∆θ). (12)
The derivative of φ(t) (i.e., the instantaneous frequency (IF)[18], p. 180) and the
log-envelope are as follows:
dφ(t)
dt
≈ ω1 + A2
A1
∆ω cos(∆ωt+ ∆θ), (13)
log a(t) ≈ logA1 + A2
A1
cos(∆ωt+ ∆θ). (14)
The symbol log denotes natural logarithm. Note that the average value of IF is ω1,
the dominant tone’s frequency, and similarly, the average value of the log-envelope
is the dominant tone’s log amplitude. Either of these properties can be utilized
for frequency discrimination purposes. An exact expression for the log-envelope of
x(t) can also be obtained as follows:
a2(t) = |A1ejω1t+jθ1 + A2ejω2t+jθ2|2 = A21 + A22 + 2A1A2 cos(∆ωt+ ∆θ). (15)
Taking logarithm and using the infinite series expansion for log(1 + x) we have
log a(t) = logA1 +
∞∑
n=1
1
n
(A2
A1
)n
cos(n∆ωt+ n∆θ). (16)
Note that Eq. 14 retains only the first term in the infinite sum above. Also note
that the average value of log a(t) is logA1. On the other hand, the average value
of the squared envelope a2(t) is (A21 + A
2
2).
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A frequency discriminator can lock on to ω1 by filtering the instantaneous
frequency (IF, assuming that it is available) using a low-pass filter (LPF) with a cut
off frequency ∆ω. Alternatively, the log-envelope can also be used to capture the
dominant signal (Figure 15). In an FDL the logarithmically compressed envelope
signal, log a(t), can be low pass filtered (with the same cut off frequency, ∆ω, as in
the case of IF) to obtain logA1. This can then be used to lock on to the dominant
tone in the input.
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Figure 15. Frequency error detector (FED) for the dominant tone follower (DTF).
The error signal e(t) is computed using the formula log
(
eR(t)
eL(t)
)
.
Compared to the simple tone follower, note that the envelopes in the dominant
tone follower are now compressed using a logarithmic nonlinearity before they
are low pass filtered (by the loop filter). If the input is just one tone (x(t) =
A1 cos(ω1t+θ1)) then the corresponding smoothed squared envelopes at the outputs
of the right (HR(ω)) and left (HL(ω)) filters are A
2
1R = A
2
1|HR(ω1)|2 and A21L =
A21|HL(ω1)|2 respectively. So, the error signal is e(t) = 2 log(A1R/A1L). Note that
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e(t) is proportional to the frequency difference ω1−ωc and does not depend on the
amplitude A1 (as in STF).
Now, consider the case of an input x(t) with two tones as in Eq. 8. Then, there
are two cases. In the first case, assume that the same tone (either at ω1 or ω2)
dominates both (right and left) filters’ outputs. Then, clearly the (average) error is
2 log(A1R/A1L) or 2 log(A2R/A2L) depending on which tone dominates. Since the
loop tends to drive this error to zero, the VCO frequency ωc changes such that the
left and right filter’s log-amplitudes are equal. Thus ωc tends to track the dominant
tone. In contrast, if the nonlinearity is absent then the left and the right filters
produce (squared, averaged) envelopes equal to A21L + A
2
2L and A
2
1R + A
2
2R, which
result in ωc settling in between ω1 and ω2, i.e., no capture. Thus, the compressive
non-linearity helps steer the VCO to the dominant signal’s frequency.
In the second case, if the tone at ω1 dominates the left filter output and the
tone at ω2 dominates the right filter output, then the error e(t) is proportional to
log(A2R/A1L) and the VCO frequency is adjusted by the loop such that A2R = A1L.
That is ωc averages in between ω1 and ω2. In summary, if one tone is sufficiently
bigger than the other, then capture occurs, but if two tones are close in frequency
and have equal or almost equal amplitudes, then the VCO locks on to a weighted
average frequency. This behavior is similar to that seen in the auditory nerve
(Figure 9b) for nearby partials.
The linear equivalent circuit for the DTF is essentially identical to that of the
STF developed in section 2.3.1, except that the parameter ks is slightly different(
ks =
4∆
∆2 + α2
)
(see Appendix B). Figure 16 shows an example of a DTF homing
in on a stronger tone in the presence of a nearby weaker tone (vertical arrows).
Such dominant tone followers are used as the building blocks for the proposed
filterbank algorithm described below in section 2.4.
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Figure 16. Behavior of a DTF in response to two nearby tones of different ampli-
tude. (a) Frequency response of BPF triplet filters and the input tones (vertical
arrows, dominant tone at ω1 = 2pi×950 Hz, plus a half-amplitude interfering tone
at ω1 = 2pi×1050 Hz. (b) Track of the VCO frequency for the center filter C. With
minor fluctuations, the VCO tracks the stronger 950 Hz tone in-spite of the weaker
1050 Hz interferer.
2.3.3 A practical implementation of the frequency discriminator loop
(FDL)
This section presents the design of an FDL that incorporates a single VCO
and matched BPF triplet filters. This implementation of the BPF triplet (and the
FDL), which requires only one VCO, has several advantages over those described
above. The filters that form the BPF triplet are implemented as linear phase
filters. The BPF triplet is implemented with the help of odd/even prototype
filters such that they result in perfectly matched, symmetrical, left (HL(ω)) and
right (HR(ω)) filters. That is, their frequency response magnitudes are exactly
equal at the VCO’s frequency ωc. Further, the computation of the envelopes eR(t)
and eL(t) does not explicitly require in-phase (I) and quadrature phase (Q) signal
components. Instead the envelope is simply obtained by taking the absolute value
of the signal, i.e., the full-wave-rectified output, and low-pass filtering it. The
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three bandpass filters that constitute the BPF triplet can all be synthesized from
a single prototype noncausal, low-pass impulse response,
h(t) = e−α|t|, (17)
H(ω) = 2α/(ω2 + α2). (18)
Any other even impulse response function with unimodal low pass frequency re-
sponse characteristics (such as, h(t) = e−βt
2
) can also be used as a prototype filter.
Let h1(t) and h2(t) represent the impulse responses of frequency translated filters,
given by
h1(t) = e
−α|t| cos ∆t, and h2(t) = e−α|t| sin ∆t, (19)
where ∆ is the translation frequency. So,
H1(ω) = (H(ω −∆) +H(ω + ∆))/2,
H2(ω) = j(H(ω −∆)−H(ω + ∆))/2, (20)
where j =
√−1. ∆ is chosen equal to α, so that ∆ is the 3-dB point of H(ω). The
frequency responses H1(ω) and H2(ω) are purely real and imaginary, respectively.
H1(ω) and H2(ω) are embedded as part of the tunable band pass filters G1(ω)
and G2(ω) shown in Figures 17a and 17b, respectively. G1(ω) is called a cos-cos
filter (same structure as Figure 12b) and G2(ω) is named a cos-sin filter.
G1(ω) = (H1(ω − ωc) +H1(ω + ωc))/2,
G2(ω) = j(H2(ω − ωc)−H2(ω + ωc))/2. (21)
The frequency responses G1(ω) and G2(ω) are both real and even and are shown
in Figure 17c. These frequency responses can be tuned by changing ωc.
Assume for the moment, that the systems H1(ω) and H2(ω) sandwiched be-
tween the multipliers are identical. Then, note that the system functions of a
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Figure 17. (a) Tunable cos-cos filter, (b) cos-sin filter, (c) Frequency responses
G1(ω) and G2(ω) (without the scale factor j) are shown, (d) Frequency responses of
the right and left filters, HR(ω) andHL(ω), obtained as sum and difference ofG1(ω)
and G2(ω) (Figure 18). The filters HR(ω) and HL(ω) are basically synthesized from
a single prototype H(ω), and hence are perfectly matched and symmetric about
ωc. The frequency response of HC(ω), not shown, is centered around ωc. All filters
are linear phase filters.
generic cos-cos structure, G1(ω), and cos-sin structure, G2(ω), are related by the
expression G2(ω) = jsgn(ω)G1(ω) for sufficiently large ωc. That is, cos-sin struc-
ture has an additional term which signifies a Hilbert transform when compared to
cos-cos structure. This stems from the fact that the multipliers in the upper/lower
branches of Figure 17b are cosine and sine unlike the cos-cos filter in Figure 17a.
35
This is a seemingly new way of realizing a band-pass Hilbert transformer. The
outputs of the cos-cos and cos-sin filters are then added/subtracted (see Figure
18) to obtain the overall right/left filter responses HR(ω) and HL(ω) (Figure 17d),
respectively. That is,
HR(ω) = G1(ω)−G2(ω), and HL(ω) = G1(ω) +G2(ω). (22)
Substituting for G1(ω) and G2(ω) in Eq. 22 from Eq. 21, we have,
HR(ω) = (H1(ω − ωc) +H1(ω + ωc))/2 + j(H2(ω − ωc)−H2(ω − ωc))/2,
HL(ω) = (H1(ω − ωc) +H1(ω + ωc))/2− j(H2(ω − ωc)−H2(ω − ωc))/2. (23)
Further substituting for H1(ω) and H2(ω) in Eq. 23 from Eq. 20 and simplifying,
we have
HR(ω) = H(ω − ωc −∆) +H(ω + ωc + ∆))
HL(ω) = H(ω − ωc + ∆) +H(ω + ωc −∆)). (24)
Thus, the filtersHR(ω) andHL(ω) (shown in Figure 17d) are the original prototype
filter H(ω) shifted to center frequencies ωc + ∆ and ωc − ∆, respectively. They
have purely real valued frequency responses (except for the linear phase introduced
by requiring a causal impulse response) and are the ones used in frequency error
detection. In practice, the filter impulse responses in Eq. 19 are symmetrically
truncated and Hann windowed about the time origin and made causal by shifting
them to the right resulting in linear phase filters. The center filter Hc(ω) (also
tunable) centered around ωc, (shown in Figure 12b) is synthesized using the cos-cos
structure, but with the prototype filter H(ω) sandwiched between the multipliers.
Its output is not used in error signal calculation but is the channel output. If the
input tone frequency ω1 is less than the VCO frequency ωc then the envelope at the
output of HL(ω) is larger than the envelope at the output of HR(ω) and the error
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Figure 18. Implementation of the frequency error detector and the frequency
discriminator loop. The center filter HC(ω) (not shown) is implemented using a
cos-cos filter structure with H(ω) sandwiched between the multipliers as in Figure
12b.
signal will drive the VCO to make ωc equal to ω1 and vice versa. The loop filter
F (s) determines the dynamics. The linear equivalent circuit described in section
2.3.1 is applicable to this implementation as well. The envelope detector shown in
Figure 18 is a rectifier in cascade with a LPF. The logarithmic nonlinearity serves
the same purpose as in DTF. This LPF increases the time delay τg around the
loop and has to be included while calculating the loop filter constants kp and ki.
2.4 Synchrony capture filterbank (SCFB)
The proposed synchrony capture filterbank (SCFB) shown in Figure 10a con-
sists of a bank of fixed filters each cascaded with a frequency discriminator loop
(FDL). The filterbank consists of K logarithmically spaced gammatone filters that
have been widely used in auditory system modeling[32]. Using physiologically-
appropriate filter parameters (approximately constant, low Q filters), gammatone
filterbanks effectively replicate the broadly tuned mechanical filtering characteris-
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tics of the basilar membrane in the cochlea.
The gammatone filters used here were designed using the Auditory Toolbox
developed by Malcolm Slaney [32], with further details of the cochlear model imple-
mentation discussed elsewhere [33]. In this implementation the number of gamma-
tone channels K is 200. The constant-Q gammatone filters span center frequencies
from 100-3940 Hz, with corresponding 3-db bandwidths ranging from 50 Hz to 905
Hz. Filter Q values (EarQ parameter) are all 4, and the order parameter is 1 [33].
The minBW used in computing the equivalent rectangular bandwidth (ERB) is 50
Hz. The sampling frequency is 16 kHz.
1200 1400 1600 1800 2000 2200 2400 2600 2800
0
0.2
0.4
0.6
0.8
1
Location of BPF Triplet lters HL,HC,HR
frequency (Hz) -->
M
ag
n
itu
de
 --
>
ωc= 2pi*1980 Hz
ωR= 2pi*2098 Hz
(ωc+Δ)
ωL= 2pi*1864 Hz
(ωc-Δ)
2Δ ΔΔ
GT Bandwidth = 2pi*467 Hz
Δ=2pi*116 Hz ≈ GT Bandwidth/4
Figure 19. A typical BPF Triplet centered at 1980 Hz. The broader frequency
response corresponds to the gammatone filter centered around 1980Hz.
An example of the frequency responses of one of the fixed filters and the as-
sociated three tunable filters of the SCFB are shown in Figure 19. Whereas the
broadly tuned, fixed gammatone filters coarsely isolate the various frequency com-
ponents in the incoming signal, the tunings of the more narrowly tuned bandpass
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triplet filters in the frequency discriminator loops (FDLs) converge on the precise
frequencies of the individual frequency components.
2.4.1 Bandpass filter triplet parameters
As mentioned earlier each triplet of tunable filters consists of left, center, and
right filters, HL(ω), HC(ω) and HR(ω), whose center frequencies are spaced by a
constant ratio. All of them are derived from a single prototype filter H(ω) defined
in Eq. 18, whose frequency response is
H(ω) =
2α
α2 + ω2
. (25)
The parameter α is chosen to be equal to the spacing between the filters, i.e.,
α = ∆. ∆ has been chosen to be one-fourth of the bandwidth (actually halfwidth)
of the gammatone filter. Hence α = ∆ = BGT/4 determines the prototype filter,
where BGT stands for gammatone filter bandwidth. For example, Figure 19 shows
a gammatone filter centered around 1980 Hz with bandwidth of 466 Hz. Individual
left, center and right triplet filters have center frequencies 1864, 1980, and 2098 Hz,
respectively. Their bandwidths and center frequency spacings are approximately
115 Hz. Bandwidths and spacings of fixed gammatone and adaptive triplet filters
are approximately proportional to their center frequencies.
2.4.2 Frequency discriminator loop filter design F (s)
The typical loop filter used in our implementation is of the form F (s) =
kp + ki/s. The proportional gain kp is intended to improve the rise time of the
step response. The VCOs that steer the tuning of the triplet filters are initially
set to match the center frequency ωc of their corresponding gammatone filter.
Because the loop is initialized with the VCO frequency close to the input signal
frequency, a consequence of the frequency selectivity of the associated gammatone
filter, choosing kp = 0 does not affect the loop’s rise time performance significantly
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and also simplifies its implementation. On the other hand, ki is needed to keep
track of the frequency changes in the input and drive the steady state error to zero.
The value of ki depends on the frequency discriminator constant, ks, and also on
the parameter τg that represents the group delay of the prototype filter (i.e., its
causal approximation) plus any delay introduced (in smoothing the envelope) in
the envelope detector in Figure 18. For each channel, the following values were used
for the loop filter parameters, and they seem to work well in most circumstances
(set β = 1 in Eq. 7):
kp = 0
ki =
1
ks
(
21.90
γ
τ 2s
)
=
10.95τg
ksτ 2s
.
τs, the settling time, in seconds, is chosen to be approximately
50
fc
, where fc is
the center frequency of a gammatone filter, in Hz. FDL operation is relatively
insensitive to choice of particular parameter values.
2.5 Simulation results
The SCFB algorithm has been tested with appropriate parameter choices using
several synthetic signals and speech signals drawn from the TIMIT database. Here
simulation results are presented for one set of synthetic musical notes, an isolated
utterance drawn from the ISOLET database, and a set of sentences of continuous
speech from the TIMIT database with and without additive noise. For speech
signals, the input signal is first subjected to spectral equalization by using a pre-
emphasis filter and then processed through the filterbank and the self tuning FDL
circuits. The frequencies of the VCOs in FDL modules indicate the frequency
components that those modules are tracking at any given time. The outputs of the
BPF triplets are available for further processing, and these can be used to classify
whether the signal in local frequency bands are tonal or noise-like. For example,
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if the envelope of the three filter outputs are larger than the background noise
level and if the center filter has a significantly larger output when compared with
the associated left and the right filters, then this implies that the corresponding
channel has a tonal signal. Conversely, if the three envelopes are approximately
equal in size then this implies that the channel output is non-tonal or locally white.
2.5.1 Dyads of synthetic harmonic signals
The filterbank response to synthetic harmonic signals is considered first. The
stimulus consists of two notes of two harmonic complexes (equal amplitude har-
monics, 1 to 6). In musical terms, these are two notes separated by a a minor
second (16:15) and a perfect fourth (4:3). They are the same signals that pro-
duced the auditory nerve interspike interval patterns depicted in Figure 9. The
first note has two fundamentals (440 and 469 Hz) separated by 6.6%. The second
has a frequency separation of 33.3% (with fundamental frequencies 440 and 587
Hz). Perceptually, for the minor second, human listeners hear only one pitch in-
termediate in frequency between the two notes, whereas for the perfect fourth, two
note pitches can be heard.
Responses of the SCFB to these pairs of complex harmonic tones are shown in
Figure 20. A ”capturegram” plot of the resulting frequency tracks of the VCOs as a
function of time shows the locking of groups of channels onto individual frequency
components. The plots show only tracks of VCO frequencies of low frequency
channels (fc < 1000 Hz) to permit more direct comparison with the interspike
interval histograms in Figure 9. Note that most of the VCO frequency tracks with
CFs close to the dominant tone frequencies converge rapidly (within a few tens of
milliseconds) to their steady state value.
The filterbank response for two closely spaced note dyads separated by 6.6%
is shown in Figure 20a. This signal has 4 frequency components below 1000 Hz:
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440, 469, 880, and 938 Hz. Here the filterbank does not resolve the pairs of nearby
partials (440/469 and 880/938 Hz), but rather all the channels converge on the
mean frequencies of the nearby partials (channels 53 to 88 fluctuate around 458
Hz, 89-112 fluctuate around 909 Hz). The pattern of frequency capture is similar
to that in the interspike interval data in Figure 9a. Figure 20b shows rectified
outputs of each channel’s center filter and Figure 20c shows the autocorrelation of
the rectified outputs (from time t = 0.25 to 0.5 seconds). In this case we can see
the fluctuations in envelope are related to the beat frequency (469-440=29 Hz) (as
seen in Figure 9a).
The filterbank response to the well-separated note dyad is shown in Figure
20d. This signal has 3 frequency components below 1000 Hz: 440, 587, and 880
Hz. Clearly each VCO is captured by the dominant partial in that channel’s
neighborhood. Channels with center frequencies between 300 and 525 Hz lock to
440 Hz, those with center frequencies between 525 Hz and 725 Hz lock to 587 Hz,
and the rest are captured by the 880 Hz partial. Transitions of VCO frequency
change from one dominant tone to the other is abrupt. For example, for center
frequencies near 500 Hz, the channels are either captured by 440 Hz tone or the 587
Hz tone. Very similar behavior is also observed in the interspike interval histograms
in Figure 9b where interspike intervals in the corresponding CF channels switch
abruptly from interval patterns associated with 440 Hz to those associated with 587
Hz. Figure 20e shows rectified outputs of each channel’s center filter and Figure
20f shows the autocorrelation of the rectified outputs after the frequency estimates,
which are almost constant (in other words the channel’s VCO are locked, in this
case from time = 0.25 to 0.5 seconds).
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Figure 20. Filterbank responses to pairs of harmonic tones. Left. Responses to
a note dyad separated by a minor second (∆F0=6.6%, F0s = 440 & 469 Hz).
Right. Responses to a note dyad separated by a perfect fourth (∆F0=33.3%, F0s
= 440 & 587 Hz). Top plots (a),(d). Frequency tracks of the VCOs (capturegram).
Middle plots (b), (e). Half-wave rectified output waveforms of channel center filters
(analogous to a post-stimulus time neurogram). Bottom plots (c), (f). Channel
autocorrelations (compare with autocorrelation neurograms of Figure 9).
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2.5.2 Speech signals
For synthetic signals, such as the musical notes in the previous subsection,
the instantaneous frequency estimates obtained from the VCOs of nearby channels
are essentially the same after the initial settling time. However, for natural signals
like speech the frequency estimates of the partials tend to have some variability
(as can be seen below). Clearly, some sort of clustering method is needed to
obtain the average frequency tracks associated with each frequency component in
the signal. Other well known auditory-inspired models such as the ZCPA (Zero-
Crossing Peak Amplitude)[34] or EIH (Ensemble Interval Histogram)[12] use the
upward-going zero or level crossing events in a signal (emanating from a filter
channel) to estimate the frequency. The reciprocal of the time interval between
adjacent zero/level crossing events is used as the instantaneous frequency estimate.
Such frequency estimates obtained over a time window are collected to assemble a
frequency histogram.
The frequency histograms across all filter channels are combined (in both
ZCPA and EIH) to represent the output of the auditory model [34]. Further, in
ZCPA the peak of the envelope that lies in between two consecutive zero-crossing
events is used as a nonlinear weighting factor to a frequency bin to simulate the
firing rate of the auditory nerve. Here a similar procedure is followed, except that
the frequency estimates are not derived from the zero-crossing events but from the
VCOs frequencies. The envelopes are obtained from the rectified and smoothed
outputs of the center filter of each channel.
The frequency values corresponding to the 200 channels are binned into 40
logarithmically spaced frequency bins that lie between 100 and 4000 Hz. However,
before binning the frequency values, a non-linear weighting factor (log(1+a), where
a is the amplitude/envelope corresponding to that frequency value) was applied
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as in ZCPA. Then histogram peaks with heights below a threshold (10% of peak
amplitude) are eliminated. This will eliminate silent regions where amplitudes are
very low. Only when the log-envelope value is above the threshold are the actual
frequency estimates calculated for a bin, using
∑
n log(1 + an)f(n)∑
n log(1 + an)
, where an and
fn represent the amplitude/envelope and frequency values that fall within a bin.
The steps involved in the processing of speech signals are sketched in Figure 21a.
A histogram of the distribution of frequencies tracked by the VCOs is useful
for assessing the degree to which channels have converged on particular frequen-
cies. Here the number of channels converging on a particular frequency provides
a robust, qualitative measure of its relative intensity. The running histogram of
frequencies tracked (Figure 21a) provides a cleaner analysis of the time courses of
dominant signal periodicities. Thresholding the running capture histogram keeps
regions where multiples channels have converged on the same frequency and re-
moves those where there is little agreement. Figures 21(b,c, and d), 22 and 23
demonstrate the character of this analysis.
2.5.3 Isolated spoken letters
The SCFB algorithm was applied to a vowel /i/ (as in “beet”)(file name:
fskes0-E1-t.adc, male speaker) drawn from the ISOLET database. Figure 21(b,c,d)
shows the simulation results. Figure 21b shows the spectrogram of the vowel
utterance and 21c shows the capturegram, i.e. the raw frequency tracks of the 200
VCOs.
It can be seen that the FDLs track closely the frequencies of the individual
partials up to at least 1000 Hz. Depending on the relative intensity of each partial,
typically five to ten channels tend to converge on to the stronger partials’ frequency
tracks. The first formant F1 is located at around 300 Hz between the second
and third harmonics. At higher frequencies (> 2000 Hz), where the filters (the
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gammatone and BPFs tend to be wider) several channels tend to converge on the
three higher formant frequencies which are located approximately at frequencies
2400, 2800 and 3800 Hz. Between the first and the second formant frequencies,
where the signal energy is relatively low, there are no dominant tones, and hence,
the VCO tracks tend to wander. Figure 21d shows the cleaned up tracks after the
histogramming procedure outlined in Figure 21a is applied. This procedure tends
to suppress meandering tracks and signal components with small envelope values.
2.5.4 Continuous speech
The SCFB algorithm was also applied to several continuous speech samples
drawn from the TIMIT database. The speech signals were first pre-emphasized
with a H(z) = 1 − 0.95z−1 filter to equalize the spectrum to prevent strong low
frequency components from swamping the weaker high frequency components. The
sampling frequency is 16kHz. Capturegrams for two speech sentences, “Where were
you while we were away?” (TIMIT sentence sx9, speakers mpcs0 and fgjd0) and
“The oasis was a mirage” (TIMIT sentence sx280, speakers mdwk0 and fawf0)
spoken by male and female speakers are shown in Figures 22 and 23, respectively.
Figures 22a and 22d show the spectrograms of the TIMIT sx9 utterances by
male and female speakers. In Figure 22b and 22e the corresponding capturegram
tracks for the 200 VCOs are superimposed on the spectrogram for the male and
female utterances. Typically, for a strong low-frequency harmonic component, a
handful of channels are captured by one harmonic. Note that at low frequencies
and harmonic numbers (f < 800 Hz, n < 8) almost all the individual harmonics
tend to be closely tracked by the FDLs. These frequency tracks together can
provide a robust representation of the fundamental frequency (voice pitch). For
higher frequencies and harmonic numbers, only dominant harmonics in formant
regions are tracked. This behavior is due to the constant Qs of the filters, such
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that FDL triplet filters with higher center frequencies have correspondingly larger
bandwidths, and therefore cannot resolve individual harmonics. Instead these
filters lock onto the nearest dominant harmonic component somewhere near the
middle of a formant.
Similarly, Figures 23b and 23e show the capturegrams for the sentence TIMIT
sx280 spoken by a male and a female, respectively. In both cases, the frequency
transitions, especially at the higher frequency regions are precisely and robustly
tracked. At lower frequencies, as one harmonic becomes weaker with respect to a
nearby harmonic, the frequency tracks of channels in that neighborhood jump from
the weaker harmonic to the stronger one due to the tendency of the FDL to track
the stronger component (as in the time-frequency region t = 1.0 -1.45 s, frequency
< 1000 Hz) in Figure 23e. The last rows of the figures show the frequency tracks
after the histogram thresholding procedure has been applied.
Previous analysis of cat auditory nerve responses had suggested that the syn-
chrony capture effect is resistant to noise [35]. So, we tested the SCFB algorithm
with noisy speech signals to determine its robustness to noise. Signal power Ps is
calculated as the sum of squares of all the speech signal samples divided by the
time duration of the speech signal. The variance σ2 is obtained from the definition
of signal to noise ratio (SNR) given below.
SNR = 10 log10
(
Ps
σ2
)
dB. (26)
The Gaussian distributed noise samples are generated with a variance σ2 ob-
tained from the above formula for an SNR of 10 dB. The generated noise samples
are added to the speech signals, and are processed by the SCFB algorithm. Fig-
ure 24 shows the simulation results. Left column corresponds to “The oasis was
a mirage” (sx280) for a female speaker, and the right column is for “Where were
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you while we were away?” (sx9) by a male speaker. The spectrograms (a) and (d)
are relatively darker than the spectrograms in Figures 22 and 23, because of the
additive noise. Even in these noise corrupted cases, the formant and harmonics’
tracks (especially the formant transitions) are clearly visible. Capturegrams show
that multiple channels still merge to the same frequencies and the histogram tracks
are also relatively clean. Thus, qualitatively, the behavior of the SCFB in noise
seems to parallel that seen in the cat auditory nerve.
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Figure 21. (a) Steps involved in the SCFB algorithm. The input speech signal s(t)
(after preemphasis) is processed by the 200 gammatone filters and the associated
FDLs and the frequency tracks are plotted as capturegrams. The VCO frequency
values and the associated envelopes are used to generate the frequency histograms
from which dominant frequency tracks are derived. Results for ISOLET vowel /i/.
(b) Spectrogram (c) Capturegram (d) Thresholded histogram plot.
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Figure 22. Results for TIMIT utterance, “Where were you while we were away?”
(sx9) for male (left column) and female (right column) speakers. Top plots (a)(d).
Spectrograms. Middle plots (b)(e). Capturegrams. Bottom plots (c)(f). Thresh-
olded histogram plots. At low frequencies, all individual harmonics are tracked,
whereas above 1000 Hz, only prominent formant harmonics are tracked.
50
time in seconds
fr
eq
ue
nc
y 
in
 H
z
time in seconds
fr
eq
ue
nc
y 
in
 H
z
time in seconds
fr
eq
ue
nc
y 
in
 H
z
time in seconds
fr
eq
ue
nc
y 
in
 H
z
time in seconds
fr
eq
ue
nc
y 
in
 H
z
time in seconds
fr
eq
ue
nc
y 
in
 H
z
Figure 23. Results for TIMIT utterance “The oasis was a mirage” (sx280) for male
(left column) and female (right column) speakers. Plots as in the previous figure.
High frequency frication above 4000 Hz in “oasis” not shown.
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Figure 24. Results for two TIMIT utterances in 10dB SNR. “The oasis was a
mirage” (sx280) for a female speaker (left column) and “Where were you while
we were away?” (sx9) for a male speaker (right column). Plots as in the previous
figure.
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2.6 Discussion
Our interest in synchrony-capture based filterbanks has been motivated by
considerations of the functional anatomy and response characteristics of the
cochlea, adaptive filtering signal processing strategies in radar and other artificial
systems, and the possible role of synchrony capture in auditory nerve representa-
tion of complex sounds. The primary goal in this first stage of investigation has
been to integrate these aspects into a workable algorithm for tracking the major
frequency components present in an acoustic signal.
2.6.1 Relationship to previous signal processing strategies
As is often the case, the signal processing constituents of the SCFB algorithm
proposed here have a long history. Frequency discriminator loops (FDLs) have
been used in digital and analog communication systems for signal tracking for
many decades [27]. The frequency error detector (FED) circuit (Figure 11) is a
key component of the FDL that senses the difference between the frequency of
the input signal and that of a local VCO in order to produce a proportional error
voltage that can be used for steering purposes.
Basically there are two or three common types of frequency error detector
circuits that are used in practice. The quadricorrelator [29, 28], briefly outlined
in Appendix A, is often used in communication systems. The other type, which
has been used here in the SCFB design, uses stagger-tuned filters and compares
envelopes of filter outputs to derive running error voltages. Ferguson and Mantey
[21] originally proposed the use of such adaptable stagger-tuned bandpass filters for
frequency error detection. Alternately, frequency error detectors can also be im-
plemented directly by using phase derivatives of a complex signal (see for example
[36, 37]). Wang [38] has designed a harmonic locked loop to track the fundamental
frequency of a periodic signal using this idea. However, these approaches require
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a complex (Hilbert-transformed) signal for processing.
In their adaptive, stagger-tuned design, Ferguson and Mantey used the error
voltage (envelope difference) to retune the bandpass filters directly by moving
their pole locations. Such a design does not use VCOs to tune the filters. Based
on this idea, one could imagine cochlear filters, where the frequency response of a
filter is adjusted by changing a mechanical parameter such as stiffness depending
on the envelope voltage difference between the left and the right filters. Costas
[22] used a similar FED, but used the error voltage to change the frequency of a
VCO that indirectly moved the left and the right bandpass filters in tandem. The
approach proposed here is closer to Costas’ method and its variants [22, 36, 38].
The main difference here is that a compressive (logarithmic) nonlinearity is used
on the envelope of a signal to suppress nearby weaker signal components. Such
compressive nonlinearities have the property of favoring a stronger component in
the presence of other weaker ones. This is the primary reason that synchrony
capture occurs.
The SCFB design is also related to adaptive formant tracking methods pro-
posed earlier by Rao and Kumaresan [39, 40], and subsequently improved by
Mustafa and Bruce [41]. However, in Rao-Kumaresan approach the adaptive
formant filters were controlled by measuring the instantaneous frequency of a
complex-valued signal. Further, as mentioned earlier, EIH and ZCPA algorithms
also estimate the frequency of tonal signals based on the zero or level crossing
intervals. However, these may be regarded as open loop methods for estimating
instantaneous frequencies, unlike the closed loop methods like FDL.
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2.6.2 Similarities to response characteristics of the cochlea and audi-
tory nerve
Although the SCFB is not a biophysical model, its signal processing behavior
bears many qualitative similarities to response patterns in the mammalian cochlea.
First, the mammalian cochlea produces acoustic emissions, called spontaneous
otoacoustic emissions (SPOAEs)[42]). The narrow spectral widths of these emis-
sions suggest that they are generated by spontaneous oscillations in the cochlea,
possibly in outer hair cells. This kind of behavior is also characteristic of voltage
controlled oscillators that implement the FDL in the present architecture.
Second, it is also well known [42] (p.117) that the cochlea also produces
acoustic emissions at additional frequencies when two tones of frequency f1 and
f2 (f2 > f1) are presented. Listeners can often hear discordant faint tones not
present in the original stimulus. The strongest of these cochlear distortion prod-
ucts, the cubic distortion product generated at 2f1 − f2 Hz, is thought to be a
direct byproduct of cochlear mechanics, in the form of a compressive nonlinearity
in OHC response. The ensuing signal distortions are analogous to intermodulation
products in communication systems. The FDL architecture produces similar com-
bination tones as a byproduct of its operation. Consider the operation of the FDL
as described in section 2.3.2 when two simultaneous tones with frequencies f1 and
f2 and corresponding amplitudes A1 and A2 are applied as input. The spectrum of
the VCO output for this stimulus is shown in Figure 25 for a channel with center
frequency 1890 Hz. f1 = 1950 Hz and f2 = 2050 Hz, A1 = 1 and A2 = 0.5. Note
that the VCO locks on to the stronger tone at f1 Hz and that the left and the
right filters of that channel adjust themselves such that their average envelopes
are equal. Then the resulting error signal e(t) is proportional to C cos(∆ωt) where
∆ω = 2pi × (f2 − f1) and C is a constant related to the ratio of amplitudes A2/A1
(see Eq. 14). This error signal then frequency modulates the VCO’s carrier at the
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dominant tone frequency f1. The resulting frequency modulated VCO output has
sideband components at f1 ± n(f2 − f1) [18] p.180-87. The output spectrum in
Figure 25 shows some of the sidebands (for n = 1 and 2). Thus qualitative parallels
exist between combination tones produced by live cochleae and the VCO-driven
frequency capture circuits of the filterbank.
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Figure 25. Distortion products. Spectrum of VCO output signal of a channel
with center frequency of 1890 Hz in response to two pure tones at frequencies
f1 = 1950 Hz and f2 = 2050 Hz with amplitudes A1 = 1 and A2 = 0.5 respectively.
Note occurrences of distortion products at frequencies f1 ± n(f2 − f1). These are
generated in frequency discriminator loops when VCOs lock on to dominant tones
at f1 but are also frequency modulated by an error signals consisting of a weak
tones at ∆f = f2 − f1.
Two-tone suppression is a third nonlinear phenomenon. Like the cochlea,
the proposed filterbank produces both rate- and synchrony-suppression. Two-tone
rate suppression is generally regarded as a nonlinear property of the cochlea in
which the average neural firing rate in the region most sensitive to a probe tone is
reduced by the addition of a suppressor tone at a different nearby frequency. For
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the filterbank, when dominant frequency components steer the tunings of local
VCOs away from other frequencies, responses to less intense secondary tones at
those frequencies are attenuated relative to those produced when the dominant
tone is absent.
There is also the related phenomenon of synchrony suppression. The effects of
two tonal inputs on temporal patterns of neural firing have been extensively stud-
ied. Auditory nerve fibers phase-lock in response to low frequency tones (< 5000
Hz), i.e. spikes are mainly produced at particular phase angles of the waveform [11].
The degree of synchronization of spikes to a given frequency can be quantified by
computing the vector strength (“synchronization index”) of the spike distribution
as a function of waveform phase. When the stimulus consists of two tones, Hind
et al. [43] found that auditory nerve spikes may be phase locked to one tone, or to
the other, or to both tones simultaneously. Which of these occurs is determined by
the relative intensities of the two tones and their frequencies and spacings. Moore
[11] summarizes these results as follows, “When phase locking occurs to only one
tone of a pair, each of which is effective when acting alone, the temporal struc-
ture of the response may be indistinguishable from that which occurs when the
tone is presented alone. Further, the discharge rate may be similar to the value
produced by that tone alone. Thus the dominant tone appears to “capture” the
response of the neuron. This (synchrony) capture effect underlies the masking of
one sound by another”. The tone that is suppressed ceases to contribute to the
pattern of phase-locking, and the neuron responds as if only the suppressing tone
were present. The effect is that the synchronization index of a fiber to a given tone
is reduced by the application of a second tone [44]. Similarly, in the filterbank,
capture of a given channel VCO by a locally dominant component produces an
output waveform having the frequency of the dominant tone, causing the vector
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strength of the dominant component to increase at the expense of those of weaker
secondary ones.
2.7 Conclusions
A striking feature of the phase-locked responses to complex sounds is the
phenomenon of “synchrony capture” [3, 5], wherein an intense stimulus frequency
component dominates the temporal firing patterns of auditory nerve fibers inner-
vating the corresponding cochlear frequency region. The capture effect refers to
the almost exclusive nature of the phase-locking to the dominant component, such
that the output of whole subpopulations of auditory nerve fibers in a cochlear
region respond in the same way.
An adaptive filterbank structure is proposed that emulates synchrony capture
in the auditory nerve. This filterbank has two parts: a fixed array of traditional,
passive linear (gammatone or equivalent) filters that are cascaded with a bank of
adaptively tunable bandpass filter triplets. Envelope differences in the outputs of
the filters that form the triplets are used in frequency discriminator loop (FDL)
to steer their center frequencies with the help of a voltage controlled oscillator
(VCO).
The resulting filterbank exhibits many desirable properties for processing
speech and other natural sounds. First, the number of channels converging on
a particular frequency yields a robust means of encoding the intensity of the driv-
ing frequency component. The VCOs track resolved harmonics, which are known
to be essential in determining the pitch and for the separation of concurrent pe-
riodic sounds. For voiced speech, the VCOs track the strongest harmonic in each
formant region, yielding precise features for formant tracking.
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2.9 Appendix A: Alternate frequency error detectors
The frequency error detector (FED) is a key component of the FDL (see Fig-
ure 11). In the tone followers described in section 2.3 we used the difference in
(squared) envelopes (or log-envelopes) of the outputs of HR(ω) and HL(ω) as the
error signal e(t). e(t) is proportional to the difference between the VCO frequency
ωc and the input (or dominant) tone frequency ω1. In section 2.3 the specific type
of FED (that is, one that uses squared envelope differences) was chosen because
of its apparent functional similarity to the functioning of cochlear hair cells. (The
inner/outer hair cells act as halfwave rectifiers followed by low-pass filters). Dis-
regarding such constraints, if computer implementation of a FDL is the primary
goal, then many other FEDs are available. Of course, the frequency error signal
could be positive or negative depending on whether ωc is greater or smaller than ω1.
Therefore, any method that is used to measure the frequency of a single tone can
serve as a FED as long as it is also capable of detecting the sign of the frequency
error. One such FED is called a Quadricorrelator [28]. The quadricorrelator (refer
to Figure 3 in [28]) is input with a tone A1 cos(ω1t + θ1) and the VCO outputs
cos(ωct) and sin(ωct). The low pass filters (LPF) (in Figure 3 in [28]) retain only
the difference frequency outputs α1 cos(∆ωt + θ1) and α2 sin(∆ωt + θ1). The two
differentiator outputs after cross multiplying (in Figure 3 in [28]) are added to-
gether to produce the error signal which retains the sign of the frequency error.
Since in our simulations, in-phase and quadrature-phase signals (I and Q) are
available, complex valued processing can also be used to estimate frequency error
[37, 45, 38].
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2.10 Appendix B: Expressions for the frequency discriminator con-
stant ks
ks, defined in section 2.3.1, is the slope of the frequency discriminator function
S(ω) at ωc. S(ω) for the Simple Tone Follower (STF) is defined as
S(ω) =
|HR(ω)|2 − |HL(ω)|2
|HR(ω)|2 + |HL(ω)|2 (27)
where |HR(ω)|2 = |H (ω − (ωc + ∆)) |2 and |HL(ω)|2 = |H (ω − (ωc −∆)) |2. Us-
ing H(s) =
1
s+ α
, H(ω) =
1
jω + α
, |HR(ω)|2 and |HL(ω)|2 are
|HR(ω)|2 = 1
(ω − (ωc + ∆))2 + α2
(28)
|HL(ω)|2 = 1
(ω − (ωc −∆))2 + α2
(29)
Substituting Eqs. 28 and 29 in Eq. 27, we get
S(ω) =
2∆(ω − ωc)
ω2 + ω2c + ∆
2 − 2ωωc + α2 . (30)
ks is obtained by taking the derivative of S(ω) with respect to ω and evaluating
at ω = ωc.
ks =
[
dS(ω)
dω
]
ω=ωc
=
2∆
∆2 + α2
. (31)
Similarly, for the Dominant Tone Follower (DTF), ks is obtained by taking the
derivative of S(ω) = log
|HR(ω)|2
|HL(ω)|2 and evaluating at ω = ωc. It is easy to show
that
ks =
4∆
∆2 + α2
. (32)
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Auditory-inspired pitch extraction using a synchrony capture
filterbank and phase alignment
3.1 Abstract
The question of how harmonic sounds produce strong, low pitches at their
fundamental frequencies, f0s, has been of theoretical and practical interest to sci-
entists and engineers for many decades. Currently the best auditory models for
f0 pitch, e.g. [1], are based on bandpass filtering (cochlear mechanics), half-wave
rectification and low-pass filtering (haircell transduction and synaptic transmis-
sion), channel autocorrelations (all-order interspike interval statistics) aggregated
into a summary autocorrelation, and an analysis that determines the most preva-
lent interspike intervals. As a possible alternative to autocorrelation computa-
tions, we propose an alternative model that uses an adaptive Synchrony Capture
Filterbank (SCFB) in which groups of filters or channels in a filterbank neighbor-
hood are driven exclusively (captured) by dominant frequency components that
are closest to them. The channel outputs are then adaptively phase aligned with
respect to a common time reference to compute a Summary Phase Aligned Func-
tion (SPAF), aggregated across all channels, from which f0 can be easily extracted.
doi=10.1109/ICASSP.2014.6854747
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3.2 Introduction
Pitch is an essential attribute of quasi-periodic acoustic signals in speech,
music, and other listening contexts [2, 3, 4]. For a quasi-periodic sound, the dom-
inant pitch is almost invariably heard at its fundamental frequency f0. Common
periodicity (“harmonicity,” sharing of common subharmonics), along with com-
mon onset, play very strong roles in grouping frequency components into auditory
objects, and separating out multiple objects, each evoking its own pitch. Neural
pitch mechanisms thus appear to be intimately related to early auditory grouping
mechanisms, which in turn render analyses of multiple objects and streams in an
auditory scene much more tractable. Human listeners are presently far superior
to artificial, machine listening systems when it comes to tracking and analyzing
sounds in noisy, cluttered, real world acoustic environments. If the operating
principles inherent in neural mechanisms for pitch and auditory grouping can be
understood and emulated, better artificial speech and music recognition systems
and auditory prostheses are likely to follow. With this in mind, a method for
extracting pitches of harmonic sounds is proposed, that may have parallels with
signal processing strategies employed by auditory systems.
Currently three broad classes of f0 pitch models exist: spectral pattern-
matching models, residue models, and temporal autocorrelation models [5]. Spec-
tral pattern-matching models first carry out a frequency analysis and then match
patterns of resolved frequency components to harmonic spectral templates, so as to
infer f0 [6, 7]. Here, sinusoidal components that are exclusively represented in the
output of a filter or channel are said to be “resolved,” whereas signal components
that interact within the passband of a filter are referred to as “unresolved.” Residue
models posit that f0 pitch arises from (beating) interactions between (nearby) un-
resolved harmonics that are produced by broad cochlear filtering. A temporal
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analysis of the resultant beating patterns produces an estimate of f0. Thus spec-
tral pattern models predict only the f0 pitches of resolved harmonics, whereas
residue models predict only those of unresolved harmonics. Temporal autocor-
relation models analyze patterns of all-order interspike intervals produced in the
auditory nerve to identify patterns of interval peaks associated with different f0
pitches [8, 9]. These models predict f0 pitches produced by both resolved and
unresolved harmonics. The underlying neuronal mechanisms proposed for tem-
poral autocorrelation-based analysis and separation, utilize neural delay lines and
coincidence detectors [10, 11, 12].
Meddis and co-workers [1, 13] have proposed a popular auto-correlation-based
model that draws upon the original work of Licklider [10]. The model simulates
cochlear action (cochlear bandpass filtering, transductive half-wave rectification,
and synaptic low-pass filtering in each channel) to produce spike timing probabil-
ity distributions (PSTHs, post-stimulus time histograms) for auditory nerve fibers
(ANFs) of all characteristic frequencies (CFs). The autocorrelation of each fiber’s
PSTH is computed, and all of these auditory nerve frequency-channel autocorre-
lations are summed to produce the summary autocorrelation function (SACF) for
the entire auditory nerve array. In effect, the SACF provides an autocorrelation-
like representation of the acoustic signal. Major peaks in the SACF are identified,
and the resultant f0 pitch estimates successfully predict an extremely wide range
of human pitch judgments. However, neuronal mechanisms by which the auditory
system might analyze SACFs in the form of population-wide interspike interval
statistics have yet to be found, motivating the search for alternative signal process-
ing strategies that realize analysis operations similar to summary autocorrelation.
Recently, we have developed signal processing algorithms that emulate the
synchrony capture phenomenon in the auditory nerve [14] that may afford alter-
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native strategies for utilizing neural spike timing information. If one examines the
representation of complex sounds in the auditory nerve, a striking feature is “syn-
chrony capture,” wherein nerve fibers in an entire cochlear CF region are driven
almost exclusively by one dominant local frequency component, (see, for exam-
ple, [15]), such that the individual component imposes its (largely unmodulated)
temporal fine structure (TFS) on the timing pattern of spikes in that region. At
moderate and high sound pressure levels, a dominant harmonic can drive a large
swath of auditory nerve fibers with CFs spanning an octave or more. For harmonics
that are sufficiently separated, synchrony capture enhances their global temporal
(interspike interval) representation by suppressing the temporal representation of
beating interactions between harmonics. For harmonics closer together, within
roughly a critical band or so, ANFs in surrounding CF regions are instead driven
by the composite waveform pattern of the two interacting harmonics, such that
the interspike interval representation of individual harmonics is severely degraded.
Thus, neural synchrony capture appears to parallel perceptual frequency selectivity
and harmonic resolution. Since resolved harmonics are known to permit separation
of concurrent sounds by human listeners, synchrony capture in artificial systems
may likewise be exploited for better sound separations.
The algorithm proposed here further develops the synchrony capture filterbank
(SCFB) architecture presented in [14] and extends it to extract pitch frequencies
of harmonic signals. The signal input may consist of resolved and/or unresolved
components and additive noise. The key component of the algorithm, the SCFB
architecture (see Figure 26), consists of a bank of broadly tuned filters (a´ la basilar
membrane) in cascade with narrower filters (a´ la outer hair cells) that adaptively
lock onto locally-dominant frequency components to produce synchrony capture
behavior. The narrower filters constitute a frequency discriminator loop (FDL)
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and are able to track individual time-varying frequency components, such as low
harmonics and the dominant harmonics associated with formants in speech, in the
midst of noise. In this article, we modified the algorithm to work even when there
are unresolved tones in the input (see section 3.4).
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Figure 26. a) Schematic of the Pitch Extraction Algorithm: The gammatone (GT)
filters provide some spectral isolation in each channel. The frequency discrimina-
tor loop/phase locked loop (FDL/PLL) block achieves synchrony capture, i.e., the
voltage controlled oscillator (VCO) in the block locks on to the strongest frequency
component. The half wave rectified and low pass filtered (HWR/LPF) output of
the channel is processed by the envelope (ENV) and the temporal fine structure
(TFS) branches in parallel, which extract the envelope and phase align the dom-
inant tonal signals, respectively. The outputs of all the channels, both the ENV
and TFS branches, are summed to produce the Summary Phase Aligned Func-
tion (SPAF), the peak locations of which are used to determine f0. b) Phase
alignment loop (PAL): The half wave rectified tone, y(t), is delayed such that it
overlaps symmetrically on the left (wL(t)) and right (wR(t)) windows (depiction
shown in figure 28(b)). Analogous to the FDL, when y(t) is centered around a
time reference, t0, the error et(t) goes zero and the loop reaches steady state. At
this point, the half wave (HW) rectified tone is in cosine phase with respect to t0.
See Section 3.5.
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The schematic of the entire pitch extraction algorithm is shown in Figure 26
(a). The input signal, consisting of multiple, harmonically-related tones, is first
filtered by a logarithmically spaced Gammatone (GT) filterbank. The output of
each filter is then processed by a frequency discriminator loop/phase locked loop
(FDL/PLL) block which determines the frequency of the dominant tone present
in the passband of the associated GT filter. The details of this block are described
in section 3.4 and shown in Figure 27. Each filter channel output is then halfwave-
rectified and low pass filtered (by HWR/LPF block) and then delivered in parallel
to the Envelope (ENV) branch and the Temporal Fine Structure (TFS) branch.
In the ENV branch the HWR/LPF output is further low pass filtered to extract
the envelope. In the TFS branch the halfwave rectified signals are aligned in phase
with respect to a common time reference, t0, using a Phase Alignment Loop or
PAL (see section 3.5). The FDL/PLL block, also provides a continuous estimate
of the dominant frequency to the PAL. Once the channel outputs in the TFS
branches are aligned in phase, the signals across the TFS and ENV branches of all
channels are aggregated to obtain the Summary Phase Aligned Function (SPAF),
which is then used to extract the f0 information. Simulation results are presented
in Section 3.6.
3.3 Two Main ideas: Duals in time and frequency
The proposed algorithm uses two basic signal processing strategies, one
in the frequency domain and the other in time domain. Consider a sinusoidal
signal x(t) = A cos(2pif1t + θ1). The first goal is to determine the frequency f1.
It is determined using a frequency discriminator loop (FDL), the details are in
Section 3.4. The basic principle is shown in Figure 28(a). The tone, shown as
an impulse in Figure 28 (a), is fed as an input to stagger-tuned left (HL(f)) and
right (HR(f)) bandpass filters (and a center filter HC(f)). Assume that these
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three frequency responses can be shifted in tandem along the frequency axis with
the help of a VCO, whose frequency is adjustable using a feedback loop based on
the difference in amplitude of the sinusoid at the output of HL(f) and HR(f).
The loop ultimately settles to a steady state when the amplitude difference at the
outputs of HL(f) and HR(f) is zero and the VCO frequency coincides with input
frequency, i.e., fc = f1. Such FDLs have been used in automatic frequency control
and communication systems for decades. We modified this basic FDL in Section
3.4 to work when the input consists of unresolved tones as well.
The second idea shown in Figure 28(b) is the time domain dual of the FDL.
It is called a Phase Alignment Loop or PAL. The goal is to align the phase of
the sinusoid such that it is in cosine phase with respect to an arbitrary time
reference, t0. This adaptive phase alignment obviates the need to compute the
autocorrelation function for each channel. In Figure 28(b) we assume that f1 is
known. The half wave rectified tone, named y(t), is multiplied separately by the
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Figure 27. FDL and PLL: Together they track the frequency of the dominant tone
in the passband of the associated GT filter.
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Figure 28. a) Frequency measurement using stagger tuned filters: The left HL(f),
right HR(f) (and center HC(f)) filters are tuned by adjusting the frequency fc of
a voltage controlled oscillator (VCO), which is embedded in a feedback loop (See
Figure 27). When fc = f1, the tone’s amplitude at the output of the right and
left filters is equal, hence the loop reaches steady state. b) Phase measurement
using staggered time windows: The half wave (HW) rectified tone, y(t) (shown
in bottom panel), is multiplied separately by the left (wL(t)) and right (wR(t))
windows. y(t) is delayed using a feedback loop until the areas under y(t)wL(t) and
y(t)wR(t) are equal, and the loop reaches steady state. Then, the delayed HW
rectified tone is in cosine phase with respect to a time reference, t0.
left (wL(t)) and right (wR(t)) windows, which are centered around some arbitrary
time reference, t0. The error signal, e(t) is the difference in areas under the curves
y(t)wL(t) and y(t)wR(t). Later e(t) is smoothed and used to delay y(t). Analogous
to the FDL, when y(t) is centered around t0, error approaches zero and the loop
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reaches a steady state. See Section 3.5 for details. The delayed HW rectified tone
is then in cosine phase with respect to t0.
3.4 Frequency tracking by the FDL/PLL block
The key element of the SCFB is the FDL/PLL block, the details of which
are shown in Figure 27. It consists of three filters with frequency responses HL(f),
HC(f), and HR(f) (which are spaced ∆ Hz apart as shown in Figure 28 (a)).
These filters are gang-tuned with the help of the VCO (See [14], our prior work for
details). The difference between the log-amplitudes at the output of HL(f) and
HR(f) (called FDL error) is used to adjust the VCO frequency which then moves
these frequency responses in such a way to drive the log-amplitude difference to
zero. If the input is a single tone then the FDL error approaches zero and the
VCO frequency coincides with input frequency, i.e., fc = f1. These FDLs are used
in cascade with a GT filterbank in the SCFB [14]. A key attribute of the FDL is
that it exhibits the synchrony capture property similar to that seen in the auditory
nerve. However, when the input signal consists of interfering sinusoids, i.e., more
than one tone falls within the passband of a filter channel (unresolved case) the
FDL tends to produce a biased estimate of the dominant frequency. Hence, we
propose a combination of an FDL and a PLL which operates on the output of the
center filter HC(f) (see Figure 27) to ameliorate this problem (details are described
in [16]). The PLL shown within dashed lines in Figure 27 is a standard PLL, but
the PLL error and the FDL errors are weighted to emphasize the importance of one
or the other. For low frequency channels the GT filters are narrow and hence the
interfering components are already sufficiently attenuated. Therefore, for these low
frequency channels the FDL error alone is adequate. However, for high frequency
channels the GT filters are wider and hence invariably have interacting tones within
their passband. In this (high frequency channels) case, the FDL drives the VCO
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within the lock-in range of the PLL and the PLL plays a vital role by homing in on
the nearby dominant tone (See Figure 30 for simulation result). Hence, the PLL
error is weighted more to reduce the bias in frequency estimate.
3.5 Phase Alignment Loop (PAL)
Figure 26 (b) shows the schematic of the PAL. The half wave rectified
tone (output of the SCFB), y(t), is multiplied by the left (wL(t)) and right (wR(t))
windows, which are centered around some arbitrary time reference, t0. These
windows are supplied by the VCO at the rate of frequency f1, which is obtained
from the FDL/PLL block. The area under the error waveform et(t) = y(t){wL(t)−
wR(t)} is smoothed by the LPF and used to adjust the time delay δ. Analogous to
the FDL, when the HW rectified tone y(t) is centered around t0 (actually, t0+n/f1,
where n is an integer), the error approaches zero and the loop reaches steady state.
At that point the rectified tone is in cosine phase with respect to t0 (simulation
shown in Figure 29 (c)).
3.6 Simulation results
The pitch extraction algorithm has been tested with and without noise
on several synthetic signals. Here, we present some results for a single tone, two
unresolved tones and musical notes composed of several harmonic components,
but without noise. The SCFB used here has 64 logarithmically spaced GT filters
spanning 100 to 3827 Hz. The sampling frequency is 16 kHz. The filter Q values
are all 6. Each GT filter is in cascade with the three filters in the FDL/PLL block,
and each of the triplet filters have half the bandwidth of the GT filter. First, SCFB
is input with a single tone at 800 Hz. Figure 29 (a) shows the converged frequency
tracks of the VCOs of four channels in the neighborhood of 800 Hz (the center
frequencies of the four GT filters and the VCOs’ initial frequencies are 660, 696,
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734, 773 Hz). As the tone is passed through the four GT filters it gets attenuated
and phase delayed by each filter differently (figure 29 (b)). At the time reference,
t0, the PALs start to phase align these four channel outputs. Figure 29 (b) &
(c) shows the HW rectified tones before and after phase alignment. These phase
aligned outputs (figure 29 (c)) can be coherently added (SPAF) to obtain the pitch
of the tone.
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Figure 29. Single tone: (a) shows the frequency trajectories of the 4 VCOs near
800 Hz, (b) and (c) show the HW rectified channel outputs without and with phase
alignment, respectively.
In the second example, the input signal consists of two equal amplitude tones
at frequencies 2300 and 2500 Hz. Around 2400 Hz, the 10 dB bandwidth of the
GT filters is about 200 Hz. Since the frequencies fall in the same filter, this is an
example of the unresolved case. Figures 30 shows the VCO frequency tracks for
four channels with center frequencies 2234, 2338, 2447, and 2560 Hz, with and with
out the inclusion of PLL error, figure 30 (a) & (b) respectively. It can be seen that
the bias in frequency estimates is zero when the PLL error is included, and there
is a noticeable bias when PLL error is included {figure 30 (a) & (b) respectively}.
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Figure 30. Unresolved tones: Tracks of VCO frequencies for CFs around 2400 Hz
with PLL (a) and without PLL (b, notice the bias.)
The final example is a musical note with resolved harmonics, here the sum
of the first six harmonics of the fundamental f0 = 440 Hz. The tones are chosen
to have a Schroeder phase, that is, the input is x(t) =
∑6
k=1 cos(2pikf0t+ pik
2/6).
Such signals typically exhibit little envelope variability in a pitch period. Figure
31 shows the frequency tracks of the VCOs of different channels. The synchrony
capture phenomenon, (i.e., the VCO frequencies in the neighborhood of a dominant
tone lock on to that tone’s frequency,) is obvious. The sum of all the phase
aligned signals, i.e., the SPAF is shown in Figure 32. The SPAF clearly shows
peaked periodic pattern (unlike the input signal) and the pitch information can be
extracted from the SPAF by finding the interval between the largest peaks.
3.7 Conclusion
We proposed a new Summary Phase Aligned Function (SPAF) as an alterna-
tive to Summary Autocorrelation Function (SACF) for computing the fundamental
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Figure 31. Frequency tracks of the Schroeder-phase signal
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Figure 32. SPAF of Schroeder-phase signal
frequency f0 of a periodic signal. SCAF requires autocorrelation computations and
SPAF does not. We also modified our previous SCFB algorithm [14] to improve
tone resolution. The simulation results on synthetic signals are promising but need
to be performed on real world signals.
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MANUSCRIPT 4
Synchrony capture filterbank II: Auditory-inspired pitch extraction
using synchrony capture filterbank and phase alignment
4.1 Abstract
We developed a synchrony capture filterbank (SCFB) architecture that emu-
lates temporal patterning of auditory nerve fiber spike trains in order to precisely
and robustly track individual frequency components. The architecture implements
an array of bandpass filters followed by adaptively-tuned filters that track com-
ponent frequencies to achieve enhanced signal analysis and better separation of
concurrent harmonic sounds, both from each other and from background noise.
In this paper, we present an improved version of SCFB, and an in-depth analysis
of the parameters. Primarily, the update includes an addition of a phase locked
loop (PLL) to the existing frequency discriminator loop (FDL) block to eliminate
any bias in the frequency estimates. The improved algorithm will determine the
frequencies accurately even in the presence of unresolved tones in the input. The
resulting frequency estimates were used to determine pitch or fundamental fre-
quency f0, The results of the improved SCFB (with out the analysis) appeared in
an International Conference on Acoustics, Speech and Signal Processing (ICASSP)
publication [1].
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4.2 Introduction
The basic structure of our synchrony capture filterbank (SCFB) algorithm is
shown in Figure 33. The SCFB is a bank of broadly tuned filter (a´ la basilar
membrane) in cascade with narrower filters (a´ la outer hair cells) that adaptively
lock onto locally-dominant frequency components to produce synchrony capture
like behavior. The three tunable bandpass filters (BPFs) together form a fre-
quency discriminator loop (FDL). This resulting architecture can track individual
frequency components at low frequencies and the dominant frequency components
at high frequency. Gammatone (GT) filters are used in the first part (as broad
filters) of the SCFB architecture, it is followed by three narrow filters as shown in
Figure 33(b) and (c) [2]. More details of this architecture are in [2] or manuscript
2 of this thesis.
One setback of this preliminary SCFB structure is a slight bias in the frequency
estimates, when unresolved signal components are present in the passband of the
associated gammatone (GT) filter. In other words, more than one frequency is
present in the corresponding passband of the GT filter. To show the bias, let us
consider an input signal with two equal amplitude tones at frequencies 2300 and
2500 Hz. Around 2400 Hz, the 10 dB bandwidth of the GT filters is about 200 Hz.
Since both tones are passed by this GT filter, this is an example of the unresolved
case. Figure 34 shows frequency tracks of the voltage controlled oscillators (VCOs)
of four channels with center frequencies 2234, 2338, 2447, and 2560 Hz. In Figure
34, the bias is clearly noticeable, the dotted line shows the actual frequency value
and the solid line (red) shows the frequency estimate. There is approximately 15
Hz difference between the actual and the mean value of the frequency estimate.
To alleviate this problem, the existing frequency discriminator loop (FDL)
in Figure 33(a) is replaced with a combination of a frequency discriminator loop
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Figure 33. Synchrony capture filterbank (SCFB). (a) The filterbank architecture
consists of K constant-Q gammatone filters whose logarithmically-spaced center
frequencies span the desired audible frequency range. Each filterbank channel
consists of a frequency discriminator loop (FDL) cascaded with each of the K
gammatone filters. The output of each channel, yc(t), is obtained from its center
filter. Frequency responses of fixed and tunable filters in the SCFB. Bottom left
panel (b) shows the frequency responses of fixed gammatone filters (the black
dots indicate that not all filter responses are shown). Bottom right panel (c)
shows the frequency responses of the tunable bandpass filter (BPF) triplets that
adapt to the incoming signal. One BPF triplet is associated with each fixed filter,
such that coarse filtering of the fixed gammatone filters is followed by additional,
finer filtering by tunable filters [2]. More details of this architecture are in [2] or
manuscript 2 of this thesis.
(FDL) and phase locked loop (PLL) as shown in Figure 35. Tracking frequen-
cies precisely is crucial for fundamental frequency/pitch (f0) calculation [1]. This
FDL/PLL block operates on the output of the center filter HC(f) as shown in
Figure 35. The phase locked loop (PLL) shown within dashed lines in Figure 35
is a standard PLL. A weighted sum of the FDL and PLL errors is used to track
the dominant frequencies in the signal. By using a weighted sum of the FDL and
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Figure 34. Shows the bias in the voltage controlled oscillator (VCO) tracks for
unresolved tones; here f1 = 2300 Hz, f2 = 2500 Hz, however the mean value of the
estimates are off about approximately 15 Hz.
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Figure 35. Improved frequency discriminator loop (FDL) block, which shows the
addition of a phase locked loop (PLL). A weighted sum of the FDL and PLL
errors is used to track the frequency of the dominant tone in the passband of the
associated gammatone (GT) filter [1].
PLL errors, the importance of one or the other is emphasized accordingly. For low
frequency channels the GT filters are narrow and hence the interfering components
are already sufficiently attenuated. Hence, for these channels the FDL error alone
is adequate for tracking these individual frequencies. However, for high frequency
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channels the GT filters are wider and hence invariably have interacting tones within
their passband. In this case, the FDL drives the VCO within the lock-in range of
the PLL and the PLL homes in on the nearby dominant tone. In this case the PLL
error is weighted more to reduce the bias in frequency estimate. Figure 36 shows
the updated VCO frequency tracks for the same input signals presented in Figure
34. This figure clearly shows that the mean value of the frequency estimates is
equal to the actual frequencies in the input signal with out any bias, however there
more variance than the earlier case.
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Figure 36. Frequency tracks of voltage controlled oscillator (VCO) using improved
frequency discriminator loop (FDL) block. The mean value of the frequency esti-
mates are same as the actual frequencies f1 = 2300 Hz, f2 = 2500 Hz. However it
does add some variance to the estimates as compared to Figure 34.
4.3 Pitch extraction
Once the frequencies are tracked precisely, a phase alignment loop (PAL) is
used to compute the fundamental frequency or pitch (f0). More details about PAL
are in [1] or manuscript 3 of this thesis. The idea is to adaptively phase align the
filter outputs to a common time reference and sum them together. We referred to
the resulting signal as “summary phase aligned function (SPAF)” [1] from which
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the fundamental frequency or pitch (f0) can be computed.
The main principle behind PAL is illustrated in Figure 37. Here, the input
signal to SCFB is a single tone at 800 Hz. Figure 37 (a) shows the frequency
tracks of four VCOs around 800 Hz (with 660, 696, 734, 773 Hz as their center
frequencies). When the tone is subjected to the four gammatone (GT) filters, the
resulting outputs get attenuated as well as phase delayed differently as shown in
Figure 37 (b). At the time reference, t0, (=0.2 seconds, not shown in the figure)
the PALs start to phase align these channel outputs. Figure 37 (b) & (c) shows the
HW rectified tones before and after phase alignment. The phase aligned outputs
presented in Figure 37 (c) are coherently added to obtain the summary phase
aligned function (SPAF), from which the f0 of the tone is obtained.
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Figure 37. Single tone input at 800 Hz: (a) shows the frequency trajectories of
the 4 VCOs near 800 Hz, (b) and (c) show the half-wave (HW) rectified channel
outputs without and with phase alignment, respectively [1].
The complete pitch extraction architecture using the improved frequency dis-
criminator loop (FDL) and phase alignment loop (PAL) is shown in Figure 38.
In the next section the design parameters for the frequency discriminator loop
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Figure 38. Pitch extraction algorithm using the improved synchrony capture filter-
bank (SCFB). The first stage of this architecture is the improved FDL (FDL/PLL).
These outputs are phase aligned by phase alignment loop (PAL), which are added
to produce the summary phase aligned function (SPAF), from which the f0 can be
determined.
(FDL) and phase locked loop (PLL) are presented.
4.4 Design parameters for the frequency discriminator loop (FDL)
The baseband equivalent circuit of the FDL is shown in Figure 39. The low
FFDL(s) = k1 + 
k2 − 
s
+
-
1
s+α+
ωi(t)
ωc(t)
ωe(t)
1/s
kss
VCO Loop lter
Linear
Discriminator
(LD)
Figure 39. Baseband equivalent circuit of the frequency discriminator loop (FDL).
pass filter (LPF), which is part of the envelope detector, is relatively broad and
hence is not part of the equivalent circuit. The left and the right BPFs and
the envelope detectors have been replaced by the linear discriminator (LD) with
transfer function kss. Let us redraw this architecture in a simplified circuit shown
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in Figure 40.
+
-
+X(s) E(s) Y(s)G(s)
Figure 40. Generic feedback circuit.
By comparing Figures 39 and 40
G(s) =
(
1
s+ α
)
(kss)
(
1
s
)(
k1 +
k2
s
)
=
(
ks
s+ α
)(
k1 +
k2
s
)
(33)
Let us check the stability of the system, before deriving the parameters. To com-
pute the steady state error, the error transfer function E(s) is shown below.
E(s) =
ωe(s)
ωi(s)
= X(s)
1
1 +G(s)
=
X(s)
1 +
ks
s+ α
(
k1 +
k2
s
) = X(s)s(s+ α)
s(s+ α) + ks(k1s+ k2)
= X(s)
s(s+ α)
s2 + s(α + k1ks) + k2ks
(34)
Using the final value theorem, limt→∞e(t) = lims→0sE(s), the steady state fre-
quency error can be computed. For a step input: wi(t) = u(t) ↔ X(s) = 1
s
, the
output is the following.
e(∞) = lims→0sX(s)
s(s+ α)
s2 + s(α + k1ks) + k2ks
= lims→0s
1
s
 s(s+ α)
s2 + s(α + k1ks) + k2ks
= lims→0
s(s+ α)
s2 + s(α + k1ks) + k2ks
= 0 (35)
Hence, the final value of we(t), i.e., limt→∞we(t) = 0 or the steady state frequency
error is zero.
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Similarly for a ramp input, wi(t) = tu(t)↔ X(s) = 1
s2
,
e(∞) = lims→0sX(s)
s(s+ α)
s2 + s(α + k1ks) + k2ks
= lims→0s
 1
s2
 s(s+ α)
s2 + s(α + k1ks) + k2ks
= lims→0
(s+ α)
s2 + s(α + k1ks) + k2ks
=
α
k2ks
(36)
Hence, the steady state error is a constant (=
α
k2ks
).
Now, to compute the loop filter parameters: proportional constant (k1), in-
tegral constant (k2), and the bandwidth, the closed loop transfer function L(s) is
computed. Its numerical value provides a clue to the loop characteristics.
L(s) =
ωc(s)
ωi(s)
=
G(s)
1 +G(s)
=
ks
s+ α
(
k1 +
k2
s
)
1 +
ks
s+ α
(
k1 +
k2
s
) = ks(k1s+ k2)
s(s+ α) + ks(k1s+ k2)
=
k1kss+ k2ks
s2 + s(α + k1ks) + k2ks
(37)
Let us rewrite L(s) in a simplified form for convenience: L(s) =
c1s+ c0
d2s2 + d1s+ d0
,
where c1 = k1ks, c0 = k2ks, d2 = 1, d1 = (α+ k1ks), d0 = k2ks. Often in loop design
the equivalent noise bandwidth, Bn, of the loop is used as a design parameter and
is defined as [3]
Bn =
∫∞
0
|L(jω)|2 dω
|L(0)|2 (38)
Bn has been analytically calculated for system functions up to order 4 in [4] (page
21), and is given by
Bn =
c21d0 + c
2
0d2
4d0d1d2
. (39)
Hence the equivalent noise bandwidth, Bn, for the corresponding L(s) becomes the
following:
Bn =
(k1ks)
2k2ks + (k2ks)
21
4k2ks(α + k1ks)1
=
(k1ks)
2 + k2ks
4(α + k1ks)
(40)
92
Further, by comparing the denominator of Eq.(37), given by (s2+s(α+k1ks)+k2ks)
to the denominator of a standard second order transfer function, (s2 +2ζωns+ω
2
n),
where ζ is the damping ratio and ωn is the natural frequency, we can infer the
following
ω2n = k2ks (41)
2ζωn = α + k1ks ⇒ k1ks = 2ζωn − α (42)
L(s) can be expressed in terms of ζ and ωn, by substituting Eqs. 41 and 42 in Eq.
37 and is given by
L(s) =
k1kss+ k2ks
s2 + s(α + k1ks) + k2ks
=
(2ζωn − α)s+ ω2n
s2 + 2ζωns+ ω2n
. (43)
Similarly, Bn in terms of ζ and ωn is given by
Bn =
(k1ks)
2 + k2ks
4(α + k1ks)
=
(2ζωn − α)2 + ω2n
8ζωn
. (44)
Assuming a value for Bn and ζ (is typically equal to 1), we can calculate the
natural frequency, ωn, and the proportional and integral constants k1 and k2.
(2ζωn − α)2 + ω2n
8ζωn
= Bn
(1 + 4ζ2)ω2n + α
2 − 4ζωnα = 8ζωnBn
(1 + 4ζ2)ω2n − 4ζ(α + 2Bn)ωn + α2 = 0 (45)
ωn is the positive root of the quadratic equation from Eq. 45. k1 and k2 are derived
using the relation from Eqs. 41 and 42. The results are as follows.
ωn =
4ζ(α + 2Bn)±
√
(4ζ(α + 2Bn))2 − 4(1 + 4ζ2)α2
2(1 + 4ζ2)
(46)
k1 =
2ζωn − α
ks
(47)
k2 =
ω2n
ks
(48)
Next let us consider the design parameters for the phase locked loop (PLL).
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4.5 Design parameters for the phase locked loop (PLL)
The procedure for choosing the parameters of the phase locked loop (PLL)
is similar to the procedure outlined in previous section 4.4. The equivalent PLL
circuit is shown in Figure 41.
θ(s)
++
θ(s)
^
k’p
k’0 − 
s
k’2 − 
s
k’1
FPLL(s) = k’1 + 
k’2 − 
s
Figure 41. Analog equivalent circuit of phase locked loop (PLL).
The loop transfer function H(s) is
H(s) =
θ̂(s)
θ(s)
=
k′0k
′
p
(
k′1 +
k′2
s
)
s+ k′0k′p
(
k′1 +
k′2
s
)
=
k′0k
′
1k
′
ps+ k
′
2k
′
0k
′
p
s2 + k′0k
′
1k
′
ps+ k
′
2k
′
0k
′
p
, (49)
where k′1 and k
′
2 are the proportional and integral constants, k
′
p and k
′
0 are the phase
detector and voltage controlled oscillator (VCO) constants. Here k′s (k primes)
are used to distinguish them from the FDL parameters. H(s) can be expressed in
the standard form, by writing k′0k
′
2k
′
p = ω
′
n
2 and k′0k
′
1k
′
p = 2ζ
′ω′n.
H(s) =
2ζ ′ω′ns+ ω
′
n
2
s2 + 2ζ ′ω′ns+ ω′n
2 (50)
The equivalent noise bandwidth B′n for phase locked loop (PLL) is derived in the
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same fashion as in the frequency discriminator loop (FDL) derivations.
B′n =
(2ζ ′ω′n)
2ω′n
2 + ω′n
2(1)
4ω′n
2(2ζ ′ω′n)(1)
=
ω′n
2
(ζ ′ +
1
4ζ ′
). (51)
Therefore, the natural frequency, ω′n of PLL is
ω′n =
2B′n
(ζ ′ + 1
4ζ′ )
. (52)
Since k′0k
′
2k
′
p = ω
′
n
2 and k′0k
′
1k
′
p = 2ζ
′ω′n, k
′
1 and k
′
2 interms of natural frequency,
ω′n are the following:
k′1 =
2ζ ′ω′n
k′0k′p
k′2 =
ω′n
2
k′0k′p
. (53)
The final expressions for proportional and integral constants, k′1 and k
′
2 in terms
of bandwidth, B′n and the damping factor, ζ
′ are obtained by substituting Eq. 52
in Eq. 53. The resulting expressions are as follows:
k′1 =
2ζ ′
k′0k′p
(
2B′n
(ζ ′ + 1
4ζ′ )
)
(54)
k′2 =
1
k′0k′p
(
2B′n
(ζ ′ + 1
4ζ′ )
)2
(55)
Assuming a value for ζ ′ = 1, and let k′0k
′
p = c
′, a constant (k′0 - phase detector
and k′p voltage controlled oscillator constant). We can simplify and express the
proportional and integral constants, k′1 and k
′
2 as below:
k′1 =
3.2
c′
B′n (56)
k′2 =
2.56
c′
B′n
2
(57)
These parameters can also be obtained using an alternative approach outlined
by Rice in [5] (page 732). The procedure is as follows: (1) The PLL analog
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equivalent circuit, H(s), and discrete equivalent circuit, H(z), are determined.
(2) The discrete equivalent function from H(s) is calculated by substituting the
bilinear transform, s = 2(1−z
−1)
T (1+z−1) in the analog equivalent function. (3) Finally to
derive an expression for the parameters, the denominators of these two discrete
equivalent functions are equated. Only the denominator is considered because the
bilinear transform preserves only the poles in the Z-domain, but not the zeros. We
noticed that both methods resulted in the same expressions.
4.6 Simulations
The improved SCFB implemented for these simulations has K = 64 logarith-
mically spaced gammatone (GT) filters spanning 100 to 3827 Hz. The sampling
frequency is 16 kHz. These filters are designed using the Auditory Toolbox devel-
oped by Malcolm Slaney [6]. The filter Q values are all 6. Each GT filter is in
cascade with the three filters in the FDL/PLL block, and each of the triplet filters
have half the bandwidth of the GT filter.
The improved SCFB is subjected to the same signals as our original SCFB
algorithm [2] (equivalently manuscript 2 of this thesis). The speech signals were
still first pre-emphasized with a H(z) = 1 − 0.95z−1 filter to equalize the spec-
trum to prevent strong low frequency components from swamping the weaker high
frequency components. The resulting frequency tracks overlapped on the spectro-
grams (capturegrams) for two speech sentences, “Where were you while we were
away?” (TIMIT sentence sx9, speakers mpcs0 and fgjd0) and “The oasis was a
mirage” (TIMIT sentence sx280, speakers mdwk0 and fawf0) spoken by male and
female speakers are shown in Figures 42 and 43, respectively.
While Figure 43 and 44 shows the plots in a 10 dB noise. The Gaussian
distributed noise samples are generated using a variance σ2, obtained from the
signal to noise ratio (SNR) definition as below.
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SNR = 10 log10
(
Ps
σ2
)
dB.
Where Ps is signal power Ps, obtained as the sum of squares of all the speech
signal samples divided by the time duration of the speech signal. The resulting
plots show that the estimated frequency tracks are accurate even in the presence
of noise.
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Figure 42. Results for TIMIT utterance, “Where were you while we were away?”
(sx9) for male (left column) and female (right column) speakers. Top plots (a)(c)
are spectrograms. Middle plots (b)(d) are capturegrams (frequency tracks superim-
posed on spectrograms). At low frequencies, all individual harmonics are tracked,
whereas above 1000 Hz, only prominent formant harmonics are tracked.
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Figure 43. Results for TIMIT utterance, “The oasis was a mirage” (sx280) for
male (left column) and female (right column) speakers. Top plots (a)(c) are spec-
trograms. Middle plots (b)(d) are Capturegrams(frequency tracks superimposed
on spectrograms). High frequency frication above 4000 Hz in “oasis” not shown.
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Figure 44. Results for TIMIT utterance in 10dB noise, “Where were you while we
were away?” (sx9) for male (left column) and female (right column) speakers. Top
plots (a)(c) are spectrograms. Middle plots (b)(d) are capturegrams (frequency
tracks superimposed on spectrograms).
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Figure 45. Results for TIMIT utterance in 10dB noise,“The oasis was a mirage”
(sx280) for male (left column) and female (right column) speakers. Top plots
(a)(c) are spectrograms. Middle plots (b)(d) are Capturegrams(frequency tracks
superimposed on spectrograms).
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The pitch extraction algorithm has been tested with and without noise on
several synthetic and speech signals. Some of the results were shown in [1] or 3 of
this thesis. A few additional results are illustrated here.
Figure 46 (a) shows the frequency tracks for an input signal with two frequen-
cies, 440 and 587 Hz (and the first six harmonics of each frequency), first segment
has a frequency 440 Hz from 0 to 0.425 seconds and the second segment has 587
Hz from 0.425 to 1 second respectively.
Figure 46 (b) shows the corresponding summary phase aligned function
(SPAF), and a zoomed is shown at the bottom of the panels. They exhibit a
clear peaked periodic pattern. The f0 from the SPAF spacing in these two seg-
ments is 440 and 588 Hz; while the actual frequencies in the input signal are: 440
and 587 Hz.
Figure 47 shows the result for the same signal in 10 dB noise. The SPAF still
shows a peaked periodic pattern and the spacing still came out to 440 and 588 Hz.
Finally, Figure 48 shows the result for speech utterance: “The oasis was a
mirage,” (sx280) taken from the TIMIT database. Even in this case, the SPAF
still shows a periodic pattern, and the spacing varied around 100 Hz.
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Figure 46. (a) Frequency tracks (b) SPAF for a two tone segment, first segment
has a frequency 440 Hz from 0 to 0.425 seconds and the second segment has 587
Hz from 0.425 to 1 second respectively.
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Figure 47. (a) Frequency tracks (b) SPAF for a two tone segment in 10 dB noise,
first segment has a frequency 440 Hz from 0 to 0.425 seconds and the second
segment has 587 Hz from 0.425 to 1 second respectively.
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Figure 48. (a) Frequency tracks (b) SPAF for a speech utterance (male speaker)
from TIMIT database “The oasis was a mirage” (sx280.wav).
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4.7 Conclusions
An in-depth analysis of the parameters corresponding to our improved syn-
chrony capture filterbank (SCFB) is presented in this paper. This improved SCFB
tracks the frequencies precisely with out any bias even in the presence of unre-
solved tones in the input. This bias was observed in our original SCFB algorithm.
In turn this improvement allows us to compute pitch accurately. More analysis
is necessary for pitch determination for speech, especially in noise. Even though
SPAF avoids the computation of auto-correlation, it still requires the calculation of
the period between the peaks. Currently, it is determined by peak picking, which
needs to be addressed.
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APPENDIX A
Published ICASSP2011 paper
Our paper titled “Multiple pitch identification using cochlear-like frequency
capture and harmonic grouping” appeared in the Institute of Electrical and Elec-
tronics Engineers (IEEE) International Conference on Acoustics, Speech and Signal
Processing (ICASSP) publication [1]. It is presented here in the original format.
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ABSTRACT
This work addresses the problem of identifying multiple
fundamental frequencies in an acoustic signal. An auditory-
inspired peripheral signal processing model is proposed that
functions in a manner more like a bank of FM receivers
rather than a traditional filterbank. Such receivers lock on to
a strong signal (synchrony capture, frequency capture) even
in the presence of nearby only slightly weaker signal compo-
nents. Once the individual signal components are resolved,
the model subjects them to an instantaneous nonlinearity and
then performs harmonic grouping by cross correlating the
isolated components. After the harmonically-related compo-
nents are grouped, their pitches are computed using a standard
summary autocorrelation approach.
Index Terms— Pitch, Harmonics, Cochlea
1. INTRODUCTION
Pitch is an essential attribute of periodic acoustic signals
in speech, music, and other listening contexts. For a peri-
odic sound, pitch is almost invariably heard at its fundamen-
tal frequency f0. Common onset and common periodicity
(”harmonicity”) are the two strongest factors in grouping fre-
quency components into auditory objects, and separating out
multiple objects, each with its own pitch. Neural pitch mech-
anisms thus appear to be intimately related to early auditory
grouping mechanisms, which in turn render analyses of mul-
tiple objects and streams in the auditory scene much more
tractable. Human listeners are presently far superior to arti-
ficial, machine listening systems when it comes to tracking
and analyzing sounds in noisy, cluttered, real world acoustic
environments. If the operating principles inherent in neural
mechanisms for pitch and auditory grouping can be under-
stood, better artificial speech and music recognition systems
and auditory prostheses are likely to follow. With this in mind
a method for identifying pitches of multiple sets of harmonic
This work was supported by the Airforce Office of Scientific Research
under the grant # AFSOR FA9550-09-1-0119
sounds is proposed that may have parallels with signal pro-
cessing strategies that are employed by l auditory systems.
Three major classes of pitch models exist: spectral
pattern-matching models, residue models, and temporal au-
tocorrelation models [1]. Spectral pattern-matching mech-
anisms analyze patterns of resolved frequency components
and group harmonically-related components into separate
auditory objects (via template matching [2], neural nets, or
subharmonic superpositions). Residue models rely on in-
teractions of unresolved harmonics (beating) produced by
broad cochlear filtering and carry out a temporal analysis
of the resultant periodicities. Temporal autocorrelation and
cancellation models analyze patterns of all-order interspike
intervals produced in the auditory nerve to identify interval
peaks [3, 4] or subpatterns associated with different pitches.
Spectral pattern theories depend entirely on resolved har-
monics, and therefore cannot explain the somewhat weaker
fundamental pitches produced by unresolved harmonics.
Residue theories depend entirely on waveform interactions
between unresolved harmonics, and therefore do not explain
the stronger pitches produced by resolved harmonics. Tem-
poral autocorrelation models operate on interspike intervals
produced by both resolved and unresolved harmonics and
pure tones, and therefore provide a unified account of pitches
associated with periodicities below 4-5 kHz. [3].
Psychophysical research [5] indicates that separations of
multiple auditory objects with different fundamentals cru-
cially depend on the presence of resolved, non-interfering
low harmonics. This implies some neural mechanism that
depends on the separation of harmonics prior to the operation
of harmonic grouping and formation of auditory objects.
Temporal discharge patterns in the auditory nerve provide
a neurally- and psychophysically-plausible basis for central
neural representations of frequency and periodicity, be they in
either the frequency- [2] or time-domain [3]. Here the precise
nature of temporal representations of resolved and unresolved
harmonics can shed light on the neural mechanisms under-
lying separation of multiple concurrent harmonic sounds. If
one examines the representation of low harmonics of complex
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sounds in the auditory nerve, a striking feature is ”synchrony
capture”, wherein nerve fibers in an entire cochlear region
are driven almost exclusively by one local frequency com-
ponent [6], such that the individual component imposes its
temporal fine structure on the temporal patterning of spikes in
that region. Synchrony capture occurs at moderate and high
sound pressure levels, where auditory nerve fibers are typi-
cally driven at their maximal rates over a range of pure tone
frequencies of an octave or more. For low or resolved har-
monics, synchrony capture enhances the interspike interval
representations of the individual harmonics in fibers whose
characteristic frequencies (CF’s) are nearby. When harmon-
ics are close together in frequency, within a critical band or
so, surrounding auditory nerve CF regions are instead driven
by the composite waveform pattern of the two interacting har-
monics, and the interspike interval representation of individ-
ual harmonics is degraded. Thus, neural synchrony capture
appears to parallel perceptual harmonic resolution. Because
resolved harmonics permit separation of concurrent sounds,
synchrony capture in artificial systems may likewise be ex-
ploited for better sound separations.
2. SYNCHRONY/FREQUENCY CAPTURE MODEL
With this in view, a model is proposed for peripheral pro-
cessing that uses a snchrony capture mechanism to effect the
capture of individual frequency components. Rather than a
simple filter bank, the mechanism behaves more like a bank
of FM receivers, and hence tends to capture the strong fre-
quency components in a signal and mask weaker ones. Such
receivers are known to lock on (or frequency capture [7]) to a
strong FM signal even in the presence of nearby, only slightly
weaker signals. After individual components are separated
via frequency capture, a harmonic grouping operation is per-
formed by a Harmonic Relation Detector (HARD) (block in
Figure 1). Here the channel outputs are subjected to a non-
linear distortion, mutually cross-correlated, and then tested to
determine if they are harmonically-related.
In the following, a simple adaptive signal processing ap-
proach is proposed that exhibits this type of frequency/synchrony
capture behavior. The proposed implementation is motivated
by the anatomy and biophysics of the cochlea, particularly
the crystalline structure of the three rows of outer hair cells
(OHCs) that ride on top of the basilar membrane. Motivated
by these observations, an adaptive filter structure consisting
of three bandpass filters (BPF) was envisioned, provisionally
called a BPF triplet, that can home in on a dominant tone
in an input signal. This idea was then used to synthesize a
composite Synchrony Capture Filterbank (SCFB) that can be
used as a front-end for further signal analysis.The BPF triplet
structure is essentially the same as used by Costas [8].
First, a simple model is formulated for the log-envelope
and phase derivative of a signal consisting of two tones, which
is useful in explaining the synchrony capture phenomenon.
Using this model, how a tunable BPF triplet can be designed
SCFB
Harmonic 
Grouping
 (HARD)
ACF 
Auto corrleation
Pitch 1
Pitch N
Pitch 2
Group 1
Group N
Group 2
x(t)
Channel 1
Channel 2
Channel K
(N < K)
Fig. 1. Multiple pitch estimator: The SCFB (Synchrony Cap-
ture Filterbank) block consists of K peripheral filters, each of
which is followed by a Bandpass filter Triplet shown in Figure
2. Each such cascade is called a channel. SCFB helps separate
and capture the dominant frequency components in x(t). HARD
thus determines which harmonic components belong in a group,
i.e. in a separate auditory object. The ACF unit computes the
autocorrelation function for each channel output and obtains a
pitch estimate for each group separately by computing the Sum-
mary ACFs (SACFs)[4]. K is the number of channels. N is the
number of harmonic groups. K >> N .
to follow a dominant tone in the input is outlined. Consider a
signal s(t) consisting of a tone at frequency ω1 (=2pif1) and
an interfering tone at ω2 (=2pif2). s(t) is a model for the
output of one of the peripheral filters in the SCFB module.
s(t) = A1 cos(ω1t+ θ1) +A2 cos(ω2t+ θ2) (1)
Let us assume thatA1 >A2. Then, it is easy to show that s(t)
s(t) ≈ a(t)cos(φ(t)) (2)
where the envelope is
a(t) = elnA1+
A2
A1
cos(∆ωt+∆θ), (3)
and the phase function is
φ(t) = ω1t+ θ1 +
A2
A1
sin(∆ωt+ ∆θ), (4)
and ∆ω = ω2 − ω1 and ∆θ = θ2 − θ1. The instantaneous
frequency (IF) and the log-envelope are as follows.
dφ(t)
dt
= ω1 +
A2
A1
∆ω cos(∆ωt+ ∆θ), (5)
ln a(t) = lnA1 +
A2
A1
cos(∆ωt+ ∆θ). (6)
Note that the average value of IF is ω1, the dominant tone’s
frequency. A system can lock on to it by filtering the IF using
a low-pass filter (LPF) with a cut off frequency ∆ω. This is
the common frequency capture phenomenon [7] that occurs in
traditional FM receivers such as FM discriminators and Phase
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Lock Loops (PLLs). Alternatively, envelope or amplitude in-
formation can also be used to capture the dominant signall.
That is, the compressed envelope signal, ln a(t), can be low
pass filtered to obtain lnA1. This can then be used to home
in on the dominant tone in the input as outlined in Figure 2.
s(t)
Amplitude R
Servo
Amplitude L
BPF fc - Δ
BPF fc
BPF fc + Δ
VCO Control
VCO Control
VCO Control
yC(t)
Amplitude C
L
C
R
C RL
fc fc+∆fc-∆
f 
Fig. 2. Synchrony/Frequency Capturing BPF Triplet: s(t)
is the output of a peripheral filter in SCFB. Each peripheral filter
inputs to a BPF triplet shown above. The left (L), Center (C) and
Right (R) bandpass filters are centered at fc − ∆, fc and fc + ∆
Hz respectively. The center frequencies of the BPF triplets can be
moved together by changing the frequencies of the VCOs which
are used to tune them. The envelopes of the BPF filter outputs
are filtered to get their slowly changing amplitudes. These are
denoted by L, C and R. The quantity R−LR+L is used by the servo
loop to change the frequencies of the VCOs. Thus, the filters are
moved such that centre frequency fc of the center filter tracks the
frequency of the dominant tone in s(t). Track is achieved when
R = L. The C filter output, yc(t), is the channel output.
3. HARMONIC RELATION DETECTOR (HARD)
Once the tones are isolated how do we determine if two
tones cos(2pif1t+ θ1) and cos(2pif2t+ θ2) have a harmonic
relationship, that is, they have a common fundamental f0?
Clearly, the range of f0 must be restricted to avoid arbitrar-
ily low f0 values. Here f0 has been restricted to the range
of periodicity pitch, between 20 to 2000 Hz. Therefore, we
need to determine if f1 and f2 have a harmonic relationship
over a maximum interval of Ti ≈ 50ms (=1/20 Hz.) Let us
assume that f1 and f2 are indeed harmonically related, that
is f1 = nf0 and f2 = pf0 where n and p are integers. We
then subject the tones to an instantaneous nonlinearity such
that they produce tones of all the higher integer multiples of
f1 and f2. Chebyshev polynomials serve as a convenient non-
linear function [9]. That is, gm(t) is defined as the output of
the nonlinearity (denoted by the NL box in Figure 3) when
the input is a tone cos(2pifmt+ φm).
gm(t) =
Nm∑
k=1
Tk(cos(2pifmt+ φm)), m = 1, 2 (7)
where Tk are the Chebyshev polynomials. Notice that the
nonlinear operation is such that it produces overtones with
frequencies that are both odd and even multiples of f1 (or
f2). Note also that the dc component is intentionally elimi-
nated. Nonlinearities other than Chebyshev polynomials can
also be used. The nonlinearly distorted tones are then mul-
NL
NL
γ
(in eqn(8))
Cos(ω1 t + θ1)
Cos(ω2 t + θ2)
t
t + Ti
dt
< ε 
> ε 
Un Related
Related
NL - Non-linearity
Fig. 3. Non-linear Interchannel Crosscorrelator: This unit
is the building block for the harmonic relationship detector
(HARD) in Figure 1. It produces the overtones of two sinusoids
and computes their normalized crosscorrelation γ.
tiplied together and integrated over an interval of Ti secs to
compute the normalized cross correlation γ.
γ =
∣∣∣∣∣∣
∫
g1(t)g2(t)dt√∫
g21(t)dt
∫
g22(t)dt
∣∣∣∣∣∣ . (8)
As an example, let f1 and f2 be 220 and 550 Hz respectively.
f1 = nf0 and f2 = pf0 where n = 2, p = 5 and f0 = 110Hz.
Then the two distorted tones g1(t) and g2(t) have common
frequencies 1100, 2200, 3300 etc which are integer multiples
of LCM(n,p)×f0, where LCM is the least common multiple.
Thus γ will tend to be large. If the frequencies are unrelated
then γ will be small.
4. SIMULATION EXAMPLE
In this paper, for lack of space, we restrict ourselves to
applying the proposed multipitch identification algorithm to a
synthetic signal x(t) which consists of only two sets (N=2) of
harmonics. The two fundamental frequencies are f01 = 109
Hz and f02 = 123 Hz.
x(t) =
6∑
k=1
Akcos(2pifkt+ θk), (9)
where the frequencies f1 to f3 are 218, 436 and 981 Hz ( inte-
ger multiples of f01), while the frequencies f4 to f6 are 492,
738 and 861Hz ( integer multiples of f02). θk are chosen ran-
domly. All Ak are unity. x(t) is input to a gamma tone filter
bank, the details of which are described elsewhere [10]. The
filter bank consists of 50 filters spanning a frequency range of
100 to 1500 Hz. The filters are relatively broad with Q = 4.
The output of each filter is fed to a BPF triplet shown in
Figure 2. For each sinusoid in x(t) with frequency fk, the
channels in that neighborhood stay locked on to it. Typically
the channel with the center frequency closest to fk will have
the maximum amplitude. For example, if we consider the
case of f1 = 218 Hz, the channel #s 5 to 10 (with center
frequencies ranging from 164 Hz and 253 Hz respectively) are
locked on to 218 Hz, and channel #7 (whose center frequency
is 223Hz) has the highest amplitude as it is closest to 218 Hz.
The outputs of those channels with maximum amplitude in a
neighborhood are fed to the ACF calculator and the harmonic
relation detector(HARD) in parallel. See Figure 1.
In the HARD block in Fig. 1 the channel outputs are non-
linearly distorted to produce some of the higher harmonics
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(see Eq. (7)). The nonlinearly distorted signals are then cross-
correlated to obtain the γ values using formula in Eq.8. As an
example, let us consider the spectra of distorted signals gm(t)
in two different cases: (1) 218 and 981 Hz, (2) 218 and 738
Hz. 218 and 981 Hz are harmonically related, where as 218
and 738 Hz are not (with in a time window of 50ms). Figure 4
shows the spectra of the corresponding distorted signals. No-
tice that the spectral lines coresponding to the higher harmon-
ics of 218 and 981 Hz coincide at many locations (top panel)
where as such coincidnces or near coincidences are less com-
mon in the case of 218 and 738 Hz (bottom panel). As a result
the γ for 218 and 981 Hz tones are higher than for 218 and
738 Hz. Hence 218 and 981 Hz belong in group 1.
0 500 1000 1500 2000 2500 3000 3500 4000 4500
0
1000
2000
3000
4000
spectrum of the distorted signals for freq 218 (solid line with o) and 981 (solid line with *)
0 500 1000 1500 2000 2500 3000 3500 4000 4500
0
1000
2000
3000
4000
spectrum of the distorted signals for freq 218 (solid line with o) and 738 (solid line with *)
Fig. 4. Spectra of NL distorted signals corresponding to fre-
quencies 218 and 981 Hz (top) and 218, 738 Hz (bottom). If the
overtone frequencies are the same then the ’ø’ and ’∗’coincide.
No exact coincidences are found in the bottom panel.
The 3D plot in Figure 5 displays the γ values for all the
15 possible pairs of frequencies. Generally, if two frequencies
are from the same group (either f01 group or the f02 group)
then the corresponding γ values tend to be larger. Note that
harmonically related tones like 436 Hz and 981 Hz have large
γ values whereas 218 Hz and 738 Hz or 861 and 981 Hz have
relatively small γs. Thus we can use these γ values to group
the tones that belong to a harmonic set. Once the tones are
grouped, then the autocorrelation functions for the channel
outputs for these groups can be summed. Figure 6 shows the
Summary Autocorrelation for groups 1 and 2. The pitch peri-
ods corresponding to the two groups can then be determined
by picking the first global peak away from lag zero.
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ABSTRACT
We propose a novel algorithm for tracking multiple sinu-
soidal signals that is motivated by neural coding in the mam-
malian peripheral auditory system. A striking feature of audi-
tory nerve activity is the phenomenon of ”synchrony capture,”
whereby the most intense frequency components in the stimu-
lus dominate the temporal firing patterns of whole subpopula-
tions of auditory nerve fibers (ANFs). A novel adaptive filter-
bank structure that emulates key aspects of synchrony capture
is presented. The proposed filterbank has two components:
a fixed bank of traditional gammatone (or equivalent) filters
that are cascaded with a bank of adaptively-tunable bandpass
filter triplets. The bandpass filters are tuned by using a volt-
age controlled oscillator (VCO) whose frequency is steered
by a frequency discriminator loop (FDL). The resulting fil-
terbank is used to process synthetic signals and speech. It is
shown that the VCOs can track the low frequency harmon-
ics in speech that evoke voice pitch at their fundamental (F0).
For vowels, the VCOs faithfully track the strongest harmonic
present in each formant region.
Index Terms— auditory model, frequency capture, har-
monics, cochlea, tunable filters
1. INTRODUCTION
This paper proposes signal analysis algorithms for process-
ing speech, music, and other audio signals that are inspired
by the auditory system. For the past three decades there has
been significant interest in developing computational signal
processing models based on the neurophysiology of the audi-
tory nerve [1]. Our work in this area is motivated by physi-
ological observations of the synchrony capture phenomenon
by Sachs and Young [2] and Delgutte and Kiang [3]. For
vowel stimuli, the phase-locked , temporal firing patterns of
fibers of an entire cochlear place region of nearby character-
istic frequencies (CFs) are driven almost exclusively by one
local, dominant frequency component, despite the presence of
This work was supported by the Airforce Office of Scientific Research
under the grant # AFSOR FA9550-09-1-0119
other, nearby weaker ones [3]. At moderate and high sound
pressure levels, fibers spanning an entire octave or more of CF
are typically driven at their maximal rates and exhibit firing
patterns related to a single, dominant component in each for-
mant region. From a signal processing perspective, capture by
a dominant component while ignoring nearby weaker compo-
nents resembles the well-known ”frequency capture” behav-
ior [4] of frequency modulation (FM) receivers. This mode of
response permits FM devices to receive an FM signal with lit-
tle distortion even when other, weaker FM signals nearby in
frequency are also present. Traditional FM receiver circuits
such as frequency discriminators, phase locked loops and ra-
tio detectors exhibit this frequency capture property, suggest-
ing possible signal processing analogies with the encoding of
signals in the auditory nerve. In functional terms, one can
conceive of hair cell stereocilia as soft rectifiers, outer hair
cell active processes as voltage controlled oscillators, and hair
cell membranes as lowpass filters. These functional analogies
have motivated the signal processing architecture proposed
here.
The proposed algorithm (an extension of our previous
work [5]) can resolve closely spaced (low frequency) har-
monics from interfering sounds in many cases, at least over
short intervals. The nonlinearity in the feedback loop assists
in this respect by locking onto the dominant component’s
frequency rather than finding a weighted average frequency
of the two interacting signals. Frequency locking thus re-
duces distorting interference between nearby signals, which
in turn can better preserve harmonic grouping operations that
subserve separation of multiple concurrent voices. Strategies
for automatic attenuation of weaker, interfering sounds thus
seems plausible.
2. SYNCHRONY CAPTURE FILTERBANK
We propose a signal processing architecture (Figure 1) that
uses an adaptive frequency locking mechanism to effect the
capture of dominant frequency components in the stimulus.
It consists of a bank of fixed, relatively broad bandpass fil-
ters (BPF) that emulate basilar membrane (BM) filtering, in
112
ωc1
ωcK
Channel 1
Channel K 
Channel K-1
Channel 2
Channel j
s(t)
Gamma tone Filter Bank
Low Freq
High Freq
FDL
FDL
FDL
FDL
FDL
Frequency Discriminator Loop
Tunable
Cos-Cos Filter
x(t)
F(s) =
Ki
S
error 
signal
VCO
+
+
+
+
+Tunable
Cos-Sin Filter
Cos(ωct)
& Sin(ωct)
envelope detector
log
log
Center Filter
HR(ω) 
HL(ω) 
0 1000 2000 3000 4000 5000
0
0.2
0.4
0.6
0.8
1
Fixed Filters (Basilar Membrane)
frequency (Hz) -->
M
ag
ni
tu
de
 re
sp
on
se
 --
>
0 1000 2000 3000 4000 5000
0
0.2
0.4
0.6
0.8
1
Vernier Tunable Filters (Outer Hair Cells)
frequency  (Hz)-->
M
ag
ni
tu
de
 re
sp
on
se
 --
> Tunable
(a) (b)
Fig. 1. Synchrony Capture Filterbank (SCFB): (a) SCFB architecture. Rightmost is a bank of K logarithmically-spaced, constant (but
low) Q gammatone filters whose center frequencies span the desired audible frequency range (emulating BM filtering). Next, a frequency
discriminator loop (FDL) is cascaded with each of the K filters, with each such cascade henceforth being called a ”channel.” Each FDL is
made up of three tunable bandpass filters. The right HR(ω) and the left HL(ω) filters’ output envelopes are compared and their difference is
used to drive the VCO after passing through an integrator. The VCO outputs are used to tune all three filters. The output of each channel is
obtained from its center filter HC(ω). (b)Frequency responses of fixed (top) and tunable (bottom) filters.
cascade with tunable narrower filters that produce the cap-
ture property. The proposed model is not unlike a vernier
scale, in that the gross measurement of frequency is made
by the fixed filterbank (a´ la BM), while more precise mea-
surement is achieved by the second bank of tunable filters.
Each secondary filter forms part of a frequency discriminator
loop (FDL) whose hypothetical cochlear counterpart would
be an outer hair cell/tectorial membrane/basilar membrane
feedback loop. FDLs are basic tone trackers. Each FDL
is made up of three tunable bandpass filters (”BPF triplet”)
whose arrangement was inspired by the triple-row geometry
of outer hair cells on the basilar membrane. The tuning of
all three BPFs is accomplished by a single VCO. The novel
part of the SCFB is the design of the FDL, which is described
in the next section. The frequency error detector (FED), the
crucial part of the FDL uses matched right HR(ω) and left
HL(ω) filters to compute frequency difference between its in-
put tone and VCO frequency. Section 3 shows synthetic sig-
nals and speech processed using the SCFB. It is shown that
for voiced part of speech signals the lowest frequency chan-
nels are captured by individual low harmonics, with higher
frequency channels being captured by dominant harmonics in
each formant region (not unlike what occurs in the auditory
nerve).
2.1. Frequency Discriminator Loop (FDL)
Frequency Discriminator Loops (FDLs) have been used
for decades to synchronize transmitter and receiver oscilla-
tors in digital and analog communication systems [6, 7, 8].
The structure of the proposed frequency tracking algorithm
is similar to the FDLs used in communication systems. The
block diagram of a generic FDL is shown in Figure 2. It con-
sists of a frequency error detector (FED), a loop filter and a
VCO. The FED outputs an error signal e(t) that is propor-
tional to the difference between the frequency of the input
signal ω1 and that of the VCO, ωc. The loop filter provides
the control voltage to the VCO and drives its frequency such
that ωc − ω1 tends to zero. Typically the loop filter is an inte-
grator, i.e., F (s) = ki/s.
VCO
error signal
e(t)
input x(t) =
 A1Cos(ω1 t + θ1) Frequency Error 
Detector (FED)
Loop Filter
F(s)
control 
voltage
output =
 Cos(ωct +φ1)
Fig. 2. Generic FDL: The error signal e(t) is a measure of the
frequency difference between the input tone and the VCO output.
The details of the frequency error detector are shown in figure 4.
2.2. Frequency Error Detector (FED) based on Tunable
Right, Left and Center Filters
The three bandpass filters that constitute the FED (see
Figure 4, HC(ω) not shown) are all synthesized from a sin-
gle prototype noncausal impulse response h(t) = e−α|t|.
H(ω) = 2α/(ω2 + α2). Only the right HR(ω) and the left
HL(ω) filters are used in error detection. Let h1(t) and h2(t)
be the impulse responses of frequency translated filters, given
by
h1(t) = h(t) cos ∆t, and h2(t) = h(t) sin ∆t, (1)
where ∆ is the translation frequency. So,
H1(ω) = (H(ω −∆) +H(ω + ∆))/2,
H2(ω) = j(H(ω −∆)−H(ω + ∆))/2. (2)
j =
√−1. ∆ is chosen equal to α, so that ∆ is the 3-dB
point of H(ω). The frequency responses H1(ω) and H2(ω)
are purely real and imaginary, respectively. H1(ω) andH2(ω)
are embedded as part of the tunable band pass filters G1(ω)
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Fig. 3. : a) Tunable Cos-Cos filter and b) Cos-Sin filter. c) G1(ω), G2(ω) (without the scale factor j) are shown in c.
and G2(ω) shown in Figures 3a and 3b, respectively. G1(ω)
is called a Cos-Cos filter andG2(ω) is named a Cos-Sin filter.
The term Cos-Cos is used to denote that both the multipli-
ers in the upper branch of G1(ω) are supplied with cosωct,
whereas for the Cos-Sin filter the two multipliers in the up-
per branch are supplied with cosωct and sinωct. It is easy to
show that
G1(ω) = (H1(ω − ωc) +H1(ω + ωc))/2,
G2(ω) = j(H2(ω − ωc)−H2(ω + ωc))/2. (3)
The frequency responses G1(ω) (real and even) and G2(ω)
(real and odd) are shown in Figure 3c. These frequency
responses can be tuned by changing ωc. Note that the sys-
tem functions of a generic Cos-Cos structure and Cos-Sin
structure (if we choose H1(ω) = H2(ω)) are related by
the expression G2(ω) = jsgn(ω)G1(ω). That is, Cos-Cos
structure has an additional term which signifies a Hilbert
transform when compared to Cos-Sin structure. This stems
from the fact that the multipliers in the upper/lower branches
of Figure 3b are cosine and sine unlike the Cos-Cos filter in
Figure 3a. The outputs of the Cos-Cos and Cos-Sin filters
are added/subtracted (see Figure 4a) to obtain the overall
right/left filter responses HR(ω) and HL(ω), respectively.
That is,
HR(ω) = G1(ω)−G2(ω),
HL(ω) = G1(ω) +G2(ω). (4)
Substituting forG1(ω) andG2(ω) in Eq.4 from Eq.3, we have
HR(ω) = (H1(ω − ωc) +H1(ω + ωc))/2
+ j(H2(ω − ωc)−H2(ω − ωc))/2,
HL(ω) = (H1(ω − ωc) +H1(ω + ωc))/2
− j(H2(ω − ωc)−H2(ω − ωc))/2. (5)
Further substituting for H1(ω) and H2(ω) in Eq.5 from Eq.2
and simplifying, we have
HR(ω) = H(ω − ωc −∆) +H(ω + ωc + ∆))
HL(ω) = H(ω − ωc + ∆) +H(ω + ωc −∆)). (6)
Thus, the filters HR(ω) and HL(ω) (shown in Figure 4b)
are the original prototype filter H(ω) shifted to center fre-
quencies ωc + ∆ and ωc − ∆, respectively. They are purely
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Fig. 4. Frequency Error Detector and the FDL: a)The filters
HR(ω) and HL(ω) are obtained as sum and difference of G1(ω)
and G2(ω). At low frequencies the envelopes are compressed us-
ing a logarithmic nonlinearity, where as at high frequencies the er-
ror is computed as a normalized envelope difference (envelope dif-
ference/envelope sum). The filters HR(ω) and HL(ω) are basi-
cally synthesized from a single prototype H(ω), and hence are per-
fectly matched and symmetric about ωc. b) The frequency responses
HR(ω) and HL(ω). HC(ω), not shown, is centered around ωc.
real valued. In practice, the filter impulse responses in Eq.1
are symmetrically truncated about the time origin and made
causal by shifting them to the right resulting in linear phase
filters. The center filter Hc(ω) (also tunable) centered around
ωc, not shown in Figure 4a or 4b, is synthesized using the
Cos-Cos structure but with the prototype filter H(ω) sand-
wiched between the multipliers. Its output is not used in error
signal calculation but is the channel output. If the input tone
frequency ω1 is less than the VCO frequency ωc then the en-
velope at the output of HL(ω) is larger than the envelope at
the output of HR(ω) and the error signal will drive the VCO
to make ωc equal to ω1 and vice versa. The integrator gain ki
determines the dynamics.
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3. SIMULATION
We have tested SCFB algorithms and adaptive parame-
ters using several synthetic complex tones and speech signals
from the TIMIT database. Here we show results of one syn-
thetic and one speech simulation. The SCFBs used in these
simulations have K=200 logarithmically spaced (roughly con-
stant Q) gammatone filters spanning a frequency range of 0.1-
5 kHz, which is standard fare in auditory system modeling [9],
with sampling frequency of 16 kHz. Figure 1b (top) shows the
magnitude response of the gammatone filter bank. Values of
∆ for the tunable BPFs ranged from 19 Hz at low frequen-
cies to a maximum of 226 Hz at the high frequency end. De-
tails of the control loop design and effects of parametric vari-
ations will be presented elsewhere [10]. Figure 5 shows the
frequency tracks of the center VCO when the input consists of
tones at 440, 587 and 880 Hz with equal amplitudes. Clearly
several channels are captured by the tones that dominate their
frequency neighborhood. We call the running plots of VCO
frequency tracks of the channels ”capturegrams”. It can be
seen that 440 Hz dominates channels with center fixed fre-
quencies from 380-500 Hz, 587 Hz dominates channels from
550-700 Hz, and 880 Hz dominates channels from 780-1000
Hz. Increasing the relative amplitude of a tone causes it to
capture more channels in its neighborhood, which is akin to
the synchrony capture phenomenon observed in the auditory
nerve.
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Fig. 5. Capturegram for a synthetic signal with tones of equal
amplitudes at 440, 587 and 880 Hz
Figure 6 shows output of the SCFB in response to the
TIMIT speech waveform (sx9), ”Where were you while we
were away?” which is spoken by a male speaker. The tradi-
tional spectrogram is plotted in color, and the capturegram
showing all 200 VCO frequency trajectories is overlaid in
black. No information about amplitudes of channel outputs
was used in obtaining the capturegram. Simply, if a harmonic
in voiced speech signal (after passing through a gammatone
filter) is large compared to its neighbors, then the VCOs of
channels in that neighborhood tend to lock on to the frequency
of that component. As can be seen in Figure 6, at low har-
monic numbers all individual harmonics are tracked, whereas
at higher harmonic numbers, only one prominent harmonic in
each formant region is tracked.
Fig. 6. Capturegram superposed on a spectrogram. Black lines
show frequency tracks of the 200 filterbank VCOs.
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