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Resumen— Este art´ıculo tiene como objetivo con-
tribuir al desarrollo de la programacio´n paralela tra-
bajando en una de las herramientas desarrolladas por
Intel: Intel Threading Building Blocks (Intel TBB).
Hemos implementado una versio´n paralela de la apli-
cacio´n ViVid, un algoritmo de deteccio´n de objetos,
aprovechando la librer´ıa Flow Graph de TBB. En la
u´ltima versio´n de esta librer´ıa se soporta un nuevo
tipo de nodos que simplifica la ejecucio´n de kernels
OpenCL. Estos nodos OpenCL node han simplificado
la codificacio´n de nuestro algoritmo para aprovechar
al mismo tiempo tanto la CPU como la GPU.
A la vista de los resultados obtenidos, podemos
concluir que nuestra implementacio´n heteroge´nea con
Flow Graph y OpenCL node mejora en gran medida
a desarrollos anteriores, debido principalmente a ex-
plotar la te´cnica de zero-copy buffer entre GPU y
CPU, en vez de lectura y escritura de buffers.
Palabras clave— Intel Threading Building Blocks,
Flow Graph, OpenCL, arquitectura heteroge´nea, pro-
gramacio´n paralela, computacio´n de altas presta-
ciones.
I. Introduccio´n
LA programacio´n paralela representa el futurode la computacio´n y se ha convertido en el
paradigma dominante en la arquitectura de com-
putadores. Lleva an˜os presente en la computacio´n
de altas prestaciones, sin embargo, con la aparicio´n
de los procesadores multi-core en los ordenadores
personales y, ma´s au´n, con el surgimiento de los
smartphones, la programacio´n paralela se ha exten-
dido a todas las a´reas de la computacio´n[1]. Los
procesadores multi-core surgieron de la necesidad
de solucionar el problema de las limitaciones f´ısicas
que se encontraron en el desarrollo de los proce-
sadores single-core la pasada de´cada. En aras de una
mayor reduccio´n del consumo energe´tico, tambie´n se
han popularizado recientemente arquitecturas het-
eroge´neas on-chip, las cuales incorporan una GPU, o
incluso una FPGA, junto con los cores.
El problema que plantean estas nuevas arquitec-
turas heteroge´neas estriba principalmente en la difi-
cultad de programacio´n de aplicaciones que exploten
todos los recursos computacionales. Como desarrol-
ladores preocupados por el rendimiento, somos con-
scientes de la importancia de paralelizar las aplica-
ciones para no dejar cores de CPU ociosos. Usando el
mismo razonamiento, en muchos casos tiene tambie´n
sentido usar los cores de GPU al tiempo que los
cores de CPU, de forma que no queden recursos de-
saprovechados en el chip. Evidentemente, los costes
de desarrollo de aplicaciones heteroge´neas aumen-
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tan significativamente en comparacio´n con el desar-
rollo de aplicaciones serie. Nuestro objetivo a largo
plazo es simplificar la implementacio´n de aplica-
ciones heteroge´neas, haciendo uso de caracter´ısticas
de alto nivel proporcionadas por C++11 y la librer´ıa
Threading Building Blocks, TBB [2]. Ma´s concreta-
mente, evaluaremos el nuevo mo´dulo que permite in-
cluir co´digo OpenCL [3] en algunos nodos de un Flow
Graph de TBB, y as´ı an˜adir la GPU como unidad
computacional adicional [4].
Los algoritmos de percepcio´n y visio´n por com-
putador constituyen un objetivo claro en el desar-
rollo e implantacio´n de la programacio´n paralela,
pues suelen tener un coste computacional muy alto
y, t´ıpicamente, el tratamiento de datos se presta a
la paralelizacio´n. Esto es, las estructuras de datos
en algoritmos t´ıpicos de visio´n son matrices y arrays
en los que se puede explotar paralelismo en mayor o
menor medida.
El objetivo final de este art´ıculo es, por tanto, im-
plementar y evaluar una versio´n paralela de un algo-
ritmo de deteccio´n de objetos, ViVid, apoya´ndonos
en la librer´ıa Intel TBB, que desde hace poco incluye
un nuevo mo´dulo de OpenCL. Este nuevo mo´dulo
simplifica la tarea de programar un procesador Intel
con GPU integrada, de forma que la aplicacio´n ex-
plote al mismo tiempo los recursos computacionales
de la CPU y la GPU. De esta forma se incrementa
de forma notable el rendimiento de la aplicacio´n al
tiempo que se reduce el consumo energe´tico.
El siguiente art´ıculo tiene la estructura que se in-
dica a continuacio´n: comienza por la introduccio´n
en la que nos encontramos. A continuacio´n se ponen
de manifiesto los antecedentes as´ı como se introduce
el nodo OpenCL empleado. Se continu´a explicando
la implementacio´n del grafo con el que se ha par-
alelizado el algoritmo, as´ı como las caracter´ısticas
de los nodos que lo forman. A continuacio´n se pre-
sentan los resultados experimentales obtenidos, as´ı
como los trabajos relacionados, para acabar con las
conclusiones y lecciones aprendidas.
II. Antecentes
A. Algoritmo secuencial: ViVid
En este apartado abordamos la explicacio´n de la
aplicacio´n paralelizada en este trabajo. Para desar-
rollar cualquier paralelizacio´n de un algoritmo, se
debe partir de una aplicacio´n secuencial ya funcional,
la cual se paraleliza con una librer´ıa o modelo de pro-
gramacio´n concreto, para posteriormente realizar un
ana´lisis de rendimiento (speedup) con el objetivo de
comprobar la mejora en tiempo de ejecucio´n respecto
a la versio´n serie del programa.
Para este trabajo, se va a partir de una aplicacio´n
de procesamiento de ima´genes, la cual es ideal para
poder explotar las capacidades de procesamiento
paralelo de las arquitecturas heteroge´neas. Se trata
de la aplicacio´n ViVid [5] [6] (The Video Process-
ing Library). Consiste en un algoritmo que emplea
una te´cnica de “ventana deslizable” para la deteccio´n
de objetos con alta probabilidad, realizado principal-
mente para investigadores en visio´n por computa-
dor, con el objetivo de servir de test para algoritmos
de optimizacio´n y paralelizacio´n relacionados con el
campo.
Como ya se ha comentado anteriormente, las apli-
caciones de visio´n por computador y tratamiento de
ima´genes son ideales para el objetivo de este tra-
bajo: explotar las capacidades de una arquitectura
heteroge´nea. La alta intensidad computacional de
la carga de trabajo, las fases de computacio´n multi-
etapa, la independencia de los frames y los elemen-
tos dentro de un frame, son algunas de las car-
acter´ısticas que permite una flexibilidad para par-
alelizar sin tener que preocuparse por inconsistencias
secuenciales.
Ya que la GPU esta´ especializada en este tipo
de procesamientos, realizar una paralelizacio´n de un
co´digo de este tipo que a la vez emplee la GPU y
los cores de la CPU, permite conseguir una enorme
mejora en el rendimiento, demostrando la impor-
tancia de programar adecuadamente para conseguir
todo el rendimiento que ofrecen estas arquitecturas.
Por tanto, en primer lugar se va a explicar el fun-
cionamiento de este algoritmo serie, para posterior-
mente desarrollar la paralelizacio´n del mismo emple-
ando Intel TBB y su mo´dulo OpenCL para la parte
GPU.
La librer´ıa de procesamiento de v´ıdeo (ViVid) ha
sido ideada como un framework para utilizar masiva-
mente las capacidades de procesamiento paralelo de
las GPU y para ayudar a los laboratorios de proce-
samiento y formacio´n de ima´genes. ViVid se ha orga-
nizado con la intencio´n de que los investigadores en
visio´n por computador sean los usuarios finales, espe-
cialmente los investigadores que se pueden beneficiar
en el desarrollo de sus algoritmos de optimizacio´n
y mejora de rendimiento, empleando ViVid como
prueba. Este art´ıculo es un ejemplo de ello.
Los ca´lculos de ViVid se hacen para determinar si
el objeto buscado esta´ en esa “ventana” (conjunto de
p´ıxeles) o no y entonces la “ventana” deslizara´ hasta
la siguiente localizacio´n de la imagen, volviendo a
repetirse los ca´lculos. Este proceso se repite hasta
que la “ventana” haya recorrido toda la imagen. En
la Figura 1 se puede ver la distribucio´n de las 3 etapas
en las que se divide el algoritmo, las cuales se van a
describir a continuacio´n:
• Filter kernel: Se aplica una operacion de con-
volucio´n a cada pixel del frame, empleando un
conjunto de filtros (100) en kernels de 3x3.
Como resultado, se devuelve el ı´ndice del filtro
con valor ma´ximo, y dicho valor ma´ximo, para
Fig. 1. Algoritmo ViVid.
cada pixel.
• Histogram kernel: Construye un histograma
para los datos recogidos en el filtro anterior.
• Classifier kernel: Hace una comparacio´n para
comprobar si se ha encontrado el objeto bus-
cado o no, mediante una operacio´n similar a un
producto de matrices.
B. OpenCL Node
Adema´s de la CPU, en este trabajo queremos ex-
plotar todas la capacidades de la arquitectura het-
eroge´nea completa, CPU y GPU, por lo que necesi-
tamos conocer la manera de incorporar en nuestro
programa el co´digo que ejecuta la GPU.
OpenCL (Open Computing Language) [7] es el
primer esta´ndar de programacio´n verdaderamente
multiplataforma y libre para computacio´n en arqui-
tecturas heteroge´neas. OpenCL es la alternativa li-
bre a tecnolog´ıas propietarias como CUDA de Nvidia
o STREAM de AMD. En el desarrollo de este tra-
bajo, se ha empleado OpenCL para realizar la pro-
gramacio´n de la parte de co´digo correspondiente a la
GPU.
Programar en OpenCL tiene sus desventajas, ya
que requiere de una inversio´n en programacio´n
de co´digo bastante costosa, como por ejemplo:
declaracio´n y creacio´n del entorno OpenCL, buffers
de memoria para los datos, creacio´n de los kernel
(que es el equivalente a funcio´n en co´digo tradicional
CPU) a los que se les asocia un co´digo OpenCL, as´ı
como las instrucciones para lanzar el co´digo en la
GPU u otro dispositivo OpenCL. Como se puede ver
esto hace dif´ıcil para un programador el implementar
programas que exploten a la vez la CPU y la GPU.
Gracias a Intel TBB [8] [9] la mayor´ıa de estas di-
ficultades desaparecen. Hace unos meses se an˜adio´ a
la librer´ıa TBB un nuevo mo´dulo para poder imple-
mentar grafos con co´digos OpenCL[10]. Este nuevo
mo´dulo, es un nuevo tipo de nodo para Flow Graph,
llamado OpenCL node, el cual permite descargar
co´digo a la GPU de una forma mucho ma´s ami-
gable que haciendo uso del OpenCL esta´ndar. El
OpenCL node align abstrae al programador de los
detalles de implementacio´n OpenCL de bajo nivel
y que antes eran imprescindibles para poder lanzar
un co´digo OpenCL. De esta forma, con esta nueva
funcionalidad de TBB, ejecutar co´digo en la GPU
se convirte pra´cticamente en una invocacio´n a una
funcio´n de CPU tradicional, con solo algunas con-
sideraciones adicionales.
La curva de aprendizaje de Flow Graph es sin em-
bargo un poco pendiente, pero una vez se supera, im-
plementar co´digos para arquitecturas heteroge´neas
resulta realmente ra´pido y eficiente con este nuevo
mo´dulo. En este trabajo se quiere precisamente com-
probar esta premisa. Hay que destacar las dificul-
tades que conlleva familiarizarse y trabajar con una
tecnolog´ıa novedosa y que esta´ aun en desarrollo.
III. Implementacio´n del grafo paralelo
A continuacio´n se va a explicar el funcionamiento
del Grafo a trave´s del cual se ha llevado a cabo la
implementacio´n de la versio´n paralelizada de ViVid.
En la Figura 2 se puede apreciar la estructura general
del grafo, del cual se explicara´ su funcionamiento,
primero de forma general, para luego entrar en de-
talle en la programacio´n de cada uno de los nodos
que lo componen.
El grafo esta´ disen˜ado como una estructura de con-
trol de uso de recursos basada en “tokens”. Un “to-
ken” representa un recurso libre del sistema. De esta
forma se va a poder controlar el paralelismo a nivel de
CPU (con los distintos cores disponibles), as´ı como la
GPU. Por lo tanto, el programa comienza generando
los “tokens” que se quiere tener disponibles (CPU
y/o GPU), comenzando el grafo a trave´s de su nodo
fuente, el nodo Input.
El token esta formado por una “tupla” de datos,
compuesta por el propio token, que es un entero que
indica si esa imagen se va a ejecutar en la CPU o
en la GPU, as´ı como por todos los arrays y estruc-
turas de datos necesarias para procesar la imagen.
De esta forma se asegura, a trave´s de esta tupla de
datos compacta, que no hay interferencia de datos de
resultados entre diferentes ima´genes que esta´n siendo
procesadas en paralelo, y permanecen sin alterar los
ca´lculos simulta´neos sobre diversas ima´genes.
Cabe destacar que este grafo permite, adema´s
de elegir mediante los token si se quiere procesar
ima´genes en la CPU o en la GPU, si se quiere lan-
zar una determinada etapa del algoritmo (que esta
compuesto por 3 etapas como hemos explicado en la
seccio´n anterior) en la GPU. De esta forma se ofrece
flexibilidad a la hora de configurar que´ dispositivos se
pueden usar en cada etapa del pipeline. Esto permi-
tira´ conseguir la mejor configuracio´n posible para el
algoritmo, como se vera´ en el apartado de resultados
experimentales. Por tanto, al comienzo del programa
se permite elegir adema´s de si se activa la GPU, el
nu´mero de cores CPU y cuales son las etapas del al-
goritmo en las que se permite descargar el trabajo
de esa etapa a la GPU.
En la Figura 3 se puede ver las distintas configura-
ciones de etapas CPU-GPU que se pueden hacer, as´ı
como el co´digo binario de tres d´ıgitos que las identi-
fica.
Se observan que las 3 etapas centrales del algo-
ritmo ViVid se pueden ejecutar en GPU. Como CPU
se ven 5 etapas: las 3 del algoritmo y las etapas de
entrada y salida del mismo, ya que el grafo se ejecuta
enteramente en la CPU. Por lo tanto, las etapas de
entrada y salida se ejecutan siempre en CPU y las 3
etapas centrales, que contienen realmente el grueso
de la carga computacional, son las que se pueden,
o ejecutar en la CPU o descargarlas a la GPU. Por
ejemplo si se elije la configuracion 111, significa que
las 3 etapas del algoritmo esta´n activadas para que se
puedan ejecutar tanto en CPU como en GPU. Esto
permite que, si llega un token de GPU a procesar
un frame, e´ste haga las 3 etapas del algoritmo en
la GPU. Si llega un token de CPU, ejecutara´ las 3
etapas por la CPU. De esta forma se aprovecha la
heterogeneidad de la plataforma. Si por el contrario,
se elije la configuracion 101, esto significa que solo
las etapas 1 y 3 esta´n activadas para ser ejecutadas
por la GPU. Con esta configuracio´n, cuando llegue
un token de GPU a procesar un frame, va a poder
descargar trabajo en la etapa 1 a la GPU, sin em-
bargo la etapa 2 la ejecutara´ en CPU, volviendo a
descargar trabajo a la GPU en la tercera etapa. Los
token GPU son por tanto, unos token “h´ıbridos” que
pueden trabajar tanto en GPU como en CPU, y los
token CPU van siempre por el camino de la CPU.
Con esto, podemos ahora pasar a explicar el fun-
cionamiento del grafo paralelizado, con la estructura
de funcionamiento basado en tokens.
El grafo comienza, por tanto, a funcionar a trave´s
del nodo Input, el cual genera un identificador de
imagen para poder tener ordenados los frames que
se analizan, independientemente de si se procesa por
GPU o por CPU. Se generan los token (compuestos
por la tupla de datos antes descrita), a trave´s del
token buffer, el cual se encarga de limitar el uso de
recursos en el recorrido del grafo, permitiendo que
so´lo se procesen concurrentemente tantas ima´genes
como tokens disponibles se hayan deseado liberar.
El token se une al identificador de la imagen a
trave´s del Join, el cual une el camino del Input y del
Buffer, y los pasa al nodo Dispatch1.
De aqu´ı hasta la parte final del grafo, se sigue una
estructura similar en cada una de las 3 etapas del al-
goritmo: Se comienza por un dispatch, el cual recibe
el token con todos los datos y decide si se lanza dicho
token a la CPU o la GPU en funcio´n de la configu-
racio´n que se haya decidido y de si dicho token es
de CPU o de GPU. Se puede dar el caso de que el
token sea de GPU, pero como en dicha etapa no se
ha activado la GPU, el token procesa por tanto esa
etapa determinada del algoritmo en la CPU.
Se lanza el token correspondiente a la etapa, sea
GPU o CPU y luego se devuelven los resultados al
grafo, a trave´s del Indexer, el cual hace de unio´n de
la etapa GPU y la CPU. De esta forma la ramifi-
cacio´n GPU-CPU que se hab´ıa hecho se cierra y el
grafo vuelve a tener un so´lo camino. De este Indexer
se pasa al Dispatch de la etapa siguiente. Este se en-
carga de recibir los datos, reordenarlos si son CPU o
GPU, decidir en la siguiente etapa a que´ camino se
lanzan dichos datos, y proceder a descargar el tra-
bajo a la etapa siguiente, sea CPU o GPU. Este pro-
ceso se vuelve a repetir hasta completar las 3 etapas
del algoritmo.
Una vez analizada la imagen tanto en CPU como
en GPU, se libera el “token” correspondiente, de-
volvie´ndolo al Buffer. De esta forma queda libre un
Fig. 2. Flow Graph de Vivid paralelizado.
Fig. 3. Configuraciones ViVid.
recurso del sistema, listo para que pueda ocuparse
de nuevo y procesar otra imagen. Mientras esta´n los
tokens disponibles “viajando” por el grafo, en el Join
el grafo esta´ bloqueado, de forma que no circula otra
imagen hasta que no llegue un nuevo token por el
Buffer. Hay ah´ı un flujo de datos que permanece cer-
rado y se abre cada vez que se ha liberado un nuevo
token. De esta forma so´lo circulan por el grafo tantos
frames como tokens se han decidido crear. Cuando
se analizan todos los frames disponibles, el Input se
queda sin datos y es el que manda la sen˜al de que
el grafo deje de funcionar. Cuando el u´ltimo frame
acaba su procesamiento, el grafo termina y el pro-
grama finaliza.
Como se puede ver, esta implementacio´n permite
un uso circular y concurrente de los recursos del sis-
tema, de forma que mientras queden ima´genes que
analizar, todos los recursos que se hayan querido
emplear esta´n en constante funcionamiento con la
ma´xima eficiencia posible: cada thread (o recurso
del sistema) analizando una imagen. Con esta imple-
mentacio´n se consigue un alto grado de paralelismo.
La implementacio´n secuencial so´lo permit´ıa analizar
una imagen al mismo tiempo, desde el comienzo
hasta el final del algoritmo. Con la implementacio´n
basada en tokens y gracias a la potencia de Flow
Graph se pueden estar ejecutando simulta´neamente
tantas ima´genes como recursos disponibles tenga el
sistema. Adema´s, con el nuevo nodo de OpenCL,
se permite an˜adir la enorme potencia que aporta la
GPU al rendimiento de la aplicacio´n, como se vera´
en el siguiente apartado de resultados.
A. Nodos empleados
Una vez explicada la estructura general del Grafo,
que consiste en una serie de nodos conectados entre s´ı
que permite el intercambio de mensajes y datos entre
ellos, cada uno con una funcionalidad determinada.
Se van a explicar cuales han sido los nodos emplea-
dos, con la funcionalidad implementada en cada uno
de ellos [2] [11] [12].
• Input: Nodo con el que comienza el programa.
Fig. 4. Nodos empleados.
Es un nodo tipo Source node. Es el que controla
tanto el inicio como el final de la ejecucio´n del
grafo. Con la opcio´n input node.activate() se
lanza la orden de que comience a generar men-
sajes de salida, y por tanto comienza el flujo
de datos por el grafo. Este nodo sigue funcio-
nando mientras tenga datos que lanzar al nodo
con el que esta´ conectado. Cuando se acaben
sus datos, es decir, que ya se hayan lanzado to-
dos los frames que se quieren procesar, el nodo
dejara´ de emitir mensajes de salida. De esta
forma, en cuanto los siguientes nodos acaben de
procesar las u´ltimas ima´genes, el grafo se parara´
y acabara´ el programa. Es un nodo especial,
pues normalmente los nodos reciben y devuel-
ven mensajes, como si fueran argumentos de una
funcio´n. Sin embargo, este nodo no recibe men-
sajes de entrada, sino que los genera e´l mismo,
y pasa ese argumento como referencia al sigu-
iente nodo. Realmente su salida es un bool, el
cual mientras el nodo este´ activo devuelve true,
pasando a false cuando no tenga ma´s que proce-
sar. Este bool es el que controla cuando el grafo
tiene que apagarse.
• Buffer: Nodo tipo Buffer node. Se encarga de
almacenar y trasladar los tokens desde su gen-
eracio´n al comienzo del programa hasta el sigu-
iente nodo, Join. Conecta con este nodo por un
lado y por otro con el nodo de salida Output. De
esta forma se genera el grafo circular, cuando un
token acaba una de las dos ejecuciones, vuelve
al Buffer, para unirse a un nuevo identificador
de imagen del nodo Input y comenzar de nuevo
el procesamiento de un nuevo frame, mientras
haya disponibles.
• Join: Nodo tipo Join node. Se encarga de unir
los datos procedentes del Input y del Buffer. Es
decir, agrupa en una tupla de datos el identifi-
cador de imagen procedente del Input y el to-
ken procedente del Buffer. El camino que el
identificador tomara´ a trave´s de las etapas de-
pendera´ de si el token es de GPU o de CPU.
Este nodo pasa dicha tupla al siguiente nodo,
Dispatch. Este tipo de nodo se configura como
“reserving”. Esta particularidad significa que,
el nodo no dara´ una salida hasta que haya una
entra de cada tipo, so´lo entonces agrupara´ todos
los input en una tupla y generara´ una salida. La
diferencia con la pol´ıtica predefinida de “queue-
ing” es que e´sta almacena los input en una cola,
a la espera de que haya uno de cada tipo para
generar una tupla. El modo “reserving” so´lo los
marca como disponibles, pero sin almacenarlos
hasta que no haya para generar una tupla de sal-
ida. De esta manera so´lo se consume un ı´tem de
imagen cuando haya un token disponible para
ella. Si se configurara como “queueing”, el nodo
Input mandar´ıa rapidamente el bool de “false”
para parar el grafo, pues hubiera pasado al Join
todos sus datos sin ningu´n tipo de limitacio´n.
• Dispatch: Nodo tipo Dispatch node. Se en-
carga de recoger y analizar el token procedente,
o bien del Input si esta en la primera etapa, o
del Indexer correspondiente, si esta´ en las eta-
pas sucesivas. Si el token que ha recibido es un
token GPU y esta´ activada en esa etapa la GPU,
env´ıa el token a la ramificacio´n GPU. Si por el
contrario es un token CPU o de GPU sin tener
activada la GPU en esa etapa, env´ıa el token a
la ramificacio´n CPU. De esta forma se lanza el
token a la ramificacio´n GPU o CPU de la etapa
correspondiente.
• CPU: Este nodo, es de tipo “function node” y
es donde se ha implementado cada una de las
etapas del algoritmo para CPU. Este tipo de no-
dos se caracteriza por tener una sola entrada y
una sola salida, a trave´s de las cuales se reciben
los argumentos, o datos, que se quieren proce-
sar y se pasan al nodo siguiente. En cada una de
las 3 etapas del algoritmo para CPU, este nodo
recibe los datos procedentes del Dispatch cor-
respondiente, que son los argumentos necesar-
ios para procesar dicha etapa. A continuacio´n
ejecuta la etapa y recoge los resultados. Estos
resultados se pasan por la salida del nodo al In-
dexer correspondiente, el cual se encargara´ de
pasar dichos datos al proximo Dispatch y por
tanto a la etapa siguiente, para que se complete
el algoritmo.
• Indexer: Este nodo, tipo Indexer node, es el
que se encarga de unir la bifurcacio´n CPU-GPU
que se crea en cada etapa. Al contrario que
el Join, este nodo no requiere de que haya un
mensaje en cada una de las entradas, o conex-
iones, que tiene para lanzar los datos a la sigu-
iente etapa. Si esto fuera as´ı las etapas estar´ıan
limitadas a que se ejecute una etapa tanto en
CPU como en GPU para poder continuar. Por
el contrario este nodo permite que los mensajes
pasen indistintamente nada ma´s lleguen a su en-
trada, hacia la salida y vayan al nodo siguiente.
Los mensajes se capturan con un identificador
que le pone una etiqueta para saber de que´ en-
trada viene, de forma que en el nodo con el que
esta´ conectado (el Dispatch), se puede hacer un
ana´lisis y determinar si ese mensaje ha venido
desde la GPU o desde la CPU.
• Output: Nodo de salida del grafo, al que lle-
gan los datos que ya han acabado de procesarse
por todo el algoritmo a trave´s de las 3 etapas
de ViVid. En este nodo se ”libera” los tokens
y se devuelven al Buffer, para que se reciclen
y vuelvan a procesar otro frame a trave´s del
grafo. Este nodo tiene la implementacio´n adi-
cional, que permite “deshacerse” de tokens de
CPU, si en un determinado momento de la eje-
cucio´n del programa se quiere liberar la CPU y
que so´lo trabaje la GPU cuando ya se han proce-
sado un determinado porcentaje de los frames
disponibles. Esto sirve para que en la parte fi-
nal del programa, cuando van quedando pocos
frames por analizar, la GPU no se quede ociosa
y pueda seguir sacando todo el partido a su ca-
pacidad de procesamiento paralelo.
• GPU: Este nodo es un poco especial al resto,
y por tanto se ha dejado para el final y as´ı ex-
plicarlo en ma´s detalle. Es el motivo del de-
sarrollo de este trabajo, ya que este nodo (los
3 que componen las etapas GPU) son de tipo
OpenCL node, el nuevo nodo que ha desarrol-
lado Intel para esta herramienta Flow Graph y
que nos va a permitir descargar trabajo a la
GPU de una forma muy co´moda para el pro-
gramador.
Este nodo se activa si ha recibido un token
correspondiente desde el Dispatch. Una vez
activado, se encarga de comenzar el camino
para analizar una imagen en la GPU. Para
poder usar variables tipo array en los nodos de
OpenCL, se debe usar un tipo de dato espe-
cial: “opencl buffer”. Este tipo de dato, creado
para OpenCL y su implementacio´n en los Flow
Graph, se encarga de abstraer al programador
de toda la ardua tarea de crear el entorno nece-
sario para poder transferir variables de la CPU
a la GPU y procesarlas en un kernel OpenCL.
Esta era una de las complicaciones existentes en
la anterior implementacio´n de ViVid, que ahora
se ve significativamente simplificada gracias al
nodo OpenCL node.
Las variables se crean en el main (para que
//Graph and OpenCL nodes d e f i n i t i o n
openc l graph g ;
opencl program<> program ( g , ” Filtros GPU copy . c l ” ) ;
opencl node<buffer datosGPU1> GPU F1(g , program . g e t k e r n e l ( ” b l o c k w i s e d i s t a n c e k e r n e l ” ) )
;
opencl node<buffer datosGPU2> GPU F2(g , program . g e t k e r n e l ( ” ce l lH i s togramKerne l3 ” ) ) ;
opencl node<buffer datosGPU3> GPU F3(g , program . g e t k e r n e l ( ” pa i rw i s eDi s tanceKerne l ” ) ) ;
s td : : array<int , 2> range1 {height −2,width−2};
s td : : array<int , 2> range2 { n parts y gpu , n par t s x gpu } ;
s td : : array<int , 2> range3 { n t o t a l c o e f f / d i c t s i z e , n t o t a l c o e f f / d i c t s i z e } ;
GPU F1 . s e t r a n g e ( range1 ) ;
GPU F2 . s e t r a n g e ( range2 ) ;
GPU F3 . s e t r a n g e ( range3 ) ;
Fig. 5. Declaracio´n nodos OpenCL.
make edge ( input node , input port <0>( j o i n i n p u t ) ) ;
make edge ( token bu f f e r , input port <1>( j o i n i n p u t ) ) ;
make edge ( j o i n i np u t , d i spatch node ) ;
//
make edge ( output port<0>(d i spatch node ) , cpu node ) ;
make edge ( output port<1>(d i spatch node ) , input port <0>(gpu node ) ) ;
make edge ( output port<2>(d i spatch node ) , input port <1>(gpu node ) ) ;
make edge ( output port<3>(d i spatch node ) , input port <2>(gpu node ) ) ;
make edge ( output port<4>(d i spatch node ) , input port <3>(gpu node ) ) ;
make edge ( output port<5>(d i spatch node ) , input port <4>(gpu node ) ) ;
make edge ( output port<6>(d i spatch node ) , input port <5>(gpu node ) ) ;
make edge ( output port<7>(d i spatch node ) , input port <6>(gpu node ) ) ;
make edge ( output port<8>(d i spatch node ) , input port <7>(gpu node ) ) ;
//
make edge ( cpu node , input port <0>(node indexer 1 ) ) ;
make edge ( output port<0>(gpu node ) , input port <0>( j o i n i n p u t 2 ) ) ;
make edge ( output port<1>(gpu node ) , input port <1>( j o i n i n p u t 2 ) ) ;
make edge ( output port<2>(gpu node ) , input port <2>( j o i n i n p u t 2 ) ) ;
make edge ( output port<3>(gpu node ) , input port <3>( j o i n i n p u t 2 ) ) ;
make edge ( output port<4>(gpu node ) , input port <4>( j o i n i n p u t 2 ) ) ;
make edge ( output port<5>(gpu node ) , input port <5>( j o i n i n p u t 2 ) ) ;
make edge ( output port<6>(gpu node ) , input port <6>( j o i n i n p u t 2 ) ) ;
make edge ( output port<7>(gpu node ) , input port <7>( j o i n i n p u t 2 ) ) ;
Fig. 6. Declaracio´n make edge.
sean accesibles por el OpenCL node). Una vez
creadas las variables necesarias para realizar el
procesamiento en las distintas etapas GPU, se
lanzan hacia el primer filtro y as´ı comienza a
ejecutarse el ana´lisis de la imagen por parte de
la GPU, repitie´ndose el mismo proceso para las
2 etapas siguientes.
Se puede ver, en la Figura 5, los co´digos de la
creacio´n y definicio´n de los 3 nodos OpenCL,
la carga de los co´digos correspondientes a cada
etapa, y la definicio´n de los rangos de ca´lculo,
para optimizar el paralelismo en GPU.
Por u´ltimo, una vez explicados todos los nodos
empleados, queda mostrar como se han realizado
las conexiones entre ellos. Para unir dos nodos, en
Flow Graph se emplea el me´todo “make edge(X,Y)”
siendo X e Y los dos nodos que se quieren unir. De
esta forma, los mensajes que salgan del nodo X van
al nodo Y directamente, crea´ndose as´ı el grafo de no-
dos enlazados. Los nodos que tienen una u´nica en-
trada y salida se conectan directamente a trave´s de
los make edge. Sin embargo, si se tienen mu´ltiples
entradas y salidas, se deben unir cada una de e´stas
identificando si es entrada o salida mediante in-
put port u output port respectivamente (y el nu´mero
de la entrada o salida del nodo que ocupen), para
cada uno de los elementos que entren o salgan del
nodo. En la Figura 6 se puede ver un ejemplo de
algunas de las conexiones que tiene el grafo.
IV. Resultados experimentales
En este apartado se van a mostrar los resultados
conseguidos una vez realizadas las distintas pruebas
de speedup y ana´lisis de tiempos para distintas con-
figuraciones paralelas del programa.
En primer lugar, se va a mostrar el hardware so-
bre el que se han realizado las pruebas de rendimien-
tos que se van a describir. En particular, se ha uti-
lizado un procesador heteroge´neo de Intel, con GPU
integrada con las caracter´ısticas siguientes:
• CPU: Intel(R) Core(TM) i7-5775C CPU @
3.30GHz con 6MB de cache.
• GPU: Intel(R) Iris Pro Graphics 6200 @
300MHz y 128MB de memoria eDRAM.
• El sistema cuenta con 32GB de RAM.
• La maquina funciona sobre un sistema operativo
CentOS Linux, versio´n 7.2.1511
Hay que recordar que el grafo tiene distintas con-
figuraciones, en funcio´n de como se quiera descargar
el trabajo a la GPU en las distintas etapas, como
se vio en la Figura 3. Probar todas las configura-
ciones no ser´ıa recomendable ni eficiente. La forma
de saber, por tanto, cual es la configuracio´n o´ptima
es analizar los tiempos de procesamiento de cada
una de las etapas, tanto en CPU como en GPU.
En funcio´n de los ana´lisis de tiempos en la versio´n
serie del programa, se podra´ ver en que´ etapas es
mejor lanzar a la GPU y cuales mantener en la CPU.
Aunque, en un principio, lo lo´gico ser´ıa pensar que la
configuracio´n ma´s eficiente va a ser la 111 (es decir,
todas las etapas por la GPU), hay que analizar los
tiempos de cada etapa para validarlo.
En la Figura 7 pueden observarse los resultados
tras un ana´lisis de tiempo por las 3 etapas, tanto por
CPU como por GPU. El gra´fico muestra que clara-
mente la carga computacional esta´ repartida entre las
etapas 1 y 3, queda´ndose la etapa 2 con muy poca
carga computacional. Es una etapa de reordenacio´n
de los resultados mediante un histograma, ma´s que
de realizar ca´lculos intensivos. A primera vista
parece, por tanto, que la etapa 2 no va a aprovechar
los recursos proporcionados por la GPU. Para ase-
gurarse correctamente, se ha realizado un ana´lisis de
tiempos comparando un ana´lisis de una imagen SD
(414x600) frente a una imagen HD (1080x1980). En
la Figura 8 se puede ver el mismo ana´lisis de tiempo
pero para la imagen en HD. En este caso se puede
ver como, tanto para el procesamiento en CPU como
GPU, la etapa 1 tiene ma´s porcentaje de peso en el
co´mputo total que cuando se procesaba la imagen
SD.
En la Figura 9 se puede ver los resultados
nume´ricos del ana´lisis de imagen SD vs HD. Como
se puede volver a comprobar, la etapa 2 apenas con-
sume tiempo de ca´lculo, en relacio´n a las etapas 1
y 3. Adema´s se puede comprobar como, la etapa
2 se ejecuta incluso antes en CPU que en GPU, al
menos en la imagen SD. Esto es debido a que, ya
que tiene tan poco tiempo de ca´lculo, el procesador
pierde ma´s tiempo en trasladar la informacio´n a la
GPU y recoger los resultados que lo que tarda la
CPU en procesar su etapa. Con esta informacio´n, es
fa´cil deducir que la configuracio´n ma´s eficiente va a
ser la 101, ya que en la etapa 2 no se va a perder
tiempo en descargar el poco trabajo a la GPU y va
a realizarse directamente en CPU.
A. Ana´lisis de Speedup
Por tanto, se decide realizar una prueba de
rendimiento para la configuracio´n 101. Para ello
se va a calcular el speedup con las distintas con-
figuraciones de que se dispone: 1CPU, 2CPU,
3CPU, 4CPU, 1CPUGPU, 2CPUGPU, 3CPUGPU y
4 CPUGPU. Para cada una de estas configuraciones
se va a emplear un taman˜o de problema distinto:
100, 500, 1000 y 2000 frames. Para un ana´lisis ma´s
completo, se va a realizar varios ana´lisis de speedup,
con estas configuraciones descritas, sobre distintos
problemas:
• Speedup configuracio´n 101 a Imagen SD:
416x600.
• Speedup configuracio´n 101 a Imagen HD:
1080x1920.
• Speedup de la implementacio´n de referencia
Fig. 7. Tiempo de ca´lculo por etapas CPU y GPU. SD.
Fig. 8. Tiempo de ca´lculo por etapas CPU y GPU. HD.
basada en el template pipeline de TBB en lu-
gar de FlowGraph con OpenCL node.
Ana´lisis de cada uno de los speedup:
• Imagen SD.
En la Figura 10 se puede ver el speedup obtenido
al procesar ima´genes de baja resolucio´n, SD.
Se puede comprobar como hay dos zonas clara-
mente diferenciadas:
– La zona homoge´nea donde trabaja so´lo la
CPU. En ella se encuentran las distintas con-
figuraciones desde la versio´n secuencial 1CPU,
aumentando hasta que funciona la CPU con
sus 4 cores (4CPU). En este caso se ve
un speedup lineal, que va aumentando casi
idealmente al aumentar el nu´mero de cores
disponibles.
Fig. 9. Tiempo por etapas en SD vs HD.
Fig. 10. speedup configuracion 101 FlowGraph.
– La zona heteroge´nea donde se an˜ade la GPU
a los cores CPU. Ah´ı se produce un gran au-
mento de speedup, al an˜adirle la enorme po-
tencia de procesamiento paralelo que tiene la
GPU. De hecho el speedup de la parte ho-
moge´nea es algo pobre al lado del que se con-
sigue al activar la GPU. De un speedup de 3,9
que se consigue con la configuracion 4CPU se
pasa a un speedup de 50 al activar so´lo la GPU
y desactivar la CPU para el procesamiento del
algoritmo.
Sin embargo cuando se va an˜adiendo los cores
CPU para que funcione completamente el sis-
tema heteroge´neo se ve en el speedup como
disminuye ligeramente, no pudiendo alcanzar
el pico de rendimiento que se consiguio´ con la
configuracio´n GPU. Esto es debido a que la
GPU que se utiliza es una GPU integrada en
el mismo chip que la CPU, por tanto com-
parten la asignacio´n o budget de potencia.
La limitacio´n en el consumo de potencia del
chip hace que, cuando intenta funcionar a
pleno rendimiento, no hay potencia suficiente
para que todos sus componentes (4CPU y
GPU) funcionen a toda su potencia. Esto
provoca que el chip baje la frecuencia de la
GPU y que por tanto procese ima´genes con
menor throughput que cuando estaba sola.
No se alcanza el mismo rendimiento que solo
con la GPU porque la transmisio´n de datos
por el chip entre CPU y GPU consume an-
cho de banda de memoria y an˜ade un over-
head de sincronizacio´n entre dispositivos ex-
tra. Esto resulta en que las configuraciones
heteroge´neas CPU+GPU no lleguen a superar
a la configuracio´n con so´lo GPU.
• Imagen HD.
En una segunda bater´ıa de pruebas, se ejecuta el
algoritmo con una mayor carga computacional.
Para ello usamos ima´genes de mayor resolucio´n
que incluyen mayor cantidad de datos a proce-
sar (ma´s p´ıxeles). Se espera, por tanto, que el
speedup que se consiga con la paralelizacio´n sea
mayor. Adema´s, al estar la GPU especializada
en el tipo de datos que se manejan en este tra-
bajo, p´ıxeles de ima´genes, el paralelismo que se
va a lograr con la GPU va a ser aun mayor. En
la Figura 11 se puede ver el speedup que se con-
sigue con este taman˜o de datos, donde se puede
observar como la parte CPU es practicamente
igual el speedup, mientras que con la GPU se
consigue alcanzar un speedup entorno a 100x (el
doble que cuando se procesan ima´genes SD).
Fig. 11. speedup configuracion 101 FlowGraph. HD.
Por u´ltimo se ha realizado una comparacio´n con
la anterior implementacio´n que hab´ıa de este algo-
ritmo: una implementacio´n basada en pipeline [13].
Esta implementacio´n mantiene el mismo rendimiento
si se utiliza una configuracio´n homoge´nea de solo
CPU. Sin embargo si se an˜ade la componente het-
eroge´nea (GPU), aunque el rendimiento aumenta
mucho (como era de esperar), no llega a alcanzar
el pico de rendimiento que se ha descrito en la im-
plementacio´n de Flow Graph. Esto es debido a que
la implementacio´n de pipeline no explota la te´cnica
de zero-copy buffer. Es decir, esta implementacio´n
previa se basa en las rutinas de OpenCL para im-
plementar las operaciones de device-to-host y host-
to-device expl´ıcitas. Esto acarraea un consumo ex-
tra de memoria y de tiempo perdido en movimiento
de datos, que acaba limitando el rendimiento global.
La implementacio´n de Flow Graph donde se utiliza
el nuevo nodo OpenCL, emplea sin embargo “zero-
copy-buffer” para los datos que se quieren procesar
en la GPU. Esta te´cnica evita la copia y creacio´n de
nuevos buffers por lo que se ahorra bastante proce-
samiento y tiempo de copia de datos, resultando el
speedup de la Figura 10.
Fig. 12. speedup configuracion 101 Pipeline SD.
V. Trabajos relacionados
Una aproximacio´n para programar aplicaciones de
Streaming, es usar un lenguaje de programacio´n que
soporte Streams, por ejemplo SreamIt [14]. Pero ac-
tualmente estos enfoques no proveen soporte para
ejecuciones heteroge´neas CPU-GPU.
Mediante el uso de cores CPU y GPU, el co´mputo
simulta´neo en plataformas heteroge´neas ofrece un
mayor rendimiento que solo CPU o solo GPU [15].
Sin embargo, los frameworks de programacio´n que
proporcionan soporte para la computacio´n en arqui-
tecturas heteroge´neas como [16], [17], [18], [19] solo
consideran el tiempo de ejecucio´n al decidir la dis-
tribucio´n de tareas entre los nu´cleos de CPU y GPU.
La diferencia entre estos trabajos relacionados y
el nuestro radica en que se centran en los patrones
de datos paralelos, mientras que nosotros nos cen-
tramos en aplicaciones de Streaming. El trabajo
[13], con una estructura pipeline para realizar la dis-
tribucio´n de trabajo en la arquitectura heteroge´nea
CPU-GPU, es quiza´s el ma´s cercano al nuestro.
La diferencia con respecto al trabajo actual es que
nosotros actualizamos la implementacio´n mediante
el uso de las clases TBB Flow Graph, en vez de una
estructura pipeline. Adema´s, gracias al uso de los no-
dos OpenCL conseguimos mejores rendimientos en
GPU al explotar de forma transparente al progra-
mador la optimizacio´n de zero-copy-buffer.
VI. Conclusiones
Las principales aportaciones de este trabajo se lis-
tan a continuacio´n:
• Se ha estudiado en profundidad la librer´ıa In-
tel TBB y su nuevo mo´dulo OpenCL: Intel pro-
porciona con TBB un modelo de programacio´n
que facilita la implementacio´n de aplicaciones
paralelas. Este nuevo mo´dulo OpenCL esta´
disponible desde fechas recientes, por lo que
au´n esta´ en proceso de desarrollo. Precisamente
con este trabajo queremos contribuir a la eval-
uacio´n y posible mejora del mismo. Por lo
pronto, hemos comprobado que efectivamente
facilita la programacio´n de co´digo heteroge´neo
que descarga trabajo a GPUs compatibles con
OpenCL.
• Se ha paralelizado con e´xito la aplicacio´n ViVid
mediante un Flow Graph de Intel TBB y no-
dos OpenCL. De esta forma hemos conseguido
adema´s la ejecucio´n heteroge´nea (CPU + GPU)
de nuestra aplicacio´n.
• Se ha realizado un estudio de escalabilidad del
algoritmo paralelizado: Hemos realizado un es-
tudio de escalabilidad mostrando gra´ficas de
speedup de las versiones paralelas con respecto
a la secuencial. De esta forma comprobamos la
ganancia que podemos obtener usando la GPU
en este tipo de aplicaciones de visio´n. Adema´s
se ha mejorado el rendimiento respecto a la an-
terior implementacio´n basada en un template
TBB pipeline. Esto es debido a que las clases
OpenCL de FlowGraph emplean la te´cnica zero-
copy-buffer, optimizacio´n no implementada en
la versio´n basada en pipeline.
• Finalmente, se ha experimentado con el poten-
cial de las arquitecturas heteroge´neas: las arqui-
tecturas heteroge´neas llevan ya un tiempo en-
tre los usuarios, sin embargo, debido a las difi-
cultades que encontramos para programar este
tipo de plataformas, no es frecuente que los de-
sarrolladores exploten todo el potencial de las
mismas. Creemos que TBB y el nuevo mo´dulo
OpenCL facilitan el desarrollo de aplicaciones
heteroge´neas y permiten de forma productiva
exprimir el rendimiento de las plataformas con
CPU+GPU.
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