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We propose a new procedure by using the recursive Green’s functions which remove all the repe-
tition terms from the time-independent perturbation series for finite-level quantum systems. These
Green’s functions are introduced as a generalization of the Brillouin-Wigner perturbation theory
and the calculations of their diagonal elements can naturally give the effective propagators which
are equal to the ones in the Feenberg perturbation theory.
I. INTRODUCTION
In quantum mechanics, the time-independent pertur-
bation theories can be classified into three types in
terms of removing the repetition terms which appear
in the eigenstates. The Rayleigh-Schro¨dinger pertur-
bation theory(RSPT)[1, 2] has a naive perturbation se-
ries representation in which the repetition terms are ex-
posed explicitly. In the Brillouin-Wigner perturbation
theory(BWPT)[3–5], the repetition terms corresponding
to a self-energy are removed by partially modifying the
energy denominators.
The Feenberg perturbation theory(FPT)[6, 7] is also
known for removing all the repetition terms from the
eigenstates and thus is often regarded as a generalized
BWPT. It has been studied in many ways: Feshbach’s
successive approximation[8] the continued fraction(CF)
method[9, 10], projection operator(PO) approach[11].
However, these approaches are not systematized as a nat-
ural extension of the BWPT. In addition, the Feenberg’s
formulation originally has a complicated structure and
the various index notations for the effective propagators
or modified energy denominators have been proposed in
each of the approaches. Therefore, the representations
of their formulas are slightly different and confusing in
actual use.
In this paper, we present the new derivation method of
the Feenberg perturbation theory by using the recursive
Green’s functions. These Green’s functions are suitable
for systematically removing all the repetition terms from
the eigenstates as a generalization of the derivation pro-
cess of the BWPT. It is interesting that the Feenberg’s
perturbation series is directly derived from a simple re-
currence relation which the recursive Green’s functions
yield and then their diagonal elements play the role of
the effective propagators in the FPT. Furthermore, for
finite-level quantum systems, the equation for the en-
ergy eigenvalue becomes an exact self-consistent equation
formed as a finite continued fractions. This is the same
result as the CF and PO approaches. In our approach,
the analysis of the effective propagators can also provide
some important clues for clarifying the relationships be-
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tween the FPT, BWPT and RSPT, linking our approach
and another derivation methods of the FPT and verifying
the valid of the FPT in the strong coupling region.
This paper is organized as follows. In Sec. II, we dis-
cuss the removing process of the repetition terms in the
BWPT in terms of Green’s function method and intro-
duce the recursive Green’s functions defined on a sub-
space at each step to generalize the removing process.
Then, we consider N -level quantum system in which the
spectrum of an unperturbed Hamiltonian Hˆ0 is discrete
and has no degenerate. The two calculation procedures
for the effective propagators are shown in Sec. III. One
is the Neumann series expansion with respects to a local
self-energy and then the relationships between the FPT,
BWPT and RSPT are clarified in terms of the approx-
imation and resummation. The other is a determinant
expression for themselves which rewrite the formulations
given by another approaches and distinguishes between
removable and non removable singularities. Sec. IV gives
several numerical calculations in the case N = 7 to verify
the validity of the formulations derived through our ap-
proach in terms of the convergence and exactness. Sec. V
is devoted to the summary.
II. GREEN’S FUNCTION METHOD
We first consider the time-independent Schro¨dinger
equation written in the following form
(Hˆ0 + λVˆ ) |ψτ0〉 = Eτ0 |ψτ0〉 , τ0 = 1, 2, 3, . . .N (1)
where an unperturbed Hamiltonian Hˆ0, an interaction
term Vˆ and a coupling constant λ are given. We al-
ready know the eigenvalues ωτ0 and eigenstates |τ0〉 of
Hˆ0: Hˆ0 |τ0〉 = ωτ0 |τ0〉, while Eτ0 and |ψτ0〉 are the un-
known eigenvalues and eigenstates of the full Hamilto-
nian Hˆ = Hˆ0 + λVˆ , respectively. In addition, both sets
{|1〉 , . . . |N〉} and {|ψ1〉 , . . . |ψN 〉} become two orthonor-
mal bases for N -dimensional Hilbert space M .
To find the perturbed eigenvalue Eτ0 and eigenstate
|ψτ0〉 in terms of Green’s function method, we define a
total Green’s function Gˆ(z) on a complex plane
(z − Hˆ)Gˆ(z) = i. (2)
2This is the resolvent of Hˆ and its spectral representation
is given as follows
Gˆ(z) ≡
i
z − Hˆ
=
N∑
α=1
|ψα〉
i
z − Eα
〈ψα| . (3)
In our approach, we construct the eigenstate on the basis
of the fact that if 〈τ0 |ψτ0〉 6= 0, then the following limit
as z approaches Eτ0 is the τ0-th eigenstate |τ¯0〉
lim
z→Eτ0
Gˆ(z) |τ0〉
〈τ0| Gˆ(z) |τ0〉
= |τ¯0〉 . (4)
Note that this assumption is satisfied in the non-
degenerate case because the perturbed eigenstate can be
evaluated as |ψτ0〉 ∼ |τ0〉 on this condition. Furthermore
|τ¯0〉 is unnormalized but the τ0-th element is always 1.
This formulation is commonly used in the RSPT and
BWPT, and we can divide the above ket before taking
the limit into an unperturbed part |τ0〉 and a perturbed
|g′τ0〉
Gˆ |τ0〉
〈τ0| Gˆ |τ0〉
= |τ0〉+ |g
′
τ0
〉 , (5)
where
〈
τ0
∣∣ g′τ0〉 = 0. To obtain the equation for |g′τ0〉, we
now utilize a projection operator Pˆ[τ0] onto the subspace
M[τ0] which is spanned by a set of all the unperturbed
eigenstates except |τ0〉
Pˆ[τ0] ≡
N∑
τ1 6=τ0
|τ1〉〈τ1| , Pˆ[τ0] |g
′
τ0
〉 = |g′τ0〉 . (6)
Operating on both sides of Eq. (5) with Pˆ[τ0](z− Hˆ) and
using Eq. (2), it is given as follows
Pˆ[τ0](z − Hˆ)Pˆ[τ0] |g
′
τ0
〉 = λPˆ[τ0]Vˆ |τ0〉 . (7)
This is a linear equation described on M[τ0] and can be
solved by introducing a recursive Green’s function Gˆ[τ0]
at 1-step
Pˆ[τ0](z − Hˆ)Pˆ[τ0]Gˆ[τ0] = iPˆ[τ0], Pˆ[τ0]Gˆ[τ0]Pˆ[τ0] = Gˆ[τ0].
(8)
Hence, we can formally rewrite Eq. (5) in the following
form
Gˆ |τ0〉
〈τ0| Gˆ |τ0〉
= |τ0〉+ (−iλ)Gˆ[τ0]Pˆ[τ0]Vˆ |τ0〉 . (9)
We should note that the right-hand side of Eq.(9) does
not contain any repetition terms (τ0 → τ0) on the Hilbert
space M . It is obvious from that when the BW prop-
agators are the unperturbed ones, the Neumann series
expansion of Gˆ[τ0] directly yields the BW series which is
known for having no repetition terms (τ0 → τ0). Now,
considering that a ket Gˆ|τ0〉 is composed of all the possi-
ble virtual processes which occur in M , we can interpret
that the division by a diagonal element 〈τ0| Gˆ |τ0〉 remove
the repetition terms (τ0 → τ0) on M from the ket Gˆ|τ0〉
and thus the BW series is reproduced.
In this section, we generalize the above scheme of re-
moving the repetition terms in the BWPT and remove
all the repetition terms from the perturbation series. To
see that, rearranging the right-hand side of Eq.(9) in the
following form
|τ0〉+ (−iλ)
N∑
τ1 6=τ0
Gˆ[τ0] |τ1〉
〈τ1| Gˆ[τ0] |τ1〉
〈τ1| Gˆ[τ0] |τ1〉 〈τ1| Vˆ |τ0〉
(10)
we can form the ket which is the same form as the left-
hand side of Eq.(5). Therefore, by repeating the process
from Eq.(5) to Eq.(10) for it formally, all the repetition
terms may be separated as the diagonal elements of the
recursive Green’s functions introduced at each step.
A. Recursive Green’s function
In order to perform the above iterate scheme, let us
employ the notations: the principal quantum number of
an initial state τ0 and the intermediate states τ1, τ2, . . .
following τ0. Then, we define the recursive Green’s func-
tion Gˆ[pk] at k-step in the following form
Pˆ[pk](z−Hˆ)Pˆ[pk]Gˆ[pk] = iPˆ[pk], k = 0, 1, . . .N−1 (11)
where pk is k-tuple of the variables from τ0 to τk−1 and
Pˆ[pk] is a projection operator onto the subspace M[pk]
which is spanned by a set of all the unperturbed eigen-
states except τ0, τ1, . . . τk−1-th ones
pk = [τk−1 . . . , τ1, τ0], Pˆ[pk] ≡
N∑
τk 6=τi
i<k
|τk〉〈τk| . (12)
Note that the Gˆ[p0] at 0-step is equal to the total Green’s
function Gˆ. We also assume that Pˆ[pk]Gˆ[pk]Pˆ[pk] = Gˆ[pk].
In the following, we discuss the properties of the recursive
Green’s function.
Firstly, we explain the origin of an enclosed index pk
in square brackets. This pk-dependency is generated as a
by-product of the iterative scheme from 1 to k-step. More
specifically, at each i-step (i = 1, 2, . . . k − 1), we calcu-
late the recursive Green’s function by focusing on its τi-th
column vector (See Appendix B) and thus the inserted
things at k-step end up depending on the k-tuple. Then,
we specify the pk-dependency of the inserted things like
Gˆ[pk], Pˆ[pk] and M[pk]. Furthermore, it can be regarded
as k-permutations of a set {1, 2, . . .N} when τ0 is fixed.
Indeed, the sum conditions lead to the scheme of gener-
ating permutations. Considering that pk is a sequence of
the vertices which correspond to the immediate states,
it is equivalent to a path in graph theory and we call pk
”path index”. We can also count the number np(k) of pk,
3the number nG(k) of Gˆ[pk] and the dimension of M[pk]
as follows
np(k)=N−1Pk−1, nG(k)=N−1Ck−1, dim(M[pk])=N−k.
(13)
In calculating nG(k), we used the fact that Gˆ[pk] is sym-
metry on τ1, τ2, . . . τk−1.
Secondly, we summarize the properties of the recursive
Green’s function. There are N−k types of the repetition
terms (α → α 6= τ0, . . . τk−1) in the elements of Gˆ[pk].
In contract, the k types of the repetition terms (α →
α = τ0, . . . τk−1) disappear after k steps. The former is
obvious from the definition that Gˆ[pk] is the propagator
on N − k dimensional space M[pk]. The reason for the
latter is that they are already separated as the diagonal
elements of Gˆ[pi] for i < k. In Fig. ??, we show the
situation of Gˆ[pk] in this algorithm. In particular, the
type of the repetition terms at (N − 1)-step is the last
one and it means that the iterative scheme has an end.
Consequently, we can expand the energy eigenstate |τ¯0〉
by introducing 2N−1 Green’s functions in total.
FIG. 1. The recursive Green’s function Gˆ[pk] at k-step is
introduced via a path pk.
Finally, the purpose of the recursive Green’s functions is achieved by solving the following recurrence relation whose
derivation is shown in Appendix B.
|gτk〉[pk] = |τk〉+ (−iλ)
N∑
τk+1 6=τi
i<k+1
∣∣gτk+1〉[pk+1]Gτk+1τk+1[pk+1]Vτk+1τk , (14)
where Gij[pk+1] and Vij represents the ij-th element of Gˆ[pk+1] and Vˆ , respectively. The local transition state onM[pk]
which does not contain any repetition terms (α→ α = τ0, . . . τk) is denoted by |gτk〉[pk] as follows
|gτk〉[pk] ≡
Gˆ[pk] |τk〉
〈τk|Gˆ[pk]|τk〉
. (15)
Therefore, considering that |gτN−1〉[pN−1] = |τN−1〉 for any pN−1, we can obtain the |gτk〉[pk] directly by using the
recurrence relation successively
|gτk〉[pk] = |τk〉+ (−iλ)
N∑
τk+1 6=τi
i<k+1
|τk+1〉Gτk+1Vτk+1τk + (−iλ)
2
N∑
τk+1 6=τi
i<k+1
N∑
τk+2 6=τi
i<k+2
|τk+2〉Gτk+2Vτk+1τkGτk+1Vτk+1τk
+ · · ·+ (−iλ)N−k−1
N∑
τk+1 6=τi
i<k+1
N∑
τk+2 6=τi
i<k+2
· · ·
N∑
τN−1 6=τi
i<N−1
|τN−1〉
(
GτN−1VτN−1τN−2 · · ·Gτk+2Vτk+2τk+1Gτk+1Vτk+1τk
)
. (16)
In writing Eq. (16), we denoted Gτk ≡ Gτkτk[pk] in order to simplify the expression. Furthermore, in terms of graph
theory, the right hand side of Eq. (16) can be also rewritten in the following form
|τk〉+
∑
all paths
on M[pk ]
N−k−1∑
l=1
(−iλ)l |τk+l〉
(
Gτk+lVτk+lτk+l−1 · · ·Gτk+1Vτk+1τk
)
, (17)
where the sum with respect to the immediate states τk+1, . . . τk+l runs over all the possible paths on the subspace
M[pk].
Consequently, the energy eigenstate |τ¯0〉 can be obtained as a finite series composed of the diagonal elements of the
recursive Green’s functions and the non diagonal elements of Vˆ
|τ¯0〉 = |τ0〉+
∑
all paths
on M
N−1∑
l=1
(−iλ)l |τl〉
(
GτlVτlτl−1 · · ·Gτ1Vτ1τ0
)
( z → Eτ0 ) (18)
4where we omitted the path index [p0] since p0 is 0-tuple. Recall that in the representation based on the BW propagator,
these diagonal elements Gτkτk[pk] for k > 0 represent explicitly all the repetition terms on M[pk]. We need to treat
themselves as the effective propagators to drive the Feenberg’s perturbation series which has no repetition terms.
Now let us consider the limit z approaches Eτ0 along the positive imaginary axis. This can be formally expressed
by replacing z with Eτ0 + iǫ where ǫ is a small positive real number. The expectation value of Eq. (11) in |τk〉 then
obtain the diagonal element Gτkτk[pk] in the following form of the effective propagator by using Eq. (17)
Gτkτk[pk] =
i
〈τk| (Eτ0 + iǫ− Hˆ) |gτk〉[pk]
=
i
Eτ0 + iǫ− ωτk −∆τkτk[pk]
, (19)
where ∆τkτk[pk] is a local self-energy defined on M[pk] and is given by introducing the shifted energies Eτk[pk]
Eτk[pk] = ωτk +∆τkτk[pk], k = 1, 2, . . .N − 1 (20)
− i∆τkτk[pk] ≡ (−iλ)Vτkτk +
∑
all cycles
on M[pk]
(N−k−1∑
l=1
(−iλ)l+1
Vτkτk+l · · ·Vτk+2τk+1Vτk+1τk
iEτk+lτ0 · · · iEτk+1τ0
)
. (21)
Similarly, the |τ¯0〉 can be rewritten
|τ¯0〉 = |τ0〉+
∑
all paths
on M
(N−1∑
l=1
(−iλ)l
Vτlτl−1 · · ·Vτ2τ1Vτ1τ0
iEτlτ0 · · · iEτ2τ0iEτ1τ0
|τl〉
)
. (22)
In writing Eq. (21), we denoted Eτiτj = Eτi[pi] − Eτj [pj ] and Eτ0[p0] = Eτ0 + iǫ and the sum with respect to the
immediate states τk+1, . . . τk+l runs over all the possible cycles on the subspace M[pk]. It is important that the above
energy eigenstate is composed of the finite paths, while the local self energies are composed of the finite cycles.
Therefore, as long as N is finite, these are the exact equations without truncating the diagrams perturbatively. On
the other hands, the representation of the eigenstate in Eq. (22) obviously require the unknown exact energy Eτ0 for
its calculation. In the next subsection, we will drive an exact self-consistent equation to determine the energy.
B. Exact self-consistent equation
First of all, in order to drive an exact self-consistent
equation for the exact energy Eτ0 , we should note that all
the shifted energies can be expressed as the functions of
Eτ0[p0] composed of the finite continued fractions. This
can be shown in the following manner.
Eq. (20) is a system of nE(N) equations in the shifted
energies Eτk[pk], nE(N) is the total number of Eτk[pk]
from k = 1 to N − 1
nE(N) =
N−1∑
k=1
(N − k)nG(k) = (N − 1)2
N−2, (23)
where we used the fact that the number of Eτk[pk] for
fixed k > 0 is equal to that of Gτkτk[pk] which is (N −
k)nG(k), and gives the recursive relation in Eτk[pk] for
k > 0
Eτk[pk]=ωτk+∆τkτk[pk](Eτk+1[pk+1]. . .EτN−1[pN−1];Eτ0[p0]).
(24)
Considering that EτN−1[pN−1] = ωτN−1 + λVτN−1τN−1 for
any pN−1, we can formally express Eτk[pk] as a function
of Eτ0 by using Eq. (24) from N − 1 to k successively
Eτk[pk] = Zτk[pk](Eτ0[p0]), k = 1, 2, . . .N − 1 (25)
where Zτk[pk] is composed of the finite continued frac-
tions.
Next, the above equation suggests that there are not
enough equations to determine the exact energy Eτ0 . In
fact, the equation for Eτ0 is derived separately from Eq.
(20) in our approach and the pole condition that G−1τ0τ0
vanishes as ǫ approaches 0, which is a necessary and suf-
ficient condition for the assumption 〈τ0 |ψτ0〉 6= 0, gives
the following equation in the same representation as Eq.
(20) when k = 0
Eτ0[p0] = ωτ0 +∆τ0τ0(Eτ1[p1] . . . EτN−1[pN−1];Eτ0[p0]).
(26)
Then the exact self-consistent equation for Eτ0 can be
obtained in the form of the finite continued fractions by
eliminating all the shifted energies from Eq. (26) with
Eq. (25)
Eτ0[p0] = Zτ0(Eτ0[p0]), (ǫ→ 0) (27)
Finally, we can calculate Eτ0 with arbitrary accuracy by
using the numerical methods such as an iterative and
Steffensen’s method[12] and thus the eigenstate |τ¯0〉 is
determined by obtaining all the shifted energies from Eq.
(25).
5III. ANALYSIS OF EFFECTIVE
PROPAGATORS
In this section, we analyze the diagonal elements of
the recursive Green’s functions in terms of the Neumann
series and determinant representation for them.
A. Resummation
There is an interesting relationship between the
Rayleigh-Schro¨dinger perturbation and Brillouin-Wigner
perturbation theories which was mentioned by Lennard-
Jones: the RS series is driven by expanding the unper-
turbed propagators in the BWPT with respect to a small
self energy[5, 13]. In other wards, the BW series can be
regarded as a resummation of the RS series. Further-
more, the Feenberg’s perturbation series is no exception
and closely related to these perturbation theories.
In the FPT derived from the recursive Green’s function
approach, their diagonal elements have also two represen-
tations of the perturbation series based on the BW prop-
agator GBW and effective propagator Gτkτk[pk] in the
FPT. Indeed, a geometric series expansion for Gτkτk[pk]
with respect to the local self-energy ∆τkτk[pk] leads to the
following expression
GBW +GBW (−i∆τkτk[pk])GBW
+GBW (−i∆τkτk[pk])GBW (−i∆τkτk[pk])GBW + · · ·
(28)
where
GBW ≡
i
Eτ0 − ωτk
, ∆τkτk[pk] = O(λ). (29)
Note that the estimation for the local self-energy can be
justified only in non-degenerate systems (See Appendix
C). Eq. (28) means that the effective propagator can
be expressed as an infinite series consisting of the BW
propagators and local self-energies while all the repetition
terms (τk → τk) on M[pk] can be expressed as a chain of
the cycles composed of the effective propagators in terms
of diagrams. Furthermore, the expansion for ∆τkτk[pk]
itself causes the production of a huge number of another
cycles (i → i 6= τk, . . . τ0) because they have a nested
structure of themselves. In this way, all the repetition
terms are exposed as an infinite series based on the BW
propagator. Therefore we can interpret that the BWPT
is an approximation to the FPT, or conversely, the FPT
is the resummed perturbation theory by modifying rep-
resentations of their propagators. Now we show the re-
lation between the FPT, BWPT and RSPT in Fig. 2.
B. Rearrangement of the path-indices
We should note that the Feenberg’s perturbation series
shown in previous section is different from the original
FIG. 2. The relationships between the Rayleigh-
Schro¨dinger(RSPT), Brillouin-Wigner(BWPT) and Feen-
berg(FPT) perturbation theories. The resummation and ap-
proximation with respect to the self energies play a role in
connecting between the three theories.
one proposed by Feenberg in terms of the arrangement
of the effective propagators and intermediate states de-
pendency. In order to clarify the differences, we consider
a general term in the eigenstate which corresponds to the
transition process (τ0 → τ1 . . .→ τl) shown in Fig. 3.
Firstly, it is obvious from Eq. (22) that our approach
gives a finite product of the effective propagators in-
cluded in the general term
Gτlτl[τl−1...τ0] · · ·Gτ2τ2[τ1τ0]Gτ1τ1[τ0]. (30)
The effective propagatorGτkτk[τk−1...τ0] for k ≤ l depends
on k intermediate states from τ0 to τk−1 and thus that
can provide an interpretation of its path-index: the ef-
fective propagator with pk is connected to the path pk
which is a subgraph in the transition process. On the
other hands, that of the effective propagators in his paper
is given by using the expression of the recursive Green’s
function as follows
Gτlτl[τ0] · · ·Gτ2τ2[τ3...τlτ0]Gτ1τ1[τ2...τlτ0], (31)
where Gτkτk[τk+1...τlτ0] at k-step is formally ob-
tained by replacing the subscripts τl−k+1 . . . τ0 of
Gτl−k+1τl−k+1[τl−k...τ0] with those τk . . . τlτ0, respectively.
Thus the number of the intermediate states on which his
effective propagator at k-step depends is l− k+1 unlike
our approach. These differences arise mainly from some
recursive procedures to derive the FPT. For example, the
projection operator method has a same arrangement as
our approach while the latter is employed in the contin-
ued fraction methods and Feshbach’s successive approx-
imation. Thus, despite the same transition process, the
equations for calculating the transition amplitude are dif-
ferent in appearance.
In fact, both factors are correct and can be transformed
into each other in the following manner. Let H denote
the matrix representation of the full Hamiltonian Hˆ in
terms of the unperturbed eigenstate. Then the determi-
nant representation for the effective propagator is given
as follows
−iGτkτk[pk] =
∣∣Eτ0 + iǫ−H[pk+1]∣∣∣∣Eτ0 + iǫ−H[pk]∣∣ , (32)
where H[pk] is the (N −k)× (N −k) submatrix obtained
by deleting the τ0, τ1, . . . τk−1-th rows and columns of H .
6This representation is derived from Eq. (11) by using the
Cramer’s rule (See Appendix D) and is equivalent to the
expression of the effective propagator in the continued
fraction method[9]. Applying Eq. (32) to both Eqs. (30)
and (31), we can show that they have the same results
as follows
il
∣∣Eτ0 + iǫ−H[τl...τ0]∣∣∣∣Eτ0 + iǫ−H[τ0]∣∣ , (33)
where we canceled the common factors in the numerator
and denominator.
In this way, it is proved that the two expressions for the
general term are equivalent in terms of the determinant
representation. In general, we can also show that there
are l! expressions of the term for arbitrary rearrangement
of the effective propagators from the above calculation
procedure.
FIG. 3. The subscripts τk−1 . . . τ0 of our effective propaga-
tor Gτkτk [τk−1...τ0] at k-step indicate that the propagator is
connected to a subgraph (τ0 → τ1 · · · → τk−1)
C. Removable and non removable singularities
In order to complete this section, we briefly discuss
the pole of the effective propagator. In the RSPT and
BWPT, if an energy denominator which appears in the
perturbation series becomes zero or nearly zero, then the
perturbation theories break down due to the divergence
of the propagator. This often occurs in the degenerate
case and hence the formulations for degenerate systems
has been developed to avoid that.
In the Feenberg’s perturbation series, there is a pos-
sibility that the effective propagator diverges in the
limit z → Eτ0 . For non-degenerate systems, we can
show that all the energy denominators have a finite gap
Eτi[pi]−Eτ0[p0] ≈ ωτi−ωτ0 (See Appendix C). All the ef-
fective propagators thus have no poles at z = Eτ0 in this
case. On the other hands, it is not clear for degenerate
systems whether the effective propagator has no poles at
z = Eτ0 because the above manner does not work here.
Now we consider the poles of the effective propagator
Gτkτk[pk] for 1 ≤ k < N to clarify the specific conditions
in which the FPT fails. From Eq. (19) the zeros of
G−1
τkτk[pk]
gives the conditions as a local self-consistent
equation on the subspace M[pk] formally
Eτ0[p0] = Zτk[pk](Eτ0[p0]), (34)
which are also represented from Eq. (32) as a secular
equation ∣∣Eτ0 + iǫ−H[pk]∣∣ = 0. (35)
These mean that if an eigenvalue Eτ0 of H is equal to
that of the submatrix H[pk], then the effective propaga-
tor diverges. We thus reach a tentative conclusion that
there are nE(N) singularities, counted with multiplic-
ity, in the Feenberg’s perturbation series. Recall, how-
ever, that the Feenberg’s formulations have a continued
fraction structure for Eτ0 . Most of the singularities are
classified as the removable singularities in terms of can-
cellation of pole and zero. Indeed all poles given by Eq.
(35) except k = 0 disappear from the general terms Eq.
(33) while there is a determinant
∣∣Eτ0 + iǫ−H[τ0]∣∣ in the
denominator.
From the above analysis of the pole structure of the ef-
fective propagators, it became clear that the Feenberg’s
perturbation series has at most N − 1 poles which are
given as the zeros of
∣∣Eτ0 + iǫ−H[τ0]∣∣. These poles also
occur in the self-consistent equation for Eτ0 and thus
their existence is an important factor to explore the va-
lidity of the FPT. In Sec. II, we have restricted ourselves
to the non-degenerate case in order to ensure that the
assumption 〈τ0 |ψτ0〉 6= 0 is satisfied. This is suitable
to confirm the resummation mechanism of the effective
propagators, while a tight restriction in comparison to
the original assumption. Now we can in fact relax some
restrictions by imposing the following regularity condi-
tion on the eigenvalue Eτ0 instead of the assumption∣∣Eτ0 + iǫ−H[τ0]∣∣ 6= 0, ( ǫ→ 0 ). (36)
Note that this is a sufficient condition for the assumption
and its sufficiency is proved in Appendix A. It is impor-
tant that the Feenberg’s formulations are always available
regardless of degeneracy and regardless of the magnitude
of λ as long as the condition Eq. (36) is satisfied.
IV. NUMERICAL CALCULATION
A. Convergences
The self-consistent equation for the energy in the Feen-
berg perturbation theory is exact and we can obtain it
with arbitrary accuracy by solving the equation numeri-
cally. It is supposed that this high convergence is caused
by incorporating all the repetition terms in the resummed
form of Eq. (28). In this subsection, we compare the
convergence speed between the FPT, BWPT and RSPT.
Now we propose the following approximation to the FPT
Eτk[pk] = ωτk +∆
(m)
τkτk[pk]
+O(λm+1), k = 0, 1, . . .N − 1
(37)
7where ∆
(m)
τkτk[pk]
is the local self energy up to m-th order
of λ. This approximation is based on the interpretation
that the local self-energies play a role of the fundamental
corrections to the energy denominators in the FPT.
The self-consistent equation given by Eq. (37) in the same way as Eq. (27) contains the local self energies up to
m-th order exactly. Therefore, considering the effect of resummation, we can expect that the m-th order FPT often
gives the high precision approximate solutions compared to m-th order BWPT and RSPT. Let H0 and V denote
the matrix representation of the unperturbed Hamiltonian Hˆ0 and interaction term Vˆ in terms of the unperturbed
eigenstate, respectively and we consider the following example in the case N = 7 in order to check the accuracy of
the FPT
H0 = diag(ω1, ω2, ω3, ω4, ω5, ω6, ω7) = diag(0.07, 0.30, 0.37, 0.48, 0.51, 0.80, 0.86),
V =


(0.26, π ) (0.09, 4.48) (0.38, 3.39) (0.66, 4.82) (0.97, 2.66) (0.37, 3.97) (0.05, 0.53)
(0.15, π ) (0.88, 0.18) (0.95, 3.57) (0.49, 1.10) (0.09, 5.68) (0.70, 1.95)
(0.48, π ) (0.01, 1.47) (0.43, 1.04) (0.59, 0.77) (0.72, 6.06)
(0.44, π ) (0.68, 5.91) (0.17, 1.04) (0.52, 4.69)
(0.49, 0.00) (0.99, 3.63) (0.96, 3.40)∗ (0.46, 0.00) (0.79, 6.26)
(0.22, π )


,
where Vij = V
∗
ji for j < i. The elements of H0 and V are randomly selected from the ranges 0 ≤ ωi ≤ 1 and |Vij | ≤ 1,
respectively and we denote the Vij as a point (|Vij |, arg(Vij)) for 0≤arg(Vij)<2π in polar coordinates. In Fig. 4, we
fix a coupling constant λ = 0.01 and plot the geometric mean of relative errors (GMRE) as a function of perturbation
order m which is defined as follows
GMRE(m) ≡ 7
√√√√ 7∏
i=1
∣∣∣∣E
(m)
i − E
exact
i
Eexacti
∣∣∣∣, (38)
where E
(m)
i is the i-th energy eigenvalue given by each m-th order perturbation theory and we calculated them by
Steffensen’s method.
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FIG. 4. Comparison of geometric means of relative errors between the Rayleigh-Schro¨dinger(RSPT), Brillouin-Wigner(BWPT)
and Feenberg(FPT) perturbation theories when λ = 0.01
Note that the three theories give the same result at zero and first order because there is no difference in their
formulas. For second or above order, we find that the convergence of the FPT is equal to or more rapid than that
of the BWPT and RSPT on average. These results show the relationships between the three theories in Fig. 2 and
8support the acceleration convergence due to the effect of resummation. In particular, the 7-th order FPT returns
to the exact theory and can give all the energy eigenvalues with a relative error less than 10−15. Consequently, the
MGRE(7) is also less than 10−15 as shown in Fig. 4.
B. Strong coupling region
To verify the validity of the FPT, we consider again
the previous example and calculate the energy eigenval-
ues and eigenstates of Hˆ0 + λVˆ when the value of λ is
increased from 0 to 1. In this calculation, we assume
that the above sufficient condition is satisfied and regard
the exact self-consistent equation for Eτ0 as a non linear
equation with a free parameter λ
Eτ0 = Zτ0(Eτ0 , λ). (39)
Putting an initial value Eτ0 = ωτ0 at λ = 0 and we
traced the solution curve which is called ”eigenpath” one
by one. Furthermore, in order to avoid the jump to other
eigenpaths, we used the spherical algorithm[14] and also
employed the Steffensen’s method as an iterative scheme
in terms of Eτ0 .
Fig. 5a shows the growth process of the eigenvalues
beyond the perturbative region (λ ≪ 1). In general,
the RSPT and BWPT only work in the weak coupling
region and cannot trace the eigenvalues to the strong one.
Therefore this construction of the eigenpaths is one of the
advantages of the FPT. Furthermore, we notice that each
eigenpath spreads in a fan shape as the λ increases. This
comes from the fact that each eigenvalue asymptotically
approaches the one of λVˆ which is a dominant factor in
the strong coupling region.
In Fig. 5b, we illustrate the composition ratio of the
ground state |1¯〉 as a probability of observing the un-
perturbed eigenstates. The unperturbed component de-
creases with λ while the other perturbed components in-
crease. In particular, the large mixing between the un-
perturbed eigenstates is caused in λ ∼ 1 and it is obvi-
ously non perturbative state. It can thus be said that the
FPT is available in the strong coupling region.
V. SUMMARY
In this paper, using the recursive Green’s function ap-
proach we have developed the new derivation method of
the Feenberg perturbation theory for N -level quantum
systems. The main advantages of our approach can be
summarized in the following two points.
• The Feenberg’s perturbation series is directly de-
rived from a simple recurrence relation in Eq. (14)
as a natural generalization of the Brillouin-Wigner
perturbation series.
• There are three aspects in the diagonal element of
the recursive Green’s functions: the effective propa-
gators in the FPT, all the repetition terms on a sub-
space and determinant representation in Eq. (32).
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FIG. 5. The behavior of the eigenvalues and eigenstates in
strong coupling region
Our recurrence relation is based on the extraction of the
perturbed eigenstate in Eq. (4) and generalization of
scheme of removing the repetition terms in the BWPT.
Then all the repetition terms are separated as the diag-
onal elements of the recursive Green’s functions system-
atically and thus our approach has a simpler recursive
structure then the other approaches.
Furthermore we can easily reproduce the formulations
given by another approaches[8–11] by using the determi-
nant representation or rearranging the order of the effec-
tive propagators in the perturbation series. This is one
of the most important results in this paper.
9Appendix A: PROOF OF EQ. (4) AND EQ. (36)
1. Proof of Eq. (4)
In this appendix, we prove that if the τ0-th element of
the eigenstate |ψτ0〉 has a non-zero value, then the limit
given in Eq. (4) is an unnormalized eigenstate |τ¯0〉.
First of all, for simplicity, we assume that the spec-
trum of Hˆ is not degenerate: Ei 6= Ej for i 6= j. Using
the spectral representation Eq. (3), the numerator and
the denominator of the left-hand side of Eq. (4) can be
rewritten respectively as
Gˆ(z) |τ0〉 =
N∑
α=1
|ψα〉
iC∗α
z − Eα
, (A1)
〈τ0| Gˆ(z) |τ0〉 =
N∑
α=1
i|Cα|
2
z − Eα
. (A2)
Note that Cα denotes the τ0-th element 〈τ0 |ψα〉 of the
α-th eigenstate and Cτ0 6= 0 on the assumption. It is
thus clear that both the numerator and the denominator
have a simple pole at z = Eτ0 .
Next, as z → Eτ0 , we can evaluate the dominant terms
in the numerator and the denominator as follows
Gˆ(z) |τ0〉 ∼ |ψτ0〉
iC∗τ0
z − Eτ0
, 〈τ0| Gˆ(z) |τ0〉 ∼
i|Cτ0 |
2
z − Eτ0
,
(A3)
and then the limit in Eq. (4) has a finite result because
its pole and zero at z = Eτ0 cancel each other
lim
z→Eτ0
Gˆ(z) |τ0〉
〈τ0| Gˆ(z) |τ0〉
=
1
Cτ0
|ψτ0〉 . (A4)
This result is certainly proportional to the τ0-th per-
turbed eigenstate with constant of proportionality C−1τ0
and we can obtain Eq.(4) by redefining the right hand-
side of Eq. (A4) as the unnormalized eigenstate |τ¯0〉.
Note also that this extraction of the eigenstate works
in the degenerate case. Now we assume that Hˆ has d
degenerate eigenstates |ψβ1≡τ0〉 , |ψβ2〉 , . . . |ψβd〉. By fol-
lowing the same procedure as the above we can indeed
obtain the following limit
lim
z→Eτ0
Gˆ(z) |τ0〉
〈τ0| Gˆ(z) |τ0〉
=
∑
α∈D
θα |ψα〉 , (A5)
where D is a set {β1 ≡ τ0, β2, . . . βd} and θα is given as
follows
θα =
C∗α∑
α′∈D |Cα′ |
2
. (A6)
Furthermore we have the following assumption which oc-
curs as a result of the extensions∑
α∈D
|Cα|
2 6= 0. (A7)
In Eq. (A6), although the right hand-side is expressed
as a superposition of the degenerate eigenstates, it is cer-
tainly the eigenstate of Hˆ . Therefore we can conclude
that Eq. (4) is always satisfied on the assumptions in
both degenerate and non-degenerate cases.
2. Proof of Eq. (36)
To prove the sufficiency of the regularity condition Eq.
(36), we start with the two representation for Gτ0τ0 .
One is the spectral representation in Eq. (A2) and
it can be seen that Gτ0τ0 has a simple pole at z = Eτ0
and its residue is Cτ0 = 〈τ0 |ψα〉 6= 0. Then we can give
the following equation for Eτ0 from the relation between
poles and zeros of Gτ0τ0
lim
z→Eτ0
G−1τ0τ0 = 0, (A8)
Note that this is still a necessary and sufficient condition
for the assumption 〈τ0 |ψα〉 6= 0. Using the determinant
representation, Eq. (A8) can be rewritten as
lim
ǫ→0
i
∣∣Eτ0 + iǫ−H∣∣∣∣Eτ0 + iǫ−H[τ0]∣∣ = 0. (A9)
Thus it is clear that the regularity condition
∣∣Eτ0 + iǫ−
H[τ0]
∣∣ 6= 0 is the sufficient condition for Eq. (A9). This
completes the proof of the sufficiency.
Appendix B: DERIVATION OF RECURRENCE
RELATION
The recurrence relation Eq. (14) is driven from the
definition Eq. (11). First, considering that Gˆ[pk] does
not have τ0 . . . τk−1-th rows and columns, we focus on
τk-th column vector of Eq. (11) such as τk 6= τ0 . . . τk−1
Pˆ[pk](z − Hˆ)Pˆ[pk]Gˆ[pk]|τk〉 = i|τk〉. (B1)
Applying Pˆ[pk+1] or 〈τk| to Eq. (B1) from the left side
and using the division Pˆ[pk] = Pˆ[pk+1]+|τk〉〈τk|, we obtain
the two following equations
Pˆ[pk+1](z − Hˆ)(Pˆ[pk+1] + |τk〉〈τk|)Gˆ[pk]|τk〉 = 0, (B2)
〈τk|(z − Hˆ)(Pˆ[pk+1] + |τk〉〈τk|)Gˆ[pk]|τk〉 = i, (B3)
where we used Pˆ[pk+1]Pˆ[pk] = Pˆ[pk+1]. These are equiva-
lent to Eq .(B1) in all. In particular, Eq. (B2) leads to
the recurrence relation Eq. (11), while we should note
that Eq. (B3) yields Eq. (19) which is associated with
the diagonal elements Gτkτk[pk].
Next, we define the local transition state |gτk〉[pk] on
the subspace M[pk].
|gτk〉[pk] ≡
Gˆ[pk] |τk〉
〈τk|Gˆ[pk]|τk〉
= |τk〉+ |g
′
τk
〉
[pk]
, (B4)
10
where |g′τk〉[pk]
is an perturbed part Pˆ[pk+1] |gτk〉[pk]. Eq.
(B2) can then be rewritten as a relation between the per-
turbed part |gτk〉[pk] and unperturbed part |τk〉 in M[pk].
Pˆ[pk+1](z − Hˆ)Pˆ[pk+1] |g
′
τk
〉
[pk]
= λPˆ[pk+1]Vˆ |τk〉 . (B5)
This is a linear equation for |g′τk〉[pk]
and by introducing
the recursive Green’s function Gˆ[pk+1] at (k+1)-step, we
can formally obtain the |g′τk〉[pk]
as follows
∣∣g′τk〉[pk] = λGˆ[pk+1]Pˆ[pk+1]Vˆ |τk〉 . (B6)
Finally, taking back Eq. (B6) to Eq. (B4) and rearrang-
ing it, we obtain the recurrence relation Eq. (14)
|gτk〉[pk]= |τk〉+(−iλ)
N∑
τk+1 6=τi
i<k+1
∣∣gτk+1〉[pk+1]Gτk+1τk+1[pk+1]Vτk+1τk .
(B7)
Appendix C: EVALUATION OF THE LOWEST
ORDER LOCAL SELF-ENERGIES AND SHIFTED
ENERGIES
Now, we start with zero order approximation for an en-
ergy eigenvalue Eτ0 and EτN−1[pN−1]=ωτN−1+λVτN−1τN−1
Eτ0 ≈ ωτ0 , EτN−1[pN−1] ≈ ωτN−1. (C1)
Hence, in the non-degenerate case, the energy differ-
ences EτN−1[pN−1] − Eτ0 at (N − 1)-step have a finite
gap ωτN−1 − ωτ0(τN−1 6= τ0). Then we can evaluate the
local self-energy and shifted energy at (N − 2)-step from
Eqs. (20)(21)
∆τN−2τN−2[pN−2] = O(λ), EτN−2[pN−2] ≈ ωτN−2. (C2)
Using Eqs. (20)(21) from k = N − 2 to 1 successively, all
the local self-energies and shifted energies can be evalu-
ated as follows
∆τkτk[pk] = O(λ), Eτk[pk] ≈ ωτk (C3)
where k = 1, 2, . . .N − 1.
Appendix D: DETERMINANT
REPRESENTATION
Application of Cramer’s rule in Eq. (11) gives the
determinant representation for the effective propagator
Gτkτk[pk]
(z −H[pk])G[pk] = i (D1)
where G[pk] denotes the (N−k)× (N−k) submatrix ob-
tained by deleting the τ0, τ1, . . . τk−1-th rows and columns
from a matrix whose ij-th element is Gij[pk].
We first focus on the 1 × (N − k) column vector g
corresponding to the original τk-th column vector of Gˆ[pk]
such as τk 6= τ0 . . . τk−1 and suppose that Gτkτk[pk] is
located in the K-th row and the 1-th column. Then this
is described by the following linear equation
(z −H[pk])g = ie (D2)
g =


G1τk[pk]
...
Gατk[pk]
...
GNτk[pk]


(α 6= τ0, τ1, . . . τk−1) (D3)
where the 1 × (N − k) column vector e is a unit vector
whose K-th element is 1. Therefore the Gτkτk[pk] in g
can be obtained by using Cramer’s rule
Gτkτk[pk] =
∣∣F[pk]∣∣∣∣z −H[pk]∣∣ (D4)
where F[pk] is the (N − k) × (N − k) matrix obtained
by replacing the K-th column vector in z−H[pk] by the
column vector ie. Using the cofactor expansion along the
K-th column, the numerator in Eq.(D4) can be rewritten
as follows
Gτkτk[pk] = i
∣∣z −H[pk+1]∣∣∣∣z −H[pk]∣∣ (D5)
In this way, we can obtain the determinant representation
for the effective propagator.
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