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Introduction 
Phase interferometry is a technique commonly used for direction finding as it provides 
highly accurate results.  One of the drawbacks of phase interferometry, however, is the presence 
of ambiguous solutions.  A simple two antenna phase interferometer cannot distinguish between 
signals arriving at certain different angles.  Unless these ambiguities are resolved the error of the 
system is drastically increased because the incorrect angle is often chosen.  If the ambiguity is 
not resolved correctly the system can produce a result that is 10°–30° in error even when the 
error due to noise in the correct solution is less than 2°.  This project focused on analyzing 
several ways to improve the disambiguation process using a three antenna interferometer.  It is 
specifically intended for the direction finding system designed in the Phase Interferometry 
Direction Finding project [Guerin et al., 2011]; however the systems and concepts could be 
applied to any phase interferometer.  The three improvements investigated were: 1) a more in-
depth analysis of the effect of antenna separations on the disambiguation process, 2) the benefits 
of adding an amplitude comparison component to help resolve the ambiguities, and 3) the 
benefits of adding a results history and history check to the system.  Each of these components 
used the original three antenna phase interferometer as a base and was compared with results 
from the original system.  All of the additional components, as well as the original system, were 
analyzed and tested using MATLAB.  The antenna separation was a parameter in the original 
MATLAB model and was therefore changed directly.  The history and amplitude comparison 
components were implemented as additions to the original model.  For the antenna separation 
and history tests the original MATLAB model remained unchanged and the extra components 
analyzed the angle of arrival (AoA) outputs to try to improve the disambiguation.  For the 
inclusion of the amplitude comparison system the original MATLAB model changed slightly to 
include the offset directional antennas required for amplitude comparison.  The overall result of 
this project was an analysis of each of these three improvements and recommendations for which 
additions would be beneficial to implement. 
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Background 
A good understanding of phase interferometry and the disambiguation of the angle of arrival 
(AoA) is crucial to understanding this project.  A full description can be found in the Phase 
Interferometry Direction Finding report [Guerin et al., 2011], but some of the concepts are 
reproduced here. A phase interferometer measures the phase of a signal received at two 
physically separated antennas and calculates the difference to estimate the AoA of the signal.   
Phase interferometry is frequently used for direction finding as it provides high accuracy without 
taking up a large amount of physical space.  A main challenge with phase interferometry is that 
the interferometer can only measure phase difference between 0 and 2π.  When the antenna 
separation is more than half the wavelength of the received signals this limitation causes 
ambiguous solutions.  The ambiguous solutions are shown in Figure 1. 
 
Figure 1: A plot showing the ambiguities resulting from a 10 cm phase interferometer and a 7 GHz radar pulse.  The line 
labeled zero is the correct result.  The other lines are labeled with the offset of the phase differences on those lines from 
the true line.   The phase difference for an AoA of zero, for example, is zero, but a phase difference of 2π, corresponding 
to 20°, appears to be the same.  
A phase difference of zero would correspond to an AoA of 0°.  As can be seen in Figure 1, 
however, the same phase difference can be interpreted as a phase difference of 2π, which 
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corresponds to an angle of 20°, or as -2π, which corresponds to -20°.  As the interferometer only 
measures phase difference modulo 2π all three of these angles would have an apparent phase 
difference of zero and are therefore ambiguous.  The angles resulting from ±4π and ±6π would 
also be ambiguous.  All of the 2π phase changes are ambiguous up to the maximum number of 
ambiguities, which is determined by the antenna separation and the frequency of the signal. 
 In order to help remove the ambiguity, a third antenna was added to the system in the 
prior work.  The setup of the three antenna interferometer is shown in Figure 2. 
 
Figure 2: Setup of the three antenna interferometer.  The three antennas are treated as two pairs in order to 
disambiguate results.  The values of s12 and s13 are set such that there will be only one common solution. 
  The third antenna allowed the system to measure two separate phase differences: the phase 
difference between the first and second antenna (p12) and the phase difference between the first 
and third antennas (p13).  Each of these phase differences is ambiguous as both interferometer 
pairs measure modulo 2π. However, if the antenna separations are chosen carefully the two sets 
of ambiguous answers will only have one common solution, the true results.  The same 
ambiguity plot in Figure 1 after the addition of a third antenna is shown in Figure 3. 
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Figure 3: Plot showing the angle ambiguities for a 7 GHz wave in a three antenna interferometer with s12 = 10 cm and 
s13 = 21 cm.  The ambiguities resulting from antennas 1 and 2 are shown as solid blue lines and the ambiguities from 
antennas 1 and 3 are shown as red dotted lines.  Only one set of ambiguities, the true solution, is shared. 
For the one common solution each of the angles has a unique combination of p12 and p13.  
When a new result arrives, its combination of p12 and p13 are compared to determine the true 
AoA.  Without noise the result will always have an exact match, but in the presence of noise one 
or both of the phase differences could be corrupted enough to skew the result.  If there is noise 
present the closest valid result is used.  A graphical representation for this process is shown in 
Figure 4. 
7 
 
 
Figure 4:  Plot of phase lines corresponding to the common angle solution shown in Figure 3.  Each point (p12, p13) on 
one of these lines corresponds to a particular angle of arrival.  Each line has a different 2π phase offset.  A possible 
measured value for p12 and p13 is shown as a green dot.  The line drawn in red is closest and therefore its 2π offset is 
chosen. 
Each of the lines contains a set of points (p12, p13) and corresponds to a particular value for N12 
and N13.  N12 and N13 are the number of 2π phase shifts the true phase difference is from the 
measured phase difference.  Each of the points corresponds to an angle defined by the phase 
differences (p12 + N12 * 2π, p13 + N13 * 2π).    The values of N12 and N13 corresponding to 
the closest line (highlighted in red) are used for the final calculation. 
 If the error due to noise is high enough the system could resolve the ambiguity 
incorrectly and report the wrong angle.  To reflect the possibility of errors, a certainty value is 
calculated reflecting how likely it is that the first reported result (the closest phase line) is 
correct.  The certainty is calculated as    
                              
                                              
 if the 
correct phase line is one of the two closest, and is zero if the correct phase line is not one of the 
two closest.  The certainty ranges from 0 to 1 and any results with certainty less than or equal to 
0.5 are ambiguity errors.  Certainty is the way that the system reports its confidence in the results 
and will be one of the primary measures used to analyze the performance of the disambiguation 
improvements.   
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 The other main measure for the system is the number of ambiguity errors.  An ambiguity 
error is when the noise causes the system to resolve to the wrong angle.  If there is enough noise, 
the closest line may not be the correct answer.  In this case the angle reported will always be 
significantly more than 2.5° off and therefore not meet the accuracy requirement for the system.  
In the prior work it was found that ambiguity errors are more common at angles further from 0°, 
but can occur at any angle.  The goal of all of the techniques investigated in this report is to 
reduce the probability of ambiguity errors. 
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Methodology 
The goal of this project was to analyze three possible improvements for the phase interferometry 
disambiguation process.  These improvements were a more in depth analysis of the effects of 
antenna separation, the addition of an amplitude comparison component to perform the 
disambiguation and an emitter tracking algorithm to reject incorrect answers.  All of the potential 
improvements were tested using MATLAB simulations under the worst case operating 
conditions specified for the system in the Phase Interferometry Direction Finding project 
[Guerin et al., 2011].  The worst case operating parameters are: 12 GHz carrier frequency, 100 
km to emitter, and 20 dB signal to noise ratio (SNR).  The other testing parameters were a pulse 
repetition interval (PRI) of 10us and pulse width (PW) of 500ns.  Under these conditions the 
system met the 2.5° accuracy requirement between -85° and 85° and had 1% ambiguity error.  
Each of the components will be tested to see if they can improve in reducing ambiguity errors.    
In order to analyze the effects of the three techniques a Monte Carlo simulation was used.  
In a Monte Carlo simulation many samples are used to derive an experimental probability.   The 
tests were run with 100 pulses at each angle used in the test in order to obtain a statistically 
significant number of samples.  The number of ambiguity errors was summed and then divided 
by the numbers of pulses to determine the probability of ambiguity error.  The range of angles 
used in the tests varies but they always used 1° increments.   
Antenna Separation 
The first aspect of disambiguation that was investigated was a more in depth analysis of the 
effects of antenna separation on the disambiguation process.  The phase interferometry system 
designed in the main project used three antennas.  The separation between the first and second 
antenna (s12) was chosen to be 10 cm and the separation between the first and third antennas 
(s13) was optimized within the range of 20 cm (2*s12) to 30 cm (2*s12 + 10cm).   The 
optimization function picks the value for s13 that results in the furthest distance between the 
phase lines shown in Figure 4 for the range of -90° to 90° and a 12 GHz carrier frequency.  In the 
original system the optimization function checks every value of s13 between 2*s12 and 
2*s12+10cm with 0.01 cm increments to determine which value results in the largest spacing 
between phase lines.  When the distance between phase lines is large the phase measurements 
must be corrupted by more in order for the system to resolve the result incorrectly.  Maximizing 
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the distance between phase lines also ensures that there will be only one common solution 
between the two sets of ambiguities.  The range for s13 was chosen to be greater than 2*s12 
because it was originally thought that the third antenna should be no closer to the second antenna 
than was the first (s23 ≥ s12).  However, relaxing this restriction could lead to better 
performance.  The antennas themselves are around 2.5 cm wide so the minimum separation 
between any two antennas is 3 cm.  The investigation reported herein determined whether 
extending the range of the s13 optimization function to the range of s12 + 3cm to 2*s12+10cm 
provides any benefit.   
  In addition, the full effects of changing s12 were not well investigated in the previous 
work.  The value for s12 was set at 10 cm, but the minimum value would be 3cm.  Reducing the 
separation would increase the distance between phase lines because there are fewer ambiguities, 
but could also increase the error due to noise because the phase measurements will be smaller 
and more susceptible to changes from noise.  The investigation varied the values for s12 between 
3 cm and 20 cm with 1 cm increments and investigated the effects on the probability of 
disambiguation in order to identify the benefits and drawbacks of reducing the antenna 
separation. 
Amplitude Comparison 
Another method for direction finding is amplitude comparison.  In the amplitude comparison 
method, the amplitude of a signal received at two directional antennas is analyzed to determine 
the AoA.  By pointing the two antennas in different directions there can be a unique ratio of 
antenna gains for each of the angles in the desired field of view.  The interferometer measures 
the amplitude of the signals received at the two antennas and finds their ratio.  The measured 
ratio of signal amplitude is compared to the known ratio of antenna gains in order to determine 
the AoA.  The setup of an amplitude comparison interferometer is shown in Figure 5. 
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Figure 5:  Setup of an interferometer meant for amplitude comparison.  By pointing directional antennas at angle offsets 
there is a unique ratio of gain for each angle. 
  In general, the amplitude comparison method is less accurate than other methods of direction 
finding because the magnitude of the signals received is more directly affected by noise than is 
the phase.  The accuracy is even worse at the edges of the field of view.  At the edges of the 
range the antenna gain is low allowing the noise to dominate the received magnitude.  A 
previous WPI MQP group, the Beacon Locator Project [Silva et al., 2011], designed an 
amplitude comparison system and found that it could not maintain the required ±2.5° accuracy 
across the 90° field of view.  
 While the amplitude comparison method cannot meet the minimum accuracy and field of 
view requirements for the overall system, it can be used to improve the disambiguation process 
of the phase interferometry system.  The gain ratio is unique for each angle, so the amplitude 
comparison method does not have any ambiguous results.  While its results may be inaccurate 
they should be centered on the correct answer.  The ambiguous results from the phase 
interferometer are generally more than 10° apart for antenna separation s12 = 10cm and s13 = 
21cm and the X-band frequencies used in the system.  As long as the amplitude comparison 
system is within 5° of accuracy, resolving the phase interferometry method to the ambiguity that 
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is closest to the result of the amplitude comparison method should improve the likelihood of 
successfully disambiguating. 
 The amplitude comparison component used to disambiguate was based on the system 
designed by the Beacon Locator Project [Silva et al., 2011].  The setup of the system is shown in 
Figure 6. 
 
Figure 6:  Block diagram of the amplitude comparison components.  Radar signals are generated for each antenna and then 
analyzed with a Hilbert filter. 
  The system uses a Hilbert filter to split the simulated waves into in-phase and quadrature 
components.  The in-phase (I) and quadrature (Q) components are used to determine the 
instantaneous amplitude of the wave at every point using √     .  Dividing the signal received 
at the first antenna by the signal received at the second antenna gives the amplitude ratio. The 
ratio is averaged across all the points where the signal is detected in order to eliminate some of 
the effects of noise.  Finally, the mean ratio is compared to the ratio of the gain patterns to 
determine the AoA.  The antenna gains are known for every 1° across all 360° so the system 
determines the AoA with 1° of resolution.  If a higher resolution is necessary, the gain function 
could be interpolated to estimate the gains between the measured values.   
While the Beacon Locator Project’s system was used as a base for the amplitude comparison 
component there are several differences between the two.  The main differences between the two 
are the gain pattern used, the signal generator, and the signal detector.  The Beacon Locator 
Project used an ideal gain pattern defined by 
    
 
.  For the amplitude system in this project a gain 
pattern for the directional antennas was provided by Lincoln Laboratory.  This pattern is shown 
in Figure 7.  In the ideal 
    
 
 pattern, the gain is symmetric around zero degrees.  The gain in the 
given pattern, however, is asymmetric; the gain for negative angles is higher than gains for 
positive angles. 
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Figure 7: Antenna gain pattern used in the simulation.  The gain is known on increments of 1°, so the comparison system 
has at best 1° of accuracy. 
  The signal generation and signal detection components are the same as those used in the phase 
interferometer so that they can be compared correctly.  The phase interferometry signal simulator 
was modified to create two waveforms meant for amplitude comparison as well as the three 
waveforms used by the phase interferometer.  The two waveforms used for amplitude 
comparison are the same as the signals received by the first two antennas in the phase 
interferometer except that they have the appropriate antenna gains applied based on the AoA.  
The two components also use the same voltage threshold signal detector.  If the phase system 
detects an angle when the amplitude does not, the result from the phase system is unchanged.  If 
the phase system doesn’t detect a signal, however, no answer is reported regardless of whether or 
not the amplitude system detects a signal.  The two components are run at the same time and the 
results are compared.  Of the two solutions presented by the phase interferometer the one closest 
to the amplitude comparison result is chosen.  This process allows the system to benefit from 
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accuracy of the phase interferometry method and the result locality of the amplitude comparison 
method. 
Tracking Algorithm 
Another technique that could improve the disambiguation process is the use of a software 
tracker.  The tracking algorithm ensures the result has been seen previously before reporting it as 
a correct result.  The tracker stores recent results up to a certain specified history size.  When a 
new signal arrives its AoA is calculated and then compared to the results stored in history.  If 
enough results in the history match the result received, then the system reports the result.  If there 
are not enough results in history that match, the system still stores the calculated AoA in history, 
but doesn’t report anything.  Since a correct result is much more likely than an ambiguity error 
the correct result will be in history more often than an ambiguity error.  The main problem with 
the tracking algorithm is that it will remove correct results as well as incorrect ones.  In the 
tracking algorithm the first time an angle appears it will never be reported as a correct result.  If 
the emitter appears rarely enough that the first appearance leaves the history before the next 
appearance occurs, the system would miss the emitter entirely.  
 All of the previous components and optimizations were dependent only on the angle of 
arrival and noise characteristic of the signals received.  The tracking algorithm, on the other 
hand, requires an accurate representation of the usage scenario for the system.  As the exact 
usage scenario is not known the system was tested with characteristics for a number of potential 
scenarios related to the component parameters.  As with the previous components, the tracking 
algorithm was tested with angles at every 1° between -90° and 90° in order to test the full spread 
of angles in the extended field of view.  Instead of testing the angles sequentially, however, the 
angle tested was chosen at random.  It was ensured that all angles were used so that there would 
not be disproportionality high amounts of high or low angles.  In addition the system was tested 
with a varying number of detections at each of these angles.  Specifically it was tested with 
detections less than, equal to, and greater than the number of results required to match in the 
history.  The test still incorporated a total of 100 pulses per angle for the Monte-Carlo 
simulation, but the 100 pulses were broken up into smaller groups of 1–4 detections.  The 
purpose of these tests is to give an idea of when the tracking algorithm would benefit the 
disambiguation process and when the results are too sporadic for it to be of benefit. 
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Results 
Antenna Separation 
The first test run was meant to determine the effect of extending the range of the s13 
optimization function. The results of running the s13 optimization function for s12 = 10cm on 
the original range (2*s12 ≤ s13 ≤ 2*s12 + 10cm) and the extended range (s12 + 3cm ≤ s13 ≤ 
2*s12 + 10cm) are shown in Figure 8. 
 
Figure 8: Plot of original and extended optimization function run when s12 = 10 cm.  The value of s13 chosen corresponds to 
the highest spike in the plot.  The original function only searches the green region (s13 ≥ 20 cm) while the extended function 
also searches the blue region (s13 ≥ 3 cm) 
The value of s13 determined by the function in the original range is 21 cm, but if the extended 
range is included the value determined for s13 is 13.63 cm.  When s13 = 13.63 cm the spacing 
between phase lines is greater, but the optimization function doesn’t take into account the other 
effects of changing the antenna separation.  This project investigated whether the change in 
optimization range has any effect on the ambiguity error. 
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  Each of the optimization functions was tested with values of s12 between 3cm and 10cm 
with 0.5 cm increments.  The optimized values of s13 for both of the functions for the values of 
s12 tested are shown in Figure 9.  The first column shows the values for s12, the second column 
shows the optimized value for s13 on the original range, and the third column shows the 
optimized value of s13 with the extended range. 
S12 S13 ≥ 2*S12 S13 ≥ S12 + 3cm 
3 6.75 6.75 
3.5 9.63 9.63 
4 8.8 7.2 
4.5 9.9 9.9 
5 10.83 9.17 
5.5 11.91 8.64 
6 12.85 9.43 
6.5 13.92 12.07 
7 14.99 11.38 
7.5 15.93 12.19 
8 17 11.56 
8.5 17.94 12.28 
9 19 12.27 
9.5 20 12.95 
10 21 13.63 
Figure 9: Table of antenna separations tested.  The leftmost column contains the values used for s12.  The 2nd column 
contains the corresponding values resulting from the original optimization bounds where s13 must be greater than 2 * 
s12.  The third column shows the new optimized values of s13 with the extended range. 
 For some of the values of s12 the change in bound has no effect on s13, but for larger values of 
s12 the change in bound can have a very large effect on the result for s13.  The previous work 
only analyzed the system with values of s12 between 5 cm and 10 cm and only used the original 
optimization function. 
The system was tested with 100 pulses of a signal with an AoA of 45° using both sets of 
separations.  The average certainty using the original optimization function is shown by the blue 
line in Figure 10 and the average certainty using the extended optimization function is shown by 
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the black starred line.  For each run, the antenna separations were set to the given value of s12 
and the value of s13 determined by the relevant optimization function. 
 
Figure 10: Comparison between different optimization ranges for s13.  The test was run with 100 pulses with an AoA of 
45 ° and worse case system parameters.  The blue line corresponds to the original optimization range (s13 > 2*s12) and 
the black starred line corresponds to the extended optimization range (s13 > s12 + 3cm). 
The results of the tests show that there is not a lot of difference between the average certainty 
when using the original optimization range and the certainty when using the extended 
optimization range.  The fact that the certainty doesn’t change heavily between the two 
techniques means that extending the optimization range doesn’t have a large effect on the 
disambiguation process at the distances used in this system.  The certainty does change, 
however, when the value of s12 is changed.  The next part of the antenna separation tests 
contains an investigation of the value of s12 on the disambiguation process. 
 The second test was intended to provide a more in depth analysis of the benefits and 
tradeoffs of changing the antenna separation s12.  For these tests s13 was determined by the 
extended range optimization function, the third column in Figure 9.  The test ran 100 pulses for 
each AoA between -90 and 90 ° at 1 ° intervals.  The 180 ° sweep was run for values of s12 
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between 3 cm and 20 cm with 1 cm intervals.  The analysis, therefore, incorporates a total of 
18,100 samples per value of s12.  The probability of ambiguity error is plotted with respect to 
s12 in Figure 11. 
 
Figure 11: Effect of reducing antenna separation on ambiguity errors for a -90 to 90 ° range.  The test was run at worst 
case conditions with 100 pulses at each angle with a 1 ° step size. 
Figure 11 shows that with a 180 ° field of view, lower s12 antenna separations result in more 
ambiguity errors up to 13 cm of separation.  Thereafter, the high number of ambiguities causes 
higher ambiguity error.  While reducing the separation increases the spacing between phase lines 
it also increases the relative error due to noise.  When the antenna separation is lowered the 
values at the edge of the angular range, where the error is greatest, have more ambiguity errors.  
To demonstrate this effect the probability of ambiguity error was plotted for three critical angles: 
90 °, 45 °, and 0 °.  These three values represent the edge of the maximum possible field of view 
(-90° to 90 °), the edge of the required field of view (-45° to 45°), and the center of the range.  
The plot is shown in Figure 12. 
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Figure 12: Plot showing the ambiguity errors for the antenna separation test at three key angles.  At 90 ° smaller antenna 
separations causes higher ambiguity error, but reducing antenna separation reduced ambiguity errors at 45 and 0 °. 
At 90° decreasing the antenna separation adversely affects the disambiguation process.  At 45° 
and 0°, however, decreasing the antenna separations improves the disambiguation.  The losses at 
the edge of the range are greater than the gains towards the center so the probability of ambiguity 
error increases on average.  If the field of view is restricted to the ±45° minimum requirement, as 
shown in Figure 13, the results are drastically different.  The ambiguity errors are reduced as the 
antenna separation is reduced. 
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Figure 13: Plot showing the probability of ambiguity errors as a function of antenna separations.  The field of view in this 
situation is restricted to 90°, the minimum requirement for the system.  The test was run with worst case parameters and 
100 pulses. 
The results of the tests show that reducing the antenna separation can be seen as a tradeoff 
between number of ambiguity errors and field of view.  As the antenna separation is reduced the 
field of view must also be reduced, but the results within those range will have fewer ambiguity 
errors. 
Amplitude Comparison 
The amplitude comparison component was tested to ensure that it functioned correctly.  
In order to verify the component’s functionality, the amplitude comparison system was run at 
every angle from -45° to 45° in 1° increments at 40 dB SNR and 20 dB SNR.  The SNRs are 
compared to 0 dB gain, not the actual directional gain, so the noise level is the same at every 
angle.  The results of these tests are shown in Figure 14. 
21 
 
 
Figure 14:  Performance of the amplitude comparison system.  The results in this plot come from running the amplitude 
system with a 100 pulses at every 1° between ±45° and for two different SNR values.  The system functions within 2.5° of 
error until 40° or -50°.  Positive angles are worse because they have lower directional gain. 
As in the system designed in the Beacon Locator Project, the amplitude comparison component 
performs worse as the angles approach the edge of the field of view.   The trend would continue 
if the field of view was expanded past 90° though this would give errors well above 2.5°.  At 40° 
and around -45° the system exceeds 2.5° of error.  Positive angles have higher error in the system 
because the directional gain, shown in Figure 6, is asymmetric.   
After the amplitude comparison component was verified it was combined with the phase 
interferometer in order to see if it would improve the disambiguation process.    The test was run 
across the 180° field of view at 20 dB SNR.  The values of s12 and s13 used in this test were 3 
cm and 6.75 cm respectively, the values that give the least ambiguity errors in a 90° field of 
view.  The results in Figure 15 show the probability of ambiguity error for only the original 
phase interferometry system. 
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Figure 15: The blue lines show the percent ambiguity error at each angle for the original phase interferometer.  The 
probability of ambiguity error is low until around 80° to 85°. 
The ambiguity error of the system is low for angles near zero, but it increases when the AoA is 
near 90°.  The addition of the amplitude comparison system changes the probability of ambiguity 
error.  The probability of ambiguity error for the combined system run on the exact same data is 
shown in Figure 16. 
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Figure 16: Probability of ambiguity error in the combined phase and amplitude system.  As in the phase system the error is 
very low for angles close to zero and high for angles near 90°.  Unlike the original phase system, however, there is a large 
spike in ambiguity error at around 60° and -70°.  
The combined system has less ambiguity error at less than 60°, but suffers from a large spike in 
ambiguity error at around 60° and -70°.  At these points the large error in the amplitude 
component causes the combined system to resolve to the wrong ambiguity more frequently.  The 
large spikes in ambiguity error make it difficult to see the difference between the original phase 
interferometer and the combined phase and amplitude system in the center of the range.  A plot 
showing the difference between the ambiguity errors in the original phase interferometer and the 
combined amplitude and phase system is shown in Figure 17.  Positive values indicate that the 
combined system had fewer ambiguities and negative values indicate that the original system had 
fewer ambiguities. 
-80 -60 -40 -20 0 20 40 60 80
0
10
20
30
40
50
60
True AoA (degrees)
P
e
rc
e
n
t 
A
m
b
ig
u
it
y
 E
rr
o
r
Percent Ambiguity Error in Combined Phase and Amplitude System
24 
 
 
Figure 17:  Plot of the ambiguity error in the original system minus the ambiguity error in the combined system.  Positive 
values indicate that the combined system is more likely to disambiguate and negative values show that the original phase 
system is more likely to disambiguate.  Besides the spikes in error at 60° and -70° the combined system performs as well or 
better than the original system. 
The results show that the combined system performs as well or better than the phase 
interferometer on its own between -60° and 60°, but above 60° it starts to get worse as the 
amplitude system’s error becomes too high.   The amplitude comparison system clearly 
improved the disambiguation process between –60o and 60o.  Even though the amplitude 
system’s error exceeds 2.5° at AoAs above 40° the result is still close enough to improve the 
disambiguation process.   Another view of the system is the absolute error of the system.  The 
error due to noise is always low for the phase interferometer so the majority of the error for the 
phase interferometer is from ambiguities.  The errors from the amplitude comparison component, 
the phase interferometer, and the combined system are shown on a log scale in Figure 18. 
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Figure 18: Comparison of error in amplitude system, phase interferometer, and the combined system.  The results were 
produced by running the system at every 1° from -90° to 90° with 100 pulses at each angle.  The combined system is 
always the same or better than the original phase interferometer until ±70° at which point the high error in the amplitude 
system causes it to be worse overall. 
Up until 30° the amplitude method has around the comparable accuracy to the phase system.  
After that point its accuracy falls off, presumably because the directional gain is too low to 
accurately determine the amplitude ratio.  Despite being too inaccurate to meet the ±2.5° 
requirement by itself the results provided by the amplitude system are still close enough to the 
true result that the combined system is better than the phase interferometer alone until 60° when 
s12=3cm and s13=6.75cm.  At this point the error in the combined system is greater than that in 
the phase interferometer.  The error quickly drops back to the same as the original system 
because at ±70° the gain in the amplitude system is so small that the signals are not consistently 
detected and only the phase system is used. 
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 With the inclusion of the amplitude system the effects of antenna separation change.  To 
investigate the effect of antenna separation on the combined system and hopefully improve the 
field of view for the combined system the antenna separations were increased to s12 = 10cm and 
s13 = 21cm.  The new errors for the three different techniques are shown in Figure 19. 
 
Figure 19:  Errors from amplitude, phase, and combined systems.  The range of angles is -90 to 90 degrees and the 
antenna separations used were s12 = 10cm and s13 = 21cm.  The field of view for the combined system is worse than when 
the antenna separation is s12 = 3cm and s13 = 6.75cm. 
The results in Figure 19 show that the increase in antenna separation actually reduces the usable 
field of view for the combined system because the phase ambiguities are closer together.  They 
are now 10° apart rather than 30° so a lower error in the amplitude system will cause the spike in 
ambiguity errors.  The error in the amplitude system is not improved so the combined system 
resolves to the wrong result sooner; at 40° and -50°. 
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Software Tracker 
 The third and final improvement that was analyzed was the tracking algorithm.  The 
tracking algorithm was tested with antenna separations s12 = 3cm and s13 = 6.75cm and the 
same worst case conditions used in the previous tests.  The system was tested with a total of 100 
pulses at every angle between -90° and 90° with 1° increments.  Unlike the other tests, however, 
the 100 pulses were not run consecutively.  The 100 pulses were split into smaller groups each 
with 1-4 pulses and run separately.  Splitting the pulses represents the effects of many different 
emitters appearing and disappearing.  After one set of 1-4 pulses the next angle is chosen at 
random to represent a more realistic requirement.  For all of the tests the history cutoff was 2 so 
at least one other result has to be in history for a value to be reported.  The system was tested 
with 1, 2, and 4 pulses to represent values below, at, and above the cutoff and with history sizes 
of 5, 10, and 20.  The different ambiguity errors are shown in Figure 20. 
 
 
Figure 20: Ambiguity Errors with the tracking algorithm.  The system was run with a cutoff of 2 and then with 1, 2, and 4 
pulses per angle appearance.  The total number of pulses for each angle across all of the appearances was 100 and the 
angle range was -90° to 90°.  When running with 1 pulse, below cutoff, no ambiguity errors were present because very few 
results were reported. 
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At all three of the pulse amounts used and all three of the history sizes the tracking algorithm 
removed most of the ambiguities.  The most ambiguities appear when the number of pulses is 
above the cutoff, but it is still much less than the 3.2% ambiguity error in the antenna separation 
test from the unmodified system. 
 While the tracking algorithm removes the ambiguities, it is not without cost.  The 
tracking algorithm can only remove results and it removes both correct results and ambiguity 
errors.  A plot showing the number of values removed by the system in the tests can be found in 
Figure 21. 
 
Figure 21:  Values removed by the tracking algorithm in each of the tests.  The total number of values was 181,000 
throughout.  In many cases the majority of the values were removed. 
In all of the history tests a large number of values were removed.  More than half of ambiguities 
are removed when the number of pulses is at or above cutoff.  This means that many correct 
results were removed, far more than the ambiguities removed.  The system, therefore, doesn’t 
operate well when the average number of pulses is less than or equal to the cutoff.  The cutoff 
should be set, therefore, to slightly above the expected number of pulses.  
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Discussion 
 All three of the techniques analyzed have some merit towards improving the process of 
disambiguating the phase interferometer.  The first technique investigated was the antenna 
separation.  From the analysis of the antenna separation it was determined that smaller antenna 
separations give excellent performance at angles close to zero in exchange for worse 
performance at the edges of the range.  By reducing the antenna separations the system’s 
performance can be improved at the cost of reducing the field of view.  If only the minimum 
range of -45° to 45 ° is required the best separation to use would be s12 = 3 cm and s13 = 6.75 
cm, but a higher value is necessary if the system is expected to operate on a larger range, e.g., -
90° to 90°.   The reason for this tradeoff is that when the antenna separation is reduced the 
number of ambiguities is reduced but the accuracy of the phase measurement is also reduced.  At 
the edges of the range the error is already high so the added inaccuracy is enough to cause an 
increase in ambiguity errors. 
 The other portion of the antenna separation analysis was to look at the optimization 
function for the spacing of the first and third antennas (s13).  The optimization function finds the 
separation that maximizes the spacing between phase lines, thus increasing the chance of 
successfully resolving the ambiguity.  The investigation found that there was not a significant 
difference between the results with limiting s13 to be greater than s12+3cm or greater than 
2*s12.  This result implies that the actual spacing chosen doesn’t make a significant difference as 
long as a local optimum spacing is chosen. As s13 changes the spacing between the phase lines 
forms spikes as shown in Figure 8.  As long as a value for s13 corresponding to one of the peaks 
is chosen there should not be a significant difference in performance.  There is much more 
testing that can be done in this area.  The optimal spacing chosen does not take into account the 
effects of decreasing accuracy from smaller antenna separations.  If this is included in the 
consideration it could change the separations chosen.  In the end the best way to choose the 
optimal separation would be to test all the possible values within a certain range.  There was not 
enough time available for such a test in this project, so the computing value of s13 given a fixed 
value of s12 was determined by the current optimization technique. 
 The second possible improvement was the inclusion of an amplitude comparison system 
to help resolve the ambiguity.  While the amplitude system has high error, the locality of its 
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results, centered on the correct answer, allows it to eliminate ambiguous answers.  In the tests 
run, the combined amplitude and phase system was never worse and usually better than the 
original system between -60° and 60°.  The error in the combined system spikes up sharply at 
larger angles of arrival, before returning to the same error as the original system.  The large spike 
in error occurs when the mean error in the amplitude system is around the same as the space 
between the ambiguities, causing the combined system to frequently resolve to the wrong 
ambiguity.  Shortly after the angular location of this spike in error, the antenna gain is so small 
that the amplitude comparison system can’t consistently detect the signal, so its input is ignored.   
When the amplitude system doesn’t detect a signal, it is not used to disambiguate and only the 
result of the phase interferometer is used.  When the antenna separations are increased from s12 
= 3cm and s13 = 6.75cm to s12 = 10 cm and s13 = 21 cm the large spike in error occurs sooner 
because the ambiguities are closer together.  The error in the amplitude system reaches the point 
where its result is closer to the incorrect answer sooner than when the antenna separation is 
lower.  The combined phase and amplitude system would be better, therefore, if it was 
implemented with the smaller antenna separation, but this is not necessarily the optimal setup.  
Additional work would be required to fully determine the effects of antenna separation in the 
combined system. 
 The final improvement investigated was a results history and history check to remove 
ambiguous solutions.  The results of the tracking algorithm are mixed.  The tracking algorithm 
does reduce the number of ambiguity errors but it removes far more correct answers than 
incorrect ones.  A very detailed knowledge of the expected operating conditions or in depth 
testing of possible cutoffs and history sizes is required to fine tune the tracking algorithm and 
ensure that its benefits in removing ambiguity outweigh the correct results that are removed.  The 
system’s history cutoff (how many matches must be in history) should be slightly below the 
expected number of pulses seen to achieve the best benefit.  When the expected number of pulses 
is below the cutoff almost all the values are removed and may emitters would be missed.  
Regardless of its actual setup, implementing a history check in the current hardware system 
would be impractical.  Due to its long I/O processing time, the current system takes around 30 
seconds to sweep the entire IF band.  The long sweep time makes it unlikely for the system to 
find a frequency hopping signal enough times to make the tracking algorithm viable.  Overall the 
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tracking algorithm has good potential to remove ambiguity errors, but further testing would be 
required to make it effective. 
Future Work 
 The disambiguation process is complex and there are many variables that can have 
different effects on the probability of ambiguity errors.  The scope of this project only provides a 
preliminary view of the three techniques and there could be more in depth analysis of any of 
them.  The test of the antenna separations provided a look at the optimal antenna spacing and the 
tradeoffs involved with them, but the best way to find the true optimal spacing is to use the 
optimization function to determine which antenna separations have only one common solution 
and test each of those values.  The addition of the amplitude comparison component only 
expands the issue of the optimal antenna separation as the optimal spacing for the amplitude 
system and phase system would not be the same. 
 The amplitude system developed in this project improves the disambiguation process 
when s12=3cm and s13=6.75cm, but further investigation could result in more gains.  Improving 
the accuracy of the amplitude system itself would cause it to be more successful in 
disambiguating across a larger range of angles.  One possible accuracy improvement is 
interpolating the gain pattern.  The gain pattern is only known with 1° resolution, but it could be 
interpolated to improve the resolution.  The disambiguation process could also be improved by 
taking into account the certainties reported by the phase interferometer and the noise level when 
deciding which result to pick instead of always picking the one closer to the amplitude result.  
Another improvement that would merit investigation is using multiple antennas to expand the 
range of the combined system.  The amplitude system is only very accurate in a 90° range but 
using two or more amplitude systems could expand the accurate range and improve the overall 
system. 
 The tracking algorithm has the most potential for future work.  In order to have a 
functioning and beneficial tracking algorithm there needs to be additional testing to determine 
what values should be used for the history size and cutoff.  These values may have to change 
depending on the usage scenario for the system. 
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Conclusions 
 All three of the improvements investigated have potential to improve the disambiguation 
process of the overall system.  The antenna separation tests showed that the minimum possible 
separation (s12 = 3cm, s13 = 6.75cm) is best for a 90° field of view while the separation s12 = 
10cm, s13=21cm is best for the 180° field of view.  Changing the antenna separation from 
(s12=10cm and s13=21cm) to (s12=3cm and s13=6.75cm) halves the probability of ambiguity 
error for a 90° field of view and has no additional cost apart from the reduced field of view.  
Adding the amplitude comparison system improves on the benefits in the 90° field of view and 
expands the usable range of benefit to ±60°.  Reducing the error in the amplitude system or 
adding additional antennas could expand the beneficial range to ±85°, the point at which the 
error in the original system is above 2.5° and the extra disambiguation will not be as beneficial.  
The amplitude system is also fairly easy to implement as it only requires two additional 
directional antennas and little additional space.  All of the computations in the amplitude system 
can be run in parallel to the phase interferometer.  The tracking algorithm is the improvement 
that is the least prepared to be implemented.  Adding the history component to the system “as is” 
would remove a number of ambiguity errors, but it would also eliminate many correct results, 
possibly missing emitters entirely.  With additional investigation into the exact parameters, 
however, a tracking algorithm could improve the disambiguation without removing large 
amounts of correct results.  Overall the methods and systems developed in this project are a good 
first step towards improving the disambiguation process of the phase interferometer. 
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