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Abstract
A symbolic dynamical zeta function for subshifts over a countable alphabet is analyzed. We present
examples on interval maps and suspensions.
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1. Introduction
We analyze a dynamical zeta function for general subshifts over a countable alphabet. This
work is based on the formalism in [2] where the ergodic theory of such dynamical systems was
studied. We obtain more precise results than those obtained in [1], moreover, this is achieved
under verifiable conditions. To illustrate the results, we produce a large class of examples where
these conditions are naturally satisfied.
Consider the set AN∗ of all infinite sequences (i1i2 . . . in . . .) of elements of a countable
set A. The set AN∗ is endowed with the product topology and the corresponding σ -algebra is
generated by the open and closed sets (called n-cylinders) namely, [i1i2 . . . in] := {x ∈ AN∗:
x1 = i1, . . . , xn = in}. Let F be a closed subset of AN∗ which is invariant by the shift map
T (i1i2 . . .) := (i2i3 . . .), i.e. T (F) ⊂F . The zeta function we consider will “count”, in the sense
stated below, periodic orbits of the dynamical system (F , T ). A periodic point η ∈F of T of pe-
riod n > 1 has the form (η1 . . . ηnη1 . . . ηn . . .) and will be denoted by η∞ if there is no ambiguity
on the period. Note that since F is not necessarily compact, the set of periodic points Fix(T n) of
period n might be infinite, which is a serious difficulty. So, we cannot translate directly the finite
case ([4,5], etc.) to our setting. To be more specific, consider a function ϕ : F → R and define
formally:
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∑
n1
1
n
ζn(ϕ),
where
ζn(ϕ) := inf
R>0
∑
η∈Fix(T n): ηn>R
eϕn(η),
and ϕn :=∑n−1k=0 ϕ(T kη). Evidently, this function is not necessarily defined for constant poten-
tials and consequently we have to choose carefully the potential ϕ to ensure the convergence of
the series. Let us explain our conditions (see Assumptions (1)–(4)). Under the first two conditions
(1)–(2) we can use the results obtained in [2] for the transfer operator based on the potential ϕ.
The last two conditions (3)–(4) are proper to this work and are used in Lemma 3. Namely, we
assume that, up to a coboundary (not necessarily bounded) the potential ϕ is far away from −∞
on compact sets and has bounded distortions.
The main result (Theorem 1) says that the function ζ(ϕ) is meromorphic in the space of
functions given by the pressure at infinity {ϕ: P∞(ϕ) < 0} (see Definition 2). Furthermore, it
has a pole only when the pressure vanishes, i.e. when P(ϕ) = 0, or equivalently, when 1 is an
eigenvalue of Lϕ . One particular interest is the zeta function ζ(z) := ζ(ϕ + log z) where z ∈ C
and ϕ is fixed. Then ζ(z) extends meromorphically in the plane to a domain given by the essential
spectral radius of the transfer operator Lϕ . The poles of ζ(z) are identified as the reciprocals of
the finite dimensional eigenvalues of the transfer operator. The results apply to interval maps
(Section 3) and suspensions (Section 4).
2. Main results
Before we state the results we give some definitions and notations. The sup of a function f
on a given cylinder [i1i2 . . . in] will be denoted:
f (i1i2 . . . in) := sup
x∈F
f (i1i2 . . . inx).
Definition 1 (The pressure function).
P(ϕ) := lim
n→∞
1
n
log sup
x∈F
∑
i1i2...in: (i1i2...inx)∈F
eϕn(i1i2...inx).
Definition 2. (See [2].)
P∞(ϕ) := lim sup
n→∞
1
n
log
(
lim sup
j→∞
∑
i1i2...in
eϕn(i1i2...inj)
)
.
We do the following assumptions in the paper.
Assumptions.
(1) P∞(ϕ) < P (ϕ).
(2) There exist a function α˜ > 1 and a constant 0 < θ < 1 such that, if we set φ = ϕ +
log(α˜ ◦ T ) − log α˜, then
lim
n→∞
∣∣eφn ∣∣ 1n∞ < θ2 and sup(V (j)θ (eφ))< +∞.j>0
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(4) D(φ) := supn sup[i1...in]⊂F supx,y∈[i1...in] e
φn(x)
eφn(y)
< ∞.
The notation V [j ]θ (eφ) stands for the variation of the function eφ in the cylinder [j ] [2]. In (2),
we can take for α˜ the function defined by α˜(x) = α−x1 , where α > 1 is a constant. For this reason
we will simply write φ = ϕ + log(α ◦ T ) − logα.
Conditions (1)–(2) come from [2, Definition 5]. Let us denote the set of potentials satisfying
these two conditions by Cα,β . For φ ∈ Cα,β , the transfer operator Lφ acts on a suitable Banach
space χα,θ (see [2]). Briefly, a function f lies in χα,θ if it has a bounded total variation and
decrease exponentially fast to zero in the first coordinate, i.e. ‖α˜f ‖∞ < ∞. The spectral radius of
the transfer operator Lφ acting on χα,θ is equal to eP (ϕ) and under the condition P∞(ϕ) < P (ϕ),
it presents a spectral gap with essential spectral radius ρ(φ) given by [2],
ρ(φ) τ = max(θ−1 lim
n→∞
∣∣eφn ∣∣ 1n∞; eP∞(ϕ))< 1.
The condition (3) is easy to understand. Indeed, since F is not (necessarily) compact we may
have infx∈F φ(x) = −∞ (i.e., infi inf(x: ix∈F) eφ(ix) = 0). On the other hand, the potential must
be close to −∞ outside large compacts in order to have bounded transfer operator. For this
reason we exclude bounded potentials here. However, we can demand to eφ (and not to eϕ!) to
be positive on some finite cylinder. This condition is set to conclude the proof of Lemma 3.
Theorem 1. Under conditions (1)–(4), the zeta function ζ(ϕ) is meromorphic in the function
space {P∞(ϕ) < 0}, with poles only when P(ϕ) = 0, i.e. when 1 is in the spectrum of Lφ .
The meromorphicity will follow from Proposition 1 hereunder. Indeed, the extension takes
the form:
ζ(ϕ) = eA(ϕ)
∏
λ: |λ|τ
(1 − λ)−1,
where the product is taken over the finite set of the eigenvalues λ = λ(φ) of Lφ in the annulus
τ  |z| 1 and A(ϕ) =∑n 1n (ζn(ϕ) −∑|λ|τ λn) is an analytic function in a small neighbour-
hood of ϕ. Note that the above product is analytic in ϕ, while it is not necessarily true that
individual eigenvalues (with multiplicity > 1) depend analytically in the function ϕ.
Proposition 1. There exists a constant C > 0 such that for n large we have∣∣∣∣ζn(ϕ) −
∑
|λ|τ
λn
∣∣∣∣ C(τn + enP∞(ϕ)),
where the eigenvalues λ = λ(φ) of the operator Lφ are counted according to their multiplicities.
Set ζ(z) := ζ(ϕ + log z) for z ∈ C. Then the eigenvalues of Lφ are scaled by a factor z. An
immediate consequence of Theorem 1, Proposition 1 and the definition of τ is:
Corollary 1. Under conditions (1)–(4), the zeta function ζ(z) is analytic and non-zero in the
domain |z| < 1, and extends meromorphically to the domain |z| < τ−1. The poles of ζ(z) in this
domain are the reciprocals of the eigenvalues of the transfer operator Lφ . If P(ϕ) = 0, then
z = 1 is a pole.
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The general form of the result can be stated as follows for interval maps. Let (I,F ) be a topo-
logically mixing interval map which admits an infinite coding of the type (F , T ). This means
that we have a symbolic representation of F : I → I via a semi-conjugacy π : (I,F ) → (F , T ),
where π(F(x)) = T (π(x)). We will assume that π is a (measurable) isomorphism. We are inter-
ested in the natural potential F ′ and in its corresponding symbolic potential ϕ := − log |F ′ ◦π−1|.
We denote by Fix(F n) the set of periodic points of the map F of period n. Since we have as-
sumed that π is an isomorphism, we have that x ∈ Fix(F n) iff π(x) ∈ Fix(T n). For any R > 0
we set
Fix
(
Fn;R) := {x ∈ Fix(Fn): (π(x))
n
> R
}
.
The zeta function associated to F is defined as follows:
D(z) =
∑
n>0
zn
n
inf
R>0
∑
x∈Fix(F n;R)
∣∣(F ′)n(x)∣∣−1.
The corresponding symbolic zeta function is thus
ζ(z) =
∑
n>0
zn
n
inf
R>0
∑
η∈Fix(T n;R)
eϕn(η).
Proposition 2. Suppose that ϕ satisfies conditions (1)–(4). Then D(z) defines a non-zero and
analytic function in the domain |z| < 1 and extends meromorphically to |z| < τ−1. The poles of
D(z) in this domain are the reciprocal of the eigenvalues of the transfer operator Lφ . If P(ϕ) = 0,
then z = 1 is a pole.
Example. We give now examples of interval maps such that − log |F ′| fulfills conditions of
Proposition 2. Following [2, Corollary 4], let I = [0,1] be the unit interval and {I1, I2, . . .}
a countable partition in disjoint open subintervals of I such that ⋃i Ii has full Lebesgue measure
in I . Suppose there are constants K0 > 1 and K1 > 0 and mappings fi : Ii → I satisfying the
following conditions:
• fi extends to a C2 diffeomorphism from cl(Ii) := closure(Ii) onto I and for all i
inf
x∈cl(Ii )
∣∣f ′i (x)∣∣> K0;
• supx∈Ii |
f ′′i (x)
f ′i (x)
||Ii | < K1 for all i;
• M := −∑i |Ii | log |Ii | < ∞.
Here ai := |Ii | is the Lebesgue measure of the interval Ii . Define the map F : I → I by
F(x) := fi(x) for x ∈ Ii . Set φ(x) := − log |F ′|. Let s be the first integer i such that ai 
e−K1/K0. Define the sequence of numbers ai by ai = ai if i  s and ai = as if i < s
(see [2, pp. 1198–1199]). Then αi = −ai logai is a sommable series. Define ϕ by ϕ(ijx) =
φ(ijx) + h(ijx) where h(ijx) := log aj
ai
+ log αi
αj
. Observe that hn(x) = 0 for any x ∈ Fix(F n),
where hn =∑n−1k=0 h(T kx).
We will show now that ϕ satisfies conditions (1)–(4). For the first two conditions (1)–(2) see
[2, pp. 1198–1199]. It was proved also in [2] that P(ϕ) = 0 and that 1 is a simple eigenvalue
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absolutely continuous with respect to the Lebesgue measure of the interval (see [2, Corollary 4]).
To check conditions (3) and (4), observe that the conditions made on F imply that aie−K1 
|F ′(y)|−1  aieK1 , y ∈ Ii . Then, for all i > 0,
inf
x
eφ(ix)  aie−K1 > 0,
and
sup
i
sup
x,y∈Ii
∣∣∣∣ f
′′
i (x)
f ′i (x)f ′i (y)
∣∣∣∣< ∞.
Thus φ has bounded distortion D(φ) (see [3]). We can then state:
Corollary 2. Let F be as in the above example. Then, D(z) defines a non-zero and analytic
function in the domain |z| < 1 and extends meromorphically to |z| < τ−1. The poles of D(z) in
this domain are the reciprocals of the eigenvalues of the transfer operator Lφ , with a simple pole
at z = 1.
4. Suspensions
We consider a suspension over the subshift (F , T ). Let M = F × [0,1] be the suspension
manifold where points of the form (x,0) and (T (x),1) are identified. The suspension flow over
M is the semi-flow G = (gt ) determined by
gt (x, s) = (x, s + t) if s + t ∈ [0,1].
Let ψ : M → R and define the zeta function by the following product over the closed orbits γ of
the flow G:
D(ψ; s) =
∏
γ
log
(
1 − e
∫
γ (ψ−s))−1.
Here
∫
γ
(ψ − s) is the integral of (ψ − s) over the closed orbit γ . Closed orbits γ are of the form
(gt (x,0))0tn for some periodic points x ∈ F , say T nx = x. Then the length of γ is n and∫
γ
(ψ − s) =∑n−1k=0 ∫ 10 ψ(T kx, t) dt − sn. Set ψ(x) = ∫ 10 ψ(x, t) dt . We have
D(ψ; s) = eζ(ψ−s).
Let ϕ : M → R be a potential and set:
ψ(x, t) := ϕ(x)Ψ ′(t), 0 t  1,
where Ψ : [0,1] → [0,1] is a function such that Ψ (0) = 0 and Ψ (1) = 1. Then
ψ(x) =
1∫
0
ψ
(
gt (x,0)
)
dt =
1∫
0
ϕ(x)Ψ ′(t) dt = ϕ(x).
This means that if ϕ satisfies (1)–(4) then this will be the case for ψ(x). An immediate conse-
quence of Theorem 1 is:
Proposition 3. Let ψ be a real potential on M such that ψ satisfies the conditions (1)–(4).
Then D(ψ; s) is a meromorphic function for Re(s) > P∞(ψ) with a pole at s = P(ψ).
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Before we embark into the proof we recall some important facts from [2]. But we refer to [2]
for all details concerning the general exposition on the transfer operator. The second reference
we need here is [1] from which we are going to get parts of the proof. Nevertheless, we will recall
the essential of that reference in order to be more or less self-contained. The major difference
lies in the proof of Lemma 3 [1] and this will be given in detail.
5.1. Proof of Theorem 1
It is clear that Theorem 1 is a consequence of Proposition 1. Indeed, since
τ = max
(
θ−1 lim
n→∞
∣∣eφn ∣∣ 1n∞; eP∞(ϕ)
)
,
we have that
lim
n→+∞
(
τn + enP∞(ϕ)) 1n = τ.
By condition (2), limn→∞ |eφn |
1
n∞  θ2. Thus we must have P∞(ϕ) < 0 in order to get the result.
5.2. Proof of Proposition 1
Consider,
• Eλ is the eigenspace in χα,θ associated to the isolated eigenvalues λ of Lφ : χα,θ → χα,θ
with τ  |λ| 1;
• E∗λ is the corresponding eigenspace in the dual χ∗α,θ (dimEλ = dimE∗λ);• Mλ,r ∈ χα,θ , r = 1, . . . ,dimEλ, an orthogonal basis of Eλ;
• μλ,r ∈ χ∗α,θ , r = 1, . . . ,dimEλ, an orthogonal basis of E∗λ , normalized such that
μα,r (Mβ,r ′) = δα,βδr,r ′ where δr,r ′ = 1 if r = r ′ and 0 otherwise.
The projection operator π0 : χα,θ → ⊕λEλ is then defined as
π0(f ) =
∑
λ
dimEλ∑
r=1
μλ,r (f )Mλ,r =
∑
λ
M⊥λ μλ(f )
where M⊥λ = (Mλ,1,Mλ,2, . . .) and μ⊥λ = (μλ,1,μλ,2, . . .). For simplicity we will denote by L
the transfer operator Lφ .
Let Lλ be Jordan normal representation of the restriction of L to Eλ (with ones on the diago-
nal) and π1 = I − π0 (I is the identity operator of χα,θ ). Then for any function f ,
Ln(f ) =
∑
|λ|τ
λnM⊥λ Lnλμλ(f ) + Lnπ1(f ).
Define the projection operator E(n) on functions measurable with respect to n-cylinders by: for
any R > 0,
E
(n)
R (f ) = E(n)(f ) :=
∑
(n)
f
(
η∞
)
1[η],η∈F : ηn>R
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If K is a finite set of n-cylinders, we define the operator E(n)K = E(n)K,R by
E
(n)
K (f ) :=
∑
η∈F (n): ηn>R, [η]∈K
f
(
η∞
)
1[η]
and set Q(n)K (f ) := LnφE(n)K (f ). Since E(n)K is a finite rank operator, Q(n)K (f ) is compact. We will
also use the notation
f ∗ := E(n)(f ) − E(n)K (f ) = E(n)Kc (f ).
Note that the results in [2] are also valid with this definition of the projection. Indeed,
the key lemma [2, Lemma 3] continuous to work here since we have V [i1...in]θ (f ∗) = 0,
‖(f − E(n)(f ))1C‖∞  varC(f ) and [f − E(n)(f )]α  2[f ]α . The general term ζn(ϕ) of the
zeta function can be written using the transfer operator L as
ζn(ϕ) = inf
R>0
∑
η: ηn>R
Ln1[η]
(
η∞
)
.
Define, respectively,
ζ 1n,R(ϕ) :=
∑
|λ|τ
λn
∑
r
μλ,r
(
Q
(n)
K (Mλ,r ) − LnλMλ,r
)+ ∑
|λ|τ
λn
∑
r
μλ,r
(
Lnλ
(
M∗λ,r
))
,
and
ζ 2n,R(ϕ) :=
∑
η∈F (n): ηn>R
Lnπ1(1[η])
(
η∞
)
.
Main Lemma 1.
(1) For any n > 0, R > 0 and any finite set K of n-cylinders we have∑
η: ηn>R
Ln1[η]
(
η∞
)= ∑
|λ|τ
λn + ζ 1n,R(ϕ) + ζ 2n,R(ϕ).
(2) There exists C > 0 such that for any R > 0 and any n sufficiently large, we have∣∣ζ 1n,R(ϕ)∣∣ C(τn + enP∞(ϕ)).
(3) There exists a constant C > 0 such that for all n > 0 we have∣∣∣ inf
R>0
ζ 2n,R(ϕ)
∣∣∣ CenP∞(ϕ).
Proof of (1). Set for convenience χ = 1[η] and
ζ 0n (ϕ) =
∑
η∈F (n): ηn>R
Lnχ
(
η∞
)− ζ 2n (ϕ).
Since
Ln(χ)
(
η∞
)= ∑
|λ|τ
λnM⊥λ
(
η∞
)
Lnλμλ(χ) + Lnπ1(χ)
(
η∞
)
,
then
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∑
η∈F (n): ηn>R
∑
|λ|τ
λnM⊥λ
(
η∞
)
Lnλμλ(χ)
=
∑
η∈F (n): ηn>R
∑
|λ|τ
λn
∑
r,r ′
Mλ,r
(
η∞
)
Lnλ,r,r ′μλ,r ′(χ)
=
∑
|λ|τ
λn
∑
r,r ′
Lnλ,r,r ′μλ,r ′
( ∑
η∈F (n): ηn>R
Mλ,r
(
η∞
)
χ − Mλ,r
)
+
∑
|λ|τ
λn
∑
r,r ′
Lnλ,r,r ′μλ,r ′(Mλ,r ),
where Ln
λ,r,r ′ are the entries of the matrix L
n
λ. First, observe that
∑
|λ|τ
λn
∑
r,r ′
Lnλ,r,r ′μλ,r ′(Mλ,r ) =
∑
|λ|τ
λn
∑
r
Lnλ,r,r
=
∑
|λ|τ
λntrace
(
Lnλ
)
=
∑
|λ|τ
mλλ
n =
∑
|λ|τ
λn
(if in the sum we count λ with its multiplicity). Secondly, by the definition of the projections
E(n) and E(n)K ,∑
η∈F (n): ηn>R
Mλ,r
(
η∞
)
χ = E(n)K (Mλ,r ) + E(n)Kc (Mλ,r ).
Thus,
ζ 0n (ϕ) −
∑
|λ|τ
λn =
∑
|λ|τ
λn
∑
r,r ′
Lnλ,r,r ′μλ,r ′
(
E
(n)
K (Mλ,r ) − Mλ,r
)
+
∑
|λ|τ
λn
∑
r,r ′
Lnλ,r,r ′μλ,r ′
(
E
(n)
Kc (Mλ,r )
)
.
The first term can be written as
∑
|λ|τ
λn
∑
r,r ′
Lnλ,r,r ′μλ,r ′
(
E
(n)
K (Mλ,r ) − Mλ,r
)
=
∑
|λ|τ
λn
∑
r
Lnλ,rμλ,r
(
E
(n)
K (Mλ,r ) − Mλ,r
)
=
∑
|λ|τ
λn
∑
r
μλ,r
(
LnλE
(n)
K (Mλ,r ) − LnλMλ,r
)
=
∑
|λ|τ
λn
∑
r
μλ,r
(
Q
(n)
K (Mλ,r ) − LnλMλ,r
)
,
and the second term as
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|λ|τ
λn
∑
r,r ′
Lnλ,r,r ′μλ,r ′
(
E
(n)
Kc (Mλ,r )
)= ∑
|λ|τ
λn
∑
r
μλ,r
(
LnλE
(n)
Kc (Mλ,r )
)
=
∑
|λ|τ
λn
∑
r
μλ,r
(
Lnλ
(
M∗λ,r
))
,
where we recall that M∗λ,r = E(n)(Mλ,r ) − E(n)K (Mλ,r ). This means that
ζ 0n (ϕ) −
∑
|λ|τ
λn = ζ 1n,R(ϕ).
This proves assertion (1). 
Proof of (2). From [2, p. 1189] we know that for all n, there exists a finite set K of n-cylinders
such that |Lnφ − Q(n)K |α,θ  τn. Then, there exists a positive constant c such that∣∣∣∣
∑
|λ|τ
λn
∑
r
μλ,r
(
Q
(n)
K (Mλ,r ) − LnλMλ,r
)∣∣∣∣ cτn.
On the other hand, it follows from [2, Lemma 3],∑
|λ|τ
λn
∑
r
μλ,r
(
Lnλ
(
M∗λ,r
))
 const sup
λ,r
|μλ,r |α,θ
∣∣LnM∗λ,r ∣∣α,θ
 const enP∞(ϕ). 
Proof of (3). Given a finite word η = (η1, . . . , ηn), we set Xη = e
φn1[η]
eφn(η)
, where as usual eφn(η) :=
sup(x: ηx∈F) eφn(ηx). Then,∣∣∣ inf
R>0
ζ 2n,R(ϕ)
∣∣∣ inf
R>0
∑
η: ηn>R
eφn(η)
∣∣π1(Xη)(η∞)∣∣
 inf
R>0
∑
η: ηn>R
α−η1eφn(η)[π1]α[Xη]α.
We first estimate the α-norm [Xη]α . By definition, [f ]α = ‖α˜f ‖∞ and then[
eφn1[η]
eφn(η)
]
α
= αη1 sup
x
eφn(η1...ηnx)
eφn(η1...ηn)
.
Let i > 0 be the integer in condition (3). The potential φ is supposed to have bounded distortion
(condition (4)), then[
eφn1[η]
eφn(η)
]
α
D(φ)
(∑
j
α(η1−j)eφ(jη1)
)
αi
inf[i](eφ)
≡ C(i).
We have C(i) < ∞. Indeed, the sum between brackets converges for all η1 and by [2, Proposi-
tion 5], there exists p > 0 (which does not depend on η) such that:
sup
η1>p
∑
j
α(η1−j)eφ(jη1)  ePα∞(φ) = eP∞(ϕ).
Thus
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R>0
ζ 2n,R(ϕ)
∣∣∣ C(i)[π1]α inf
R>0
∑
ηn>R
α−ηneφ(ηn)
∑
η1...ηn−1
αηn−η1eφn−1(η)
 C(i)[π1]α inf
R>0
∑
ηn>R
α−ηneφ(ηn)
(
sup
ηn>R
∑
η1...ηn−1
αηn−η1eφn−1(η)
)
 C(i)[π1]α
(∑
j
α−j eφ(j)
)
inf
R>0
(
sup
ηn>R
∑
η1...ηn−1
αηn−η1eφn−1(η)
)
.
Again, by [2, Proposition 5], for all n > 0 there exists r = r(n), depending only on n and not on
the finite word η, such that
sup
ηn>r
∑
η1...ηn−1
αηn−η1eφn−1(η)  enPα∞(φ).
Since
∑
j α
−j eφ(j)  α
α−1‖eφ‖∞ and
inf
R>0
(
sup
ηn>R
∑
η1...ηn−1
αηn−η1eφn−1(η)
)
 sup
ηn>r
∑
η1...ηn−1
αηn−η1eφn−1(η),
there will exist a constant C > 0 such that | infR>0 ζ 2n,R(ϕ)| CenP
α∞(φ) = CenP∞(ϕ). 
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