The aim of the present study is to investigate the spatial resolution of electroencephalography (EEG) cortical source imaging by localizing the retinotopic organization in the human primary visual cortex (V1). Retinotopic characteristics in V1 obtained from functional magnetic resonance imaging (fMRI) study were used as reference to assess the spatial resolution of EEG since fMRI can discriminate small changes in activation in visual field. It is well known that the activation of the early C1 component in the visual evoked potential (VEP) elicited by pattern onset stimuli coincides well with the activation in the striate cortex localized by fMRI. In the present experiments, we moved small circular checkerboard stimuli along horizontal meridian and compared the activations localized by EEG cortical source imaging with those from fMRI. Both fMRI and EEG cortical source imaging identified spatially correlated activity within V1 in each subject studied. The mean location error, between the fMRI-determined activation centers in V1 and the EEG source imaging activation peak estimated at equivalent C1 components (peak latency: 74.8 ± 10.6 ms), was 7 mm (25% and 75% percentiles are 6.45 mm and 8.4 mm, respectively), which is less than the change in fMRI activation map by a 3
Introduction
It has been widely accepted that spatial resolution of scalp electroencephalogram (EEG) can be substantially improved by performing source imaging, or solving the inverse problem of EEG (Nunez and Srinivasan, 2006) . The spatial resolution of EEG via imaging relies upon many factors such as the number of sensors, number of active sources, source localization algorithms, forward models, noise levels, and so on. Due to the non-invasive nature of EEG it is difficult to establish the spatial resolution through human in vivo experiments; however, the spatial resolution of EEG source imaging can be indirectly estimated by investigating the source localization accuracy. To assess the source localization accuracy various strategies have been used, including: (1) head phantom or animal experimenta-tion (He et al., 1987; Greenblatt and Robinson, 1994; Leahy et al., 1998; Baillet et al., 2001) , (2) realistic simulations assuming few dipolar sources or cortical patches (He et al., 2002a,b; Darvas et al., 2004; Hori et al., 2005; Ding et al., 2005; Im et al., 2005a) , (3) use of well-known sensory related anatomical landmarks (Darvas et al., 2005; Yao and Dewald, 2005) , and (4) comparison with invasive measurements (Lantz et al., 2001; He et al., 2002c; Zhang et al., 2003 Zhang et al., , 2006 . The first two strategies are straightforward because the true source locations are given, but they may not fully reflect complex conditions in in vivo human experiments. On the contrary, the latter two strategies are applicable only for some restricted cortical areas and hard to be applied to normal human subjects.
Comparing EEG sources with functional magnetic resonance imaging (fMRI) activation can be a means to estimate the EEG (or MEG) source localization accuracy. Since fMRI are capable of producing spatial resolutions as high as 1-3 mm, the fMRI activation map may be used as a reference. Although there are some intrinsic discrepancies between fMRI and EEG (or MEG) due to the fundamental difference of hemodynamic and electrophysiological processes (Nunez and Silberstein, 2000; Bonmassar et al., 2001; Disbrow et al., 2005) , the comparison between fMRI activations and EEG (or MEG) sources has been regarded as a useful measure, particularly in simple sensory tasks (Stippich et al., 1998; Vitacco et al., 2002; Moradi et al., 2003) .
While the source localization accuracy of EEG/MEG has been previously studied with respect to a stationary stimulus, little is known about the source localization accuracy of EEG corresponding to the change in sensory stimulation. The definition of spatial resolution should include not only how large the mean localization error is, but also how well a method can detect small changes or spatial movement of the activations, that is, the sensitivity of the method. Suppose that there are three temporally uncorrelated sources along a certain line and the locations are spaced with an inter-source distance of 5 mm. For this case, each source location can be estimated independently at three different time windows. There may be two different localization results: one possible case is that the three estimated sources are localized at the central source; while the other case is that the three estimated sources are biased from the actual source locations toward a certain direction with a consistent localization error of 3.33 mm. If we only examine the mean localization error, the two cases would look identical. However, the first case cannot discriminate the 10 mm change of source location, but the second case can reflect the source changes while preserving consistent distance from the actual sources. Thus, the spatial resolution of the second case is better than that of the first case. The present study was aimed to realize this kind of paradigm in human in vivo experiments and investigate the spatial resolution of EEG cortical source imaging by comparing with that of fMRI.
In human in vivo studies, such a 'moving activation' model can be simulated using various tasks, e.g. motor/sensory-related tasks (Darvas et al., 2004) and tonotopic organization of human auditory cortex (Talavage et al., 2004) . In particular, the retinotopic activity in the human visual cortex (Sereno et al., 1995; DeYoe et al., 1996; Engel et al., 1997; Warnking et al., 2002; Grill-Spector and Malach, 2004) has been well studied. The retinotopic maps constructed using fMRI have been frequently applied to visual ERP studies in order to identify functional or anatomical locations of the localized ERP sources (Vanni et al., 2004a,b; Di Russo et al., 2005) . It is a well-known phenomenon that the neuronal sources related to the early VEP components in response to the pattern-onset/reversal visual stimulation correspond well to the activations in the human primary visual cortex (striate cortex or V1) acquired from fMRI (Di Russo et al., 2001; Vanni et al., 2004a) . Many studies have been performed to reveal the discrepancy between the fMRI loci at V1 and EEG or MEG source locations estimated from either dipole models (Gratton et al., 1997; Roberts et al., 2000) or distributed source models (Moradi et al., 2003) , and a large variation ranging from 5 mm to several cm has been observed in the previous studies.
To the best of our knowledge, a systematic comparison of the V1 source locations estimated from fMRI and EEG corresponding to different visual stimuli with varied visual fields has not been reported. In the present study, we varied the location of a small circular checkerboard stimulus along the horizontal meridian, expecting the gradual movement of the corresponding activations along the calcarine fissure from posterior to anterior part of V1. The foci of the cortically constrained distributed sources (or cortical sources) estimated from 128-channel dense array EEG measurements were then compared with the V1 activation centers identified by fMRI, to investigate if the spatial resolution of EEG cortical source imaging is high enough to discriminate the small activation changes in V1.
Materials and methods

Human subjects
Ten paid volunteer subjects (two females and eight males, mean age 22.0, range 19-30 years) participated in the visual evoked potential (VEP) recordings as well as the structural MRI (sMRI) and fMRI study. All subjects gave their informed consent before the study. Data sets from seven subjects (two females and five males, mean age 21.6, range 20-24 years) that showed typical VEP signals with fewer artifacts were selected for the analysis. Three subjects did not concentrate on the experimentation and thus their data contained a lot of eye blink artifacts or contaminations by voluntary movements. The data from these three subjects were excluded from the analysis.
Stimuli
The stimuli were generated with STIM 2 software (Compumedics, Inc., El Paso, TX). The VEP experiments were performed in the Biomedical Functional Imaging and Neuroengineering Laboratory (University of Minnesota, MN) where stimuli were generated with a DLP videoprojector (Epson PowerLite 74c, Epson Inc., Japan) and displayed on a white screen. The structure and functional MRI (s/fMRI) studies were performed in the Center for Magnetic Resonance Research (University of Minnesota, MN). The stimuli there were also generated with a DLP videoprojector (SANYO PRO xTrax, Sanyo Inc., Japan) and projected onto a back projection screen which the subjects viewed via a mirror. The visual angles, contrast, and timing parameters of the visual stimuli were the same for both the fMRI and VEP experiments. Fig. 1 displays the stimuli used for the present study. The stimuli consisted of circular black-white checkerboards; each stimulus had a diameter of 4.8 • visual angle and a spatial frequency of 1.5 cycles/degree. An 'X'-shape crossmark, of which the color and visual angle were red and 1 • , respectively, was used for the central fixation point. The stimuli were placed on the horizontal meridian with three different visual angles: 3 • (range 0.6-5.4 • ), 6 • (range 3.6-8.4 • ), and 9 • (range 6.6-11.4 • ) measured from the central fixation point to the center of each stimulus. The stimuli were named L3, L6, L9, R3, R6, and R9 (L: left visual field; R: right visual field; numbers: visual angles), as shown in Fig. 1 . To meet the targeted visual angles, the size of the circle and distance between the circle and the fixation point were manually measured and adjusted in each experiment. Both the fMRI and VEP experiments were divided into three sessions according to the different visual angles (3 • , 6 • , and 9 • ). The size and visual angles of the visual stimuli were determined empirically after several test experiments. Subjects were trained to focus on the central fixation point and instructed to be relaxed and not to blink their eyes too frequently. Each stimulus was flashed for 250 ms with an inter-stimulus interval (only fixation point) of 250 ms. Left and right stimuli were presented in two task blocks, which lasted for 20 s. Two task blocks were separated by a 40 s control or resting block, when only the fixation point was presented.
VEP recording and data processing
The VEP was recorded with two SynAmps 2 amplifiers (Compumedics, Inc.) connected with a 128-channel electrode cap (QuickCap, Compumedics, Inc.), for which the electrodes were evenly distributed according to the extended 10-20 system. The ground electrode for the 128-channel cap was located at a midline frontal location halfway between the 10/20 positions of FPz and Fz with the reference electrode location halfway between the 10/20 positions of CPz and Cz. The VEP signals were extracted from continuously acquired EEG data, low-pass filtered at 30 Hz (12 dB/octave), and sampled at 100 Hz. In the first stage of offline analysis, noisy periods, visible eye blinks and artifacts related to eye movements were rejected either automatically or manually within the Neuroscan SCAN software package (Compumedics, Inc.). After segmentation into single sweep epochs beginning 50 ms before the stimulus onset and ending 300 ms after the stimulus onset, a constant baseline correction was performed for each segment. Bad channels of which the signal included unexpected fluctuation or distortion was rejected manually by tracking each channel signal. After the averaging process, we checked if the VEP waveforms and topographic maps showed typical trends of VEPs. If they were not, we repeated the protocol again or discarded the subject's data. The physical landmarks (nasion and two auricular points) and electrode positions were digitized using a Polhemus Fastrak digitizer (Polhemus, Colchester, VT) and 3D SpaceDx software contained within the SCAN software package.
MRI scanning and analysis
Both sMRI and fMRI data were collected using a 3T MRI system (Siemens Trio, Siemens, Erlangen, Germany). Multipleslice T 1 -weighted MR images (matrix size 256 × 256 × 256, field of view 256 mm × 256 mm × 256 mm) were acquired using a Turboflash sequence (TR/TE = 20 ms/5 ms) (Haase, 1990) . The T * 2 -weighted fMRI data were acquired from ten axial slices (matrix size 64 × 64, 5 mm thickness) covering the calcarine fissure using an echo planar imaging (EPI) sequence (TR/TE = 1000 ms/35 ms). The data analysis was performed using the software package STIMULATE (Strupp, 1996) . The fMRI images for each stimulation condition were analyzed using the period cross-correlation method (Bandettini et al., 1992) , in which the cross-correlation coefficient (CC) between the signal time course and a reference function was calculated for each pixel.
Surface models of each subject's cortex were constructed from tracings of the gray/white matter boundary in T 1 -weighted images, which is relatively easier to be detected than the other borders. The traced contours were combined into a tessellated surface including about 800,000 triangular elements and 400,000 vertices by using BrainSuite, a software package developed at the University of Southern California (Shattuck and Leahy, 2002) . For each pixel in the fMRI images, the CC value was assigned to the single nearest point on the reconstructed surface. It was also assigned to neighboring points within a radius proportional to half the size of an imaging voxel (DeYoe et al., 1996; Engel et al., 1997 ). The complete pattern was then slightly smoothed by an average of the activity at each node and its neighbors (DeYoe et al., 1996) .
EEG cortical source imaging
In the present study, a realistic geometry head model was considered for accurate EEG forward calculation (He et al., 1987; Hämäläinen and Sarvas, 1989) . A first-order node-based boundary element method (BEM) was used to construct a lead field matrix which relates sources to the potential at the scalp electrodes. In the present study three-layer tessellated boundary surfaces, consisting of the inner and outer skull boundary and scalp surface, were generated using CURRY5 for windows (Compumedics, Inc.) . About 7000 boundary elements and 3500 surface nodes were generated from each subject's T 1 -weighted MR images. The relative conductivity values of the brain, skull, and scalp were assumed to be 1, 1/16, and 1, respectively (Haueisen et al., 1997; Oostendorp et al., 2000) . The electrode locations were fitted to the boundary elements using anatomical landmarks (nasion and two auricular points) (de Munck et al., 1991) and adjusted manually in the CURRY5 software platform.
Since synchronously activated pyramidal cortical neurons, which are located perpendicularly on the cortical surface, are widely believed to be the main EEG and MEG generators, many recent studies have adopted this physiological phenomenon as a basic anatomical constraint in EEG or MEG source imaging (Dale and Sereno, 1993; Kincses et al., 1999; Dale et al., 2000; Babiloni et al., 2003 Babiloni et al., , 2005 . The source imaging with the anatomical constraint, which has been often called cortically distributed source modeling or cortical source imaging, resulted in the elimination of spurious sources (Baillet, 1998) as well as the reduction of cross-talk distribution (Liu et al., 1998) , compared to conventional volume based imaging techniques.
To impose the anatomical constraint, many dipolar sources were placed on the same cortical surface which had been used for the fMRI surface mapping. Although developments of medical image processing and high-resolution sMRI enabled us to get a high-resolution cortical surface with sub-millimeter modeling errors (Dale et al., 1999; Fischl and Dale, 2000) , it is computationally inefficient to use whole cortical surface vertices for the source reconstruction purpose because of the increased underdetermined relationship between limited numbers of sensors and larger numbers of source locations. To reduce the number of possible source locations, a smaller number of vertices was downsampled from the cortical surface as regularly as possible and used for source reconstruction purpose; whereas the original mesh information was used only for visualization purpose (Dhond et al., 2003; Lin et al., 2004) . In the present study, about 15,000 vertices were downsampled from more than 400,000 original cortical vertices. The orientations of the cortical sources were not constrained because very accurate anatomical structure around the calcarine fissure could not be obtained in some subjects due to spatial inhomogeneity in the MRI T 1 -weighted images (e.g. see Fig. 4 ).
To reconstruct the cortically distributed brain sources, we used a linear estimation approach (Dale and Sereno, 1993; Dale et al., 2000) . The expression for the inverse operator W is
where A is the lead field matrix, R the source covariance matrix, and C is a noise covariance matrix. The source distribution can be estimated by multiplying the measured signal at a specific instant x by W. If we assume that both R and C are scalar multiples of identity matrix, this approach becomes identical to minimum norm estimation (Liu et al., 2002) . In the present study, the source covariance matrix R was assumed to be a diagonal matrix, which means that we ignored relationships between neighboring sources. The lead field weightings (Lin et al., 2004 (Lin et al., , 2006a were imposed to each diagonal entry of R. In the present study, a pre-stimulus time window was used to calculate C. λ 2 is a regularization parameter and was determined systematically using the L-curve method (Hansen, 1992) . The EEG inverse problem can also be nicely solved with less phantom or noisy sources if we can restrict the possible source locations to more probable brain regions based on some functional a priori information. Since we already identified from previous studies and our fMRI studies that the EEG sources related to the early visual process would appear around the visual cortex, we gave the source points located around occipital lobe a higher probability to be estimated in the EEG inverse. We imposed the probability to the EEG inverse solution by giving different weighting values to the diagonal terms of R. If a source belonged to the predetermined regions, 1 was multiplied by its corresponding diagonal term; otherwise, 0.1 was multiplied (Liu et al., 1998; Im et al., 2005b) . The area where the functional constraints were imposed was large enough to cover the entire human visual cortex (e.g. see Fig. 2a ), to ensure that the functional a priori information does not directly affect the solution accuracy.
Determination of C1 peak latency and visualization of fMRI images
In the typical experiments that used upper or lower visual fields, the early VEP component called C1 could be easily detected around parieto-occipital electrodes (e.g. PO3, POz, PO4, etc.) because the source orientation is approximately inferior-to-superior (upper visual field) or superior-to-inferior (lower visual field) direction, which makes strong positive or negative potential around the top of the electrode cap (Di Russo et al., 2001; Vanni et al., 2004a) . In the present experiment, however, the left-to-right or right-to-left directional component was expected to be dominant in the source orientation vector because the actual source will reside inside the fundus of the calcarine fissure. Therefore, we relied upon the topographic map to search for the timing which is equivalent to the C1 component observed in the upper or lower visual field experiments. Fig. 2 shows two examples of the potential topographic maps and waveforms at some electrodes, which are located around the maximum of the scalp potential map. Fig. 2(a-d) is the topographic maps and waveforms of protocols L9 and R3, respectively. The equivalent C1 peaks of L9 and R3 were estimated as 73 ms and 59 ms, respectively. It is anticipated from the topographic maps that a deeper source of which the position was biased toward the anterior V1 would be estimated for L9 and a shallow source located around the posterior visual cortex would be estimated for R3. Moreover, it is also anticipated that a single dipolar source pattern would be reconstructed if EEG source imaging is applied to the topographic map.
The latencies of the equivalent C1 peaks were diverse in the individual subjects, but the mean value of all 42 data sets was 74.8 ± 10.6 ms, which was close to the C1 peak latencies reported in previous literatures (Di Russo et al., 2001; Vanni et al., 2004a) .
For the fMRI results, strong and clear activations were observed around the calcarine fissure of the contralateral V1 in most subjects. In some subjects, a small activation was also observed in the extrastriate cortex, but it was never seen in the ipsilateral V1. To leave only the V1 activations, we first cut out the relatively small activations below a threshold value of 0.9 × maximum CC, which was determined empirically after visual inspection of all activation images. The maximum CC values of each fMRI data set were ranged from 0.71 to 0.89.
Results
EEG cortical source imaging and fMRI results
Figs. 3 and 4 show examples of the EEG cortical source estimates and the corresponding fMRI activation maps for subjects 1 and 7, respectively. We applied a consistent threshold (0.25 in normalized EEG source power) to cut out small activations in the EEG cortical source estimates. Although the typical anatomical structures of the calcarine fissure could not be very accurately represented by the cortical surface segmentation in some subjects (e.g. see subject 7), the fMRI activations of both subjects showed clear movement from the posterior to the anterior part of V1, which coincides well with previous fMRI findings (Engel et al., 1997; Sereno et al., 1995; Grill-Spector and Malach, 2004) . Moreover, it was seen from visual inspection of the distributions that the changes of the fMRI and EEG sources are correlated with each other.
Comparison of location difference
We first calculated the distance between the fMRI activations and EEG source estimates. For fMRI, we used the center of gravity of the V1 activation (Moradi et al., 2003; Di Russo et al., 2001 ) which exceeded the same threshold value used for the visualization. For EEG, however, the center of gravity of the activation was much more sensitive to the threshold value than the fMRI. Thus, we picked the peak value of the activation, which has been used as a typical measure in EEG/MEG distributed source analysis studies (Pascual-Marqui, 2002; Lin et al., 2006a,b) .
Figs. 5 and 6 illustrate the centers of fMRI activations and peak positions of EEG source distributions co-registered in the anatomical structures of subject 1 and 7, respectively, where we can compare the spatial locations of the activations acquired from the two modalities more clearly. We summarized the location differences evaluated for all seven subjects in Table 1 . The median of location errors between fMRI centers and EEG source peaks was 7 mm (25% and 75% percentiles are 6.45 mm and 8.4 mm, respectively). For comparison, the average distance moved by the fMRI centers with respect to a 3 • (from 3 • to 6 • ) and a 6 • (from 3 • to 9 • ) visual field change is also presented in the table. It can be seen from the table that the location difference between the two modalities (7 mm) is smaller than the fMRI activation changes corresponding to 3 • visual field changes (7.8 mm). When non-linear interpolation was applied, the 7 mm location difference corresponded to a 2.7 • visual field change observed in fMRI, which is slightly larger than half the size of the stimuli (2.4 • ) and less than the visual angle distance between two neighboring circles (3 • ) in the present experiment.
Comparison of moving patterns
Considering the previous literatures on the location errors between fMRI and EEG sources (Stippich et al., 1998; Vitacco et al., 2002; Moradi et al., 2003) , a 7 mm error for a 128-channel EEG system looks like a reasonable value. Considering the small activation changes in fMRI (less than 10 mm), however, the location error could be around 7 mm when the EEG source locations are not correlated with fMRI activations. Although we observed from the two examples (subjects 1 and 7) presented in Figs. 3-6 that the EEG sources moved from the posterior to the anterior V1 in correspondence to the visual field change, we tried to measure quantitatively whether the EEG source location changes are actually correlated with the visual field changes or are just random changes within the error bound of about 7 mm.
First, we calculated the moving distance of the EEG source peaks with respect to the visual field changes in order to show that the EEG source locations are actually changing. Table 1 presents the moving distance of both the fMRI centers and EEG source peaks with respect to the 3 • and 6 • visual field changes.
To assess whether the EEG sources are stationary, we performed non-parametric statistical analysis. We calculated a probability of equality between a stationary case (all the values are zero) and our results, using Wilcoxon rank sum test which is embedded in Matlab statistics toolbox (Mathworks, Inc., Natick, USA). The probability for the EEG sources to be stationary was as low as p = 0.0006, which demonstrates that the EEG sources are not stationary, but are sensitive to the visual field changes. To assess whether the average moving distances depend on the technique used, we performed paired statistic test. Considering the small number of samples, we used Wilcoxon rank sum test for equal medians, which is a kind of non-parametric statistical analysis techniques. The average moving distances showed correlation (p = 0.1713 for 3 • movement and p = 0.3176 for 6 • movement) to some extent, but we could not confirm that the two techniques are correlated yet because we did not check the moving directions.
We then compared the moving patterns of the fMRI centers and EEG source peaks to confirm the movements of the fMRI and EEG activations are correlated with each other. We then further compared the mean moving directions of the fMRI centers and EEG source peaks to confirm that both activations moved in similar directions. The mean moving direction was defined as a vector which starts from the first activation 5 (7.7, 43.85) 35.6 (27.63, 70.63) location (3 • visual field) and passes through the middle of second (6 • visual field) and third (9 • visual field) activations. In Figs. 5 and 6, the examples of the mean moving directions are illustrated with red dashed lines and blue dash-dot lines. Table 3 shows the angular difference between the mean moving directions of fMRI and EEG activations. Inspiringly, the median of differences was as low as 20 • and 10.1 • for left and right stimuli, respectively. We also performed a non-parametric statistical analysis to show that the moving directions are correlated. The analysis was performed separately for the two different conditions, left and right stimuli. We compared equality between 100 uniformly distributed random numbers generated on [0 • , 180 • ], which simulate randomly moving activations, and the differences of moving directions between fMRI and EEG activations, using Wilcoxon rank sum test for equal medians. For left stimulus, the probability of equality was as low as p = 0.00009; for right stimulus, the probability was as low as p = 0.0004. The statistical analysis results demonstrate that the moving directions between fMRI and EEG activations are highly correlated.
Discussion and conclusions
Previous studies have used a stationary stimulus and found strong spatial correlation between the fMRI activations in V1 and the neuronal activities at early VEP component. Such a stationary stimulus, however, could not fully justify that the EEG can detect the small changes of brain activations in V1. In the present study, the quantitative comparison study demonstrated that both fMRI and EEG activations moved forward to a certain direction corresponding to the visual field changes and the moving directions were strongly correlated with each other. The present statistical analysis demonstrates that the average location error of 7 mm originated neither from a stationary source nor from randomly moving activations. The strongly correlated moving patterns between fMRI and EEG activations can be an evidence to show that the EEG cortical source imaging can detect at least 3 • visual field changes.
There can be several sources of the location error between fMRI and EEG imaging results in the present study. Inaccurate cortical surface segmentation can be a possible source of the location error. Some subjects' sMRI data were not very homogeneous because of the field inhomogeneity inside the high-field (3 T) MRI magnet, resulting in slightly unclear anatomical structures around V1. Since we restricted the possible source locations only to the tessellated cortical surface, the actual source location may not be included in the inaccurate cortical surface model. Then, the inverse process would find the currently best source location where the cross-talk with the actual source location (Liu et al., 1998 ) is largest.
More accurate and realistic forward calculations are expected to increase the source localization accuracy of EEG. The influence of the tissue (skull and/or white matter) anisotropy to the EEG inverse problems has not been well investigated in in vivo experimental studies, but some simulation or phantom experiment studies (Baillet et al., 2001; Wolters et al., 2006) showed that the tissue anisotropy can affect the inverse solution accuracy to some extent, particularly in estimating deep neocortical sources. Therefore, it is possible that the anisotropy of the skull and white matter might contribute to the localization error.
Although the protocol used in the present study can generate highly reproducible activations (as shown previously-e.g. see Fig. 9 in Di Russo et al., 2001) , separate acquisition of fMRI and VEP data can also contribute to the location errors between the two modalities. Recent studies have shown that the mean standard deviation of EEG or MEG source locations for a very simple auditory or somatosensory stimulus could reach to 5 mm, when the same protocol was repeated to the same subjects (Kwon et al., 2002; Schaefer et al., 2002) . Moreover, different environments in the fMRI and VEP recordings such as slight differences in the contrast and brightness of the visual stimuli may cause some discrepancies between the two results. Therefore, it is desirable to acquire the fMRI and EEG data in a single session to avoid possible discrepancies due to the different environmental and cognitive states in separate examinations. However, simultaneous recording of fMRI and EEG is challenging since the EEG recordings are prone to large artifacts induced by the highfrequency gradient and RF pulses inside the MR scanner, namely pulse sequence artifact (PSA), and motion of EEG leads within the static magnetic field, such as ballistocardiogram artifact (BA) caused by the pulsatile motion related to heart beat (Allen et al., 2000) . Since recent progresses of MR-compatible EEG recording systems and signal processing techniques have enabled us to get consistent EEG signals during fMRI scanning inside an MRI scanner (Comi et al., 2005; Becker et al., 2005) , it is expected that the simultaneous fMRI-EEG recording would become a promising tool to reduce the discrepancy between the two modalities in the near future.
Many previous studies have used the dipole model to localize the early VEP activity in the V1 (Di Russo et al., 2001 Russo et al., , 2005 Vanni et al., 2004a) . Since the scalp potential topography at early latencies shows dipolar field patterns, the use of the single dipole model could represent the V1 activation fairly well. On the other hand, localization of the V1 activity using a cortically distributed source model is difficult because superficial cortical sources may prevent the deeper sources from being estimated. Since these kinds of source localization problems have always been a challenging problem in the EEG or MEG inverse problem, comparison of localized retinotopic activities can be a useful means to study the source localization accuracy of EEG or MEG inverse algorithms.
In summary, the present study demonstrated that the activations in the V1 found by fMRI and the EEG cortical source imaging at early VEP component are well correlated with each other and the spatial resolution of EEG cortical source is high enough to discriminate the small cortical activation changes in V1 corresponding to 3 • visual field changes. The present study not only demonstrate the accuracy and reliability of EEG source localization data, but also provide neuroscience researchers with a guideline to design paradigms which aim to get high-resolution images. The locations of neuronal sources related to the earliest major visual activity have been revealed to be located in V1, but those at later latencies of VEP signals are still a controversial issue (Di Russo et al., 2005) . In the present study, we focused only on the localization accuracy and spatial resolution of the EEG cortical source imaging in V1, but it is anticipated that the EEG source imaging would be useful in revealing the visual processes in the human visual cortex during more elaborate scenarios.
