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Abstract 
A neural network is developed to fit a potential energy surface of silicon 
derived from Frauenheim tight-binding data for silicon. The tight-binding 
method retains the essentials of quantum mechanics for electronic structure 
calculations but is faster to calculate than a full ab initio model. 
The development of the neural network potential energy surface was car-
ried out by a progressive refinement of the design parameters. The refinement 
of the models went hand in hand with the difficulty encountered in develop-
ing a transferable network potential. Both equilibrium and non-equilibrium 
parts of the potential energy surface were represented in the training data 
set. The neural network potential was fitted on dimers, linear and angled 
trimers, tetramers, diamond structures, distorted diamond lattice systems, 
and the BC8, ST12, BCT5 and ;3-tin structures. 
Around 2300 training data points were used for each of the systems under 
consideration. The Levenberg-Marquardt algorithm was found to be the most 
appropriate method of optimising the weights and biases of the network. The 
final neural network model developed in this work favourably reproduced the 
potential energy surface as a function of first and second neighbour distances, 
bond angles and torsion angle. The network also predicted reasonably the 
energetics and volume per atom of the unfitted Si(34), Si(46) and simple cubic 
structures. The formation energies of the vacancy and the bond-centred and 
tetrahedral intersti tials were also fairly well predicted. 
The systematic fitting of such a large amount of equilibrium and non-
equilibrium data, generated from a single consistent source, is the key achieve-
ment of this work. By only architectural modifications of a neural network, 
we have shown that one can have a robust procedure to produce a transferable 
and accurate global potential energy surface, defined for arbitrary configu-
rations of all involved atoms. The resultant model will allow more accurate 
molecular dynamics simulations to be performed with reasonable computing 
times and the methodology is easily transferable to other systems. 
x 
Chapter 1 
Introd uction 
Numerical simulation of materials is an essential tool, be it as a support 
to experiment, to predict the behaviour of materials, to extrapolate their 
evolution in new conditions or to predict their properties in severe exposure 
conditions. The essence of the simulation is to produce a model of a physical 
system. The work in this thesis is concerned with a description of materials 
at the atomistic level. The key quantity in the description is the potential 
energy surface. This enables the energy of a system to be expressed as 
a function of the positions of the nuclei, i.e., the potential energy surface 
describes the energy of an atom in terms of its atomic (spatial) coordinates. 
The most fundamental approach to calculate a potential energy surface 
is from first principles or ab initio methods. These methods attempt to 
solve the Schrodinger equation with the least number of approximations and 
without recourse to empirical parameters. Although these methods can give 
very accurate results, a large number of integrals have to be evaluated to 
calculate the interactions between the electrons and, hence, the ab initio 
calculations are very expensive. Ab initio methods are confined to relatively 
small systems with at most a few hundred atoms [lJ. Therefore, cheaper 
alternatives have been developed. 
A second methodology is the semi-empirical methods which have been 
developed to find a compromise between the computational efficiency and 
physical correctness of the approximations used. These methods attempt to 
solve the Schrodinger equation using empirical parameters whilst capturing 
the essential aspects of a quantum mechanical approach. They omit many 
terms from the integrals in order to simplify the problem. Consequently, the 
demand for computational resources is less than that of ab initio methods. 
This approach allows calculations for systems with up to 104 atoms [lJ. This 
number of atoms is enough to simulate, e.g., short range interactions, bulk 
properties of common phases and point defect properties. However, the semi-
1 
empirical methods do not have sufficient computational speed to model many 
important phenomena, such as radiation damage, crack propagation, etc. 
On the other hand, empirical potentials can allow calculations for sys-
tems with up to about 109 atoms [1 J to be performed. These potentials 
are simplified mathematical expressions that attempt to model interatomic 
forces arising from the quantum mechanical interaction of electrons and nu-
clei. They can be obtained by fitting to various experimentally obtained 
properties, such as the lattice constant and bulk modulus. Quantum me-
chanical calculations are thus avoided. The electronic structure is implicitly 
incorporated into the parameters which reflect the structure to which the 
potential h_as been fitted. 
Empirical potentials are developed by first choosing an appropriate an-
alytic functional form containing adjustable parameters. In the past, inter-
atomic potentials had a two-body nature: the interaction of any pair of atoms 
depends only on their spacing and is not affected by the presence of other 
atoms. However, research carried on in the last few decades has shown that, 
by working with more complex many-body analytical forms, it is feasible to 
model reasonably a wide class of materials (e.g., metals and semiconductors) 
using empirical potentials. To do this, fairly elaborate analytical expressions 
- involving for instance density-dependent terms or angular terms - are 
necessary for a realistic description under different conditions (e.g., geome-
tries, structures). The parameters are then optimised, fitting the potential 
to experimentally determined structures, or to the results of quantum me-
chanical calculations. 
The success of the fitting procedure is determined to a great extent by 
the derived functional form for the potentiaL If it is insufficiently complex or 
too inflexible, then it may be the case that there exists no set of free param-
eters able to satisfactorily reproduce the fitting data. At present, there is no 
definitive functional form that adequately describes all types of multi-atom 
bonding. Instead, potentials are often developed for specific applications with 
functions and parameters determined on an ad hoc basis [2J. This process 
leads to considerable uncertainty with regard to the reliability of quantitative 
results produced by analytic potentials. Furthermore, the task of parameteri-
sat ion becomes intractable as the number of elements included in the system 
increases [3]. Rather arbitrary assumptions on the functions appearing in 
the potential are usually made, to reduce the number of parameters to a 
manageable level, which may lead to a lack of transferability of the potential 
for geometries and local conditions not considered when the fit was made [4J. 
On the other hand, as more arbritary fitting parameters are added, functions 
may also lose significant transferability [2]. 
The trick, therefore, is to produce an effective potential that balances 
2 
sound functional form with any necessary empirical fitting parameters [2]. 
In general, analytic potential functions that are based on sound quantum 
mechanical information have the highest degree of transferability. For in-
stance, the "force-matching" scheme [4] has been developed with the object 
of setting up a fitting procedure capable of dealing with the complexity of 
multifunction potentials and exploit effectively their modelling power, by 
making use of very large amounts of information obtained by first-principles 
calculations on a number of configurations ranging from clusters, surfaces 
and bulk solids. It has been shown, however, due to bonding effects beyond 
the formalism of the force-matching scheme, that even including about 170 
atomic configurations leads to a potential with an energetic accuracy of only 
0.10 eV /atom in the case of aluminium [5]. 
In general, in a dynamic environment (e.g., an atom constantly changes its 
geometry and number of neighbours), knowledge acquisition remains incom-
plete [6]. Already represented knowledge has to be adapted to new situations 
and conditions of the environment and new knowledge has to be integrated 
into the (fitting) database. It is desirable to have generic non-linear model 
structures for dynamic modelling [7]. The goal of a generic model is to recog-
nise a novel exemplar from a known set of classes [8]. Neural networks are 
legitimate candidates substantiated by the fact that certain classes of neural 
networks are known to possess the universal approximation property. Neural 
network models are, in a loose sense, based on concepts derived from research 
into the nature of the brain [9]. This is the approach used to fit potential 
energy surfaces that has been adopted in this thesis. 
It is the ability of a trained network to generalise from the information in 
the set of training exemplars, to novel information on which the network has 
not been trained, that is one of the most useful features of neural networks. In 
that respect, the use of a neural network is desirable for potential modelling 
because one can, not only obtain a good fit to a particular set of data derived 
for an atomic system, but also gain the ability to predict the behaviour of 
the atomic system. This factor lies at the heart of the transferability of a 
potential. Furthermore, a neural network helps to eliminate the incorpora-
tion of inadequate functional representations, assumptions or understanding 
of the physical theory which, otherwise, may contribute to a lack of transfer-
ability. Unlike parameter fitting with a conventional potential, the network 
is not constrained to a deduced functional form. In neural networks, only 
the number of hidden layers and the number of neurons in each layer need to 
be changed. Furthermore, using experimental data means that equilibrium 
situations are generally fitted - neural networks allow non-equilibrium data 
to be fitted. 
In mathematical terms a neural network model is defined as a directed 
3 
graph consisting of many interconnected simple processing units (neurons or 
nodes), which form layered configurations. The processing units usually carry 
out simple (nonlinear) tasks and the function of the network is determined 
by the interconnections among these neurons. The neurons are intercon-
nected by weighted links where the weights are the network's parameters. 
The arrangement of the neurons and the interconnections define the archi-
tecture of the neural network. Different neural network architectures can be 
employed [10]. We shall, however, use the feedforward network which is the 
most widely studied network structure [11, 12]. 
A feedforward neural network is a directed acyclic graph. Thus, the 
results of each layer in the network are fed to each successive layer. The 
network accepts a series of input data which are propagated forward though 
several processing layers, known as hidden layers, before the network out-
put is calculated. The goal of the network is to learn, or to discover, some 
association between input and output variables as the developer iteratively 
feeds the model with a variety of examples, called training set. The training 
set contains input data and output data. The neural network creates con-
nections and learns trends (patterns) based on these input and output data 
sets. Each pattern creates a unique configuration of network structure with a 
unique set of connection strengths or weights. This learning or training pro-
cess is achieved through the modification of the connection weights between 
units. In statistical terms, this is equivalent to interpreting the value of the 
connections between units as parameters to be estimated [13]. The learning 
process specifies the optimisation technique used to estimate the parameters. 
At this point the principal unresolved issue is to how to present the in-
formation regarding the variability of the number of neighbours of an atom 
to the input layer of a neural network. A change in the size of the input 
vector will affect the number of required hidden nodes and thus the number 
of connections in the network. Traditional neural network models are not 
appropriate for the present application as they are composed of a fixed num-
ber of input nodes in the input layer. That is, they have a static mapping 
capability. In particular, if the neural network is to provide an input-output 
mapping between the local atomic coordinates and the potential energy of 
an atom, then the following attributes must be successfully incorporated into 
the network: 
1. The network potential must be able to handle any number of first, 
second, etc., neighbours of the atom. The number of neighbours will be 
constantly changing throughout the course of a dynamical simulation, 
so the network must provide continuous mapping as atoms move into 
and out of the neighbour distance. 
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2. The network potential surface must be well behaved in the sense that 
spurious potential minima do not occur. 
3. The model must be invariant to the ordering of the input vectors for a 
given atom. 
The architecture of the neural network adopted by Hobday et al. [14] provides 
a useful means to deal with the issue of the variability of the atomic local 
environment. Their work consisted of using a special feedforward network to 
predict the many-body term bij in the Tersoff potential. 
The ultimate goal of the project is to systemise the development of ac-
curate and transferable potential energy surfaces. This work represents an 
initial realisation towards achieving the ultimate goal. Specifically, in this 
work, we have demonstrated the use of a (dynamic mapping) feedforward 
neural network to fit systematically an accurate and transferable empirical 
potential energy function for silicon. 
Silicon has the diamond structure which arises from the electronic struc-
ture of the Si atoms which favours tetrahedral bonding. Due to the complex 
interactions, silicon potentials must be many-body that stabilise the diamond 
structure. Current potentials developed for Si have difficulty in describing 
bulk, surface and small cluster properties within the same framework. More 
than 30 empirical silicon potentials have been reported in the literature [15]. 
Two of the most popular silicon potentials are the Stillinger-Weber and the 
Tersoff potential functions. A significant improvement in transferability over 
these (much simpler) potentials has not yet been achieved [15]. The stan-
dard approach of fitting ad hoc functional forms has failed to yield substantial 
gains in transferability. 
Since the transferability of empirical potentials is dependent on the de-
rived functional form, our task was to produce one without assuming any 
functional form. Instead, we employed a neural network to extract the un-
derlying relationships directly from the data being modelled. To the best of 
our knowledge, no previous work has been done on the present scale that sys-
tematically fits a potential energy surface using (dynamic) neural networks. 
Therefore, no prior knowledge particularly about the size of the training 
data was available. A neural network must fit more degrees of freedom and 
this puts greater emphasis on the quantity and accuracy of the fitting data. 
The data used to train the network should be fairly inclusive of all possible 
bonding scenarios. Accordingly, calculating data points of the potential en-
ergy surface for different Si systems using the ab initio would have been a 
time-consuming process. As a compromise, we trained the neural network 
models to a data set of energies derived from the tight-binding method. The 
tight-binding method is a semi-empirical method that lies between the very 
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accurate, but very expensive, ab initio methods and the very fast, but limited 
empirical methods. 
Although neural networks are universal approximators, if the complexity 
of the network is too high for the problem under consideration, or there is 
insufficient information for the network weights to be determined properly, 
the underlying approximation nature of neural networks introduces approxi-
mation errors. Furthermore, the design problems, like the number of layers, 
the number of nodes per layer and the amount of training data required, 
may be difficult to be specified initially. For instance, the number of hidden 
layers and the number of neurons in each are defined manually. Some design 
decisions can only be resolved by experimentation. The balance between 
what can be reliably specified in the initial stage and what must be left to 
be resolved by training processes vary from one project to another and ac-
cording to prior. experience with neural computing. In other words, neural 
computing (usually) is an iterative process of design refinement. 
The development of the final neural network model in this work, which 
represents a reasonable compromise between the predictive capabilities of the 
network within the fitting database and its transferability outside the fitting 
database, was also carried out through a gradual process of design refinement. 
Specifically, the choice of the input and output variables were modified; the 
number of hidden layers and nodes were altered; the connectivity patterns 
between the layers were changed; and the training set was systematically 
expanded with new data points from various Si systems. The final neural 
network model also provides a reasonable compromise between performance 
on all operating data points and the number of parameters in the model. 
It must also be noted that the estimated weights are strongly dependent on 
their initial values, since a non-linear optimisation technique is used to train 
the neural network. It is thus impossible to claim that the neural network 
represented a perfectly optimised potential energy surface on the silicon data. 
The use of the selected neural network should be seen in the context of a 
black-box model with fair fitting and prediction accuracy defined by the 
performance of the model on the data. 
Apart from the work of Hobday et al., there is some other previous work 
which involves potential fitting using neural networks. Blank et al. [16] used 
a feedforward network to model a CO molecule adsorbed on the Ni{l11} 
surface and a H2 molecule on the Si{lOO}(2 x 1) surface. Tozer et al. imple-
mented a feedforward neural network-derived exchange-correlation potential 
in a self-consistent Kohn-Sham procedure [17]. The network has 1 input 
node, 1 output node and a single hidden layer of 8 nodes. Gassner et al. 
[18] applied a feedforward neural network - with 11 input nodes, 2 hidden 
layers each having 5 nodes and 1 output node - to construct three-body in-
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teraction energy potential functions for A13+ - H20 interactions. A potential 
energy function for water dimer was developed with a feedforward network 
having 6 input nodes, 2 hidden layers of 12 nodes and 1 output node [19]. 
Lorenz et al. [20] used a feedforward network with 8 input nodes, 2 hidden 
layers having 24 and 18 nodes respectively and 1 output node to construct a 
potential energy surface for H2 interacting with the (2 x 2) K covered Pd(lOO) 
surface. Recently, Raff et al. [21] used feedforward neural networks to de-
velop potential surface for two cases: (i) vinyl bromide and (ii) Si5 systems. 
They used a single-hidden-layered network in each case. For case (i), the net-
work contained 12 inputs, 20 hidden nodes and 1 output, whereas, for case 
(ii), the network consisted of 9 inputs, 45 hidden nodes and 1 output. These 
works employed traditional network models. They did not try to produce a 
general potential either. 
The outline of the thesis is as follows. Chapter 2 provides a general 
overview of the various models used to describe an atomic system. In par-
ticular, some aspects underlying the physics of silicon system are discussed. 
These models are subsequently used to gauge the quality of the neural net-
work potential. The fundamentals of a neural network are the focus in chap-
ter 3. Chapter 4 introduces the first of the three types of neural network 
models that we have developed during the course of this research. These 
are the unscreened neural network models. The failings of the unscreened 
networks, described in chapter 4, prompted the development of the second 
type of neural network models. These models are referred to as the screened 
models and they are focused in chapter 5. In the same chapter, the merits 
and shortcomings of the models are discussed. An improvement over the 
screened network is described in chapter 6. These (improved) models, re-
ferred to as limit-screened networks, form the last sets of models that we 
have considered. Chapter 6 analyses the performance of the limit-screened 
models and presents the final neural network model for this work. Finally, 
chapter 7 contains conclusions and the orient at ions for future work. 
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Chapter 2 
Modelling atomic interactions 
2.1 Introduction 
In order to study an atomic system, one must describe the interactions be-
tween the atoms. The interactions can be described by using quantum me-
chanics to model the behaviour of the electrons and nuclei. The quantum 
mechanical equations, however, can only be solved approximately due to the 
complexity of the problem. 
The problem can be simplified through the use of the Born-Oppenheimer 
approximation [22]. The approximation states that the mass difference be-
tween the electron and the nucleus is so big (by a factor of several thousand) 
that the Schrodinger equation can be separated into terms describing the 
nuclear and electronic motion. During nuclear motion, the electrons move as 
if the nuclei are fixed in their instantaneous positions. 
Thus, the essence of the Born-Oppenheimer approximation is to deter-
mine the potential energy of a system as a function of the positions of the 
atomic nuclei. Having assumed the Born-Oppenheimer approximation, how-
ever, one is still faced with the problem of actually solving Schrodinger equa-
tion for the electrons. This calls for further approximations and a number 
of numerical techniques have been developed. These (quantum mechanical) 
techniques can be categorised as either ab initio or semi-empirical. Semi-
empirical methods use parameters that compensate for neglecting some of the 
time consuming mathematical terms of the Schriidinger equation, whereas, 
ab initio methods include all such terms. 
In the ab initio scenario, experimental data can be used to provide a 
means by which modelling results may be validated. Ab initio calcula-
tions are typically performed within one of two computational frameworks: 
Hartree-Fock (HF) theory and density functional theory (DFT). The HF 
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theory describes the system in terms of atomic orbitals, with the many-body 
wavefunction Iji approximated as the product of one-electron wavefunctions. 
DFT determines the properties of a system solely as a function of electron 
density. Ideally, one would like to use ab initio methods for all calculations 
as they provide the most accurate results, but, it is not always feasible to 
do so. The cost of these calculations increase rapidly with the number of 
electrons in the system and is intractable for all but the smallest of systems. 
The fact that ab initio quantum mechanical calculations place heavy de-
mands on computer power has led to the development of further approx-
imations. These introduce empirical parameters into the models. These 
semi-empirical methods have been developed to find a compromise between 
the computational efficiency and physical correctness of the approximation 
used. The methods can be designed to capture the essential aspects of the 
quantum mechanical approach. The heavy computational effort of the ab ini-
tio calculations is avoided by a number of algorithmic simplifications such as 
minimal basis sets and the elimination of difficult integrals, which are made 
small by proper mathematical transformations or used as parameters to fit 
experimental data such as geometries and heats of formation. The latter as-
pects limit the generality and transferability of the semi-empirical methods 
as compared to the ab initio methods. Nevertheless, despite the approxi-
mations made, the semi-empirical methods retain the quantum mechanical 
nature of bonding in materials, ensuring that the angular nature of bonding 
is correctly described in systems different from the equilibrium structures. 
Numerous tight-binding schemes fall into the semi-empirical group. 
A third and even cheaper approach is to employ an entirely empirical po-
tential energy function, whereby atoms are treated as rigid particles (i.e., the 
motion of individual electrons is ignored). The empirical potentials can take 
many forms, depending on the nature of the system under study, the level 
of accuracy required and the computational resources at hand. A number of 
techniques have been developed to construct empirical potentials. For exam-
ple, the dependance of the energy on the nuclear position can be extracted 
from a first principle description. Another choice is to fit the potential to ex-
perimental data. Using these potentials much larger systems can be studied. 
Although empirical potentials are of great use, they are limited by the fact 
that they can only describe a system to the accuracy of the parameterisation 
of the potential. 
Since the goal of this work is develop a neural network potential en-
ergy surface for Si based on the tight-binding data, the main focus of the 
chapter is a general overview of the tight-binding methods and Si empirical 
potentials. The tight-binding schemes are discussed in section 2.2. The Si 
empirical potentials are considered in section 2.3.5. However, prior to that, a 
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general description of the approach to develop an empirical potential is given 
in section 2.3. Examples of empirical potentials for other classes of materi-
als, namely, rare gases (section 2.3.1), metals (section 2.3.2), ionic (section 
2.3.3) and organic (section 2.3.4) compounds are also provided. The main 
purpose of this is to underline the growing level of difficulties encountered in 
developing accurate and transferable empirical potentials for materials. The 
properties of the potentials to describe various Si structures are discussed 
later in the chapter. We concentrate on the ability of the Si potentials to 
describe the properties of Si2 and Si3 clusters (section 2.4.1), bulk silicon 
(section 2.4.2) and Si in various crystal phases (section 2.4.3). In addition, 
in section 2.4.4 the elastic properties of bulk silicon are considered and in sec-
tion 2.4.5, point defects (vacancies and interstitials) are considered. The aim 
here is to demonstrate the strengths and weaknesses of the various potentials 
and their transferability or otherwise to different environments. 
2.2 The tight-binding method 
Tight-binding models can be considered "minimal" quantum mechanical 
models. In the tight-binding method, the basis set is considered to be a 
linear combination of atomic orbitals. In reality the exact form of the basis 
functions are not known. 
In the tight-binding method the ground state total energy of a system of 
N.tom atoms, Etot• h can be written as a sum of the band-structure energy, 
E band, and a repulsive pair potential, q" acting between the atoms: 
1 Natom Natom 
E tot• 1 = Eband +"2 ~ ~ <I>(rij) 
i=1 Ni 
(2.1) 
where rij is the distance between two atoms i and j. The band-structure 
energy Eband is expressed as the sum of the occupied electron eigenvalues En. 
The set {En} is the set of eigenvalues of the system of Hamiltonian, H. The 
repulsive potential is typically fitted so as to reproduce the cohesive energy 
and elastic constants for crystalline systems [23]. 
The matrix element, Hi"'jf!> is given by the integral (iaIHlj,6) where i and 
j are atomic sites and a and (3 represent atomic orbitals at these sites. These 
integrals are known as hopping integrals. In tight-binding the Hamiltonian 
is modified so that these integrals depend only on the two sites, i and j. 
Integrals of the form (ia!Vklj(3), where Vk represents a potential centred at 
site k, are considered to be small and are neglected. 
The Slater-Koster rules [24] are used so as to minimise the number of these 
integrals that we need to evaluate. If we consider the case of an s-orbital 
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on site i and on site j (figure 2.1(a)), then due to spherical symmetry of the 
orbital, it can be seen that the integral is purely a function of the separation 
between the two sites. This hopping integral is called ssa. Furthermore, if we 
consider a s-orbital at site i and a p-orbital at site j then we need to consider 
two cases. In figure 2.1(b), the integral is known as spa hopping integral 
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Figure 2.1: Definition of the Slatcr-Koster hopping integrals between sand p orbitals. 
whereas the integral in figure 2.1(c) is zero. Any integral between these two 
extremes can be calculated by multiplying the spa hopping integral by cose, 
where () is given in figure 2.1(d). If we consider the case of a p-orbital on 
site i and j, the hopping integral depicted in figure 2.1(e) is known as ppa, 
whereas the one, in figure 2.1(f), is known as PP7f. These integrals are both 
non-zero. Integrals with atoms in any other orientation can be expressed as 
combinations of these integrals using the Slater-Koster rules. 
In tight-binding, it is the functions that represent these integrals that are 
fitted. This is typically done so as to reproduce the band structure and the 
total energy. 
Another way to write the band energy is in terms of the density matrix 
with elements PiajfJ. The matrix elements PiajfJ are expansion coefficients 
of the total charge density arising from the atomic orbital basis set. The 
eigenvalues of the density matrix give the occupancy of the orbitals. The 
band energy is then given by 
Eband = L Piaj fJ H iaj fJ 
io:,j/3 
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(2.2) 
z 
z 
The total energy, Etotal (equation(2.1)), can be rewritten so that we have 
Natom 
Etotal = L (0; + B;) (2.3) 
where 0; is the on-site energy of atom i and is given by 
o i = L Pio.io. HiCtio: (2.4) 
C< 
and B; is half the sum of the bond energy contributions B;j between atoms 
i and j: 
1 Natom 
B;="2 L B;j 
Ni 
The bond energy Bij is given as follows: 
B;j = 2 L p;C<i(3Hi C<j(3 + 1>(rij) 
C<,(3 
(2.5) 
(2.6) 
Depending on whether the basis functions are orthogonal to each other or 
not, the tight-binding method falls into either the orthogonal or nonorthog-
onal category. We have used the nonorthogonal Frauenheim tight-binding 
(FTB) [25, 26] method, by running the program PLATO [27], to generate 
the data for the neural network modelling. The total energy of a system, 
as defined by the FTB model, is expressed as in equation (2.3). The FTB 
method was chosen as it was able to provide a better representation of a wider 
range of Si systems than the orthogonal tight-binding method. A 0.03 eV 
thermal smearing for each application of the FTB model was used. Thermal 
smearing was necessary in order to achieve a smooth dimer curve. 
2.3 Empirical potentials 
The interaction energy between Natom atoms with coordinates rI, r2,"" rNatom 
is described by a potential function V(rl,r2, ... ,rN.tom)' To find the inter-
molecular potential function for a particular system one can assume a func-
tional form for the potential function V based on physical intuition and then 
choose the parameters to reproduce a set of experimental data. This gives 
a so-called empirical potential function. The adjustable parameters are usu-
ally fitted to ab initio data or to experimental data. The function V can be 
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expanded in a many-body expansion: 
No.tom No.tom 
V(rl,r2, ... ,rN""J = L VI (ri) + L LV2(ri,rj) 
i=l i=l j>i (2.7) 
Natom 
+ L LLV3(ri,rj,rk)+ ... 
i=l j>i k>j 
where Vi is a one-body term due to an external field or boundary conditions. 
V2 is a two-body term or pair potential. The three-body term, V3 , arises when 
the interaction of a pair of atoms is affected by the presence of a third atom. 
In general, based on this expansion, empirical potentials are seperated into 
two classes: pair potentials (only V2 is present) and many-body potentials 
(V3 and higher terms are included). 
To be effective an empirical potential must possess the following critical 
properties: 
1. Flexibility: A potential energy function must be sufficiently flexible so 
that it accommodates as far as possible a wide range of fitting data. 
2. Accuracy: A potential should be able to accurately reproduce an ap-
propriate fitting data base. 
3. Transferability: A potential is generally designed with a range of ap-
plicability in mind. It should be able to work properly in different 
environments to the ones it was fitted for. 
4. Computational efficiency: Evaluation of the function should be rela-
tively efficient to evaluate the potential and its derivatives. 
The construction of an empirical potential for a covalent material, such as 
silicon, presents a difficult challenge because complex quantum mechanical 
effects such as bond bending must be described by an effective interaction 
between atoms. In addition, most covalently bonded crystals have open 
structures (e.g., Si forms diamond lattice with 4 nearest neighbours). For the 
case of metals, the bonds are less directional and rigid and become weaker 
when the local environment becomes more crowded due to the Pauli principle. 
On the other hand, rare gases and molecular systems, which are attracted 
to each other mainly through the weak Van der Waals forces and where no 
electrons are available for bonding, can be modelled reasonably well using 
two-body potentials only. 
During the last four decades, a variety of fitting procedures have been 
developed in order to construct reliable empirical potentials for systems in 
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which the interactions have an inherent many-body character. This work has 
been performed by researchers who come from different backgrounds (physi-
cists, chemists, material scientists) and whose materials of interest cover 
metals, biological molecules, semiconductors, etc. In a recently published re-
view article [28] a list of the empirical potential energy functions available in 
the literature has been compiled. The article described the explicit forms of 
the empirical potentials, their parameterisation schemes, their applications 
and the parameter set of them. The empirical potentials were classified with 
respect to the interaction type and then with respect to the mathematical 
similarity of the functions. There is no unique classification of the empirical 
potentials; it is a matter of choice [28]. 
With a view to appreciate the nontrivial task of developing empirical 
potentials, in this section a brief review of some of the popular forms of em-
pirical potential energy functions for different systems - rare gases, metals, 
ionic compounds, inorganic molecules and silicon (a semiconductor) - is 
given. 
2.3.1 A pair potential for noble gases 
Noble gases (e.g., Kr and Ar) are non-bonding rare gases where the electronic 
shells are closed. Thus, they interact through rather weak, but long-ranged, 
Van der Waals type interactions. They were the first systems to be simulated 
and pair potentials work well for them. For this case, the Lennard-Jones (6-
12) potential [29] is often used. 
The Lennard-Jones potential (referred to as L-J potential or 6-12 poten-
tial) is a simple mathematical model that takes the form 
(2.8) 
where E, the energy constant (or well depth), and a, the diameter of one 
of the atoms, are the parameters to be fitted. The term (r~j) 6 represents 
( 
1 )12 
an instantaneous dipole interaction and the rij term models core-core 
repulsion. The L-J potential has been used successfully to fit the lattice con-
stant and cohesive energy of rare gas dimers, clusters and condensed phases 
[30] with the two free parameters E and a. Sometimes, the bulk modulus 
can also be predicted fairly accurately. Other properties are generally less 
successfully represented. 
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2.3.2 Potentials for Metals 
In metallic systems the valence electrons are delocalised over a large number 
of atoms and the metals are held together by the strong forces of attrac-
tion between the positive nuclei and the "sea of electrons". Therefore, the 
strength of bonding between two atoms is highly dependent on the local co-
ordination environment. The major problem of using a pair potential for 
solid metal is that they have no environmental dependence so that a bulk 
atom is too much like a surface atom. 
The failing of pair potentials has led to the development of potentials 
for metals where the local environment of an atom is incorporated into the 
potential through many body effects to produce a more faithful description 
of the interatomic interactions at surfaces and defects. A realistic approach 
to the description of bonding in metallic systems is based on the concept 
of local density. Several schemes to construct many-body potentials were 
developed all essentially based on an analytic form 
1 N atom N atom 
V = "2 L if;(rij) + L F(Pi) 
i,j=l i=l 
(2.9) 
#i 
where if;(r) is a two-body part representing the core-core repulsion and F 
is a function giving the energy of an atom i in the electron environment 
described by an electron density Pi. Pi, for an atom i, is in turn constructed 
as a superposition of contributions from neighbouring atoms: 
Natom 
Pi = L p(rij) 
j=l 
#i 
(2.10) 
where p(r) is a short-ranged, decreasing function of distance that describes 
the contribution to the electronic density at the site of the atom i from all 
atoms j. Belonging to this scheme are the glue model [31], the embedded 
atom method (EAM) [32, 33] and the Finnis-Sinclair potentials [34]. For 
instance, using EAM potentials, Mishin et al. [35], obtained accurate de-
scription of defect energies and elastic properties of eu. 
The Modified Embedded Atom Method (MEAM) was formulated [36, 37] 
as a generalisation of the EAM potentials by introducing angular terms. The 
total energy for the MEAM potentials have the form 
1 N atom Natom 
V ="2 L Sijif;(rij) + L Fi(Pi) 
i,j=l i=l 
(2.11) 
#i 
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where Fi is the embedding energy function, Pi is the electron density at the 
position of atom i and is calculated using the bond angle on atom i, q,(r) is 
a pair potential and 8ij is a screening function. 
2.3.3 Potentials for ionic systems 
The interactions in simple ionic systems can be divided into the following 
independent sets of contributions [38J: 
1. Electrostatic effects (e.g., interactions between the ionic point charges) 
2. Short-ranged repulsive interactions between ions. 
3. Dispersion interactions. 
Ionic potentials can be modelled by pair potentials which typically contain 
a short-range term, Vs" and the Coulomb interaction between ions: 
qi%e2 V(rij) = Vsrhj) + ..:'-4:'=--
1fEOTij 
(2.12) 
where qie is the charge on ion i, EO is the permittivity of vacuum and rij is 
the separation distance. The second term on the right hand side of equation 
(2.12) is the electrostatic energy of the point-like charges and is generally not 
evaluated directly but by using the method of Ewald summation [39], the 
Particle-Particle Particle-Mesh method [40J or the Fast Multipole Methods 
[41 - 43J. The first term in equation (2.12) reflects the repulsion between 
ions at short range. 
One of the oldest, and still most widely used interaction potential for 
ionic systems is the Born-Mayer pair potential [44J: 
(2.13) 
where the parameters Aj and Pij depend on the nature of the ions i and j. 
Other common forms for the short-ranged potential include the Buckingham 
potential [45J: 
V. (r ··) - A .. e-(B,jr,j) _ Gij sr 'tJ - ~J 6 
rij 
and the Morse potential [46J: 
Vsr(rij) = De [e-2a(rirre) - 2e-a(rij -re)] 
where A ij , Bij, Gij , De and re are parameters to be fitted. 
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(2.14) 
(2.15) 
2.3.4 Force fields for organic materials 
Most potentials used in simulations of organic and bio-organic systems (pro-
teins, polymers, etc.) are described by an expression which sums all of the 
energetic components of the systems: the bond energy, E bond , the Van der 
Waals energy, EVdW , the Coulomb energy (for charged systems), ECoulomb, 
the torsion energy, Etorsion, and the bending energy, Eangle, and so on. Thus, 
a potential energy equation can have the following terms: 
v = E bond + Eangle + Etorsion + EVdW + ECoulomb (2.16) 
This energy expression provides the basis of a force field for organic materials. 
A complete force field requires: 
1. A functional form describing each energy component. 
2. A set of parameters in these functional forms. 
Each atom, or combination of atoms, involved in the energy term must have a 
parameter (the C - H bond, for example, will have a different set of constants 
to the C - C bond). A force field is thus made up of an enormous collection 
of expressions and numbers. These are determined empirically by comparing 
the results of calculations performed using the force field with experimental 
data or first principle quantum mechanics calculations. 
Many different kinds of force-fields have been developed over the years. 
The mathematical form of the energy terms varies from force-field to force-
field. For instance, Cornell et al. [47J used the following potential form to 
simulate the structures, conformational energies and interaction energies of 
proteins, nucleic acids and many other organic materials in condensed phases: 
,,1 ( 2,,1 2 ,,1 V = L.J 2Kb b - bo) + L.J 2Ko((} - eo) + L.J 2Vn [1 + cos(nT - </»J 
bonds angles torsion 
,,(A-- B) ,,( q.q. ) + L.J ---..!L - ---..!L + L.J _, _1_ 
VdW Tt] T?j Coulomb 47rETij 
i<j i<j 
(2.17) 
where Kb, bo, Ko, eo, n, Vn , </>, Aj and Bij are parameters of the model. b 
is the bond length, e represents a bond angle, T is the torsion angle, rij is 
the distance between particles i and j having charges qi and qj respectively. 
The charges are in a space filled with a material whose relative permittivity 
is given by E. 
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2.3.5 Potentials for semiconductors: Silicon 
Much effort has been invested in deriving simple potential models for co-
valent materials such as silicon since complex quantum mechanical effects 
(e.g., bond bending) must be described. The two most popular silicon po-
tentials are those due to Stillinger-Weber (SW) [48] and Tersoff [49 - 52]. 
The SW potential is a linear combination of two- and three-body terms. The 
Tersoff-type potential functions contain multi-body effects, are environmen-
tally dependent and are different from the SW type in that the strength of 
the individual bonds is affected by the presence of surrounding atoms. 
A further recently developed Si potential is the Environmental-Dependent 
Interatomic Potential (EDIP) [53, 54]. It is fairly similar to the SW potential 
but it has been derived from an ab initio calculated database of the cohesive 
properties of Si in both the diamond and the graphite phases. The "Highly 
Optimised Empirical Potential Model of Silicon" [55], is another new Si po-
tential which is a combination of the EAM and SW models. We now describe 
the SW and the Tersoff potentials which are specifically used to compare the 
fit of the neural network potentials for Si in this work. 
The Stillinger-Weber potential 
The Stillinger-Weber (SW) potential [48] is based on a two-body term and 
a three-body term to stabilise the diamond cubic structure of crystalline 
silicon. The two-body potential is written as: 
(2.18) 
where f2 is a pair potential having the form: 
(2.19) 
The energy unit E is chosen to give !2 depth -1 and the length unit (7 is 
chosen to make !2 a minimum at r = 21(6. The potential cuts off at r = a 
without discontinuities in any derivatives of r. The same cutoff is used for 
the three-body terms which are assigned in the form 
(2.20) 
where 
(2.21 ) 
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Provided that both rij and rik are less than the cutoff a, the function h 
has the following form: 
h(rij,rik,Ojik)=>-exp( I + I ) (COSOjik-COS OO)2 
rij - a rik - a (2.22) 
otherwise h vanishes identically. The ideal tetrahedral angle 00 is such that 
1 
cos 00 = --3 (2.23) 
The intent is obvious: the potential favours those configurations where the 
angles are as close as possible to those found in the diamond-like tetrahe-
dral structure, thereby, it makes this structure more stable than compact 
structures. 
The fitted parameters of the SW potential are €, er, A, B, p, q, a, >- and 
f. The values of the parameters given in [48] are given in table 2.1. The 
€ = 2.16826 eV 
1=1.20 
p=4 
(7 = 2.0951 A >- = 21.0 
A = 7.04956 B = 0.60222 
q = 0 a = 1.80 
Table 2.1: Values of the parameters that define the SW potential. 
parameters were fitted to the lattice constant and cohesive energy of the 
diamond structure with the added constraint that the melting point and the 
structure of liquid silicon be well described. The interaction range of the 
potential is governed by the parameters er and a that place the interaction 
cutoff at approximately 3.771 A, i.e., between the first and second neighbour 
distances for Si in the diamond structure. 
The SW potential has been used to study clusters [56, 57], lattice dynam-
ics [58 - 60], bulk points defects [61], the liquid [48] and amorphous [62 - 64] 
states, surface diffusion [65, 66] and reconstructions [58,67 - 69]. 
The Tersoff potentials (T2 and T 3 ) 
The Tersoff potentials T 2 [50] and T 3 [51, 52] refer to two different param-
eterisations of the same function form. The parameters for T 2 were fitted 
to a database consisting of the cohesive energy, lattice parameter and bulk 
modulus of the diamond structure and the cohesive energy of bulk polytypes 
of silicon (e.g., Si2, simple cubic, face-centred cubic) . In the case of T3 , the 
parameters were required to produce the three elastic constants of silicon 
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within 20%. The family of the Tersoff potentials are based on the concept 
of bond order: the strength of a bond between two atoms is not constant 
but depends on the local environment. The more neighbours an atom has, 
the weaker the bonds are which are formed to these atoms. This can be 
described by potentials of the form 
(2.24) 
by constructing an environment-dependent term bij , which weakens the pair 
interaction when the number of neighbours (coordination number) of an atom 
is increased. 
The original Tersoff potential has the following form. The total energy, 
E, is 
1 No.tom Natom 
E = 2 L L V(rij) 
i=1 Ni 
(2.25) 
where 
(2.26) 
where fR and fA describe the repulsive and attractive contributions to the 
potential respectively. They are of the form 
IR(rij) = Ae-Alrij 
IA(rij) = _Be-A2Ti; 
(2.27) 
(2.28) 
where A, B, A1 and A2 are positive constants. The function le is a cut-off 
function that restricts the potential calculations to nearest neighbours only 
and changes smoothly from unity to zero as the separation distance between 
two atoms increases. It is given by 
{
I, r 2': R - D 
le(r) = ~_~sin("C;;R»), R-D<r<R+D 
0, r 2': R+ D 
The terms aij and bij are given as follows: 
and 
where 
'TJij = L le(r;k)e(A!Cri;-rik )3) 
ki'i,j 
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(2.29) 
(2.30) 
(2.31) 
(2.32) 
and 
(ij = L fc(rik)9(Oijk)e(>.~(r'rr'k)3) 
ki'i,j 
r? r? 
g(O) = 1 + rF - d2 + (h-COSO)2 
(2.33) 
(2.34) 
Tersoff could not find a parameter set {A,B,A!,A2,Cl!,/3,n,c,d,h,A3,R,D} 
which would describe both the reconstructed Si surfaces and its elastic con-
stants well. Due to this he gave two parameterisations: T2 (surface prop-
erties) and T3 (elastic properties). The parameter values for both T2 and 
T 3 are summarised in table 2.2. It should be noted that, since Cl! = 0, aij is 
T2 T3 
A (eV) 3.2647 x 103 1.8308 X 103 
B (eV) 9.5373 x 101 4.7118 X 102 
Al (A-1) 3.2394 2.4799 
A2(A-1) 1.3258 1. 7322 
Cl! 0.0 0.0 
/3 3.3675 X 10-1 1.0999 X 10-6 
n 2.2956 x 101 7.8734 X 10-1 
C 4.8381 1.0039 x 105 
d 2.0417 1.6218 x 101 
h 0.0000 -5.9826 X 10-1 
A3 (A-I) 1.3258 1.7322 
R (A) 3.0 2.85 
D (A) 0.2 0.15 
Table 2.2: Parameters for the Tersoff potentials T2 and T3 for silicon. 
exactly 1. 
T2 and T3 were used, for instance, in microclusters1 [71], bulk point 
defects [50, 51, 72], the liquid [50, 51] and amorphous [51, 64] states and 
surface reconstructions [50, 51, 58, 68, 73]. 
1 Microclusters consist of 10 to 103 atoms that exhibit neither the properties of the 
corresponding bulk nor those of the corresponding molecules of a few atoms. They can 
be considered to form a new phase of materials between bulk and particles (atoms and 
molecules) [70J. 
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2.4 Comparative study of silicon potentials 
In recent years, many empirical potentials for Si have been developed and 
applied to a number of different systems and compared to each other [74J. 
The conclusion is that the potentials, even if they are carefully tuned, will 
describe some properties very poorly. Thus, developing empirical potentials 
for Si has been very testing, making it an ideal candidate for theoretical study 
into the fundamental issues of representation by an empirical potential. Be-
fore starting any simulation, it is essential to consider whether the potential 
contains enough of the right physics to describe the problem at hand. For 
instance, in this study, we have considered the following aspects: 
1. Si2 and Si3 clusters 
2. Diamond structure of silicon 
3. Crystal phases of silicon 
4. Elastic constants 
5. Point defects (interstitials and vacancies) 
In each case a different aspect of physics is required which may render poten-
tials fitted to one set of properties not transferable enough to describe other 
properties. For Si, surfaces and small clusters have been difficult to handle 
[1,74]. Even bulk material has resisted a transferable description by a single 
potential. 
In the rest of this section, an overview of the various features listed ear-
lier is given and the performance of the SW and the Tersoff potentials in 
describing these features of Si is presented. The results obtained from these 
potentials are compared, where applicable, to the experimental, ab initio 
(DFT) and/or FTB results. 
2.4.1 Si2 and Sh clusters 
Accurate experimental data exists for the bond length, bond energy and 
vibrational frequency of Si2 [75J and the binding energy of Si3 [76J. No ex-
perimental data on the structures of Sin (n :::: 3) appears to be available [74J. 
However, accurate ab initio calculations have been performed on microclus-
ters [76, 77J. 
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Calculated equilibrium properties of Si2 
The equilibrium bond length, re, and the binding energy, De, of Si2 dimer 
as obtained by the selected models are shown in table 2.3. Most potentials 
De (eV) 
re (A) 
Expt. [75J 
3.24 
2.246 
FTB 
4.37 
2.021 
SW [48J T2 [50J 
2.32 2.62 
2.352 2.313 
T3 [51, 52J 
2.67 
2.295 
Table 2.3: Equilibrium properties of Si,. re is the bond length and De is the dimer 
energy. 
reproduced re favourably. The largest discrepancy is obtained with the FTB 
model which underestimates re by around lO%. De is also less well described 
by the FTB model as compared with the empirical potentials. FTB overes-
timates De by 34.9% while the underestimation ranges from 17.6% for T3 to 
28.4% for SW. 
Calculated properties of Si3 
Table 2.4 shows the equilibrium properties of Si3. The ab initio calculations 
predict that the lowest energy configuration for Si3 is an isosceles triangle 
with an apex bond angle of 77.8° and bond length of 2.165 A. None of the 
E (eV) 
e (degrees) 
r (A) 
ab initio [76J 
7.7 
77.8 
2.17 
FTB SW [48J 
6.52 4.74 
60.0 60.0 
2.31 2.56 
T2 [50J 
7.87 
60.0 
2.31 
T3 [51, 52J 
5.33 
126.75 
2.30 
Table 2.4: Equilibrium properties of Si3. r is the bond length, e is the bond angle and 
E is the binding energy. 
potentials predicts the correct ground-state structure as shown in table 2.4. 
T3 predicts a trimer with bond angle 126.75° whereas FTB, SW and T2 pre-
dict an equilateral triangle as the ground-state structure of Si3. However, for 
a lower electron temperature (thermal smearing), the FTB correctly predicts 
an isosceles configuration for Si3 with a bond angle of 78.7° and bond length 
of 2.14 A. The corresponding binding energy is 7.44 eV. 
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2.4.2 Diamond structure of Si 
A silicon atom has 14 electrons, 10 in the core and 4 outer electrons and 
these can form four bonds with Sp3 hybridisation. In order for the other 
atoms to overlap effectively with the Sp3 orbitals, the atoms have to assume 
the same tetrahedral orientation with an angle separation of 109.47°. This 
results in a fairly open crystal structure of silicon as shown in figure 2.2 
which is referred to as the diamond structure. Accordingly, pair potentials 
Figure 2.2: Illustration of the diamond structure of silicon [781 whereby each atom has 
4 nearest neighbours. The tetrahedral bonding between atoms in the diamond structure 
can be clearly seen and is characteristic of the directional covalent bonding. 
alone are inadequate to describe the cohesion in Si. The natural way to solve 
this problem is to consider an expansion the empirical potential as shown in 
equation (2.7). 
The diamond structure cohesive energy and the lattice parameter values 
are compared in table 2.5. All the models predict the values within acceptable 
accuracy. In particular, the SW, T2 and T3 potentials predict a and Eo with 
a relative error of at most 0.037% from the experimental values. 
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Eo (eV/atom) 
a (A) 
Expt [79] 
-4.63 
5.429 
DFT [SO] 
-4.67 
5.451 
FT8 
-4.767 
5.422 
sw [4S] T2 [50] T3 [51, 52] 
-4.630 -4.630 -4.630 
5.431 5.431 5.432 
Table 2.5: Silicon cohesive energy, Eo, and lattice parameter, a, in the equilibrium 
diamond phase. 
2.4.3 High Pressure Phases of Si 
Under atmospheric pressure, Si has the diamond cubic structure up to the 
melting point [SI]. Conventionally, this phase is labelled Si-I. At elevated 
pressures, no less than eleven other crystalline phases have been experimen-
tally identified [S2]. Some of them are thermodynamically stable phases 
which appear when the pressure is increased above some level. Several oth-
ers are inetastable phases, which form from the former ones during pressure 
release. These high pressure states are important for friction, wear and tri-
bology. 
Table 2.6 [S2] gives the structure and the pressure region of the 11 crys-
talline phases of Si. Except for the usual low pressure and the Si-VI phase 
which are semiconducting, all the other phases of Si are metallic. The trans-
formation sequence of stable states at increasing hydrostatic pressure is [S2]: 
I --t 11 --t XI --t V --t VI --t VII --t X 
Metastable phases observed on decompression depend on pressure release 
conditions. For stepwise slow decompression the sequence is [S2]: 
V --t XI --t II --t XII --t III 
Two other fourfold structures of Si are the Si(34) and Si(46) clathrate 
structures [102]. Silicon c1athrates are an interesting family of materials with 
potential applications in microelectronics, integrated optics or thermoelectric 
applications. Silicon c1athrates are open structures where all of the silicon 
atoms have sp3 bonding. In nature these structures are stabilised by alkali 
impurity atoms. 
The equilibrium energetics and volumes of some bulk silicon structures 
are given in tables 2.7 and 2.S respectively. The structures considered are: 
the silicon c1athrates (Si(34) and Si( 46)), 8CS, STI2, ,8-tin and simple cubic 
(SC). The properties of these selected structures were used subsequently in 
the neural network computing and testing. Figure 2.3 shows the various 
crystal structures [103] considered in this work. 
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Designation Structure Pressure Ref. 
region (GPa) 
Si-I diamond cubic 0-12.4 [81,83] 
Si-II body centred tetragonal 8.8 - 16 [83 - 88] 
CB-tin) 
Si-Ill body centred cubic 2.1-0 [83, 84, 87, 89] 
(BC8) 
Si-IV diamond hexagonal [90 - 95] 
(lonsdaleite) 
Si-V primitive hexagonal 14 -35 [83,85] 
Si-VI orthorhombic 34 - 40 [85,96] 
Si-VII hexagonal closed packed 40 -78.3 [84,85,97] 
Si-VIII tetragonal 14.8 - 0 [98] 
Si-IX tetragonal 12 - 0 [98] 
(ST12) 
Si-X face centred cubic 78.3 - 230 [96,97] 
Si-XI body centred orthorhombic 13/15 [88] 
Si-XII trigonal 12 - 2.0 [99 - 101] 
(RS) 
Table 2.6: Structure and pressure region of high pressure phases of Si. The zero pressure 
means the atmospheric pressure. 
The energy difference (in eV/atom), l:>.E, given in table 2.7, is the dif-
ference between the cohesive energy of the given structure and the cohesive 
energy of the diamond structure. In general, the SW appears to predict the 
increasing trend in l:>.E as obtained by the ab initio models. The Tersoff 
potentials and the FTB model, on the other hand, incorrectly predict the 
order of the SC and the ,B-tin structures. 
Table 2.8 shows the computed equilibrium volume per atom (in A3), V, 
- in increasing order - of the selected crystal phases. The minimum volume 
of BC8 has shifted to the right when compared to the minimum volume of 
ST12 when viewed in an "energy/volume" phase diagram derived from the 
FTB results. The largest discrepancy in matching the ab initio results was 
found for the ,B-tin structure for all the different models considered. 
2.4.4 Elastic constants 
Cubic crystals have a certain stress-strain relation. These material proper-
ties of the crystals are expressed via the elastic constants, which determine 
the behaviour of materials under any arbitrary, but sufficiently small load-
26 
(a) {J-tin 
(b) BCT5 (c) BCS 
(d) STI2 (el Si(34) (I) Si(46) 
(g) Simple cubic 
F ig ure 2.3: Crystal st ru cture" of silicou cousidered ill this work . 
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!:::.E (eV /atom) 
ab initio FTB SW [48] T2 [50] T3 [51, 52] 
Si(34) 0.0556 
Si( 46) 0.069b 
BC8 0.110c 0.246 0.201 0.026 0.245 
ST12 0.118c 0.323 
BCT5 0.23d 0.442 
,a-tin 0.266' 0.498 0.213 0.455 0.327 
SC 0.348a 0.317 0.293 0.343 0.318 
Table 2.7: Calculated properties of crystal phase energetics. The references are: a[80J, 
b [102], c [104J and d [105J. 
V (A3/atom) 
ab initio FTB SW [48] T2 [50] T3 [51, 52] 
,a-tin 14.472" 16.246 17.207 16.061 15.459 
SC 16.156' 16.662 17.820 15.644 16.465 
BCT5 16.347d 17.860 
BC8 17.48c 18.058 17.895 17.797 18.330 
ST12 17.65c 17.565 
Si(46) 24.102b 
Si(34) 24.128b 
Table 2.8: Calculated properties of Si crystal phase volumes. The references are: a[80], 
b[102J, '[104J, and d[105J. 
ing. Potentials are often fitted to the extrapolation of experimental data 
at zero temperature [106]. So calculation of the. elastic constants at given 
temperatures can also serve as a measure of the reliability of the interatomic 
potential at those temperatures. 
In cubic crystals, the three elastic constants, Cll , C12 and C44 , are suffi-
cient to determine all stress components whatever the state of strain [78]. If 
the crystal is deformed with the Cartesian strain matrix €c!, 
(
6 0 0 ) 
€c!= 060 
o 0 -26 
(2.35) 
where 6 is a small deformation constant, then we can evaluate the tetragonal 
shear constant, C'. Under this strain, the energy per atom, E, behaves 
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as [107] 
(2.36) 
where, Eo is the equilibrium energy per atom, V is the volume of the distorted 
lattice cell and B is the bulk modulus. C' is also related to the elastic 
constants Cll and C12 as follows: 
(2.37) 
The bulk modulus, B, measures the response of the applied pressure due 
to a change in relative volume. Thus, 
(2.38) 
where P is the pressure which is given as 
P=-(~~) (2.39) 
Using equations (2.38) and (2.39) we obtain 
((PE) B = V aV2 (2.40) 
In cubic crystals, B is given by the following linear combination of elastic 
constants: 
1 
B = 3(Cll + 2C12 ) (2.41) 
To calculate C44 the strain matrix, €C44 is used, where 
8 8) o 8 
8 0 
(2.42) 
The total energy is then given as [107] 
E = Eo + ~VC4482 + VB83 (2.43) 
If U(r) is the energy of interactions of two atoms a distance r apart, then 
in order that U (r) represents the inter atomic potential of the two atoms in a 
stable crystal, it must satisfy the condition that all the elastic constants are 
positive [108]. 
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Expt DFT FTB SW T2 T3 
[79] [109] [48] [50] [51, 52] 
B (GPa) 99.0 93.0 110.1 108.3 98.0 98.0 
Cll (GPa) 167.5 159.0 179.9 161.6 121.7 142.5 
C12 (GPa) 65.0 61.0 75.1 81.6 85.8 75.4 
C' (GPa) 51.25 49.0 52.4 40.0 17.95 33.5 
C44 (GPa) 80.1 85.0 60.3 10.3 69.0 
Table 2.9: A comparison of bulk silicon elastic properties in the equilibrium diamond 
structure. 
The results of the values of the elastic properties are presented in table 
2.9. Tersoff developed T3 in order to improve on the elastic constants. T3 
describes the elastic constants better than T2. SW also gives a reasonable 
description. The FTB method also gives a good prediction of the various 
quantities and even records the least percentage relative error for C', with 
respect to the experimental value, when compared to the other computational 
methods. 
2.4.5 Point defects in silicon 
Crystals inherently possess imperfections. Crystalline defects may be classi-
fied into a number of categories according to their geometry. Crystal defects 
occur as points, along lines, or in the form of a surface. The presence of 
most of these crystalline defects is undesirable in silicon wafers, although 
certain types of defects are essential in semiconductor manufacturing - from 
production yields to product reliability. For instance, the presence of point 
defects is important in the kinetics of diffusion and oxidation. 
Figure 2.4(a) illustrates the two types of point defects in a pure Si crystal 
considered in this work: an atom can be absent from a normally occupied 
position to give what is called a vacancy, or an atom may be incorporated 
at a position not normally occupied, called an interstitial atom. Several dif-
ferent interstitial sites exist in silicon. Here, we consider the tetrahedrally 
coordinated sites with four silicon neighbours and the bond-centred intersti-
tial which is located at the centre of bond of two lattice atoms. A schematic 
diagram of the Si tetrahedral and bond-centred interstitials is given in figure 
2.4(b). 
In general, point defects involve atomic displacements around them [74]. 
Such defects provide information about bond-breaking energies and are im-
portant for testing the ability of the potentials to model such atomic dis-
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placements. The formation energy, Ef . for points defect is given by 
E _ Edereet (M) E bu tk f - M - - N (2.44) 
where E~ulk is Lhe total energy of a perfect bulk syst m of N atoms. E~rrect is 
the total energy of a system of NI atoms with defects. P r a single in Lerst i t ial 
M = N + 1 and for a monovacancy AI = N - 1. 
Table 2. 10 shows Lhe calculated format ion energies of vacancies, Letrahe-
dral and bond-cenLred interstitials in i using OPT and the SW, T2 and T3 
pot nt ials. T3 calculates t h va ancy form ation energy, E" , inside t he range 
of the corresponding DFT values. Both SW and T2 lightly underestimaLe 
E". On the other hand , both SW and T2 pred ict t he tet rahedral inter t i-
tial formation energy. ElT ' within t he OFT interval while T3 underestimates 
E,./" E'f) ' the fo rmation energy of th I ond-centred in terst i t ial, is pred icLed 
outside the OFT inter val for all the thr e ca cs. 
2.5 Conclusions 
The empirical potenLials of t h vari ous materials indicate that simple (pair) 
potential are not adequate to model t he atomi interactions in t he mate-
rial . Lo al environment information of atoms needs to be mbodied into 
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DFT [1l0 - 113J 
3-4 
5-6 
4-5 
SW [48J 
2.82 
5.25 
5.99 
T2 [50J 
2.81 
5.03 
2.84 
T3 [51, 52J 
3.70 
3.45 
5.86 
Table 2.10: Formation energies (in eV) of point defects in silicon. Ev, ElT and EIB are 
the vacancy, tetrahedral and bond-centred interstitials formation energies respectively. 
the the functional form of the complex many-body potentials. However, in 
the case of Si, even the most commonly used Stillinger-Weber and Tersoff 
potentials do not describe all the required properties accurately. In general, 
the ab initio calculations are more precise than the calculations from the em-
pirical potentials and the tight-binding methods. Empirical potentials either 
ignore quantum mechanical effects, or attempt to capture quantum effects in 
a limited way through entirely empirical equations. The ab initio methods 
use full quantum mechanical formulae to calculate the potential energy of a 
system. Although various approximations may be used, these are based on 
theoretical considerations, not on empirical fitting. 
On the other hand, the advantage of the tight-binding method is that it 
can handle a much larger system than the ab initio method while maintaining 
higher accuracy than the empirical potentials. The tight-binding method is 
a semi-empirical method that makes use of the matrix representation from 
quantum mechanics and the matrix elements are found through empirical 
formulae. It has information about the electronic structure of the system. 
Successful empirical potentials in current use have functional forms which 
have been tuned to mimic to the maximum possible degree the energies and 
forces predicted by electronic structure techniques. 
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Chapter 3 
Fundamentals of neural 
networks 
3.1 Introduction 
A neural network is a powerful data modelling tool that is able to capture 
and represent complex input-output relationships. The motivation for the 
development of neural network technology stemmed from the desire to de-
velop an artificial system that could perform "intelligent" tasks similar to 
those performed by the human brain. It is a system composed of many in-
terconnected simple processing elements that work in unison to model data. 
The processing elements are often referred to as units or neurons or nodes 
and each such element has a local memory which can perform localised infor-
mation processing. The processing ability of a neural network is determined 
by the network structure, inter-neuron connection strengths or weights, and 
the processing performed at the neurons. . 
A neural network must first be trained on samples of the data so that 
it can learn to recognise patterns in the data. Once trained it can make 
predictions by detecting similar patterns in future data. Consequently, neural 
networks resemble the human brain in the following two ways [115]: 
1. A neural network acquires knowledge through learning or training. 
2. A neural network's knowledge is stored through the inter-neuron con-
nection strengths. 
The true power and advantage of neural networks lie in their ability to 
represent non-linear relationships and in their ability to learn these relation-
ships directly from the data being modelled. A trained neural network can 
be thought of as an "expert" in the category of information it has been given 
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to analyse. Neural networks offer robust solutions to a variety of classifica-
tion problems as well as functional prediction and system modelling where 
the physical processes are highly complex but we have sufficient training 
data available. Effective solutions can often be constructed far more quickly 
than is possible using traditional approaches which are largely reliant on 
experience in a particular field. However, neural networks are not wholly 
independent of domain expertise. Indeed the success of an application will 
often depend on how much knowledge about the problem domain can be 
integrated into the design and training of the network [116]. 
Unlike analytical approaches commonly used in fields such as statistics 
and control theory, neural networks require no explicit model and no limiting 
assumptions of normality or linearity. The behaviour of a neural network is 
defined by the way its individual computing elements are connected and by 
the weights. The weights are automatically adjusted by training the network 
according to a specified learning rule until it properly performs the desired 
task. Learning is based on the definition of a suitable error function which 
is minimised with respect to the weights in the network. 
There are multitudes of different types of neural networks. One way is to 
classify them according to their connection geometries. In feedforward neural 
networks the data flow strictly in one direction from the input units to the 
output units with no feedback connections. This type of neural network is 
known as a supervised network because it requires a desired output for each 
input pattern in order to learn. The goal of this type of network is to create 
a model that correctly maps the input to the output using historical data 
so that the model can then be used to produce the output when the desired 
output is unknown. Alternatively, neural networks can also be classified as 
unsupervised networks whereby no target data is supplied for training. In-
stead of trying to map the input-output relationship of the data, the goal is to 
find an underlying structure of the data. Unsupervised networks can be used, 
for instance, to identify groups of data. However, the most common network 
model is the feedforward neural network also known as the multi-layer per-
ceptron (MLP). It has been proved most useful in engineering, financial and 
other practical applications. Only feedforward networks will be used for the 
modelling contained in this thesis. 
The feedforward neural networks require training algorithms which in-
volve an iterative procedure for the minimisation of the error function with 
adjustments to the weights being made in a sequence of steps. At each such 
step we can distinguish between two distinct stages [117]. In the first stage, 
the derivatives of the error function with respect to the weights are evaluated. 
The input data is repeatedly presented to the neural network. With each pre-
sentation the output of the neural network is compared to the desired output 
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and an error is computed. This error is then fed back (back-propagated) to 
the neural network in order to evaluate the derivatives. In the second stage, 
the derivatives are then used to compute the adjustments to be made to the 
weights by using optimisation schemes such as the gradient descent algorithm 
or the Levenberg-Marquardt method [118, 119]. 
In section 3.2 the fundamentals of the neuron model is presented. Then, 
in section 3.3, the basic architecture of a neural network is described. This is 
illustrated in section 3.4 by the architecture of a feed forward neural network. 
Specifically, we introduce the basic concepts with a network with one hidden 
layer. These concepts are subsequently applied to more advanced feedforward 
architectures. The back-propagation algorithm is discussed in section 3.5 as 
being a specific technique for computing the derivatives of the error function 
in feed forward networks. The derivatives of the neural network outputs with 
respect to the inputs variables are derived in section 3.6. In section 3.7, tech-
niques for minimising the error function are described. Then, in section 3.8, 
we discuss one way of processing the data set for training a neural network 
as a means of attaining better convergence. This is followed in section 3.9 
by a discussion on improving the effectiveness of a neural network. Before 
concluding, a practical means of implementing a feedforward neural network 
to solve a problem is presented in section 3.10. 
3.2 Model of a neuron 
Neurons are information-processing units that are fundamental to the opera-
tion of a neural network. These units are simple processors whose computing 
ability is typically restricted to a rule for combining input signals and an ac-
tivation rule that takes the combined input to calculate the output signal. It 
consists of a set of weighted input connections and includes a bias, a combi-
nation function, an activation function and an output. Figure 3.1 shows the 
model of such a neuron which forms the basis for designing neural networks. 
From the figure 3.1 a neuron q can be described in mathematical terms 
by the following pair of equations: 
and 
p 
netq = L WqpXp + bq 
p=! 
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(3.1) 
(3.2) 
W q2 
X 2Q----7------H 
+1 
Figure 3.1: The model of a neuron q. It consists of a summation function which combines 
the product of the incoming p inputs, xP' and the weights, W qP , and the bias bq • The sum 
is then transferred to the activation function, <p(.), which determines the output of the 
neuron, Yq. 
where Xl, X2, ... , Xp are the input connections; Wq!, W q2,' .. ,WqP are the 
weights; bq is the bias; netq is the resultant combined input to neuron q; 
<p(.) is the activation function; and Yq is the output of the neuron. 
An input connection has an input value that is either received from a 
previous neuron or from outside the network. Each of the inputs are multi-
plied by a connection weight. A weight is a real number that represents the 
strength or importance of an input connection to a neuron. The bias is not 
connected to any other neuron in the network and it can be considered to be 
a weight connected to a fixed input of + 1 for the summation function. The 
weights and biases of a neural network represent its adjustable parameters. 
The summation function is the most common form of combination function 
used. The output of the summation function becomes the input of the acti-
vation function which is either a linear or a nonlinear mathematical function 
used to limit the amplitude range of the output of the neuron to some finite 
value. Activation functions are needed to introduce non-linearity into the 
networks. 
Neural networks support a wide range of activation functions. If the 
activation function is the step function (i. e., the neuron's output is 0 if the 
input is < 0 and 1 if the input is;::: 0) then the (artificial) neuron acts just like 
the biological neuron. A biological neuron is activated when the total signal it 
receives exceeds a certain threshold. At that point, it fires an electrochemical 
signal to other neurons [120j. However, the step function is rarely used in 
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neural networks modelling. For use in finding the optimal weights by the 
back-propagation algorithm, it is also required that the activation functions 
are differentiable thus permitting the evaluation of increments of weights via 
the chain rule for partial derivatives [121J. Accordingly, the sigmoid function, 
equation (3.3), is the most common form of activation function used in the 
construction of neural networks. 
1 
cp(x) = 1 + e-x ' x E IE. 
Figure 3.2 shows the graphical plot of the sigmoid function. 
y 
1.2 
1 
0.8 0 
y=tl(l+eOX) 
-8 -6 -4 -2 o 2 4 6 
(3.3) 
8 X 
Figure 3.2: Graphical plot of the sigmoid function y = 1/(1 + eX). The function 
assumes a continuous range of values from 0 to 1. The continuous response exhibited 
by this activation function makes it a natural choice for networks that employ the use of 
derivatives to minimise error. 
The derivative of the sigmoidal function is given by 
cp'(x) = cp(x)(l - cp(x)) (3.4) 
Other functions with similar features can be used, most commonly, the hy-
perbolic tangent function, tanh (equation (3.5)), which squashes activations 
into the range of [-1, 1J. 
(3.5) 
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Other optimisation schemes that do not use gradients, for instance the genetic 
algorithm, may permit the use of the saturation function 
{
X if x < -1 or x > 1 
cp(x) = sgn(x) if -1 :-::; x :-::; 1 (3.6) 
In the present work, all models use the sigmoidal function given in equation 
(3.3). 
3.3 Network architecture 
In general, a neural network consists of levels or layers of neurons: 
1. a layer of input units, known as input layer; 
2. a layer of output units (output layer); 
3. none, one or more layers of hidden units (hidden layers). 
3.3.1 The input layer 
The units in the input layer do not do any neural processing, i.e., they do 
not combine weighted inputs and process the information with an activation 
function. They simply act as receptacles through which the external envi-
ronment presents a pattern to the neural network. The input layer forwards 
whatever input it has received to the next layer in the network. Thus, ev-
ery input neuron represents some independent variable that has an influence 
over the output of the neural network. As the number of variables increases, 
the number of cases required increases nonlinearly, so that with even a fairly 
small number of variables a large number of cases are required. This problem 
is known as "the curse of dimensionality" . 
3.3.2 The output layer 
The output layer of the neural network is what actually presents a pattern to 
the external environment. Whatever pattern is presented by the output layer 
can be directly traced back to the input layer. The number of output neurons 
should directly be related to the type of work that the neural network is to 
perform. For instance, in this work, the neural network models used have 
only one output which represents the potential energy of an atom. 
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3.3.3 The hidden layer 
A hidden layer lies between the input and the output layers. It acts as a layer 
of "feature detectors" [122] - the hidden units enable the network to learn 
complex tasks by extracting progressively meaningful information from the 
input/output examples. Deciding the number of hidden neurons in layers is 
a very important part of deciding the overall neural network architecture. 
Though these layers do not directly interact with the external environment, 
the hidden layers have a tremendous influence on the final output. Both the 
number of hidden layers and number of neurons in each of these hidden layers 
must be considered. 
There is no limit to the number of neurons that are in a layer. However, 
as the total number of nodes increases (and therefore the weights) so do the 
computational requirements. Using too few neurons in the hidden layers will 
result in underfitting. On the other hand, using too many neurons in the 
hidden layers can result in several problems. First, too many neurons in 
the hidden layers may result in overfitting, i.e., the neural network has so 
much information processing capacity that the limited amount of information 
contained in the training set is not enough to train all of the neurons in 
the hidden layers. A second problem can occur even when there is sufficient 
training data. A large number of neurons in the hidden layers can increase the 
time it takes to train the network. The amount of training time can increase 
enough so that it is impossible to train the neural network. Obviously some 
compromise must be reached between too many and too few neurons in the 
hidden layers. 
There are two trial and error approaches that may be used in determining 
the number of hidden neurons, namely, the forward and backward selection 
methods. The first method begins by selecting a small number of hidden 
neurons. Then the neural network is trained and tested. The number of 
hidden neurons is then increased and the process is repeated so long as the 
overall results of the training and testing improved. The backward selection 
method is performed in the opposite manner beginning with a large number 
of hidden neurons. One additional method that can be used to reduce the 
number of hidden neurons is called pruning. In the simplest sense pruning in-
volves evaluating the weighted connections between the layers. If the network 
contains any hidden neurons which contains only zero weighted connections, 
they can be removed. The idea is to [123] 
1. train a sufficiently large network, 
2. select and order the set of weights whose magnitudes are closest to zero, 
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3. eliminate each one in turn in order of the smallest ones first and deter-
mine the change in the error function, and 
4. restore any of these that affect the error function in a non-negligible 
way. 
Neural networks with no hidden layer, known as single-layer networks, are 
only capable of representing linear separable functions. The multi-layer net-
work distinguishes itself by the presence of one or more hidden layers. By 
adding these hidden layers, a network is enabled to extract higher-order re-
lationships [115]. Neural networks with one hidden layer can approximate 
arbitrarily any function which contains a continuous mapping from one finite 
space to another. In general, the addition of more hidden layers could allow 
the network to learn more complex patterns. 
3.4 Feedforward neural network 
The architectural graph in figure 3.3 illustrates the layout of a multilayer 
feedforward neural network for the case of one hidden layer. It receives 
P input variables, Xl, X2, ••• , Xp, and has Q hidden neurons and R output 
variables where P, Q and R E N. The network in figure 3.3 is fully connected 
in the sense that every node in each layer is connected to every other node in 
the adjacent forward layer. The input signal propagates through the network 
in a forward direction on a layer-by-layer basis. The links between the input 
layer and the hidden layer form one level of weights, denoted by A, such that 
wqi, represents the weight connecting an input node p (p = 1,2, ... ,P) and a 
hidden node q (q = 1,2, ... , Q). Each neuron q in the hidden layer, involved 
in the level A, has a bias b: and gives an output y: which is propagated to 
an output neuron r, where r = 1,2, ... , R. The links between the hidden 
layer and the output node forms another level of weights which is denoted by 
B. Accordingly, w~ represents the weights between the hidden node q and 
the output node r. Each node in the output layer involved in level B has a 
bias Wand outputs y~. By using the equations (3.1) and (3.2) we obtain 
the following relationships between the input and output variables and the 
parameters (weights and biases) of the model. 
p 
net: = L w~xp + b: (3.7) 
p=! 
so that 
(3.8) 
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Input layer Hidden layer Output layer 
Figure 3.3: A feedforward neural network model consisting of P inputs, Q hidden neu-
rons and R output nodes. The x's are the input variables to the network. The biases and 
the weights between the input layer and the first hidden layer are indicated by bA,s and 
wA's respectively. bB,s and wB's represent the biases and weights incoming to the output 
layer from the hidden layer. The output of the neurons are indicated by the y's. The 
bigger circles represent neurons having activation functions to perform computations. 
and 
Q 
tB '" BA bB ne r = L..J WrqYq + r (3.9) 
q=! 
yielding 
(3.10) 
A feedforward neural network has three distinctive characteristics: 
1. Each computational neuron in the network includes a smooth nonlinear 
activation function. 
2. The network contains one or more layers of hidden neurons which en-
able the network to learn complex tasks. 
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3. The network exhibits a high degree of connectivity. 
It is through the combination of these characteristics, together with the abil-
ity to learn from training with the back-propagation algorithm, that the 
feedforward neural network derives its ability to represent data and may be 
viewed as a practical means for performing a nonlinear input/output map-
ping of a general nature. The justification for the approximation by a multi-
layer feedforward neural network is embodied in the universal approximation 
theorem [l1J for a nonlinear input/output mapping, which may be stated as: 
Universal Function Approximation 1 Let'P(') be a nonconstant, bounded 
and monotone increasing continuous function. Let Ip denote the P-dimensional 
unit hypercube [0,1J P . The space of continuous functions on Ip is denoted 
by C(Ip). Then, given any function f E C(Ip) and a small acceptable error 
E > 0, :J Q E ;Z and sets of real constants Qq, bq and wqp, where p = 1, ... , P 
and q = 1, ... ,Q such that we may define 
F(XI"'" xp) = tQq'P (~wqpxp + bq) (3.11) 
as an approximate realisation of the function f(.); that is 
for all Xl, ... , Xp that lie in the input space. 
The universal approximation is directly applicable to a multilayer feed-
forward network with the sigmoidal activation function (equation (3.3)) since 
the function is nonconstant, bounded and monotone increasing. In addition, 
equation (3.11) represents the output of a multilayer feedforward neural net-
work described as follows: 
1. The network has P inputs denoted by Xl,"" xp and a single hidden 
layer consisting of Q neurons. 
2. The hidden neuron q has weight wqp connected to the input xp and bias 
hq• 
3. Q q represents the weight connecting the hidden neuron q to the output 
neuron. 
In effect, the theorem states that a single hidden layer is sufficient for a mul-
tilayer feedforward neural network to compute a uniform E approximation to 
a given training set represented by the set of inputs Xl,.'" xp and a desired 
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(target) output !(Xl, ... , xp). However, the theorem does not say that a 
single hidden layer is optimum in the sense of training time and generalisa-
tion. The problem with a feedforward network with a single layer is that 
the neurons therein tend to interact with each other globally. In complex 
situations this interaction makes it difficult to improve the approximation at 
one point without worsening it at some other point. 
On the other hand, with two hidden layers the approximation (curve 
fitting) process becomes more manageable and, in particular, the approxi-
mation process may proceed as follows [12, 124J: 
1. Local features are extracted in the first hidden layer. Specifically, some 
neurons in the first hidden layer are used to partition the input space 
into regions and other neurons in that layer learn the local features 
characterising those regions. 
2. Global features are extracted in the second hidden layer, whereby, each 
neuron combines the outputs of neurons in the first hidden layer oper-
ating on a particular region of the input space. 
This work is on feedforward networks having more than one hidden layer. 
3.5 The back-propagation algorithm 
The development of the back-propagation algorithm represents a landmark 
in neural networks in that it provides a computationally efficient method 
for multilayer networks to learn a suitable mapping from a given data set. 
It should be noted that the term back-propagation is used in the neural 
computing literature to mean a variety of different things. For instance, in 
[125], the term back-propagation is used to describe the training of a MLP 
using the gradient descent applied to the s um-of-squares error function of the 
form 
SSE = ~ 'to (E(m))2 = ~ 'to (t(m) _ y(m))2 
m=l m=l 
(3.12) 
where, t(m) is the target and y(m) is the predicted neural network response 
for the mth training pattern. Ntrain is the total number of examples available 
for training the neural network. In this case, the training constitutes of a 
single scheme which evaluates the derivatives of the error function, SSE, and 
adjusts the weights of the network. In [117], however, the nature of training 
is considered into two distinct stages. In the first stage, the derivatives of an 
error function (other than just the sum-of-squares function (equation 3.12)) 
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with respect to the weights are evaluated and the algorithm for evaluating the 
derivatives is known as back-propagation. In the second stage, the derivatives 
are then used to compute the adjustments to be made to the weights and 
this involves the minimisation of the chosen error function using a variety of 
optimisation schemes many of which are substantially more powerful than 
the gradient descent method. For the purpose of this thesis, we shall adopt 
the definition from [117] as it is more flexible. Consequently, we shall consider 
the computation of the derivatives of an error function, £ (discussed here), 
and the weight adjustments separately (discussed in section 3.7). 
Basically, back-propagation consists of two passes through the different 
layers of the network: a forward pass and a backward pass. In the forward 
pass, an input vector is applied to the input nodes of the network and its 
effects propagates through the network layer by layer. Finally, a set of out-
puts is produced as the actual response of the network. During the backward 
pass, the actual response is subtracted from a desired response to produce an 
error signal. This error is then propagated backwards through the network 
against the directions of connections and the derivatives are evaluated. In 
a practical application of the back-propagation algorithm, learning results 
from the many presentations of a prescribed set of training examples. One 
complete presentation of the entire training set during the learning process 
is called an epoch. The training exemplars can be thought of as ordered 
pairs ((x(m), yT(m»); m = 1,2, ... , Ntrain} where, for each of the mth training 
exemplar, x(m) represents an input vector and yT(m) represents the output 
pattern vector associated with the input vector x(m). 
We suppose that £ can be written as a sum over all patterns in the 
training set of an error defined for each pattern separately 
Ntra.in 
£ = L £(m) (3.13) 
m=l 
Accordingly, the derivative of the total error £ can be obtained by summing 
over all the derivatives of £(m) for each pattern in the training set. Therefore, 
if w is any weight in the network, we have 
a£ 
aw (3.14) 
The derivation of the back-propagation algorithm for the feed forward 
network shown in figure 3.3 is given in Appendix A. The technique can be 
extended to any general network having feedforward topology. Using equa-
tions (A.5), (A.S), (A.12) and (A.13) we can summarise the relations that we 
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have derived for the back-propagation algorithm for any weight Wqp in the 
network as a product of the two terms: 
8£(m) 
-",-- = (local gradient, o~m)) x (inputofneuronq,y~m)) 
uWqp 
(3.15) 
A summary of the back-propagation procedure for evaluating the deriva-
tives of the error £(m) in the network (figure 3.3) with respect to the weight 
t - ( A A bA bA B B bB bB)T . t d vecorw- W l1 '···,WQP, 1'···, Q,Wl1 ,···,WRQ' 1'···, R Ispresene 
below. For the mth training example, yA(m) = (yt(m), ... , y~(m))T is the 
vector of the outputs of the hidden units; yB(m) = (yf(m), ... , y~(m) f is 
the vector of the outputs of the output units; <5 B (m) = (of (m) , ... , o:(m)f 
and <5A (m) = (ot(m), ... , o~(m) f are the vectors of the local gradients for the 
output and hidden units respectively. 
Algorithm l(Error back-propagation) 
Initialisation Step Let m be a positive number denoting a number 
of training exemplar (x(m), yT(m)). 
Main Step 
1. Apply x(m) to the network. 
2. Forward propagate through the network using equations (3.8) and 
(3.10) to find yA(m) and yB(m). 
3. Evaluate <5B (m) using equation (A.6). 
4. Back-propagate through the network using equation (A.1O) to 
obtain <5A (m). 
5. Evalute v£(m)lw using equation (3.15). 
3.6 Derivatives of the network outputs with 
respect to the inputs 
In this thesis, the partial derivatives of the network output with respect to 
the input variables are required to evaluate the analytic forces on each atom. 
A detailed discussion on the evaluation of the forces will be given when 
we consider the final neural network model designed to represent potential 
energy surfaces. 
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ayB 
Here, we consider the evaluation of -a T for the neural network model 
xp 
shown in figure 3.3. Using equations (3.10), (3.9), (3.8) and (3.7), the deriva-
tive can be obtained as follows: 
ayf _ '( B) 8netf 
-a - 'P netT a 
xp xp 
'( B)~ Bay: 
= 'P netT L.J Wrq ax 
q=l p 
Q anetA 
= 'P'(net~) L w;:"'P'(net:) ax q 
q=l P 
Q 
= 'P'(net~) L w;:"'P'(net:)w~ 
q=l 
3.7 Parameter optimisation 
(3.16) 
The problem of learning in neural networks reduces to that of minimisa-
tion of an error function £. This error is a function of the adaptive pa-
rameters (weights and biases) in the network, which can be conveniently 
grouped together into a single W -dimensional weight vector w with com-
ponents Wl, W2, ... , Ww. Accordingly, the problem can be restated as an 
unconstrained optimisation problem where the goal is to find an optimal 
solution w' that satisfies the equation 
£(w*) S; £(w) (3.17) 
The necessary condition for optimality is 
V£(w*) = 0 (3.18) 
where V £ (w) = g is the gradient vector of the error function: 
g = (~£ , aa£ , ... , aa£ ) T 
uWl W2 Ww 
(3.19) 
In the previous section, it was shown that the derivatives of the error func-
tion with respect to the network parameters can be obtained using back-
propagation. 
For neural networks, in particular those with more than one layer of 
adaptive weights, the error function is typically a highly non-linear function 
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of weights and there may exist many stationary points which satisfy equation 
(3.18). In addition, it is not generally possible to find closed-forms solutions 
for the minima. Usually a numerical approach is taken to find it by searching 
the weight space in incremental steps (t = 1,2, ... ) of the form 
(3.20) 
This class of unconstrained optimisation algorithms is based on the idea of 
local iterative descent: 
Starting with an initial guess, w CD), generate a sequence of weight vectors 
WCl), w(2), ... , such that the error function £(w) is reduced at each iteration 
of the algorithm as shown by 
£(wCt+l)) < E(w Ct)) 
where wCt) is the old value of the weight vector and w CtH ) is its updated value. 
Usually the weights and the biases are initialised with randomly chosen small 
values. The initial weight values are chosen to be small so that the (sig-
moidal) activation functions are not driven into the saturation region where 
their derivatives are very small which would lead to a small error gradient 
as well, i.e., an approximately flat error surface and consequently slow learn-
ing. If the weights are too small, however, all of the (sigmoidal) activation 
functions will be approximately linear which can again lead to slow training. 
In a practical application, the weight adjustments may proceed in one of 
two basic ways: 
1. Sequential mode. In this mode of operation weight updating is per-
formed after the presentation of each training example. 
2. Batch mode. Weight updating in the batch mode is performed after 
the presentation of all the training examples that constitute an epoch. 
The problem of minimising continuous, differentiable functions of many vari-
ables is one which has been widely studied and many of the conventional 
approaches to this problem are directly applicable to the training of neural 
networks. In this chapter, we shall review two such practical algorithms in the 
batch mode of operation, namely: the gradient descent and the Levenberg-
Marquardt (LM) algorithms which are later used in the thesis. 
3.7.1 Gradient descent 
One of the simplest neural network training algorithm is the gradient descent 
method. It is perhaps the most popular algorithm used to train a feedforward 
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multilayer network. In the batch mode, the weight vector is updated at each 
epoch t using 
(3.21) 
where 'f/ > 0 is a small parameter governing the speed of learning, named the 
learning rate. Usually, a momentum term, ft, where 0 ::; ft ::; 1, is added to 
the gradient descent formula with a view to improve the performance of the 
algorithm. The modified formula is than given by: 
(3.22) 
The choice of 'f/ may be critical to the learning. If 'f/ is too large the 
algorithm may overshoot leading to an increase in E and possible oscillations 
between 2 points in the weight space. A small value of 'f/ will lead to long 
computation times for training. The inclusion of momentum also introduces 
a second parameter ft whose value needs to be chosen in addition to that of 
the learning rate parameter 'f/. 
A summary of the gradient descent algorithm in the batch mode with 
momentum is given below. Back-propagation is used to calculate derivatives 
with respect to the weight and bias variables. 
Algorithm 2 (Gradient descent with momentum)[126] 
Initialisation Step Let E > 0 be the termination scalar. Choose the 
learning rate 'f/ and the momentum term ft. Choose starting weight vector 
W(l), let ~w(O) = 0 and t = 1. 
Main Step 
1. If 11 V£(w(t)) 11< E stop; otherwise, go to step 2. 
2. Let ~w(t) = -'f/V£(w(t)) +ft~W(t-l). 
3. Let w(t+1) = w(t) + ~w(t), replace t by t + 1 and go to step 1. 
3.7.2 Levenberg-Marquardt algorithm 
The Levenberg-Marquardt (LM) algorithm [118, 119] is another training al-
gorithm for feedforward neural networks and is specifically designed for min-
imising the sum-of-squares error, SSE (equation (3.12)). The LM algorithm 
can only be used on single output networks [120]. The application of the LM 
algorithm to neural network training is described in [127, 128]. The LM algo-
rithm was designed to approach second-order training speed without having 
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to compute the Hessian matrix, H. The elements of H take the form 
(3.23) 
By neglecting the second term in equation (3.23) we arrive at the LM approx-
imation or outer product approximation since the Hessian matrix is built up 
from a sum of outer products of the vector gem) where gem) = v£(m)(w) is 
the gradient of the error function £(m). Thus, we have 
Ntrnln 
g= L gem) (3.24) 
m=l 
Ntrain 
H = L g(m)(g(m))T (3.25) 
m=l 
The weights are then adjusted according to the following update: 
(3.26) 
where I is the identity matrix and the parameter A > 0 governs the step size. 
For very small values of the parameter A we obtain the Newton formula! 
while for large values of A we recover the standard gradient descent (equation 
(3.21)). 
The LM algorithm is an example of a model trust region approach in 
which the model is trusted only within some region around the current search 
point. In practice a value must be chosen for A which varies during the 
minimisation process. At each step during the process the change in the 
error function SSE is monitored. If the error decreases after taking the step 
predicted by equation (3.26) the new weight vector is retained, the value of 
A is decreased by a factor Adec and the process is repeated. If, however, the 
error increases, then A is increased by a factor Ainc, the old weight is restored 
and a new weight update is computed. This is repeated until a decrease in 
SSE is obtained. 
A summary of the LM algorithm is given below. Back-propagation is used 
to calculate the derivatives of the error function with respect to the weights 
and biases of the network. 
lThe weight update corresponding to the Newton formula is given by C.W = _H-lg. 
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Algorithm 3 (Levenberg-Marquardt)[126] 
Initialisation Step Choose a termination scalar E > 0, Amin > 0, 
Amax > 0 and an initial starting weight vector WI. Choose factors Adee 
and Aine. Let £(w{1)) = SSE(w{1)), gCI) = V£(wCl)) and 
HCI) = gCI) (gCI)JT. Let t = 1 and go to main step. 
Main Step 
1. If 11 V£(wCt)) 11< E stop; otherwise go to step 2. 
2. Let ~wCt) = _[HCt) + AI]-lgCt). 
3. Let wCt+I) = wCt) + L).wCt) and evaluate £(WCt+I)). 
4. If £(w(t+l)) < £(wCt)) go to step 5; otherwise, go to step 8. 
5. Replace wCt) by w(t+1), £(wCt)) by £(WCt+I)) and t by t + 1. 
6. Let A = AAdee. 
7. If A < Amin terminate; otherwise, go to step 1. 
8. Let A = AAine. 
9. If A > Amax terminate; otherwise, go to step 2. 
3.7.3 Stopping criteria 
When using non-linear optimisation algorithms, some choice must be made 
of when to stop the training process. Some of the possible choices are: 
1. Stop after a fixed number of steps. The problem with this approach is 
that it is difficult to know in advance how many iterations would be 
appropriate. 
2. Stop when the error function falls below some specified value. This 
suffers from the problem that the specified value may never be reached. 
3. Stop when the change in the error function (~£) has become smaller 
than a specified amount. This may lead to premature termination if 
the error function decreases relatively slowly during some part of the 
training run. 
4. Stop training when the error measured using an independent validation 
set starts to increase. This approach is generally used as part of a 
strategy to optimise the generalisation performance of the network: 
how well will the network make predictions for cases that are not in 
the training set? This measure is discussed subsequently. 
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3.8 Pre- and post-processing 
Since a neural network can perform essentially arbitrary non-linear functional 
mappings between sets of variables, it can, in principle, be used to map the 
raw input data directly onto the required final output values. In practice, 
such an approach will generally give poor results for a number of reasons 
discussed below. Rather than presenting the raw information from the data 
set of input variables, a neural network learns more quickly and gives better 
performance if the input variables are pre-processed before being used to 
train the network. Similarly, the outputs of the network are post-processed 
to give the required output values. 
All neural networks take numeric input and produce numeric output. The 
transfer function of a unit is typically chosen so that it can accept input in 
any range, and produces output in a strictly limited range (it has a squashing 
effect). Although the input can be in any range, there is a saturation effect 
so that the unit is only sensitive to inputs within a fairly limited range. For 
instance, in the case of the sigmoid function (equation (3.3)), the output is 
usually in the range (0, 1) and the input is sensitive in a range not much larger 
than (-1, +1), i.e., the derivative of the sigmoid function has its largest value 
(slope) in this interval. Outside this interval, the derivative of the sigmoid 
function is almost zero so that the output units that have inputs outside this 
interval are slow to change. 
Hence, the limited numeric response range, together with the fact that in-
formation has to be in numeric form, implies that neural solutions require pre-
processing and post-processing stages to be used in real applications [117]. 
One of the most common forms of pre-processing consists of a simple linear 
rescaling of the input variables. This is often useful if different variables have 
typical sizes of the inputs which differ significantly. Thus, scaling the data 
may equalise the importance of variables. 
Since the training of a neural network involves an iterative algorithm, the 
whole training set is processed and then the transformed data set is used to 
train the network. For post-processing of the network outputs, the target 
data must be transformed using the inverse of the post-processing algorithm 
in order to generate the target values for the network outputs. One useful 
scaling function for transforming the input and output variables to a value 
in the interval [sealemin, sealem• x ] is 
The linear mapping is the transformation v~ = /v(vv) defined via 
(3.27) 
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where 
and 
scalemax - scalemin 
av = 
vv(max) - vv(min) 
bv = scalemin - av vv(min) 
(3.28) 
(3.29) 
In the equations (3.27), (3.28) and (3.29), for each fixed feature v (v EN), 
VV refers to a raw variable (input or output) with its observed minimum and 
maximum values given by vv(min) and vv(max) respectively. The processed 
variable is given by v~ and the terms av and bv are the coefficients of the 
scaling function associated with Vv. 
For post-processing the output variables, the inverse of equation (3.27) 
yields 
(3.30) 
3.9 Generalisation 
A neural network is said to generalise well when the input-output mapping 
computed by the network is correct (or nearly so) for test data never used 
in creating or training the network. Here it is assumed that the test data is 
drawn from the same population used to generate the training data. Gener-
alisation is influenced by three factors [115]: 
1. the size of the training set and how representative it is of the environ-
ment of interest; 
2. the architecture of the neural network; 
3. the physical complexity of the problem at hand. 
For good generalisation, it is necessary that the inputs to the network con-
tain sufficient information pertaining to the target so that there exists a 
smooth mathematical function relating the correct outputs to inputs with 
the desired degree of accuracy. Added to that, the training cases must be 
sufficiently large and must be a representative sample of the set of all cases 
that we want to generalise. Loosely speaking, there are two different types 
of generalisation: interpolation and extrapolation. Interpolation applies to 
cases that are more or less surrounded by nearby training cases; everything 
else is extrapolation. In particular, cases that are outside the range of the 
training data require extrapolation. Interpolation can often be done reliably, 
but extrapolation is notoriously unreliable. Hence it is important to have 
sufficient training data to avoid the need for extrapolation. 
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However, when, a neural network learns too many input-output examples, 
the network may end up memorising the training examples but it has not 
learned to generalise to new situations. Such a phenomenon is referred to as 
overfitting. The error on the training set is driven to a very small value, but 
when new data is presented to the network the error is large. One method for 
improving network generalisation is to use a network that is just large enough 
to provide an adequate fit. This requires the use of a large enough number 
of hidden neurons. Unfortunately, it is difficult to know beforehand how 
large a network should be for a specific application. Various methods have 
been proposed in the literature for improving generalisation. The methods 
that are implemented in this work are discussed in the next few subsections, 
namely, early stopping and weight sharing. 
3.9.1 Early stopping 
In this technique the available data is divided into three subsets: 
1. the training set, 
2. the validation set, and 
3. the test set. 
The overall data set should contain sufficient data to ensure that the network 
can learn the non-linear mapping between the input and output variables over 
the whole range of operation. Let Npattern be the number of cases in the data 
set. Then, the number of cases is allocated randomly as follows: Ntrain, for 
training, Nvat, for validation of the training, and N test , for generalisation of 
the model, where Ntrain + Nval + N test = Npattern. 
The first subset is the training set which is used for computing the gradi-
ent and updating the network weights and biases. The second subset is the 
validation set. The error on the validation set is monitored during the train-
ing process. The validation error will normally decrease during the initial 
phase of training, as does the training set error. However, when the network 
begins to overfit the data, the error on the validation set will typically begin 
to rise. When the validation error increases the training is stopped, and the 
weights and biases at the minimum of the validation error are returned. The 
test set is not used during the training but it is the unseen data that is used 
to test the network's generalisation. 
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3.9.2 Weight sharing 
Perhaps the most obvious way to prevent overfitting in neural networks is 
to restrict the number of free parameters they have. One way to reduce 
the effective complexity of a network with a large number of weights is to 
constrain weights within a certain group to be equal. It is applicable to 
particular problems in which the form of the constraints can be specified in 
advance. This technique of weight sharing builds translation invariance into 
the networks. 
3.10 Im plementing a feedforward neural net-
work 
Normally, the first network created to address a new application can be 
expected to have a number of problems associated with it. It mayor may not 
converge during training, or, after converging, may not do well predicting the 
output when presented with a new input. There are a number of additional 
things that could be done to improve the effectiveness of the network. For 
instance, if the network does not converge during training, the training set 
can be reduced and the network is trained on the smaller set. If the network 
converges, inconsistencies may exist in the data that prevent the network 
from learning the entire application. However, if no inconsistencies are found 
and the network still does not converge, any of the hidden units may have 
become saturated. If saturated units are found (they are indicated by input 
connections that are predominantly very positive or very negative in their 
weighting values) a few more hidden units are added and the training process 
is repeated. On the other hand, if the network converges but does not produce 
accurate outputs, then it is possible that the test set contains cases that are 
outside of the application domain described by the training set. Alternatively, 
the pattern representation can be refined by including additional variables. 
Here we outline the steps that need to be taken to use a feedforward neural 
network as a function approximation tool. We illustrate the implementation 
process by considering the architecture of the single hidden layer shown in 
figure 3.3. However, at this point, the architecture of the network, fixed by 
the numbers P, Q and R, is yet to be determined. The values P and Rare 
determined by the data set. Before the value of Q is selected and training is 
started, disjoint subsets of exemplar pairs for training, for validation of the 
training, and for generalisation of the model, are selected. The gist of the 
implementation is as follows: 
1. Gather data for training purposes by first defining the data source(s). 
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Specifically, this determines whether the parameter being modelled is 
a continuous variable or a discrete value. 
2. Define a data formatting scheme that (i) will allow the representation 
of the input parameters so that the network will learn and (ii) will also 
allow the network to produce the expected output. 
3. Apply preprocessing to the input and output variables. 
4. Divide the data set into the training set, the validation set and the test 
set. 
5. Select the number Q of hidden units. 
6. Initialise randomly the weights and biases of the network. 
7. Train the feedforward network until the validation error starts to rise or 
any other chosen stopping criteria is met. Specifically, this consists of 
computing the error derivatives with respect to the weights and biases 
using the back-propagation algorithm and adjusting the parameters 
using an optimisation method. 
8. Store the weights and the biases. 
9. Use the test set to assess the network's performance. 
10. Verify the feedforward neural network as a correct model. If this test 
is passed, then save the network architecture for future application; 
otherwise, go to step 11. 
11. Either, keep the number Q fixed and go to step 6 or, go to step 5 and 
repeat the steps. 
3.11 Conclusions 
This chapter has introduced the basic theory necessary to understand the ap-
plication of a feedforward neural network to fit an intermolecular potential. 
In the first few sections we discussed how neural networks consist of inter-
connected neurons that operate in parallel, distributing the knowledge about 
how to solve a problem throughout the network structure. We also discussed 
that a feed forward neural network with sigmoidal activation functions is ca-
pable of approximating any continuous function. For such networks with 
differentiable activation functions, the back-propagation algorithm can be 
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used to find the derivatives of an error function with respect to the weights 
and biases in the network. The error function is an important feature of 
such networks as it plays an important role in training the networks. During 
training, the error function is minimised and the weights and biases in the 
network are adjusted. We have seen that the gradient information obtained 
using back-propagation is directly applicable to optimisation techniques, such 
as the gradient descent method and the LM algorithm, for minimising the 
error function. 
The other aspect of building successful neural network applications is the 
process of acquiring and modelling the application data and selecting the 
most appropriate network model for the application. In the later sections we 
focussed on data-representation schemes that can influence the success of a 
neural network application. We also examined the details of implementing a 
feedforward neural network for a practical application. 
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Chapter 4 
Unscreened neural networks for 
potential energy surfaces 
4.1 Introduction 
The development of a neural network model usually proceeds by an iterative 
process of design refinement. This is mainly because the full complexity of 
the problem may not be apparent. In particular, it is difficult to predict the 
performance of a neural network when changing the design parameters such 
as the network architecture (connection pattern between layers), the network 
size (number of neurons per layer) and the choice of inputs. Reconciling the 
architecture of a feed forward neural network with the requirements of an 
interatomic potential energy function for use in dynamics simulation is non-
trivial as the local environment (namely the geometry and the number of 
neighbours) of an atom will be constantly varying throughout the course of 
the simulation. In addition, the network must be able to provide a continuous 
mapping as atoms move in and out of the (first, second, etc.) neighbour 
distance. 
Depending on the definition of a neighbour of an atom, the neural net-
work models we have considered fall into 2 categories: the unscreened neural 
network models and the screened neural network models. For an unscreened 
network, an atom j is a neighbour of a given atom i if the distance between 
the two atoms, rij, is within a chosen cut-off radius, reut. In this definition, 
no reference is made to the atoms surrounding the interaction i - j. For a 
screened network, on the other hand, a neighbour j of an atom i depends on 
the atoms surrounding the interaction i - j. In this chapter we shall focus 
on unscreened neural networks. The details for the screened models will be 
given in the next chapter. 
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4.2 Unscreened models 
Once the data that will be used to train the network has been defined, the 
next step is to decide on an appropriate network. This is done by first iden-
tifying the characteristics of the application that will influence the selection, 
then selecting a network model that can account for the application require-
ments. We begin the development of the unscreened neural network models 
for potential energy surfaces by first describing the two unscreened networks. 
The architectures of the selected unscreened networks are given in figure 4.1. 
Input l"t hidden 2nd hidden Output Input 1 $I hidden 2nd hidden Output 
layer layer layer layer layer layer layer layer 
Figure 4.1: (a) The ~-propagation model. (b) The weighted model. The x's are the 
vectors of input variables; w's are the weights; and yN N represents the output of the 
models. Each neuron has a bias represented by the b's. 
The architecture of the model shown in figure 4.1(a) is referred to as the 
*,-propagation model and is similar to the one used in the work of Hobday 
et al. [14J to fit the bij term of the Tersoff potential (equation (2.26)). Here 
N is the number of input vectors presented to the models. The model shown 
in figure 4.1 (b) is referred to as the weighted neural network model. 
As shown in figure 4.1, the primary difference between the two models 
is the connection strengths between the first (variable) hidden layer and 
the second (fixed) hidden layer. The *,-propagation model uses a scaling 
factor of ~ as the connection strengths between the hidden layers. In the 
weighted model, the factor ~ is replaced by random weights, w:, which are 
identically connected between each neuron q in the first hidden layer and the 
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corresponding neuron q in the second hidden layer. 
Each model contains 2 hidden layers of computational nodes, one input 
and one output layer. However, it has a variable set of input nodes in the 
input layer that represents the variable set {X(l), X(2), ... , X(N)} of input vec-
tors that could be formed in a dynamic simulation. Each set of input nodes 
corresponding to the vector x(n) (n = 1,2, ... , N) has a one-to-one corre-
spondence with a set of neurons in the first hidden layer containing a fixed 
number, Q, of neurons. 
To meet the requirement of the potential to be invariant to any ordering 
of input data the following conditions are applied to the models: 
1. The first level A of weights and biases between the corresponding input 
nodes and the first hidden nodes are identical. Thus, we have 
WA(I) = W A(2) = ... = WA(N) = wA qp qp qp qp (4.1) 
for p = 1,2, ... , P and q = 1,2, ... , Q, where, P is the fixed dimension 
of the input vectors. Similarly, for the biases we have 
bA(I) = bA(2) = ... = bA(N) = bA q q q q (4.2) 
2. A feedforward connection between a neuron, neuran~7), in the nth set of 
the first hidden layer and a neuron in the second hidden layer, neuronq" 
where ql, q2 = 1, 2, ... , Q, is made only when the following condition is 
met: 
(4.3) 
The right arrow in the relation (4.3) indicates a feedforward connection. 
3. The weights of the weighted network are equal for the corresponding 
neurons in the first and the second hidden layers which satisfy the 
relation (4.3). Hence, we have 
WB(I) = W B (2) = ... = WB(N) = wB q q q q (4.4) 
From the second hidden layer to the output layer, the neural network is 
connected in a traditional feedforward manner. 
For the adjustment of the weights and biases during the training process, 
the back-progation algorithm (Appendix A) is slightly modified by the special 
form of the input layer. For connections between the output and the second 
hidden layer, the application of the back-propagation algorithm is identical 
to that of a standard network. Thus, for the sum-of-squares error function 
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used for the learning process (equation (3.12)), the derivatives of the error, 
at the mth training pattern, with respect to the weights, in terms of the local 
gradients (the 8's) (see equation (3.15)), are: 
BE(m) 
__ = 8C(m)yB(m) 
Bwc q q 
(4.5) 
BE(m) 1 N 
__ = _ (8B(m)) "yA(n,m) 
BwB N q L.Jq 
q n=l 
(4.6) 
BE(m) 1 N 
-- = - "8A (n,m)x(n,m) (4.7) 
BwA N L.J P 
qp n=l 
BE(m) 
It should be noted that the derivatives ~ are applicable only to the 
uWq 
weighted network. Moreover, the derivatives of the error with the second 
and third level of biases are equal the local gradients 8B 's and 8c respectively 
(as shown for the case in Appendix A). However, the derivatives of the error 
with the first level of biases are modified and are given as: 
,,<,(m) 1 N 
_u_"'_ = _ "8A (n,m) 
BbA N L.J 
q n=l 
(4.8) 
The error derivatives of the screened neural networks with respect to the 
weights are similarly derived since these models also have the same form 
of the input layer as the unscreened networks and also satisfy the relations 
(4.1), (4.2), (4.3) and (4.4). Hence, these derivatives will not be explicitly 
considered in the later chapters. 
4.3 Output variables 
In order to represent a potential energy surface, a neural network must satisfy 
the map N where 
N(R) = Etotal (4.9) 
and Etotal is the total potential energy of a system consisting of an aggregate 
of Natom atoms associated with a set R = {rt, r2, ... ,rNatom} E 1R3N.tom of 
atomic coordinates. For a Cartesian frame of reference, ri = (Xi, Yi, ZijT E 1R3 
denotes the position vector of an atom i in the system. The total energy, 
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Etotab is usually expressed as a sum of the total energy, Ei(R), of atom i 
such that 
N atom 
Etotal(R) = L Ei(R) (4.10) 
Equivalently, the neural network, with only one output node, can be designed 
to model the relation 
(4.11) 
where Xi(R) is the set of input variables associated with atom i and which 
is presented to the neural network after pre-processing. 
All the neural network models considered in this thesis (i.e., unscreened 
or screened models) have only one output variable. However, not all of 
them were developed to predict Ei . In the early stages of the work, the 
neural networks which were designed were motivated by the functional form 
of Ei from the tight-binding model (equation (2.3)). Separate models were 
constructed to map the on-site energy, Oi, and the bond energy term, B i , of 
atom i. Hence, the models predicting 0i satisfy the relation N(Xi(R)) = Oi 
and the models predicting Bi satisfy the relation N(Xi(R)) = Bi . 
The main reason behind studying the two components of E; was due to 
the uncertainty in determining a unique set of design parameters (namely, 
the number of hidden nodes and the input variables) which would map both 
B; and 0;. As it will be shown in 4.6, a preliminary fitting test which was 
carried out on a system of Si atoms arranged in linear chains, using the 
t-propagation model, showed that different sets of design parameters were 
required to model Bi and 0;. 
4.4 Input variables 
Now that the output variable has been defined, we can define the input pa-
rameters that will allow the network to predict the target output. We begin 
by examining the raw data that will be used as the input to the network 
after pre-processing. Applying prior knowledge about the problem domain, 
the input variables were derived from the geometry of the system under con-
sideration. Specifically, the inputs were obtained from each uniquely defined 
4-atom chain i - j - k -I between atoms i, j, k and 1 in the given sequence 
(see figure 4.2) where i oJ j oJ k oJ I. 
To define the input variables we have adopted the following notations. Let 
N be the total number of i - j - k - 1 chains that could be formed per atom 
i. The variable N is also equivalent to the total number of input vectors 
that could be formed per atom i. For each n (n = 1,2, ... , N) we define 
61 
f' igur 4.2: A 4-,\t01l1 ch.ill illllstrating somo of the illPllt wuiahles u,,·d ill tlw uC"llral 
1I('twork IIIOdcllillg. 
the vector x.~") to be the v to r of inpu t variab les associated with t he nth 
chain . Each vecto r x ;n) has a fi xed dimension P, where 6 ::; P ::; 9, and t he 
co ll ection of the vecto rs {xlt) xl2) ... , x.;N)} forms th · set X i (see equa ti n 
(4. 11)). The va lue of the fixed li m nsi n P va ri I during t he levelopment 
to find the optimal neura l network model for t his wo rk . 
The elements x~') of th v etor xl") a re va riables which I' present infor-
mation about the geometry r the nth i - j - k - I chain and about the local 
environmen ' o r atom i . A description or t hese vari ables i. given in tabl 4. 1. 
It can be obs I've I from table 4.1 that t he variable x~" ) ..... x¥') un ique ly 
variable 
xp 
d esc ription 
Tf'.'} = length or bond i - j Tr~) = length of I ond j - k 
cos ol;2 cosine o f ang le betw en bonds i - j and j - k 
Tk7) == I· ngth of bond k - I 
o. o}~l == co ine of a ngle between bonds j - k a nd k - I 
C TS~, == cosine of to rsion a ngle between bonds i - .i a nd k - I 
Ni = total number of bonds 'i - j formed for atom i 
N j == tota l number bonds j - k formed for atom j 
N",puts = tota l number i - j - k - / cha in formed for atom i 
Ta ble 4.1: List of lIw coJllplet(' sot of input vlU"inbles usc·d in thc nOllralnctwork tra.ining 
process. Some IJlodcl:; u:'i('d 8. :-:iubs('t of these vtU'iablcs. 
define the nth i - j - k - I chai n as shown in fi gure 4.2. The remaining 3 
vari ab les in th li st a re calcu lated in sli ght ly di n' rent fashi ns fo r t he un-
reened a nd the sc reened neura l network models. For th unscr en cl models 
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the variables Ni, N j , Ninput, E;Z and are defined as follows: 
Ni = actual number of neighbours of atom i. 
Ni = (actual number of neighbours of atomj) - 1 
Ninputs = N 
4.5 Generating the training exemplars 
(4.12) 
(4.13) 
(4.14) 
To present the set of input vectors Xi to the neural network model, a data 
formatting scheme must be defined. The pseudocode for generating the un-
screened input data is given below. The cutoff radius, reut, chosen in this 
application is 4.14 A. 
Pseudocode I(Unscreened data) 
do i = 1 to Natcm 
Look for bond i - j s.t. j # i and rij < reut 
if (bond i - j exists) then 
Look for bond j - k s.t. k # i,j and rjk < reut 
if (bond j - k exists) then 
Look for bond k - I s.t. I # i, j, k and rkl < reut 
if (bond k - I exists) then 
Consider the sequence of interaction i - j - k - I 
else 
Consider the sequence of interaction i - j - k 
end if 
else 
Consider the interaction i - j 
end if 
end if 
end do 
In the cases where a chain is truncated and contains only 2 or 3 atoms, 
we have to account for the lack of existence of bonds in forming the sequence 
i-j-k-l. This ensures that each input vector xjn) has a fixed dimension, i.e., 
has P elements. An absent bond was modelled as an imaginary interaction 
at a distance reut.The associated missing bond angles were taken to be 180°. 
The corresponding value of the absent torsion angle was taken to be 0°. 
In figure 4.3 the concept is illustrated using a dimer (figure 4.3(a)), which 
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t runcat es the chain to 2 atoms and a linear trimer (figure 4.3(b)) and an 
angled t rimer ( figure 4.3(c)) which truncate t he chain to 3 atoms. 
180 0 
~-------- (!) 
(b) 
180 0 180 0 
(J)1=====~=I(j)_mm_~ __ m--__ (!) 
(a) 
Figure 4.3: This illustrates th" cooi llg of Ilbs~lI t bonds "lid lI\i,;sillg Illlgi<'s ill (It). dill\<'r, 
(b) a lill,'ar trim r Itlld (e) 8 11 anglod trimer whell a 4-atolll chaill is I rllI\calrd to 2 or :J 
atoll I:;. The daslt{'(l 1i1ll.'S rcpre:-;Cllt 8 bond or lClIgl h 7·c lIt . 
Moreover. only a uniqu s t of inpu t / output relationships wa presented 
to t he neural network models. [n other words. wilh in a given t ructure, if 
two or more atoms had t he same energy value (B;, 0.; rEi), in'esp t ive of 
the 10 al geomeLri es of t he atoms, then information about only one of them 
was presented to t he networks. 
To ill ustrate t he raw data generation for t he unscreened models. using 
Pseudocode 1. consider the dimer and the angled t rimer shown in figure 4.4. 
For the dimer case, since 0.1 = 0.2 and 8 1 = 8 2 lue to sy mmetry. t he data 
3.70 A 
f.\ 2.00 A (;\ 0---\}Y 2.00 A 
(a) (b) 
Figure 4.4: Al.olI\ic configurations of (a) ,t dimer and (b) all ,,"gINI lrill1<'r used to 
illl1strat" the raw input data gen"nllrcl for the neural llelwork models. 
related to only one of the two atoms (say atom 1) is included in t he t raining 
set. Using t he coding scheme for miss ing bonds and angles, the raw data r r 
the dimer is given in table 4.2. T he con·e. p nd ing t rain ing data se t generated 
ror t he angl d t rimer ( figure A(b)) is gi ven in tab l 4.3. 
Input vectors xln) 
i (n) r~~) r(n) cos 0(1 (n) O(n) (n) Ni Nj Ninputs 
(A) 
jk 
'J rkl cos jkl cos Tijkl (A) (A) 
1 1 2.00 4.14 -1.00 4.14 -1.00 1.00 1 0 1 
Table 4.2: Raw (unproccssed) input data of the dimcr (figure 4.4(a)). The value of 4.14 
A corresponds to the cut-off radius. 
Input vectors xln) 
i (n) r~~) en) e(n) (n) O(n) (n) Ni Nj Ninputs 
(A) 
Tjk cos ijk Tkl cos jkl cos Tijkl 
(A) (A) 
1 2.50 2.00 -0.34 4.14 -1.00 1.00 2 1 2 
1 
2 3.70 2.00 0.77 4.14 -1.00 1.00 2 1 2 
1 2.50 3.70 0.86 4.14 -1.00 1.00 2 1 2 
2 
2 2.00 3.70 0.77 4.14 -1.00 1.00 2 1 2 
1 3.70 2.50 0.86 4.14 -1.00 1.00 2 1 2 
3 
2 2.00 2.50 -0.34 4.14 -1.00 1.00 2 1 2 
Table 4.3: Unprocessed input data of the angled trimer (figure 4.4(b)). The value of 
4.14 A corresponds to the cut-off radius. 
4.6 Analysis of the performance of the ~­
propagation model 
The total number of parameters (weights and biases) in the model, Nparamete" 
is given by 
Nparameter = Q(P + 3) + 1 (4.15) 
Using the notations shown in figure 4.1(a) and letting x(n) = x;n), the output 
yNN of the *,-propagation model can be explicitly expressed as: 
(4.16) 
Here, '1'(.) represents the sigmoid activation function (equation (3.3)) of the 
computational (hidden and output) nodes of the neural network. 
Prior to modelling the intermolecular potential function of various sili-
con systems, a preliminary fitting procedure was carried out on a system of 
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(a) ., 
·2 
• ·3 
B, (cV) 
·4 
·5 
·6 
linear chains of silicon to determine the dependency of the design param-
eters with the on-site energy (Oi) and the bond energy term (Bi)' Based 
on the findings from the linear chain fits, it was hoped that further appli-
cations of the model would either model Oi or Bi if the design parameters 
were not identical for both cases, or, otherwise, E i , the total energy of an 
atom i. A total of 19 linear chains were employed with the number of Si 
atoms ranging from 2 to 20. Figure 4.5 shows the results of the predic-
(b) 
6 
2 
·6 -5 -4 -3 -2 -1 0 2 4 6 
~~ q~ 
Figure 4.5: The *"-propagation model predictions of (a) Bi and (h) Oi for the lin-
ear chains. In (a) the dashed line represents the network prediction Si from the in-
put vectors xln) = (r!j), rJ~)' Ni, N j , Ninputs)T. In (b) dashed line represents the net-
k d·· O~ f h' (n) (n) (n) ern) (n) N N N )T war pre IctIOll i romt emputvectorsxi = rij ,rjk ,cos ijk,r'd' i, j, inputs 
while the dotted line represents the network prediction Oi from the input vectors 
(n) (n) (n) N N N )T Th h l' 1 Xi = rij ,rjk , i, j, inputs· e smoot me represents the actua FTB data. 
tion of Bi and Oi for the linear chains. The results correspond to the ~­
propagation models that recorded the lowest mean sum of squared errors 
(MSE) on the transformed test data sets. The gradient descent algorithm 
was used to train the models. For the prediction in figure 4.5(a), the input 
(n) _ (n) (n) N N N )T d Q - 6 F h vectors were Xi - 'T"ij , 'T"jk, i, j, inputs an . or t e accurate 
prediction in figure 4.5(b) (represented by the dashed line) the input vectors 
(n) (n) (n) (j(n) (n) N N N )T d Q 8 were Xi = Tij ,rjk ,COS ijk' rkl , i, j, inputs an =. 
Consequently, the model was applied to predict Bi and Oi. The systems 
of dimers, linear trimers and angled trimers (see figure 4.6) were used in 
an attempt to obtain an intermolecular potential for silicon. The analysis 
and performances of the network for the various applications are considered 
in 4.6.1 (dimers and linear trimers) and 4.6.2 (dimers, linear and angled 
trimerS)~ . _(6) CD m ___ m A 
(a) dimer (b) linear trimer (c) angled trimer 
Figure 4.6: Si (a) dimer, (b) linear trimer and (c) angled trimer considered in the process 
to fit an intermolecular Si potential. 
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4.6.1 Results from dimers and linear trimers 
Calculations for 2400 dimers and 2600 linear trimers, having bond separations 
between 1.101 A and 4.139 A, were performed using PLATO. This gave 2400 
distinct data points for 0i and Bi for the dimers and 2600 distinct data points 
for Oi and Bi were randomly extracted from the linear trimers. Since only 
the i - j - k interactions were relevant for the present system of clusters, the 
. . bl h b (n) (n) (n) ()(n) N N N )T mput vana es were c osen to e Xi = Tij , Tjk , cos ijk' i, j, inputs . 
Ni and Ninputs varied from 1 to 2 while N j took the values of either 0 or 1. 
The output variables (in eV) were in the intervals: Bi ( -13.757, -0.022) and 
Oi( -11.646,47.947). 
Each training set (for Bi and Oil contained 4550 randomly drawn data 
points from the dimers and the linear trimers. The validation sets were 
similarly generated but with 100 data points from the dimers and the linear 
trimers. The remaining data points formed pre-defined test data sets. The 
data sets were transformed to the interval [0.1,0.9] using equation (3.27). 
The (constant) parameter cos ()ijk was pre-processed to O.l. 
The ~ -propagation model was initially trained using the gradient de-
scent algorithm for both Bi and Oi cases. However, as it will be shown 
subsequently, the gradient descent-based model (see 3.7.1) was not powerful 
enough to give reasonable predictions of the target energy values. When, the 
optimisation method was changed to the LM method (see 3.7.2), the network 
gave excellent predictions of the test cases. 
Case 1: Gradient descent-based model 
50 training tests were carried out for each (Bi and Oil case. The final net-
works chosen corresponded to the lowest MSE recorded on the test data sets. 
The lowest MSE of the transformed test data sets were 0.544 and 0.308 for 
the Bi and the Oi cases respectively. These values were comparable to the 
MSE of the transformed training and validation sets. 
The neural network model was able to predict the trend of the bond 
energies for the dimers (figure 4.7(a)) and for the atoms in the linear trimers 
as a function of the first neighbour distance (figures 4.7(b) and (c)). In 
these cases, the second neighbour distances were kept constant. However, a 
significant deviation from the target values was noted in each of the cases 
when the first neighbour distances were < 1.5 A. The predictions of Bi as a 
function of the second neighbour distance (with the first neighbour distance 
constant) for the atoms in the linear trimers (figures 4.7(d) and (e)) were 
largely inaccurate. In fact, the model predicted typical linear correlations 
between the energy values and the second neighbour distances while the 
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actual relationships from FTB method were non-linear. 
Figure 4.8 shows typical results obtained when the neural network was 
employed to predict the on-site energies for the dimers (figure 4.8(a)) and 
linear trimers. The predictions of Oi as a function of the first neighbour 
distance for the atoms in the linear trimers are shown in figures 4.8(b) and 
(c). In figures 4.8(d) and (e), the predictions obtained when the 0i'S of the 
atoms in the linear timers were varied with the second neighbour distances 
are shown. In general, the network registered a large measure of deviation of 
the on-site energies from their true values although the trends of the different 
cases were picked up reasonably well. 
Neither the predictions of Bi nor of 0;, from the gradient descent-based 
:k-propagation model, were accurate. One factor that could account for 
the poor predictions from the model was the susceptibility of the gradient 
descent algorithm to local minima. A better approach would be to select 
more sophisticated techniques for non-linear function optimisation. Hence, 
we performed training tests on the same data sets (training, validation and 
test sets) using the LM algorithm for weight updates. 
Case 2: LM-based model 
The factors Adec and \nc, used to modify the adaptive parameter A (see 
Algorithm 3), were chosen to be 0.5 and 2.0 respectively for training both 
Bi and 0i' 15 training processes were performed for each case and the final 
models corresponded to the lowest MSE of the test sets. 
The LM-based model outperformed the gradient descent-based model 
when the MSE of the transformed training, validation and test sets were 
compared. In the present case, the MSE of the training and test sets were 4 
orders of magnitude lower than the errors registered by the gradient descent-
based models. For instance, the lowest MSE of the transformed test data set 
for Bi was 3.993 x 10-5. However, the corresponding validation errors were 
only 2 orders of magnitude lower since the division of the data points in the 
training sets and the validation sets were not of the same order. 
Figure 4.9 shows the network predictions (the broken curves) of Bi for 
the selected dimers and linear trimers. The predictions were excellent as, 
in each case, the root mean sum-of-square errors (RMSE) were very small 
« 0.1 eV) while the R2 value, i.e., the coefficient of correlation, were> 
0.99. In particular, the non-linear relationship between Bi and the second 
neighbour distance of the atom i in the linear trimers (figures 4.9(d) and (e)) 
were accurately learnt by the model as compared to the linear relationship 
predicted by the gradient descent-based model (figures 4.7(d) and (e)). 
The predictions of Oi for the dimers and the trimers were slightly less 
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accurate than the predictions of Bi as shown in figure 4.10. For instance, 
the neural network values slightly deviated from the desired values around 
the maxima and minima for the case shown in figure 4.1O(c). However, the 
model was able to measure the pattern of the energies quite accurately. The 
present predictions, futhermore, were clearly better than those obtained from 
the gradient descent-based model (figure 4.8). 
Hence, for subsequent applications of neural network models, the LM 
algorithm, with Adec = 0.5 and Ainc = 2.0, was chosen. The input data sets 
were also enlarged to contain data from angled trimers as outlined next. 
4.6.2 Results from dimers, trimers and angled trimers 
Calculations for 2600 angled trimers (see figure 4.6(c)), with various orien-
tations, were performed using PLATO. 2600 distinct data points for Bi and 
Oi were randomly drawn from the various angled trimers and included ran-
domly into the sets which already contained data for the dimers and the 
linear trimers. As a result, the intervals containing Bi and Oi were enlarged. 
Bi now varied from -21.126 eV to 0.141 eV, while Oi varied from -27.372 
eV to 84.709 eV. This represents an increase in the range of Bi , from 13.735 
eV to 21.267 eV, and in the range of Oi, from 59.593 eV to 112.081 eV. 
The test data sets were increased to contain selected atomic arrangements 
of the angled trimers. The raw data points of Bi and Oi from the vari-
ous atomic systems were randomly distributed within the respective training 
and validation data sets. The number of data points in the training sets 
amounted to 6900 for each Bi and Oi cases. The validations set for each 
case consisted of a total of 300 data points. The data sets were transformed 
into the interval [0.1,0.9] using the maximum and minimum values of the 
input and output variables. It should be noted that, since only the inter-
actions i - j - k are valid, the input variables considered were of the form 
(n) _ (n) (n) ern) N N N )T Xi - rij ,rjk ,cos ijk' i, j, inputs . 
The lowest MSE of the transformed test, training and validation sets were 
1 order of magnitude higher than the MSE of the corresponding sets which 
did not include the angled trimers data. The best models were based on the 
lowest test errors. In most cases we found that the models gave reasonable 
predictions of Bi and Oi for the dimers and the linear trimers. However, the 
models did not collectively generalise well for the angled trimer cases. These 
cases are shown in figure 4.11. 
Further tests were carried out to investigate the cause(s) of the resulting 
poor performances. For instance, we replaced the sigmoid activation function 
(equation (3.3)) by the tanh function (equation 3.5). We also scaled down 
(non-linearly) the (increased) range of values of Bi and Oi before processing 
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in the interval [0.1,0.9]. However, it was observed that these measures did not 
improve the performance of the ~-propagation model thereby indicating that 
the model was too inflexible. Therefore, the ~-propagation neural network 
model was dropped and, instead, we performed tests on the weighted model. 
4.7 Analysis of the performance of the weighted 
model 
The total number of parameters in the model, Nparameter, is increased and is 
given by 
Nparameter = Q(P + 4) + 1 (4.17) 
The increased number of parameters means that the model has, now, more 
de~rees of freedom to model the potential energy surfaces. When x(n) = 
x;n , the output yNN of the weighted neural network model can be explicitly 
expressed as: 
(4.18) 
where <p(.)is the sigmoid activation function (equation (3.3)). 
We tested the performance of the weighted model by initially training 
it on the data set containing the dimers, linear trimers and angled trimers 
(having Bi and Oi as output variables) generated previously. As will shown 
shortly, the model accurately predicted the various test cases. In particular 
the angled trimer cases are discussed. After the successful training of the 
systems of clusters, the input data sets were enlarged to include information 
from the bulk Si diamond phase. From the various training tests performed 
it was found that the performance of the model deteriorated as the number 
of input vectors x;n), corresponding to a bulk Si atom, increased. 
4.7.1 Results from dimers, linear trimers and angled 
trimers 
20 training tests were performed and the "best" models were chosen on the 
basis of the lowest MSE of the transformed test sets. The lowest MSE of the 
training, test and validation sets were 1 order of magnitude lower than the 
corresponding errors obtained from the LM-based ~-propagation model. 
Figure 4.12 shows the variations of Bi and Oi of the angled trimers with 
the bond angle {/123' The RMSE values for the different cases were not higher 
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than 0.5 eV and the R2 values were around 0.99. The fits for the dimers and 
the linear trimers were comparable to the ones shown in figures 4.9 and 4.10. 
4.7.2 Results from dimers, linear trimers, angled trimers 
and bulk Si 
An additional 2500 distinct data points (for each Bi and Oil for Si in the 
diamond phase was considered. Each "bulk" data point corresponded to the 
data for a single atom when an 8-atom cell with a given lattice parameter 
was calculated using PLATO. The lattice parameters were, thus, varied, to 
generate the bulk data set. 100 data points were randomly extracted as test 
cases and another 100 data points were randomly drawn and distributed into 
the validation sets containing the data about the dimers, linear and angled 
trimers. A similar random distribution of the remaining data points formed 
the training sets. 
Th ' t (n) - (n) (n) ern) N N N )T . 't' II e Inpu vector Xi - r ij ,rjk ,COS ijk' i, j, inputs was 1nl la y 
considered. The extreme values of r;;), rj~), cose;;k, Bi and Oi were not 
affected by the inclusion of the bulk data. However, the values of Ni, N j 
and Ninputs rose drastically as a result of the unscreened data generation 
scheme employed (see Pseudocode 1). Specifically, Ni = 28 as up to the 
third neighbour distances of bulk Si were considered as i - j interactions. 
Simultaneously, N j = 27 and Ninput, = 756. The various data sets were 
transformed in the interval [0.1,0.9]. 
35 training tests were carried out for both the Bi and Oi cases. In general, 
it was observed that the weighted models favourably predicted the energy 
variations of the clusters but performed poorly for the bulk system. Results 
for the bulk from the models having the lowest MSE of the test data sets for 
Bi and 0i are shown here. The lowest MSE of the transformed test sets for 
Bi and 0i were 7.625 x 10-5 and 8.725 x 10-5 respectively. 
Figure 4.13 shows the prediction obtained for the bulk test case. With 
increasing lattice parameter the deviation of the predicted values of Bi (figure 
4.13(a)) from the desired values decreased, but, was still appreciable. The 
RMSE was 2.143 eV and the R2 value was 0.906. The prediction of 0i for 
the bulk case is shown in figure 4.13(b). The RMSE was 2.233 eV and the 
R2 value was 0.899. 
To investigate the poor predictions of the bulk system, the set of .in-
put vectors was increased to include information about the third neighbour 
distance and the bond angle between the second and the third neighbours. 
Th < h' f h < (n) (n) (n) ern) (n) erelore, t e mput vectors were 0 t e lorm Xi = Tij , rjk , cos ijk' rk1 , 
cos ej~l, Ni' N j , Ninputsf. The addition of the the third neighhbour dis-
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tance also increased t he value of Ninputs. Using P udocod L Ninputs = 
2 x 27 x 27 = 20.4 l2. which would mo t probab ly have render d the prob-
lem und I' inve t igation in tractable. Hence. to enter a not excessively la rg 
numb I' of inpu t per bulk atom, we rest ri ted the neighbour distances of ea h 
bu lk atom formin g an i - j - k - I sequence to second neighbour separations 
only {i .e., r :::; ~a < " cut , wher T rep I' sents a bond length Tij, rjk or rkl 
and (t is a latt ice parameter). H nce. N, a nd J -j took maximum va lues of 16 
an I 15 respectively. The maximum value of Ninpt<ts was 16 x 15 x 15 = 3600. 
20 t raining tests were ca rried out for both the Bi and Oi cases using t he 
data ets with 3600 inpul vectors per bu lk atom. The predictions obta ined 
by the weighted neural network models a re shown in figu re <1. 14 . The RMSE 
were comparable to the previous predi t ions shown in fi gure 4.13. The R:vrSE 
for t he present data sets were L 1 eV a nd 2. 171 eV for Bi and Oi respec-
tively. However, t he R2 valu were re luc d for both ·ases. Th r pect iv 
values for t he pre liction. of Bi and 0, were O. 21 a nd 0.794. Th is showed 
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that, as the number of input vectors per atom were increased, the ability of 
the weighted models to model the trends of the energy values diminished. 
Thus, to increase the generalisation capabilities of the weighted models, we 
require that Ninputs should be fairly low. 
4.8 Conclusions 
The unscreened neural network models, namely the k-propagation model 
and the weighted model, are distinguished by the fact that the input data 
is generated on the basis that the neighbour separation between any two 
atoms is within a pre-defined cut-off distance. The h-propagation model 
proved to be too inflexible to model the system of dimers, linear trimers 
and angled trimers using the Levenberg-Marquardt algorithm. The gradient 
descent-based ~-propagation model even failed to describe the system of 
dimers and trimers. The shortcomings of the model led to the deveopment 
of the weighted neural network model. 
The weighted model fared excellently for the systems of dimers, linear 
trimers and angled trimers. However, when the bulk data set was presented 
to the model (along with the clusters data sets) the model failed. The failure 
was mainly due to the high number of input vectors per bulk atom generated 
from the unscreened data formatting scheme. 
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Chapter 5 
Screened neural network 
models 
5.1 Introduction 
The unscreened neural network model failed when presented with data for 
bulk silicon in the diamond structure. This was thought to be largely due 
to the number of inputs for these cases. Large numbers of input variables 
require large neural networks (i.e., large number of hidden computational 
nodes) which give rise to large storage and processing time requirements. 
In addition, the neural network programs become unstable when applied to 
larger problems as shown in the last chapter. 
In order to limit the number of input variables per atom, we restricted 
the model to nearest-neighbour interactions with the derivation of input data 
from an i - j - k - I chain of 4 atoms. Under this approach, the maximum 
number of input vectors per atom for bulk Si is 4 x 3 x 3 = 36 as compared 
to 3600 when second neighbour interactions are allowed. A screening pro-
cedure was employed to define, in a systematic fashion, a nearest-neighbour 
interaction of a silicon atom in either a cluster or a bulk configuration. 
The many-body screening function proposed by Baskes [129, 130] was 
used. Here, the interaction between an atom i and an atom j depends on all 
the other atoms between them and the extent of the screening is measured 
by a factor 0 :::: 8ij :::: 1. If 8ij = 1 there is no screening, but, if 8ij = 0 there 
is complete screening. The screening values were used both as inputs and 
also directly as connection weights. 
The screened neural networks can be grouped into different categories 
according to the position of the screening factor 8ij between the layers of the 
networks. A further subdivision of each group occurs when the number of 
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the hidden layers in the networks is a lte red. Five lif\: rent . reened neura l 
network models were considered. na mely, the nrst- an I econd- Iev I s re ned 
n ura l networks. the screened 3-layered neural n twork , t he IV ighte I limit-
reened neural network and the unweighted limi t-sc r ned n ural n twork. 
T he last two "limit-screened" models are discussed in the nex t chapter as 
they require some limit function to generate the input data a nd t hey repre-
sent improvements over the other li sted screened models. 
5.2 Screening procedure 
To ill ustrate the philosophy of the sc reening procedure on a dynamic simula-
t ion . consider two atoms i and j separa ted at a fixed di, Lance I'ij (se fi gure 
5. 1(a)). In figure 5. 1(a) atom j is regarded as a fir t n ighbour of atom i. 
However, when a n atom k is in thc neighbourhood of a tom i as shown in 
fi gure 5. 1(b), it 's reens' j from i so that j is no long r on i lered a first 
n ighbour of i in t he construct ion of the 'J-a tom cha in . Thu . atom i has 
atom k , now, as its near s t neighbour. 
r ij 
(a) 0io--....."...===-~(jJ 
r .. 
~ (b) 
Figure 5.1: This illustrates the definition of 11 1Il'.llrcst I\('ighbou[" using the sc["('Cuing 
procedure itl I-he C'onstl'l1ct iou of a. ~1-al.Otn (·haiu . Iu (a) /ltom j is <:\. firs t llcighbour of atoll1 
i llllci ill (b) atoll1 j is Hot cOllsicierrd to be 1'\. fin;t neighbour of (tWill i l'VC' 1I with the StU llC 
va lue of " ') becauS(' of the presence of 8tOlll k. 
Using the pro 'ed ure fo rmu lated by Baske [129, 130], the sc reening func-
tion , Sij , between a toms i a nd j depends on the other atoms k lying between 
them. such that, 
Sij = IT Sikj 
kyfi 
kh 
(5. 1) 
Sikj is ca lcula t d u, ing a simple ge metri onstruction . An elli pse is con-
tructed with its minor ax:is determined by the separation Tij between a toms 
i and j. T he equation of the ellipse i, given by 
2 (I) ? (1 )2 x + C y- = "2'"ij (5.2) 
1 
where the parameter C controls the major axis of the ellipse and is deter-
mined by 
C = 2(Xik + X kj ) - (Xik - Xkj)2 - 1 
1 - (Xik - Xkj)2 
(5.3) 
where X ik = (rik/rij)2, X kj = (rkj/rij)2 and rik and rkj are the separations 
between the interactions i - k and k - j respectively. 
Additionally, two values C min and C max are set as limits for full and no 
screening respectively. Figure 5.2 shows different cases of elliptical construc-
tions with rij being the minor axes. The major axes of the bigger ellipses 
are defined by Cmax - i.e., ellipses representing the upper bound on screen-
ing. The smaller (dashed) ellipses have major axes governed by Cmin - i.e., 
ellipses representing the lower bound on screening. In cases (a) and (b), the 
ellipses do not "capture" atom k; thus, we regard the interaction i - j as 
being unaffected by the presence of atom k so that Sikj = 1. This condition 
can be achieved when the projection of the vector rik between atoms i and k 
onto the vector rij between atoms i and j; pl~k) extends beyond the boundary 
of the ellipse. 
In cases (c) and (d), however, atom k is encompassed by the bigger ellipses 
and pgk) lies inside the boundary of the ellipse. In this case, the extent of 
the screening is determined as follows. If the C value for atom k is smaller 
than C min' then, k is "captured" by the smaller ellipse (figure 5.2(d)) and 
it is assumed that k completely screens the interaction i - j. In this case, 
Sikj = O. If C min < C :":: C max , k lies outside the smaller ellipse (figure 5.2(c)) 
and the interaction i - j is partially screened. In this case, Sikj is defined by 
the following continuous function: 
Sikj = { 
where x is given by 
0, 
(1- (1- x)?, 
1, 
x:":: 0 
0<x<1 
x;::: 1 
C - Cmin 
X = -=---":""-Cmax - Cmin 
(5.4) 
(5.5) 
For the present work C max and Cmin were set to 2.8 and 2.0 respectively so 
that all the interactions, barring the first neighbour interactions, are com-
pletely screened for various crystal systems such as diamond, ,B-tin, BC8, 
bcc, fcc and simple cubic. 
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(a) (b) 
(c) (d) 
Figure 5.2: The description of the screening process. The unbroken ellipses have major 
axes Cmax and the dashed ellipses have major axes Cmin . In (a) and (b) atom k does not 
screen the i - j interaction as it lies outside the bigger ellipse. The projection vector pit) 
in both cases extends outside the boundary of the ellipse. Hence, Sikj = 1. In (c) and Id) 
atom k affects the interaction i - j as it lies inside the bigger ellipse and pW) is within 
the ellipse. In (c) the interaction i - j is partially screened by atom k while in (d), atom k 
lies inside the dashed ellipse so that the interaction is completely screened and Sikj = O. 
83 
5.3 Output and Input variables 
Initially, we trained some networks on Oi and Bi (equation (2.3)), but, while 
training the first-level screened neural network, we found that it was sufficient 
to use Ei as the model output. Thereafter, all the neural networks used were 
trained to predict E i . 
The complete set of the input variables that were used is similar to the 
set described in table 4.1. However, the calculations of Ni, N j and Ninputs 
were modified and were expressed in terms of the screening factors as follows. 
The variable M is given by 
Ni = L:Sij (5.6) 
#i 
where the sum runs over all the unscreened first neighbours j of atom i which 
means that each Sij in equation (5.6) is non-zero. Thus, if all the neighbours 
of i are unscreened, Ni is identical to equation (4.12). The input variable N j 
is given by 
N j = L:Sjk 
k-lj 
k-li 
(5.7) 
where k is an unscreened neighbour of atom j. Thus, if all the neighbours of 
j are unscreened and, to satisfy the requirement of the chain i of j of k of I, 
N j can be expressed as shown in equation (4.13). The variable Ninputs is 
expressed as follows: 
N 
Ninputs = L: Si721 (5.8) 
n=l 
where the index n runs over all the N i - j - k - I chains formed per atom 
i. The term Si721 is a product of the screening factors due to the ntb chain 
and is obtained as shown in equation (5.9). 
S(r:) 
'J 
·f S(n) - S(n) - 0 I jk - kl -
Sij~l = S(n) S(~) 
.) J if Si7) = 0 (5.9) 
Sij) sj~) Sk7) otherwise. 
Thus, Ninput, is a variable that denotes the total number of inputs to the 
neural network. 
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5.4 Generating the training exemplars 
For th applications con idered in thi. ha pter, t he lrain ing data et onta in-
ing the dimer (figur 4.6(a)). linear trimer. (fi gure 4.6(b)). a ngled trim r 
(fi gure 4.6( c)) a nd the dia mond phas of Si were ext nd d to in lu le t t ramer 
(fi gure 5.3) , di s torte I diamon I latt ice systems, and Lh BC8 a nd ST12 struc-
t ures. 
Figur 5.3 : This illlls\,ra.tcs a Si I,rtn\.rnol' IISt!d ill Lij(.~ I)[O('(':-lS LO fi t a ll illl,rnnol('ctilar ' j 
palr!l! iut Ilsing tilc' sCTC't'llcd ucura.lIl('l,works. 
The generation of the input da ta was sim ilar to that of the unscreened 
model (Pseudocod e 1) except for additional conditions applied due to the 
sc reening factors. Speci fi ca lly, bonds i - j , j - k and k - 1 exist, if Sij , Sjk 
a nd Ski of 0 respect ively. Furthermor , th approa h a.dopt d to deal with 
the cases where a 4-alom chain t runcaled to 2 or 3 atom wa. id ntical to 
the one used for the unscreen d model (see fi gure 4.3). DUI li cat I geomet-
ric repr senta t ions we re eliminated from the t ra in ing data s t to create a 
unique set of inpu t / output relationship. We illust rate two cases for the raw 
input data generated in this context, na mely. complete screening and partia l 
screening of an interaction . 
For t he complete screening case. onsider the angled trim er shown in 
fi gure 4.4(b). The values of th screening factors a re: Sl2 = 1, S23 = 1 an I 
Sl3 = O. Thus. the int raction betwe n atom 1 and at m 3 is not consider d 
during t he data g neration process. Using equa tions (5.6) , (5.7) and (5. ), 
the resul t ing inpu t data set is given in table 5. 1. It can be observed from table 
5. 1 t hat bot h atom 1 a nd atom 3 have on ly one input vecto r as compared to 
Lwo generated for t he unscreened model (see table 4.3). 
For t he parti a l screening case we consider t he angled t ri mer how n in 
fi gure 5.4. The values of th s reening facto rs are: 8 12 = 1, 823 = 1 a nd 
Sl3 = 0.73. Hence, the in tera t ion between atom 1 and atom 3 is parti a lly 
affected by th I resence of atom 2. The resulting input data set generated 
is given in tabl 5.2. 
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Input vectors x~n) 
i (n) r~~) (n) e(n) r(n) e(n) (n) Ni Nj Ninputs 
(A) 
r jk cos ijk kl cos jkl cos Tijkl 
(A) (A) 
1 1 2.50 2.00 -0.34 4.14 -1.00 1.00 1.00 1.00 1.00 
1 2.50 4.14 -1.00 4.14 -1.00 1.00 2.00 0.00 2.00 
2 
2 2.00 4.14 -1.00 4.14 -1.00 1.00 2.00 0.00 2.00 
3 1 2.00 2.50 -0.34 4.14 -1.00 1.00 1.00 1.00 1.00 
Table 5.1: Input data of the angled trimcr (figure 4.4(b)) having the interaction 1 - 3 
completely screened. The value of 4.14 A corresponds to the cut-off radius. 
2.40 A 
Figure 5.4: Atomic configuration of the angled trimer containing partially screened 
interaction 1 - 3. 
Input vectors x~n) 
i (n) r~~) (n) e(n) (n) e(n) (n) Ni Nj Ninputs 
(A) 
r jk cos ijk Tkl cos jkl cos Tijkl 
(A) (A) 
1 2.10 2.25 0.39 4.14 -1.00 1.00 1.73 1.00 1.73 
1 
2 2.40 2.25 0.51 4.14 -1.00 1.00 1.73 1.00 1.73 
1 2.10 2.40 0.51 4.14 -1.00 1.00 2.00 0.73 1.46 
2 
2 2.25 2.40 0.59 4.14 -1.00 1.00 2.00 0.73 1.46 
1 2.40 2.10 0.51 4.14 -1.00 1.00 1.73 1.00 1.73 
3 
2 2.25 2.10 0.39 4.14 -1.00 1.00 1.73 1.00 1.73 
Table 5.2: Input data of the angled trimer (figure 5.4) having the interaction 1 - 3 
partially screened (813 = 0.73). The value of 4.14 A corresponds to the cut-off radius. 
5.5 Screened neural networks 
The basic architectures and the main differences between the various screened 
neural network models are shown in figure 5.5. All the models satisfy the 
conditions (4.1), (4.2), (4.3) and (4.4). The second-level (figure 5.5(a)) and 
the first-level (figure 5.5(b)) screened networks have 2 hidden layers. In the 
86 
latter, the first level of wei~hts, the wA's, are multiplied by the screening 
factors s(n) where s(n) = Si;) for n = 1,2, ... , N. In the former model, it 
is the second level of weights, the wB's, which are multiplied by s(n). The 
last three models displayed in figure 5.5 have an additional hidden layer, 
connected in a feedforward manner, between the second hidden layer and 
the output layer. The screening factors s(n) are employed with the first level 
of weights in the screened 3-layered neural network (figure 5.5(c)) whereas 
s(n) are applied in the second level of connections (between the first and 
the second hidden layers) for the weighted limit-screened (figure 5.5(d)) and 
unweighted limit-screened networks (figure 5.5(e)). These last two models 
are considered in the next chapter. 
Here, we discuss the training and the generalisation performances of the 
first three models in their order of appearance in figure 5.5. These models, 
using the sigmoid activation function '1'(.) (equation (3.3)), were trained on 
pre-processed data sets in the interval [0.1,0.9]. The LM algorithm was used 
to minimise the sum-of-squares error function (equation (3.12)). A series 
of training tests was performed using the various models by modifying the 
initial set of weights and biases and the number of hidden nodes. 
5.6 Analysis of the performance of the second-
level screened network 
The number of parameters in the model is the same as the number of param-
eters in the weighted (unscreened) neural network and is given by equation 
(4.17). When x(n) = xln) - the input vector of atom i associated with the 
nth i - j - k - I chain - the output yNN can be fully expressed as: 
yNN = 'I' [t wf<p (w: ~ s(n)<p(t w!x~n) + b:) + b:) + be] (5.10) 
The second-level screened network was trained on the data set containing 
the dimers, linear and angled trimers, and Si-I (diamond phase) to model 
O d B Th . (n) - ((n) (n) e(n) N N N )T i an i· e mput vector Xi - r ij ,rjk , cos ijk' i, j, inputs was 
used to generate the training sets. Due to the screening effect, only nearest-
neighbour interactions were considered. Using equations (5.6), (5.7) and 
(5.8), Ni, N j and Ninputs were no longer integer-valued variables. They were 
real-valued variables contained in the intervals (0.653,4.000), (0.000,3.000) 
and (0.684,12.000) respectively. 
50 training tests were performed for each Oi and Bi cases. It was found 
that the model performed poorly in both instances even with the relatively 
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N u yNN Y " 
(d) Weighted limit-screened neural network 
A 
W QP 
(e) Unweighted limit-screened neural network 
Figure 5.5: The screened neural network models. Models (a) and (b) have 2 hidden 
layers while the others contain 3. The w's are the weights, b's are the biases and s(n),s are 
the screening factors corresponding to the input x(n) for n = 1,2, ... , N. yNN represents 
the networks' response. 
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(a) dimer (b) Si-J 
2.5 3.0 3.5 4.0 4.8 5.0 S.2 SA 5.6 5.8 6.0 
rll (A) lattice parameter (A) 
Figure 5.6: The second-level screened model predictions of B, for the (a) dimer and (b) 
diamond system. The smooth lines represent the actnal Bi from the FTB data and the 
dashed lines represent the network predictions. 
small size of the input vectors per atom. We illustrate the performance of 
the network for the case of Bi . 
The predictions for the dimer and Bi-I cases are shown in figure 5.6 from 
the model corresponding to the lowest MBE of the transformed test data 
set. The error was 2 orders of magnitude higher than the associated error 
obtained from the weighted (unscreened) network although the number of 
inputs per atom was significantly reduced from 756 to 12. The prediction 
for the bulk was poor despite the fact that there was an improvement as 
compared to the fit shown in figure 4.13 from the weighted (unscreened) 
network. The predictions for the dimer case and small clusters were also 
relatively unfavourable. 
Training typically stopped around 200 - 300 epochs only as the adap-
tive parameter Ainc reached Amax = 10lD (see Algorithm 3). This accounted 
for the high training errors and the subsequent poor predictions obtained. 
In addition, this suggested that either the model was too inflexible for the 
present task and/or the multiplication of the second level of weights, w:, 
by s(n) adversely affected the learning process of the model using the back-
propagation method. To investigate the second matter, s(n) was multiplied 
to the first level of weights, wqi,. 
5.7 Analysis of the performance of the first-
level screened network 
In the first-level screened neural network, s(n) was multiplied to the first level 
of weights as shown in figure 5.5(b). The number of parameters in the model 
is unaffected by the modification made and is given by equation (4.17). The 
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output yNN of the first-level screened neural network can be written as 
Initially, the first-level screened network was trained to predict Bi and Oi 
for the data set containing the dimers, the linear and the angled trimers, and 
the diamond system. The model gave better results when the input vectors 
included the torsion angle variable X6 = cos 7ijkl. Furthermore, it was found 
that the design parameters of the network (Xi and Q) were identical for both 
the Bi and the Oi cases when modelled with COS7ijkl. Accordingly, a new 
training data set was generated to model Ei , the energy per atom defined 
by equation (2.3). Although the model showed accurate prediction capabil-
ities for the systems trained, it proved inadequate to calculate reasonable 
values for the elastic constants of bulk Si. Consequently, the training set 
was enlarged to include data from the distorted diamond systems. Despite 
successful fitting of the new training set, the model was unsuccessful at pre-
dicting the energetics of other crystal phases of silicon. It was also unable to 
learn the ST12 and the 8C8 systems subsequently introduced in the training 
set. 
5.7.1 Predicting Bi and Oi for dimers, trimers and di-
amond 
50 training tests for each Bi and Oi were carried out using the inputs x;n) = 
(rij) , r;~), cosO;j~, Ni, N j , Ninputsf. The clusters were in general reasonably 
well fitted. The predictions of Bi and Oi on the bulk systems compared 
favourably with the previous predictions obtained (see figures 4.13,4.14 and 
5.6(b)). However, the model showed limited capabilities in fitting the bulk 
data as precisely as the clusters. 
To investigate the matter, the number of input variables in the input vec-
tor, ~n), was gradually extended from P = 6 to P = 8 and P = 9. When P = 
8 (n) ((n) (n) O(n) (n) O(n) H H H )T d h P - 9 ,xi = r ij ,rjk ,cos ijk,rkl ,cos jkl,lVi,1Vj,l'Iinputs an wen -, 
(n) ((n) (n) O(n) (n) O(n) (n) H H H )T Wh P - 8 Xi = r ij ,rjk ,cos ijk,rkl ,cos jkl,COSTijkl,lVi)1VjllVinputs. en -
or 9, Ninputs rises from 12 to 36. This is due to the interaction k - I being 
modelled. 
We found that the network improved the fits of the bulk systems for both 
the B; and the Oi cases when P increased from 6 to 8. The RMSE values 
for the bulk case for Bi decreased from 0.331 eV (for P = 6) to 0.059 eV (for 
P = 8). The associated fall in the RMSE for 0; was from 0.436 eV to 0.082 
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Figure 5.7: Predictions of (a) Bi and (b) Oi for the diamond system obtained from the 
first-level screened network for P = 6,8 and 9. The smooth curves represent the FTB 
data. 
eV. By including the torsion information in the data set, i.e., P = 9, the 
predictions for the bulk systems became excellent. The RMSE were 0.004 
eV and 0.002 eV for Bi and 0; respectively. Figure 5.7 shows the comparison 
of the predictions of the diamond system obtained for B; (figure 5.7(a)) and 
Oi (figure 5.7(b)) when P was increased from 6 to 9. 
The performance of the bulk shown in figure 5.7 for the case when P = 9, 
corresponds to the models which represented the "best" trade-off between 
the bulk and the clusters after 25 training epochs. The models also gave rea-
sonable predictions for the clusters. The fits for the clusters were comparable 
to figures 4.9, 4.10 and 4.12. The MSE of the transformed test data sets of 
Bi and Oi were 3.501 x 10-5 and 4.534 x 10-5 respectively. The number of 
hidden nodes Q for both the Bi and the 0; cases was equal. In each case 
Q = 11. 
Hence, since P = 9 for both cases as well, this implies that both quantities 
could be modelled using the same set of design parameters. Accordingly, the 
energy per atom i, Ei , is an ideal output parameter for the network as it 
combines B; and 0; as indicated in equation (2.3). 
5.7.2 Predicting Ei for dimers, trimers, tetramers and 
diamond 
The input data set for the neural computation were derived from 2400 dimers, 
2600 linear trimers, 2600 angled trimers, 2500 tetramers and 2500 Si diamond 
systems. The tetramers were primarily included in the input data set to allow 
the neural network to learn the relationships between Ei , rkl, ()jkl and T;jkl. 
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A ra ndom dist ri bul ion of 2500 Let ramer data poin Ls was con idered from 
the 2500 tetram rs. A Lotal of 12.600 cli stinct data poi nts were generated 
from the va rious syslems. E, varied from -6 .107 eV lo 72.24 1 eV. When 
pre-processed in lhe interval [0.1 , 0.9]' the moda l class was [0.'1 , 0.5). All the 
bulk energy data poi nts, when scaled , were conLained in thi s in Lerval. 
50 t ra ining tcsls were carried out. The neLwork cor responding to t he 
"be. t" trade-off obtained between t he different sysLems present in Lhe t rain-
ing data set was selected . T he model I' quired 11 hidden node a nd 5504 
training epo hs. The MSE of Lhe t ransformed tesL set was 3.200 x 10- 5 
which was comparable t,o t, he lvl E of t he transform ed t ra ining t. Th 
va lidation error was 3.594 x 10- 3 . 
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Figure 5. : Prrdictioll of the clIcrg,Y per at.OIIl for the dill lllond S,YS!.l'l ll Ilsillg thr first-
level scrccned ItNwork. The 8111001. 11 Iill(' [('presents the a(,lua l C'lI('rgy rrolll the ITO dl:1.tf\. 
and t hr das ll('d lillt' n'prescnts the Ilctwork pl't~d iction . 
Figure 5. show t he variation in cohesive energy of bu lk Si as a fun ction 
of t, he la tti e para meter. T he model a curate ly reprod uced t,he FTB da La 
wit h a RMSE of 0.027 eV. T he equilibrium energy, Eo, t,he lat,t, ice constant" 
a. a nd t,he bulk modu lus, B. that, can b calculated from the fit , were -4.774 
eV/ atom, 5.444 A and U 4.9 CPa respe t ively. Thes quantilie were very 
clo e to the ta rget va lues fr0111 the FTB a lcu la tions (. ee tables 2.5 a nd 2.9). 
T he network favourab ly modell ed the variation of t hc energy of the dimers 
a nd o f the linea r t rimers as a fun ction of the bond length. T he relevant gra phs 
are shown in figures 5.9(a)- (e). T he model a lso favourably reproduced t he 
test d ata of the angled trimers (see figures 5.9(f)- (h)). The RMSE of all the e 
cases were reasonable « 0.5 eV). Th re: ults obtaine I for th t, t ramers a re 
shown in fi gure 5. 10. T he model satisfacto rily learn t, the relat ionshi ps of Ei 
wit h (i) r kl (figures 5.1O(a) a nd (b)) , ( ii ) Bjkl (fi gures <.1O(c) a nd (d)) and 
(iii ) 7.jkl (figues 5.1O(e) and (f)). The RMSE for the various ases va ried 
betw en 0.1 eV and 0.5 eV. 
In gen ra l, t h first-level screened neura l network potentia l performed well 
for t he various test cases within t he train ing dat,a set. However, a potentia l 
is effecti ve a nd useful when it can describe ases out ide t he fiLLin g data base. 
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The actual training set for the first-level screened network did not contain any 
stress-strain relation so that the calculations of elastic constants C11 and C12 
and the shear distortion constant C' would represent robust transferability 
tests for the potential. 
An 8-atom diamond cell, with the network lattice parameter a = 5.444 
A, was distorted using the strain matrix Ec' (equation (2.35)) with distortion 
constants, 8, of -0.001 and 0.001. Input data for an atom from the distorted 
diamond systems were generated and fed into the neural network to calculate 
the energy per atom E for each case. A quadratic curve was fitted on the 
points (8, E) which also passed through the point (0, Eo), where Eo is the 
network equilibrium bulk energy (-4.774 eV /atom). Using equation (2.36), 
1 (82E) the constant C' was computed using C' = 3V 882 where V is the volume 
per atom and is defined by V = ~a3. The value of C' thus computed was 
11.7 GPa compared to the FTB value of 52.4 GPa and the experimental 
value of 51.25 GPa (see table 2.9). The values of C11 and C12 were calculated 
using equations (2.37) and (2.41). The value of the bulk modulus used was 
B = 114.9 GPa. The network predicted 130.5 GPa for C l1 and 107.1 GPa 
for 0 12 . 
Table 5.3 shows the mean relative error (MRE). This gives the average 
relative error of the constants C', Cu and C12 when compared to the ex-
periment. It can be seen that the neural network performed worse than the 
other models. 
NN FTB DFT SW T2 T3 
MRE (%) 54.7 8.39 5.21 17.0 41.4 21.8 
Table 5.3: A comparison of the mean relative error (MRE) of C', Cll and C'2 for the 
first-level screened neural network (NN), the FTB method, DFT , the SW and the T2 and 
T3 potentials with experimental values. 
The poor transferability of the neural network potential indicated that the 
training data set was not a representative subset of the set of cases of elastic 
properties which resulted in extrapolation. To circumvent the problem, the 
neural network was trained on data generated from the distorted diamond 
systems using the strain matrix Ec' (equation (2.35)). 
Furthermore, in light of the excellent predictions obtained from the first-
level network for cases within the training set, a new series of training tests 
were performed using the second-level screened network. The model output 
was Ei and the input vector ,qn) had dimension P = 9. The aim was to 
determine whether the second-level network could perform as well as the 
95 
first-level network or, whether, the product s(n)w: adversely affected the 
learning process. It should be noted that in both cases, the arrangement of 
the layers was similar. After a series of 50 training tests it was found that the 
second-level screened network failed to reproduce the various test cases as 
accurately as the first-level network. This appears to show that the product 
s(n)w: has a negative impact on the learning process. 
5.7.3 Predicting Ej for dimer, trimer, tetramer, dia-
mond and shear distortion data 
2500 shear distortion cases were generated. The lattice parameters ranged 
from 5.345 A to 5.506 A and the distortion constant 8 was chosen uniformly 
from the interval [O,O.lJ. Hence, 2500 additional distinct data points Ei 
were produced. All the shear distortion data were contained in the interval 
[0.4,0.5) which covered 72.8 % of the whole interval domain. 
70 training tests were carried out. The "best" model which effected the 
trade-off between the bulk systems and the clusters contained 11 hidden 
nodes and required 9204 training epochs. The relative MSE of the trans-
formed test and training data sets were increased by 32.3 % and 56.2 % 
respectively when compared to the case where no shear distortion data was 
present. Moreover, the extended training data set meant that a large training 
time (nearing 10,000 epochs) was required. The increased errors and train-
ing time indicated that the first-level screened model approached the limit of 
its capabilities. The observation made was confirmed when the model failed 
to give good predictions on the ST12 and BC8 cases. However, the model 
performed satisfactorily when tested on the present fitting database. The 
predictions for the clusters were favourably reproduced and were comparable 
to figures 5.9 and 5.10. Here we concentrate on the predictions for the bulk 
systems. 
The network accurately modelled the variation of the energy per atom of 
Si-I as a function of the lattice parameter as shown in figure 5.11(a). The 
RMSE was 0.020 eV. The calculated properties derived from the fitted energy 
curve were: Eo = -4.756 eV/atom, a = 5.440 A and B = 109.4 GPa. The 
calculated values compared favourably with the FTB values (see tables 2.5 
and 2.9). 
The model also performed well in fitting the association of the atomic 
energy with the distortion constant for the shear distortion systems. Fig-
ures 5.11(b) and (c) show two instances of predictions from the network for 
distorted diamond lattice systems having lattice constants 5.35 A and 5.45 
A respectively. The neural network accurately fitted the energy curves and 
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accurate propert ie IV re obtained: C' = 52.0 GPa. C lI = 17 .7 GPa and 
CI2 = 74.7 G I a. Accordingly, the neura l network potent ial outperformed 
the W, T2 and 1'3 potentials with a ME 8 of 7.69% of C'. C lI and C12 with 
experiment (see table 5.3). This value re presented about 86% improvement 
from the one obtained when the fitting databa e did not contain the hear 
distor t ion data. 
In most ca. es, t he fir t-Ievel screened net,vork performed accurately [or 
the bulk syst ms. As a resul t, the abil ities of the network potential to repro-
du e t he (relativ ) energetics and vo lumes of BG8, STl2, Si(34) an I Si(46) 
crystal phases of silicon were teste J. The n ura l network potentia l overest i-
mated the energy difference of the cry ta l phases with t he diamond phase, 
!':;.E. by at least 1 eV when compared to t he ab initio values (s ·e tab le 2.7). 
It also fai led to repro luc the t rend in t he energy va lues. The alculated 
!':;.E ( in eV / atom ) from the network were: 1.143 for BG8, 1.749 for Si(46), 
2.359 for Si(34) and 2.507 for ST12. On t he other hand , the network cor-
rect ly predict ·d the increasi ng trend in the volumes but a I,u-ge d iscrepancy 
of 36.6% was obtained for the ST12 case when compared with the FTB value 
(see table 2.8) . The vo lume (in A3/atom) from th network were: 19.10 for 
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BC8, 24.12 for ST12, 23.46 for Si(46) and 25.13 for Si(34). 
Although the network accurately fitted the bulk systems it poorly repro-
duced the properties of Si in some crystal phases. Accordingly, we enlarged 
the fitting database by including data from the BC8 and the ST12 systems. 
5.7.4 Predicting Ei for dimer, trimer, tetramer, dia-
mond, shear distortion, BC8 and ST12 data 
2500 distinct input/output exemplars were generated from the FTB method 
for each BC8 and ST12 phases. 2300 random data points for each phase 
were distributed in the existing training set containing the dimers, trimers, 
tetramers, diamond and shear distortion data. 100 data points for each case 
were randomly included into the corresponding validation set. The remaining 
exemplars formed the test set. When transformed in the interval [0.1,0.9]' 
the outputs from the BC8 and ST12 data were all contained in the interval 
[0.4,0.5). 
100 training tests were performed using the neural network model by 
varying Q, the number of hidden nodes, and the initial weights. Q was varied 
from 10 to 15. However, the network proved too inflexible to fit the enlarged 
data set. The MSE of the transformed test data set were of the order of 10-3 
and the predictions for the various systems, in particular the bulk systems, 
were quite poor. Figure 5.12 shows typical predictions obtained from the 
network for the bulk systems. 
There is no quantifiable, best answer to the layout of a neural network for 
any particular application. Generally, as the complexity in the relationship 
between the input data and the desired output increases, the number of the 
processing elements in the hidden layer(s) is also increased. In the present 
case, increasing the number of hidden nodes in the existing 2 hidden layers 
was not sufficient to improve the performance of the network. Also, too 
many neurons might have led to learning of the training patterns rather 
than the underlying input/output relationship. These suggested that at least 
an additional hidden layer was needed to make the network more flexible. 
Accordingly, we developed the screened 3-layered neural network. 
5.8 Applications of the screened 3-layered net-
work 
The architecture of the screened 3-layered neural network is shown in figure 
5.5(c). The (increased) number of parameters (weights and biases) of the 
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mo lel i giv n by 
Np"rameleO' = Q(P + 3) --I- R(Q --I- 2) + 1 (5. 12) 
where R is t he number or hidden nodes in t he th i r I hi lien lay r. Using th 
notation in fi gu re 5,5(c) and letting x (n) = xi") w have 
yNN = <p [t wf<p (~ w~<p (w: ~ (Si~) t w:px~,,) + b: ) --I- b:) + b? ) + bD ] 
(5 .13) 
T he screened 3- layered network was trained on the previously generated 
daLaset containing t he following systems: dimeI', linear t ri mer, angled t rimer, 
tetramer, diamond. shear distort ion, BC and ST I2. With t he t hird hidden 
lay 1' , the network contained an adequate number or degrees or rre dom to 
model the t raining set. T h network ac urately Iredicted t h energies or 
the various ca. in the test lata set and surpass d t he first-Icve l screened 
network in p rrormance. On t he other hand , despit giving accurate resul ts, 
the neural network railed to satisfy the requiremcnt or an intermolecular 
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potent ial to be continuous. When tested n iso c le trim r . wit h a view 
to pred ict the grou nd state con fi gurati n f 8 i3 (s e tab le 2.4). the network 
proved discontinuous. Th d i. continuiti or jump were due mainly to the 
fo llowing factor : (i) the failur to repr sent the missing bonds and a ngles 
smoothly when a ' I-atom chain t runcated to 2 or 3 a toms. (i i) t he definition 
of the vari ab l N inputs and (iii ) the ina bi lity of t he network to provide a 
continuous mapping when th screening factor Sij cha nged from 1 Lo 0 (or 
vice v rsa). 
Here, we shall consider the performance of t he screened 3-laye red model 
in 2 phases. In 5.8.1, it will be shown how accurately the n twork fitted 
th various ca e in the test set within Lhe fitting database. In pa rt icular, 
we shall consider the bulk systems as t h cl usters are generally a curately 
r produced by t he various models. [n 5 .. 2, the discontinuiLies present in th 
mo lel will be ill ustrated using isosceles t ri mers a test cases. It s hould I 
noed that the tra ining da ta set on ly contained a r w isosceles trimer cases. 
5.8.1 Fitting the bulk test data set 
120 t ra ining t st were performed using the network . Th r lat ively high 
Llumber of t raining process indicate t hat. as the omplexity of the problem 
grows, t he hard r it generally I ·comes to efr: ·ct an accurate trade-off between 
the various systems pr sent in the training data set . T he "best" network 
contained 11 hidden node in each of the three layers and requi red 4440 
epochs to fit th training data set. The training was stopped a a result of 
a ri. e in the va li dation error . The M E of the t ra in ing set and th te t s t 
were 1.370 x 10- 5 and 2.'1 1 x 10- 5 respect i vely. The lowest M E of the te t 
set recorded from t he 120 t rain ing proc es wa 2.036 x 10- 5 . 
F igure 5.13 shows the pr di tion 01 tained from the network for the bulk 
systems. The qui li bri um latti constant a nd cohe ive energy from the net-
work for t he diamond phase (fi gure 5.13(a)) were 5.4225 A and - 4.672 eV 
respect ively. T hese resp ctive values represented di 'crepancies of 0.009% a nd 
0.10% with th FTB results. The RM E for the BC (fi gure 5. 13(b)) and 
8T12 (figure 5. L3( )) cases were about 0.02 eV and 0.0'1 V resp ctively. Th 
RM8E for the two di sto rted diamond systems (fi gure. <.13(d ) a nd (e)) wer 
arou nd 0.01 eV. 
5.8 .2 Discontinuities in the model 
We illust rate the va rious ca use of th di continuiti s in t he model by con-
sideri ng an isosceles t rim I' of th form. hown in fi gure 5.14(a) whereby 
S12 = S23 = 1. However. the in tera Lion between atom J a nd atom 3 is 
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Figure 5. 14: (al The isosceles trill1er used to illustnltc ,lie dis{'olltillui tics in the sClw'll('d 
:l-Iayc[cd 1Jeural lU'Lwork. Thc- 7"'S l;U'(' the boud lellgths uud 0 !'r'l)resents Ih(' boud lluglr', 
TIl<' s"rcelling factors ,1I"e: $'2 = 23 = 1. (b) Thc' vll ri", iOIl of the screell illg fa(·tor $'3 
with the bond angle' 0,23. 
affe Led by the pres nce of atom 2. The vari a tion of t h · screening fador S'3 
as a function of the bond angle Ol23, in the interval [60°,75°], is s hown in 
fi gure 5. 14(b). By a s imple a lgebraic manipulat ion , it can be shown t hat. 
in the given interval, S13 = I when 0123 < a rccos( ,99 ) "" 61.73° a nd SI3 = 0 
when 0\23 > a rccos(!) "" 70.53° . 
To illustra te the discontinuiti s in th model. con id er the i 0 cel s trimer 
in fi gure 5. 14.(a) where 7'12 = 1'23 = 1.9 A. a n 10'23 E [70.0°. 71.0°]. Figure 5.15 
show. th ree ca es where the inpu t vari abl 1'13, 'os 02 13 and Ni ... !>",. generated 
for a tom 2 wer di continuous when 0' 23 increased from 70.4° lo 70 .6°. The 
bond length 1'13 "jumped" from 1.9 A Lo 4.. 14 A. in t ha t inLerval (see figure 
5. 15(a)). Simul taneously, cos 0213 did not vary conLin uously ( fi gure " .15 (1 )) 
as S'3 became completely screened an I the missing bond a ngl lVa taken t 
be 1 0°. Due to its defini t ion as a prod u t of the non-z 1'0 sc reening facto rs 
(see equation (5 . )). t he vari able N",p,," was di continuous too as s hown in 
fi gur 5.15(c). 
However, ev n when t he input vari abl es varied continuously wit h 0123 , the 
response of the n ural network was not continuous a a resul t of discontinu-
ities present a t the outpu ts of the secon I hidden nodes. This howed t hat 
the model did not provide a con t inuou ma pping as the number of input 
per atom wa cha nged. Figur 5.16(a) hows th di cont inuou. r ponse or 
second hidden node yr or the scre ned 3-layered network as S'3 became zero . 
Her , the n twork u ed th tra nsfo rmed da ta set fo r a tom 1. T he weights 
and bia es u ed orresponded to t he fin a l set of weights a nd biases whi ch 
accurately pred i ted the test data set cas s as shown in 5 .. 1. The input 
variables were cont illuous as shown in figure 5.16(b) where NillPu' . is taken 
as an example. 
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5.9 Conclusions 
By limiting the interactions of atom. L near t neighours, using the elli ptical 
screening procedure. the number of inpuLs p r atom formed for t he bu lk 
systems was significant ly reduced . That allowed Lhe fir l-Ievel screened model 
Lo a curaLely fit the test dal a seL ontaining only the diamond phase of i 
as the bulk system in the training seL. The second- level screened nelwork, 
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on t he oLh r hall I, failed Lo learn Lh Lrainillg seL and , accordingly, iL poor ly 
gen ralised. H app ars t haL Lhe produ t of the reening factor and Lhe 
second level of weights may have adversely affec{,ed t he learning process. 
To enhan 'e the transferabili ty of Lhe first-level crcen d pot ntial so thaL 
the various crysLal phases and the elasL ic constants of Si could be reproduced, 
data from the I . ST12 and distorLed diamond sysLcms were required in 
the training seL. However. as the size of the training data seL grew, the 
abiliLy of the neLwork to fit Lhe data set reduced co nsiderably. The fi rst- level 
screened network contained 1 fixed hidden layer before t he output layer and 
Lhus suffered from a lack of nexibili ty. By in trodu ing an addiUonal hidden 
layer between the fi xed hidden layer and t he output layer into the model gave 
rise Lo Lhe so-called screened 3-layer d model. 
T he creen d 3- layered n ural network ac 'uraLely fi tted Lhe various sys-
tems in Lhe ( nlarged) training set. However, t h poLenLial proved to be 
di continuous at Lwo main I vels. AI, one level. t he inputs Lo t he network 
did not provide a continuou Lransform ation when Lhe inLeracLions between 
atoms were screened leaving missing bond lengths and bond angles. At the 
other level, the network fai led to map the varying number of inputs per atom 
smoo 1 Y even w len l l e Inputs were cont inuous. l' rller refinement of the 
model was t hus rcquired to make the oUlput a onlinuous f'un cL ion of the 
local geometry. 
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Chapter 6 
Limit-screened neural network 
models 
6.1 Introduction 
The SCI' ned neural netwo rk model pr ented at the end or the previous 
cha pter mo lell cl th data v ry well . [t did , however, have a rai ling in th at it 
had d iscontinui t ies in certa in cases. These make the ru nction unsui table ror 
molecular dy nami s simulat ions. In th is chapter we s ha ll di. cuss an xt n. ion 
to t hese mod els which we rerer to as the limit-s reen d mod I . 
The limi t-screened networks on idered ra il into 2 caLegorie : the w ight d 
and the un weighted limi t-s reened networks. These networks w I' a ll trained 
u ing t he LJ\il-based back-propagation algori thm and t he sigmoid activation 
ru nction <p(.) ( quat ion (3.3)). Vari u t ra in ing te'Ls were performed on 
the networks by varying t he ini t ial . et of w ights a n I I iases and the num-
ber of hidden nodes in the d ifferent layers. T he inpu t la ta el used were 
transformed linearly in to the interva l [0.1. 0.91 before t he applicat ion or t he 
networks. 
The weighted lim it-scr ned n twork was t ra ined to model th e systems 
or dimeI'. t rimers (li neal' an I a ngl d), tetramers. di amond , di slorted lattice 
diamond , and the I3C8 a n I ST12 st ru tur '. However, it will be show n that 
the un weightedlimit-scre ned neural network outp rformed the weighted one 
when trained on the same data set. On the other hand . as t h unweighted 
limi t-screened potential poorly predicted the rormat ion nergi s or the inter-
stit ials and vacancies or bulk Si, t he da ta set was en la rg d t incl ude the 
I3CT5 and the ,6-tin structures so as to overcome the shortcomings. 
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6.2 Input and output variables 
The Iimi t-s reen d networks were t rained to predi t t he energy Ei or atom i. 
To pr v nt t he dis ontinui t ies (see 5 . . 2) in the network. t he mod I inputs , 
as descri bed by the et X , ( ee equa tion (L1.11 )), were given in terms of a new 
. t • (n) ( '1 2 ' I)' tnpu vecLor Xi n = , .. . .. Jv , z.e .. 
Xi = {X;1), X;2), ... , XlN)} (6. 1) 
where xln ) has a fi xed dimcnsion P = 9 a nd is given by 
(n) (n) (n) (n»)T Xi = Xl 'X2 ····,Xp (6.2) 
The input vari ables xi;') (71 = 1,2 ..... P) are related to th va ri abl s x~,,) 
(see table 4.1) in lwo disLin t 111ann 1". . For p = 1, 7. and 9, wc ha.ve 
, (n) = x(") 
I \ J) P (6.3) 
For 7l = 2.3, ... , 6. A~') i r lat d to x~n) using the rollowing limi t condi tions: 
lim \,(n) = x(O) 
('1) p p 
sri -0 
lim X(n) = x(n) 
(n ) 1 1) P 5,) _ 1 
(6.4) 
where S~,,) is t h creening racto r associated with the va ri able x~n) and IS 
d fin ed as 
{ 
co(,,) r · - 2 3 
,Jjk I 0 ] P - ~ 
Se,,) = 
p 
S(n) for p = 4 5 6 kl I , I 
(6.5) 
x~O) r pre ent t he on tant term de cribing the missing bond lengths (]1 = 
2,4) , I ond angle (p = 3, 5) and the torsion angle (p = 6) as illustrated in 
figure 4.3. 
To mod I the limi t con liti ns in quation (6.4), the rollowing t ransfor-
mation is u. ed: ror ]1 = 2,3, .... 6 
,,(n) = ~(x(O) _ x(n»)(cos(s(n) 7r) + 1) + x(n) 
AI' 2 P P I' . P (6 .6) 
Furthermore, t he calculations or \'7 = N, a nd Xs = Nj ar given I y equation 
(5.6) and (5.7) respectively. In an attempt to enable the vari able \9 = inputs 
to vary in a ont inuous 111ann r, t he rollowing defini t ion was a I pted: 
N 
\I '\' S(n ) 
ivi11ptLtS = ~ ij (6. 7) 
n= 1 
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The inpu t va ri ables corresponding to the a ll gled lrimer shown in fi gure 
4.4( b), generated for a li mit-screened network , a re idenlical to the values 
given in table 5. 1. Il olVever , due to the I a rti a l sc reening of the interaction 
I etween atom 1 and atom 3 in the a ngled trimer hown in fi gure 5.4, the 
input values or atom 2 pre ented to th limi t-scr ened networks are diA'erent 
from those given in ta ble 5.2. Tal le 6.1 how. Lh I' levanL inpu t data ro r 
t he angled t rim I' (fi gure 5.4) generated for t he limil -. Cl' ened networks. 
Input vectors ::~dfj) 
(n) (7/ ) ,(11) ('os O(f,l ) .(0) e (H) ( fI) N; N j lV in1HlI,8 (1) " J~' I) '" 11d cos jkl cos T'Jkf (A) (A) 
2.10 2.25 0.:10 4.14 -1.00 1.00 1.7:3 1.00 1.73 
2 2.40 2.2G O.G I 4.14 - l.00 t.OO 1. 7:1 1.00 l .7:3 
1 2.10 2.69 0.25 4.14 -1.00 l.00 2.00 0.7:3 2.00 
2 
2 2.25 2.69 0.:32 4.l4 -1.00 1.00 2.00 0.7:1 2.00 
2.40 2.10 O.r, 1 4.14 -1.00 LOO \.7:1 1.00 1.73 
:1 
2 2.2f1 2.10 O.:!O 4.14 -1.00 l.00 1.7:1 1.00 1.73 
Tab le 6.1: Lillli l-b,\S('d illplIl dal ,\ of the allgled trimcr (figll rt' 0.4) g('l1l'ratcd for 11ll' 
iill liL-SC'J'C('llCd Itetwork :-;, 
To ill ustrate that the li mit-based inpu L va ri ab les represent ca es or miss ing 
bonds cont inuously. we consider the isoscel s t rimer depicted in fi gure 5. 14(a). 
Figure 6.1 shows Lhe variation of t he li mit-based vari ables r jk, cos lJijk a nd 
Ninp",,, for atom 2. wit h respect to t he a ngle 0123 . The vari able rjk smoothly 
reaches the cut-off radiu a the interaction 1 - 3. reens ouL (figure 6.1 (a)). 
Simul taneously, co. lJijk reach 5 - 1 continuously (fi gure 6. 1 (b)). Since, at 
any instant, atom 2 can ro rm two sets or unscreened into ract ions (2 - 1 - 3 
and 2 - 3 - 1) a nd two seLs or screened in teract ions (2 - I and 2 - 3) , N inputs 
is a consta nt with respect t·o 0123 (figure 6.1 (c)). 
However , to enable the model to provide a smooth mapping as N. the 
number of inpu t vecto rs X;n), changes, the screening ractor si;') is employed 
b twe n the first a nd the second hidden layers. As 3n xample, t he weighted 
limit-screened model ( fi gure 5.5(e)) is cons idered using a random set of initia l 
weights and biases. The continuous variation or yfcorrcsponding to t he data 
rrom atom 1 of t he isoscele. trimer (fi gure 5.14.(a)) as a runct ion of 1JI23 is 
given in fi gure 6.1(d). 
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Figure 6.1: COII I,iIlUOllS var iat iolls of LItO iitllit-bl1S0d ittpll t vari"bics (a) 1'[;1, (b) cos 021:1 
tlnd (r) Nrr' fHltlt frolll a.tOlll 2 of tL1(' i:os('elcs trilllcr ( lig llJ'(~ 5.14(1\,)). COUtillllOIlS rCspons(' 
of tltc , ('('ottd lt iddclIuodc y!, (ill (cl)) of tltl' iimil-scrCl'tll'd uetwork (figun' &.5(<')). 
6.3 Analysis of the performance of the weighted 
limit-screened network 
The number of pa rameters in t lt e model i given by equation (5. 12). Letting 
x (n) = xl") a nd s(n) = si;'). the response of the weighted limit-screened 
network, y N N, can be expre, sed a follows: 
yNN = 'P [~ w,D'P(t w;'P (w: ~ Si;n)'P(t W~)\'~') +b:) +b:) + b;) + bD] 
(6. ) 
The maximum and min imum values of the input vari a bles a re given in tab le 
6.2. The output vari a bles were in the interval Bi ( - 68. 107 eV.72.2Ll1 eV). 
70 training t sts were carri ed out using t he weighted limit-screened net-
work. T he MSE of the t ransform ed train ing and test ets were in t he in ter-
vals (1. 83 x 10- 5. 3.220 x 10- 3 ) and (3.3'19 x 10- 5 ,3. 45 x 10- 3 ) respect ively. 
About 57% of the trained models recorded at least a MSE of 5 x J 0-<1. These 
models generalised poorly. Although some models registered small ITors on 
the trai ning and t he test sets, they were unable 0 sat i facto rily I rib the 
different systems. Figure 6.2 shows characLeri ti c resu lts obtained for the 
bu lk sy tems followin g the 70 trained weighted lilll il-, creened models. 
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7'iJ 1'J'" ('OS OIJI.- 1'kl (:(JSO)k/ (,OST1]ld N, N NillPII I S ) 
(A) (A) (A) 
.\:lIIiu !.lOt l. II I -1.000 I . 101 -1.000 -1.000 0.G53 0.001l (I.G:':l 
:\ IIUUC: 4.140 4.140 1.000 4.140 1.000 l.000 4.000 :1.000 36.000 
T able 6,2: The lllillillllllll (Xlllill) t-Uld IlIaxilllllll1 (X1II3X) vaitws of the input varillbles for 
thr SYSt,(' 1I1 contuinillg i 11(' dil11('r~ , IiIl ('m'l.rilllf'l'S , 8.-llgiC'd tri lllt' l'S, I el J'fllIWl'S: diHllIond: Slie'll l' 
distortion. BC and STI2 s'rI/etl/res l/sed to scalt' the dn", set ill t lw interval [0.1.0.9j 
prior to 1i1llit-s('[CCtlN i J1('urai 11<:'1 work processillg, 
Lik the . I' ned econ I-level network (fi gm 5.5(a)) , t he pre. nt mod I 
a l 0 I erformed poorly - in both cas , the weights w: were multiplied by 
s(n>. ince. bar ring the position of Srn) , t he archi tecture of t he present 
mod I i simi lar to the scr ened 3-lay I' d network (figure 5.5(c)) and the 
latt I' model r produ 'ed the same data set favoura bly. lhi s shows t ha t the 
update of the weights and bias is unstable (due to the nature of the back-
propagation) when w: is multip lied by srn). In back- propagat ion, the results 
of t he computation at t he second level of weights a nd biases. in the presence 
of the produc t S( .. )w:' a re in luded in the alculations of the first level of 
weights and I ias s. This is not t h cas. for instance. for t he creened 3-
lay red network where Srn) is involved in the compu tation of lhe first lev I 
of weights on ly. 
At the same t ime, as shown earli e r, a network can be made co ntinuous 
if S( .. ) operates between the first a nd the second hidden layers. Hence, th 
weighted limi t- creened model was modified hy el imina. ting the second level 
of w ights w:. That led to the development of the un weighted limit-screen I 
network . 
6.4 Analysis of the p erformance of the un-
weighted limit-screened network 
The architecture of the unweighted li mit- creened neural network is shown 
in fi gure 5.5(e). The strength of the c nnections between the fi rst hidden 
nodes and the se ond hidden nod s i. measured in terms of th s r ening 
factor S( .. ) only. The tota l number of param ter in the model. Nparam,,'er ' is 
de rea ed an I i given by 
Npa .. a",e .... = Q(P + 2) + R(Q + 2) + 1 (6.9) 
Th important e luat ions and deri vatives required for fo rce a l ulations in 
lhe mo lel are given in Appendix B. 
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mul iuuolls curves r('present I he target VI1 hlcS [rolll I he ITB !lI('1 hod whilt' I,he dAs hed 
curve's l'cprmwllt 11 1('1 11('11[8 1 IIC't wOl.'k prrd iC'tiou::;. 
At firSl , the un weighled limi t-ser ened n lwork wa lra in d on th data 
sel consis ling of the dimers, t ri mers ( linear and angl I), terlram ers, di a-
mond , d istorted di amond systems and the B 8 and STl 2 s truclures, The 
n twork potentia l, howev r. fail ed to describ t he unfil ted form alion energies 
of t he vaeancie a nd th in ter liti a ls, Th resulls a re di scussed in 6.4, 1. 
Next, th - training data s t was expanded to include t h B T5 and t he ,B- t in 
s tr uctures, Con equent ly, lhe network was a ble to pr dicl I' asonably the 
form at ion energies of l he poin t defects and a lso to d ribe favo urably the 
ene rgeti cs and vo lumes of t he s imple cubic (SC) syslem as will I e show n in 
6.4.2, 
6.4.1 Predict ing E; for dimer , trim 1' , t e tramer, dia-
mond, shear distortion, BC8 and ST12 data 
75 t ra ining tesls were perfo rmed using the unweighted limi t-sc reened net-
work . T he MSE of t he transform d lest dala set va ri ed from 1.023 X 10- 5 
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Figure 6.3: r n 'di(' lions of t lie <' lIcrgy per al Oll1 for the (a) dialnolld . (b) B .. (c) ST12 
and (d) aud (c) dist.ortcd di>1 1ll0lld )Iluic-t' syst.ems l1sing I it!' IIl1wcigitt!'d Iimit-screen!'t) 
ul'uL'ul llC'twork. Th(\ ('onl inuolls C1Il'V("'S reprc:::i(,lIt thr target va 111('$ rrolLl t h(, ITn Illcthod 
wh ile' "he dashed ('ul'vrs [('presC'nt. til l' neul'ol Il('twork predict iOlIS. 
to 2.256 X 10- 4 . T he M. E or the transformed test data set ror the model 
that mo t satisractori ly described the various systems, a fter 7080 epochs, was 
1.449 x 10- 5. The MSE or the (t ransrormed ) training a nd valida tion ets were 
1.22 x 10- 5 and 8.402 x 10- 5 respe tively. The model required 11 hidden 
nodes in each hidden layer. 
The predictions or the atomi c energie for t he va rious bulk cases are shown 
in figure 6.3. The model prov ided a good descrip t ion of the bu lk systems. 
The largest R..M SE was record d [or the s hear distort ion case (e) . The value 
was 0.Ol7 eV which was relatively small. For the other cases shown in fi gure 
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6.3, t he RJVrSE did noL xceed 0.007 eV. 
The network a curately reproduced a n quilibrium energy Eo of - 4.770 
eV / atom and a laUice parameter a of 5.425 A for Lh diamond system. Th is 
represe nLed a di screpancy of 0.063% an I 0 .055% r pc tively when compar d 
with the FTS values (see tab le 2.5). The corre. pond ing error for the bu lk 
modulus B was 1,45% ( ee Lable 2.9) . The values (in GPa) of C'. C II a nd 
Cl2 as compuLed from Lhe network were 52.1. J 1.2 a nd 77.0 respect ively. 
The e values l' presented corresponding di screpancies of 1.92%, 0.722% a nd 
2.53% with Lhe FTB values. 
The BC and Lhe ST12 sysLems were a lso favourably modelled by the 
network . The qu ili brium energy (in eV /atom) of Lhe BC8 and the ST12 
structures obLain d fTom the network we re - 4.5242 a nd - 4,4462 which rep-
resented di sc repancies of 0.067% a nd 0.020% resp dively when compared to 
the FTB va lucs. The equilibrium latti e constanLs obLained from the network 
were 6.6201 A and 5.5167 A fo r t he BC and the 1'J2 ca es. These values 
corresponded to overestimaLions of 0.13J% an I 0.220% when compa red Lo 
the FTS ones. 
Figure 6,4 shows the neura l network predictions of Lhe energies for the 
dimers (figure 6.4(a)). linear t rimers as a fun ction of Tij (figures 6.4(b) a nd 
(c)), linear trimers a a function of Tjk (fi gures 6.4(d) and (e)) and angl d 
t rimers as a fun cLion of 0123 (figures 6.4(f)- (h)). The network potential ac-
curately r produced the dimer energy curve with a I MS I:; of 0.03 eV. The 
calculated properti es of the equilibrium dim r en rgy De and bond length T e 
were 4.397 eV and 1.974 A. These compared favourably with Lhe FTB values 
(see table 2.3). 
T he t rimer cases w re most ly accurately modelled . T he RMSE (in eV) 
were: (b) 0.555 . (c) 0.130, (d) 0.054. (c) 0.071 , (f) 0.11 , (g) 0.453 and (h) 
0.197 . .In particula r, Lhe neLwork was a ble Lo predict a n isosceles trimer as Lhe 
gr und tate sL ructure of Si3 although iL verestimated t he bind ing energy 
by around 22% when compa red to the ab initio valu (ee tab le 2,4). The 
binding energy E, Lhe a pex angle 0 and the bond lengt h T. as computed from 
the network potenLial. were 9.39 eV, 74.3° a nd 2.26 A. 
The network favourably produced the energy curves of the variou tet ramers 
as shown in fi gure 6.5. The RMSE for cases (a) and (b) were around 0.15 
eV. For each of the remaini ng cases ((c)- (f)) the RMSE was around 0.30 V. 
The network poLential gave a reasonable pred i tion of the "l1l1fitted" C44 
elastic constant . T he value of C4•1 was 95.1 GPa which compared favourab ly 
with the values from the Wand 1'2 potentia l (. e fi gure 2.9). T he C44 -data 
was generated in a similar fashion as Lhe C'-data (see 5.7.2), but , by using 
eq uations (2.42) and (2.43) . 
The relaLiv n rgy difference (in eV /a tom) from lia mond. 6 £. of i(34). 
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Si(46), I3 C8 and ST1 2, as described I y t he netwo rk , were fou nd to be 0.283, 
0.223, 0.249 and 0.323 respectively. Therefo re. that the neura l network mod I 
pred ict d the 13 structure as m re stable t han the Si(34) structure; ab 
initio calculations predict the converse (see table 2.7). 
Th relative vo lum es, on t h · t h I' hand , wer · I' asonably well predict I 
by th n twork . Th cor responding volum s (in A3 / atom) of 13 1'12, 
Si (46) and i(34) were 1 .133, "17.703. 21.739 an I 22.509. The e values wer 
close to t he associat d ab initio values (see tab le 2. ). 
Nevertheless, th network potential was unable to lescribe t he forma,l ion 
energies of point defects in silicon. This is due to ext rapolat ion performed by 
t he network on the trained data set (w hich did not contain any defect infor-
mation ). It shou ld be noted t hat the stability of crystalli ne silicon comes from 
the fact that each silicon atom can accommodate its four valence elect rons in 
four ovalent bonds wit h its four neighbours. The tradilional poin t defects 
in silicon, the vacancy and t he va rious interstit ia l . a re obtained by taking 
out or add ing atoms to the crys tal and this destroys t he fo ur~ Id coordi-
nation. For instance, the tetrah dral in ter titi al has fo ur nearest neighbours 
whi h are therefore fivefold coordin at d . In terms of the neural network mod-
elling, lhi s impli that a fivefold oordinat d atom ha Ni = 5, Nj = 4 an I 
Ninp,,!s = 5 x 4 x 4 = 0, whereas, t he maximum va lu s fth rresponding 
input vari ables in t he the present data set are 4, 3, and 36 (sec ta ble 6.2). 
Accordingly, we expanded t he data set by including the 13 1'5 and t he 
/3-tin structures. T hese structures a re fivefold an I six fold coord inated phases 
of sili on. We now pre ent the fin al ets of results for this work. 
6.4.2 R esults from dimers , trimers , t e tramers, diamond , 
shear distortion, BC8, ST12, B CT5 and ,B-tin 
An addi ional 2500 data poin ts were generated from each of the I3 CT5 and 
the /3- tin st ructures. Due to the sixfold coordina tion in /3- ti n, t he la rgest 
valu · of Ni, Ni and Ni""u!s were 6.0. 5.0 and 150.0 respect ively. All the Ei 
valu generated from t he I3CT5 and t he /3-tin structures wer processed in 
the interval [OA, 0.5). The distri bution of E. in t he training and validation 
sets is shown in table 6.3. 
A total of 60 training tests wer p rformed using t he unw ighted li mit-
screened network . The "best" network COLT spon led to the one which "best" 
described the various sy tem in t he training data et and. al 0, produced a 
set of weights and bia, e which allowed t he potent ia l to be t ransferable to 
cases not within the training set. During t he test ing process, it was found 
t hat out of the 60 trained models effected good t rade-off between t he various 
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0.1 0.2 0.2 0.3 0.3 0. 4 0.4 0.5 0.5 O.G O.Ci 0.7 0.7 n.R 0.8 0.0 
frequellcy 75 790 Hil 201:19 J286 104 :10 7 
Tabl 6.3: FrCqlll'lI("y table of IIH' pro-proc('",,,1 I rainillg I\lId wllidlll"ioll dllta points E, 
for t il t' ditncrs, lill<'lll' aud 1ll1gird 'rilllC'l's. 'rtnlllJ('rs, diolJlOud, sli(,AL' c1islOl'Lioll , BC8 . 
8T12, I3CT5 alld ,B-till data. The dass a-b eorresponds 10 tho i1l1 crvIlI [a. b). 
Number of epochs 
MS!:; of the t ransformed t ra ining set 
MS!:; of the transformed test set 
Number of hidden nodes. Q 
Nu mber of hidden nodes. R 
A 
322 
1.559 x 10- 6 
2.053 X 10- 6 
11 
Jl 
1.37 X 1010 
Ta ble 6.4: Prop<'l'Ues of the IIlIweighl ('d Iimil -screelled lIlodel which b"st (i) filled E, for 
the' systems of dilll('l'S, lillcar alld HlIgl('d trilll(, l"s, tctn1.n1rl'S, Si- I , siwar distol't iou, BCS 1 
ST I2, 13 '1'5 >llld ,B-1 ill , and (ii) showed 1.l'>1IIsi'l'rable c'Wabilitil's. 
systems bu t on ly 2 of them were t rans r rab le. T he r levan t s tatisti cs of the 
(most t ransferable) fin al n ura l network model d veloped is given in table 
6.4. 
The lowest ~J !:; of the transformed test data set was J .07 x 10- 6 whi le 
the la rge, t MSE was 4.324 x 10- ·. From table 6.4 it can be seen that. fo r 
this model, o nly 322 epochs were required for t he t ra ining process. This is 
due to the fact that t he ada pti ve pa ram t I' A exc eded its UPI er I ound a nd 
thus t raining was tenninated . T he et o f weig hts and biases orresponding 
to the network is given in Appendix C. 
Figure 6.6 s hows the pr dictions from t he network for t he bu lk systems 
in the test data set. In genera l, t he model reasonably fitted the various test 
cas . T he RMSE ranged fro m 0 .0042 eV to 0 .0310 eV. T he la rgest R i\ ISE 
was reco rded fo r t he diamond case ( fi gure 6.6(a)). However. the network 
favourab ly re produced various propert ies of t he di a mond s t ructure of s ili con 
as shown in tab le 6.5. 
The discrel ancies in Eo a nd a from t he network potent ia l were a round 
0.19'1: when compa red to t he FTS values. The quanti t ies B. C'. C l I and 
C12 calcu lated from the network were with in 0 .1 GP a from the FTB values. 
In ad dition. t he model predicted C44 with a n error of 11.5 % relative t 
the experimenta l value. This compared favo urably with the corresponding 
relative e rrors of 24 .7%, 7. 1o/c and 13.9o/c obtained from lh W. T2 and T3 
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Figur 6.6: Pn'dictio,," of Ei for the bnlk sys tems: (a) diamond , (b) DeS. (c) ST12, 
(d) DCTG. (c) ,8-tin and (f) ""d (g) distorted dialllond lutt ire nsillg the unw('ightcd lilllil-
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whilr tIll' dashpd cllrves l'<'pr('srnl the ururaJ network pr('dk tiotls. 
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NN FTB Expt OPT W T2 T 3 
[79] [80, 109] [48] [50] [51,52] 
Eo (eV /atom) -4 ,762 -4, 767 -4,63 -4,67 -4,630 -'1,630 -4,630 
a ( ) 5A 17 5.422 5,429 5.451 5,431 5.'1 3] 5.432 
B (GPa) Ll O.l 1.10.1 99 .0 93 0 10 .3 98.0 98.0 
C' (GPa) 52.5 52.4 51.25 49 .0 40.0 17.95 33.5 
C II (G P a) 1 0.1 179.9 167.5 159.0 161.6 121.7 142.5 
C I2 (G Pa) 75.1 75. 1 65.0 61.0 81.6 85. 75.4 
0,14 (G Pal 89.3 80.1 850 60. 3 10.3 69.0 
Table 6.5: COlllpari llg the ullweightcd Iilllit-scrL~' lIcd ncural Ul'twork (I N) n'slti ts of Eo , 
a, 8 , C' aud the' cll)st ic oon818.nl :-; wil h l ilt ... (' xp<'rill lclI tal VHII1(\ DFT olklllatioll, tbC' S\V 
pot('lItial, and tht' Tcrsoff T2 alld T:l potcllt ials. 
potent ials. 
T he energy difference relative to t h · liamond phase (6.E ) and volumes 
(V) of variou crystals a re compared in tables 6.6 a nd 6.7 respectively. Prom 
6. E (eV /atom ) 
NN ab initio FTB SW [4 ] T 2 [50] T 3 [5 1, 52] 
i(34) 0.097 0.055a 
Si(46) 0.143 0.0698 
BC8 0.239 0.110" 0.246 0.201 0.026 0.245 
Tl2 0.322 0.11 " 0.323 
BCT5 0.423 0 230 0.442 
,B- t,in 0.500 0.266 0.49 0.213 0.455 0 .327 
SC 0.5 16 0.34 0.317 0.293 0.343 0.31 
Table 6.6: Comparison of th" prop('rt.ics of cr'yst.a l phas<'s clIcrgt't i('s i'rolll lhe II l1weight('d 
Ii l11 it-s(,l'ccncd ser('clI('(1 neural network (N N). The rcfen'lIces Arc: 8 [L021 " nd h [104 1. 
table 6.6 it can be seen t, hat t,he network favourably predicted the t rends in 
6.E for the different crystal phases con id red , a lbeit , in omparison t o the ab 
init'io data, the network over st imated 6.E. The en rgetic of th e "unfitted" 
SC t ructure from the network did not reproduce th FTB descript,io n of the 
SC structure. With t,he ex ption of the BC st ructure, t,he network potentia l 
d ribed the t rend in V (see ta ble 6.7) qui te accurately when compa red to ab 
initio. T he agreem · nt of the and the Si c1 a t h ra t,es were espec ia lly notabl 
given that none of these structures were included in t,he fit t ing da ta ba e. The 
dispari ty for t he BC structure was as a I' ult, of t,h e FT B fi tt,ing d atabase. 
11 
V (A3 / aLo m) 
NN ab initio FTB W [48] T2 [50] T3 [5J. 52] 
,6-Lin 16.263 14.462 16.246 17.207 16.061 15.459 
C 16.6 1 16.1 56 16.662 17. 20 15.6'14 16.465 
BCT5 1 .000 16.347 17. 60 
BC8 1 .271 17.48' 18.05 17. 95 17.797 1 .330 
STl2 17.537 17.65' 17.565 
Si(46) 23.152 24.102" 
Si(34) 23.529 24.12 b 
Table 6.7: COIlIparisoll of th0 Si (Tystal pil>!"" VOlllll1<'S fWIIl th~ IlIIw~ighl~d Iimit-
SCT('l' lI<,d lIcural n<'twork (N N). TiI" r0fcrClltt'S >!H':" 1104) >!ud h 1102). 
To determine Lhe energeLics or po inL d reeLs. we used a cell containing 
216 ± 1 atoms: + 1 ro r a single inLer titial and - 1 ror a single vacancy. 
Periodic I oundary ondiLion were applied in all thr e direcLions in order 
to simulate a bu lk environment. We used the network 's value or the latt ice 
constant of 5.417 A (tab le 6.5) ror all ca lculations ( ee equat ion (2.44). The 
posiLions or t he <'Loms were relaxed using the forces on Lhe atoms in a damped 
MD. The predictions of the network ror point defects are summarised in tab le 
6 .. The poin t defect energies in table 6. are ror relaxed de rects. In general, 
NN DIT \ T2 T3 
[110 - 113] [4 ] [50] [51 , 52] 
Ell 4.78 3-4 2. 2 2.81 3.70 
El", 7.55 5 - 6 5.25 3.45 
Ell/ 6.92 4 - 5 5.99 
Table 6.8: CompHl'ison of the fonn,lI ion <'lIergies (in cV) of poillls dl'f0('1 s in silicon using 
tlt(' IINlral network (NN), DFT, W, T2 aud T:J polellti" ls. Sv , E,.,. alld E, ,, arc t ill' 
V(1('HlIC'Y, tctrahedrnl H.l ld hond-C<"ntrcd iutl'[stitit"'tls fonnatioll ('u('xgics I:r'spcx'tively. 
Lhe neural network I otential overestimated t he formation energi s compar d 
to ab initio calculation . However, t he model CO lT cLiy described the t rend in 
the energie ; it pr dicted the vacancy as more energetica lly ravourable than 
t he bond-centred and the tet rahed ral inte rstitials. 
Figure 6.7 shows the pred ictions or t h d imers rrom the network poten-
tial. The network overestimated the d im r energy around the cut-off ra lius 
but accurately predicted th qui li brium binding nergy and bond length a 
shown in table 6.9. 
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" ~ 0 J 
·2 
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rll (A) 
F'igu re 6.7: Prl'dieLiou of tilt' diIlH~ J' cllcrgy nsiug the lIllweighu.'d limit-s(T('ClIC'd llctwork . 
The ~ 1I1oo t' h line represent s I.h(' fleWtl.! ellergy frotll the F'TIJ data flnd the dtlShcd Iilw 
rrpr('sC'lIts the urtwork pn .. '<iittion. 
De (eV) 
T e (A) 
IN FTB 
4.316 4.371 
2.022 2.021 
Expt. [75] 
3.24 
2.246 2.352 
T 2 [50] 
2.62 
2.313 
1'3 [51,52] 
2.67 
2.295 
Table 6.9: Comparison of thc cquil.ibrium propertic, of Si2 fi l led by I he unweight('(1 
Iimit-scrccned lICUl1U lll' twork (l\N) with I he F'r13 Inctb d , cXlx 'rimcUl , I Ill' SW, T2. llIul 
T:1 pOl entials. ",. is I he bond "'ugth and De is th" dimer energy. 
The network reproduced favourably t he energy va riation of t he various 
t rim I' cases as hown in fi gure 6 . . F'igures 6. (a) an I (b) show the variations 
f th energy of linear Lrimers as a function of Tij. T he RM S E for these two 
cases were 0.6510 eV and 0.2567 eV respe t ively. T he variat ions of the lin ar 
t rimer energies wit h 7'j !' a re g iven in fi gure 6.8(c) an I (d ). The fit fo r case 
(d ) was slighUy less goo I than the on for cas (c) a lthough th t rend in 
t he energy was re<1sonably m delled. In add it ion, the model losely fitted 
t he "energy/ bond angle" curves for the a ngled trim rs as shown in figures 
6.8(e)-(g) . The RMS E for the cases (e) a nd (g) were a round 0.17 eV. whereas, 
the RMSE for ca. e (f) was a bout 0.5 eV. The network correctly found an 
NN FI'B lib initio W 1'2 T 3 
[76] [4 ] ["0] [51, 52] 
E (eV) 9.72 8.43 7.7 4.74 7.87 5.33 
o (degrees) 78.4 60.0 77. 60.0 60.0 126. 75 
r (A) 2.34 2.31 2.17 2.56 2.31 2.30 
Table 6.10: ol1tp.uison of lite equilibriulIl properties of ' i3 pl'l'dicted by I he UllW igltl('(1 
limit-s('I'('cncd ucuraluctwork (NN) with UI{' ITO IIlctilod 1 cxp~' ritllell l,l lhr ~W , T2, flud 
T~ pUI,entia ls. ,. is I he bond h' lIgt h, 0 is thc boud auglc " ud E is I he biuding (' uergy. 
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Pigure 6.8: Predictions of E, for t h~ Ihwtu' ((a)-(d)) alld tlJlgkd ((c)-(g)) ~l'imcrs usillg 
the' ullwciglltcd limit-screened 1lIOdl"i. T he cont inuOlls Cl lrVl'S rC'prcs(,1l1 LhC' tor-get values 
rrom tlw I?T D method wh ile the: dn:;liN l curves rl' l)l'e~l'IlL Lh<' l1(, lI fl-tl 11(' 1 work prl'dk tiot1s. 
l2J 
isos el s t rimer as lhe g round Lat Lru lure of Si3. IL favo urably predicLed 
an al ex a ngl of 7 .40 bUl ov · re t ima led Lhe I inding en rgy by around 2 eV 
when compare I to ab initio cal ulations. Table 6.10 summ ari .. · lhe resulLs 
01 tained [or Si3. 
Fig ure 6.9 h ws the pred icl ions for Lhe teL ra mers obained from Lhe 
network potenti a l. The network accurate ly reprod uced Lhe variou t rend of 
the en rgies as functions OfTkl (figures 6.9(a) and (b)), COS Ojkl (figures 6.9(c) 
and (d )) and COSTljkl (fi gures 6.9(e) and (f)). Moreover, the deviations of th 
netwo rk 's values from t he FTB ta rget values were wiLhin acceptable level. 
T he RMSE (in eV ) for the different ca. s lVere: (a) 0.1061 , (b) 0 .1042, (c) 
0.147 , (d) 0.2206 , (e) 0.5023 and (f) 0.4732. 
6.5 Input adjustm ent for continuity 
A number of modifi ations were made during the present work to d velop 
a continuous network potential. T he various graphical fits obtai ned as well 
as the use of the damped M D to predi t the def ct formation energies a ll 
ind icated that t he potent ia l nergy surfa e develop I bas d n Lh e various 
Si systems was a cont inuou representat ion of Ei as a fUllction of Tij, Tjk, 
COSI};jk,1'kl . 0 O,kl ' co. Ti)kl, N. , N j and N; . ."puts. However. a ft er a na lysing 
the nature of Ninl'uts, given by equation (6.7), we found that iL wo uld be 
d iscont inuous in erta in specia l cases. 
To illustrate t he poin t. cOllsider an atom k2 moving in the neighbourhood 
o[ an atom j which forms part of a 3-atom chain i - j - kl as shown in figur 
6.1O(a). Ini ti a lly, atom k2 is outside t h sc r ' en ing lIipse that has minor axis 
g ive n by the sepa rat ion Tc \Ot betw en atom j an an imaginary atom (dashed 
circle). At that point, r ferred to as point 0 , N,IlPuts = Si, = 1. When 
atom k2 passes the poin t A and enters t he ellipse, t here a re now two 3-atom 
chains t hat are Formed for atom i, namely, i - j - kl and i - .i - k2 . Hen e, 
N;nputs = Sij +Sij = 2. When a tom k2 leave the ellipse, after passi ng t hrough 
1 oin t B, Ninputs = Sij = 1 as on ly t he chain i - j - kl becomes relevant . The 
(di continuous) variation of Ni."puts as a function of t he position l' of atom k2 
from the point ° is given in fi gure 6.1O(b ) . [t can be seen from the gra l h 
that at point A, Nillputs jumps from 1 to 2 while, aL poin t B, it fa ll s from 2 
to 1. T he a rgument can 1 e xLen led to 4-atom chain i - j - k - l a well. 
50 training tests were ca rri ed out on th e fina l data set (which included the 
Be T5 and .8-tin . t ructur s) wit hout hav ing inp"t.s as an inpu t pa rameter. 
Howev 1'. all t he t ra ined models Failed Lo g ive a favo ura ble description of the 
bulk ystem , thereby, indicating the relevance of t he vari able for the tra in ing 
proce . 
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An improved I fi ni tion of N;nput" that includes information of the screen-
ing factors Sij, Sjk and SkI, is 
(6.1 ) 
where the sum on j is over all the uns reened intera lions i - j; the sum on 
k i over all the unscreened interact ions j - k; and the sum on 1 is over all 
the unscr ened in t ract ions k - I. Also i oJ j oJ k oJ l. 
The readjustment in Ni",}"ts would not affect the generalisat ion capabili ty 
of the unweighted limi t-scr ned neural network as t he network ould recon-
figure its weights and biases during training in the in terva l [0.1, 0.9]. Scaling 
N;"puts, defined in equation (6. 10), using the maximum and the minimum 
values (see eq uat ion (3.27)) in the interval [0.1, 0.9] wou ld create a more uni-
form distribution of data which would allow the network to "respond" as in 
the last case. 
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6.6 Conclusions 
To arrive at the final neural network model, we first introduced the con-
cept of limits in the definition of the input variables in order to make the 
potential continuous. Furthermore, screening factors were employed at the 
second level of connections: between the variable first hidden layer and the 
fixed second hidden layer. After a series of training tests, it was found that 
the connections between the first and second hidden layers should be given 
in terms of the screening factors only (i.e., without trained weights). The 
weighted limit-screened networks poorly predicted the various test cases un-
der consideration. 
The unweighted limit-screened network performed well in general. A rea-
sonable number of trained models effected the trade-off between the various 
systems in the training set. However, in many cases, the fitted parameter set 
( i. e., the set of weights and biases) were not transferable. For the final neural 
network model that was developed, a reasonably transferable set of parame-
ters was obtained. For the model, to be even more transferable, the training 
data set had to be expanded to include the BCT5 and the ,B-tin structures as 
the previous training data set was restricted to fourfold coordinated systems 
of silicon and the clusters. 
In particular, the model was able to predict an isosceles triangle as the 
equilibrium configuration of silicon trimer. The formation energies of the 
vacancy and the studied interstitials, which were not in the fitting database, 
were also reasonably predicted by the network. In addition, the relative 
energetics and volumes of the various crystal phases, notably the unfitted 
clathrates and SC structures, were reproduced favourably. 
The input data for the model was a continuous function of environment 
near all the equilibrium and non-equilibrium structures fitted. However, it 
was found necessary to adjust one of the input parameters, NinpU!Sl in order 
to allow for continuity in some special pathological cases. 
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Chapter 7 
Conclusions 
The approach outlined in this work is novel both in terms of the large amount 
of training data, including non-equilibrium data, used to construct the po-
tential and in the form of the neural network used. Traditional empirical po-
tentials are generally constructed by using a small set of data points, which 
must cover a broad range of geometries of the system of interest. Previous 
potentials fitted to experimental or ab initio data have often been confined 
to the equilibrium configurations of the system of interest; thereby, they are 
restricted in their capabilities of describing non-equilibrium environments. In 
addition, fitting a potential to a combination of experimental and ab initio 
data can lead to inconsistencies in the potential. 
A neural network approach, as shown, can be useful in exploring non-
equilibrium as well as equilibrium environments by allowing information de-
rived from a range of bonding scenario from diverse atomic configurations 
in the training data set. In addition, the model was trained on data gener-
ated from one consistent source. With slight architectural modifications, the 
neural network was able to systematically fit the training data set that was 
broadened during the model development. The neural network development 
for an intermolecular potential for silicon began with an input (training, vali-
dation and test) set consisting of distinct data points from the dimers and the 
linear trimers, and ended with an input set consisting of single data points 
drawn (randomly) from a collection of: 2400 dimers, 2600 linear trimers, 2600 
angled trimers, 2500 tetramers, 2500 diamond structures, 2500 distorted di-
amond lattice systems, 2500 BC8 structures, 2500 ST12 structures, 2500 
BTC5 structures and 2500 jJ-tin structures. A total of 23,050 (out of 25,100) 
data points formed the training set on which the potential energy surface 
was fitted. 
The neural network employed was non-standard as it used a variable 
set of input data that mapped the environment of the atoms. The simple 
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back-propagation algorithm based on the gradient descent was inadequate 
to train the data. Instead the Levenberg-Marquardt-based back-propagation 
was used which resulted in improved convergence. The neural network was 
developed in an iterative way. Simpler models were first tried and improved 
upon when difficulties were encountered with the fitting process. The num-
ber of inputs to the model were changed in the first instance, followed sub-
sequently by the addition of a third hidden layer. An efficient way was also 
devised that combined the input variables and the screening factors into a 
limit transformation. 
The final model was able to closely fit the potential energy surfaces de-
rived from FTB data for both bulk systems and small clusters of Si thus 
establishing transferability between the two distinct systems. At the min-
imum, the network potential was able to fit or predict: Si2 ground state, 
Si3 ground state, diamond structure - cohesive energy, lattice parameter, 
elastic constants (Cll , C12 , C44 ) and bulk modulus, the volume per atom 
and energetics of various crystal phases of Si relative to the diamond phase, 
namely BCB, ST12, Si(34), Si(46), BCT5, ,B-tin, SC, and the vacancy and the 
bond-centred and tetrahedral interstitials formation energies. Many existing 
potentials for bulk systems do not adequately describe the cluster environ-
ment and are not appropriate to the study of e.g., sputtering process. 
The input variables were derived from the geometry of a 4-atom chain 
model and were based on a limit-concept of the screening. The 4-atom chain 
made it possible to determine the energy dependence with torsion angle. 
The Tersoff and the Stillinger-Weber potentials do not describe the effect of 
torsion angle at all. The screening improves the accuracy and robustness 
of the neural network by regarding nearest neighbour contribution for each 
atom, which, in turn, limits the amount of data generated for each atom. The 
screening factors governing the screening were the limiting variables used in 
the limit functions applied on the (required) input variables. This ensured 
that the 4-atom chain model was presented smoothly to the network. 
A further benefit of the technique is that the methodology should be 
transferable to systems other than those of a covalent nature since it requires 
only a knowledge of the energy per atom and the local geometry. For instance, 
neural network potentials for metals could be developed as the interactions 
between atoms in the metals are highly dependent on the local coordination 
number. Neural network potentials for multicomponent systems may also be 
derived; in this case, it will be also necessary to represent the type of the 
species as an input variable to the network. 
In addition, by weighting the connection strengths, between the variable 
first hidden layer and the static second hidden layer, by the appropriate 
screening functions, the network potential was made continuous. Analytic 
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derivatives of the potential have been devised so that, the present network 
potential will be faster than force calculations derived directly from tight-
binding data at each time step of a simulation. However, due to the com-
plexity of the neural network potential, it is expected to be more expensive 
to evaluate than the Tersoff and the Stillinger-Weber potentials for silicon. 
7.1 Future Work 
This section contains a list of suggestions for further research that can serve 
to link the present project with other projects in the future. 
1. Molecular dynamics (MD) simulations could be used to assess the cost 
of performing computations using the neural network potential. In general, 
if one needs to perform long simulations and/or study large systems, a fast 
em pirical method is appropriate. On the other hand, a more sophisticated 
method (possessing more quantum mechanical information) can be more ac-
curate but is limited to the study of smaller systems. Hobday et al. [14], 
with a less complex neural network structure than the one presented here, 
found simulations were about 60% slower than the Tersoff potential. 
2. At the start of the project, we did not have a clear idea as to the size 
of the training data set; as a result, the tight binding method was chosen to 
calculate the data points. However, at the end of the project, we have found 
that approximately 2500 data points from each system we wished to fit were 
required to effect a good trade-off between the various systems present in the 
set. The FTB method proved to be less accurate than the ab initio method 
and the inaccuracies of the FTB method were transferred to the neural net-
work. Consequently, significant progress could be made if the neural network 
was trained on data derived from ab initio methods. 
3. The neural network potentials in this work were mostly tested on the 
bulk systems as an assessment of their transferability. Only the Sb, Si3 
and Si4 clusters were considered for testing purposes. Therefore, further 
research could investigate the ability of the potentials to predict the equilib-
rium structures of Sin, where n = 5,6 ... Many existing potentials (e.g., the 
Stillinger-Weber and the Tersoff potentials) predict, for instance, the ground 
state structure of Si4 as a tetrahedron while the ab initio calculations show 
that a rhombus is the most stable structure [74]. 
Another test for the neural network silicon potential is the representa-
tion of silicon surfaces. For example, atoms on the Si(lOO) surface rearrange 
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themselves into a (2 x 1) buckled (i.e., tilted) reconstruction, in which atoms 
of silicon form rows of tilted dimers. Neither the SW potential nor the Tersoff 
potentials are able to model buckling, which is a quantum-mechanical effect 
[74]. Fitting the neural network to ab initio data should allow reconstructed 
'surfaces to be well represented. 
4. Another important application of the neural network could be to model 
multicomponent systems, i.e., systems where particles from different ele-
ments interact with each other. In our case only Si atoms formed the physi-
cal system. The conversion from a single-atom to (say) a multi-atom system 
can be achieved by encoding the "atom-type" data as single input dummy 
variables which would also preserve the range of the continuous-valued input 
variables. For instance, we could have an additional input XlO in the un-
weighted limit-screened model that would be 0.1 for an atom of type A and 
0.9 for one of type B. 
5. Although the results were improved dramatically when we switched from 
the gradient descent method to the LM algorithm, both techniques are based 
on a local optimisation approach and may not achieve in getting the best so-
lution. Thus, an area which has not received much attention during this 
research is the possibility of introducing global numeric optimisation tech-
niques like genetic algorithms [131] and simulated annealing [132]. In general, 
the main idea here is to introduce a probabilistic character in the optimisation 
procedure by taking a random step in the weight space from a distribution 
of random numbers and accepting the step if the new weights are better 
than the old. The network topology, the steepness of the activation sigmoid 
functions of each neuron and the network parameters (weights and biases) 
could also be investigated in a consistent way [133]. Alternatively, simulated 
annealing technique could be included in back-propagation to combine the 
advantages of both principles [133]. 
6. During the various training processes performed, an important number 
of trained networks overfitted the training set. The degrees of freedom in 
the neural network models can give rise to overfitting of the training set. 
The technique of regularisation could be used in future training processes as 
it encourages smoother network mappings by adding a penalty term on the 
error function [117]. One of the simplest forms of the regulariser is called the 
weight decay. When weight decay terms are included it is usual to find fewer 
local minima as the objective function is more nearly quadratic [125]. 
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Appendix A: 
The back-propagation 
algorithm 
We derive the back-propagation algorithm for the neural network shown in 
figure 3.3 for the case of an arbitrary differentiable nonlinear activation func-
tion, <p(.), and an arbitrary differentiable error function, E. We are implicitly 
assuming that each hidden or output unit in the network has the same acti-
vation function. The goal is to evaluate the derivatives of the error function 
E with respect to the weights and biases in the network. 
We suppose that E can be written as shown in equation (3.13). The 
derivative of the total error E can be obtained as shown in equation (3.14). 
We shall also suppose that the error E(m) can be expressed as a differentiable 
function of the network output variables so that, at the mth training pattern, 
c:o(m) _ c:o(m) ( A A bA bA B B bB bB B(m) B(m)) 
c. -v WU)""WQP' 1,···, Q,WU)""WRQ' 1,···, R'Yl ""'YR 
(A.l) 
Evaluation of error function derivatives 
Based on whether a weight or bias connects to the hidden layer or the output 
layer, the evaluation of the derivatives of E(m) with respect to the weights 
and biases is computed as follows: 
Case 1: Connections to the output layer 
By applying the chain rule we obtain 
8E(m) 8netf(m) 
-8w~ 8netf(m) 8w~ 
We let 
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(A.2) 
(A.3) 
The 6's are referred to as local gradients for neurons. Using equation (3.9) 
we get 
(A.4) 
Substituting equations (A.3) and (A.4) into equation (A.2) we then obtain 
aE(m) 
__ = 6B (m)yA(m) 
awB r q 
rq 
(A.5) 
For the evaluation of 6;:(m), we use the chain rule to express the gradient as: 
aE(m) ayB(m) 
6B (m) = ---,:..:.rr;;:::T 
r !:} B(m)!:} tB(m) 
uYr une r 
(A.6) 
From equation (3.10) we obtain 
a B(m) 
Yr = <p'(netB(m)) 
!:} tB(m) r 
une r 
(A.7) 
Therefore, in order to evaluate equation (A.6) we substitute appropriate 
expressions for <p'(net~(m)) and aE~:) using equation (A.l). 
aYr 
In the case of a bias W, by considering W to be a weight of fixed input 
+ 1, it can be easily shown that 
!:}<'(m) 
_u_<-_ = 6B (m) 
a/J! r 
r 
(A.S) 
Case 2: Connections to the hidden layer 
In a manner similar to Case 1, we can express the derivative of E(m) with 
respect to w~ as: 
(A.9) 
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To evaluate o:(m) we use equations (3.8), (3.9) and (A.3) to obtain 
oA(m) = 8E(m) 
q '" tA(m) 
une q 
R 8E(m) 8net~(m) 
= L '" tB(m) '" tA(m) 
r=1 une rune q 
R '" B(m) '" A(m) 
= '"' oB(m) unetr UYq 
L..J r '" A(m) -"'-=t'A7(m") 
r=1 UYq une q 
R 
= <p'(net:(m») L o~(m)w~ 
r=l 
We also note that from equation (3.7) that 
8 tA(m) 
ne q = x(m) 
8w~ p 
Hence, we get 
and, it can be easily shown that 
A simple example 
(A.lO) 
(A.Il) 
(A.12) 
(A.13) 
The above derivation of the back-propagation procedure allowed for a general 
form for the error function, E, and the activation function <p(.). In order 
to illustrate the application of this algorithm we shall consider the sigmoid 
activation function (equation (3.3)) and the sum-of-squares error function, 
SSE: 
SSE = ~n E(m) = ~ ~n t(e~m)? 
m=l m=l r=l 
(A.14) 
where 
e~m) = y;(m) _ y~(m) (A.15) 
where y;(m) is the target output of the output node r. Subsequent appli-
cations of the neural network models we have developed for intermolecular 
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potentials make use of this form of activation function and error function 
with R = l. 
A useful feature of the activation function is that its derivative can be 
expressed in a particularly simple form. Substituting equation (3.4) into 
equations (A.7) we obtain the following: 
~'(net~(m») = ~(net~(m»)(1 - ~(net~(m»)) 
= y;:(m)(1 _ y~(m») 
Similarly, the term ~I(net:(m») in equation (A.lO) is simplified into 
~'(net:(m») = y:(m)(1 _ y:(m») 
(A.16) 
(A.17) 
Using equation (A.14) we obtain the following result for the derivative of the 
error function in equation (A.6): 
8£ (m) 
_=.,. = _(yT(m) _ yB(m») = _e(m) 
{J B(m) r r r Yr 
(A.18) 
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Appendix B: 
Force calculations of the 
unweighted limit-screened 
network 
The architecture of the unweighted limit-screened neural network is shown 
in figure B.l. 
Using equations (4.10) and (4.11) the force f experienced by an individual 
atom, with coordinate r, in a system of Natom atoms, can be written as 
Natom 
f = - L Vr(Ei(Xi)) (B.1) 
i=l 
Furthermore, when preprocessing of the input and output variables are con-
sidered we have 
( () dEi NN( <)) ( ) Vr Ei Xi) = dyNN Vr(y Xi B.2 
where yNN is the processed output of the network and Xi = {X;I)<, X;2)<, ... , X;N)<} 
is the transformed set of input vectors. The input variable X~n)< E X;n)< is 
processed using the transformation shown in equation (3.27). 
Using the sigmoid activation function (equation (3.3)), the output of the 
network yN N is calculated as follows: 
yNN = V? (~wfY~ +bD) (B.3) 
where y,:! is the output of the rth node in the third hidden layer and is given 
by 
(B.4) 
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Input 
layer 
I" hidden 
layer 
2'd hidden 3'd hidden 
layer layer 
Output 
layer 
Figure 8.1: The unweighted limit-screened neural network model. The x's are the 
vectors of input variables; wA,s are the weights connecting the first hidden layer to the 
input layer; wc's are the weights connecting the second and the third hidden layers; and 
wD,s are the weights leading to the output layer. The y's represent the outputs of each 
neuron. Each neuron has a bias represented by the b's. The connections between the first 
and the second hidden layers are measured by the screening factors s(n). 
The output y:, in the second hidden layer, is expressed in terms of Srn) = Si~n) 
such that 
y: = 'P (~Si~n)y:(n) + b: ) (8.5) 
The output of the qth node in the first hidden layer, y:(n), is obtained by 
using equation (8.6): 
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The derivative d~~~ (equation (B.2)) is obtained using equation (3.30). 
The computation of the term Vr(yNN (Xi)) (equation (B.2)) involves the 
derivatives of the computational neurons of the neural network and proceeds 
as follows. From equation (B.3) we obtain 
R 
Vr(yNN(Xm = yNN(l_ yNN) L w;'Vr(Y~) (B.7) 
T=l 
In equation (B.7) the derivative properties of the sigmoid function are used 
(see equation (3.4)). Using equation (B.4) we find that 
Q 
V r(Y~) = y~ (1 - y~) L w~ Vr(y:) 
q=! 
The term Vr(y:) is calculated from equation (B.5) and is given by 
N 
(B.8) 
Vr(y:) = y:(1- y:) L (sIJ)Vr(y:(n)) + y:(n)Vr(Sijn))) (B.9) 
n=l 
From equation (B.6) we get 
p 
Vr(y:(n)) = y:(n)(1- y:(n)) L w! Vr(X~n).) (B.lD) 
p=! 
The derivatives Vr(X~n).) can be expressed in terms of the actual raw input 
variables x~n) (see table 4.1) and the screening factors sj~) and Sk7) as follows: 
d (n). (a (n) a (n) a (n) ) V (X(n).) = ~ ~V (x(n)) + ~V (S(n)) + ~V (S(n)) 
r p d (n) a (n) r P as(n) r Jk as(n) r kl 
Xp Xp jk kl 
(B.ll) 
The derivative dX~n~; is obtained by using the equation (3.27). The 
dXp 
derivatives involving the remaing terms are given subsequently. 
Rearranging equations (B.7), (B.8), (B.9), (B.lD) and (B.ll), Vr(yNN(Xi)) 
can be rewritten as shown in equation (B.12) 
N P {a N N (a (n). a (n). a (n). ) } 
Vr(yNN(Xm = LL aYcn). aX~n) Vr(x~n)) + ax.;n) Vr(SJ~)) + a~cn) V r(Sk7)) 
n=! p=! XP Xp jk kl 
N aNN 
"y ( (n)) + ~ asc"'!) Vr Sij 
n=l '1,) 
(B.12) 
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ayNN ayNN 
where ~ and ~ are calculated as follows: 
axp aSij 
a NN R Q a:~n). = S}';)yNN (l_yNN) ~ w~y; (l-y;) q;~ w?qY: (l-y:)14(n) (l-y:(n))W:p ) 
(B.13) 
a NN R Q a~i7) = yNN(I_ yNN) ~ w~y;(I- y?)(~ w~y:(l- y:)y:(n)) (B.14) 
Derivatives of "limit" variables 
Using equations (6.3) and (6.6) and letting P l = {l, 7, 8, 9} 
{2, 3.~A, 5, 6}, we have the following derivatives involving Xp: 
p - 1 8X {I, pE Pl 
8xp - 2" (1- cos(Sp7r)), pE P 2 
8Xp {O, pE Pl 
- = 7r ( (0) ). ( ) 8Sp -"2 xp - xp sm Sp1f, P E P 2 
Derivatives of input pammeters 
(8.15) 
(B.16) 
We adopt the following notation for the partial derivatives: Vi,j, ... represents 
the derivatives V r, or V rj' ... 
A. The bond length 
For the bond length rij we have 
where rij = 11 rij 11 and rij = rj - ri' 
B. The bond angle 
The bond angle, Oijk is given in a cosine term as follows: 
Thus we get 
and 
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(B.17) 
(B.18) 
(B.19) 
(B.20) 
where 
(8.21) 
and 
(8.22) 
C. The torsion angle 
The torsion angle, Tijkl, can be considered as the (dihedral) angle between 
the plane 7rijk formed the three atoms i, j and k and the plane 7rjkl formed 
by the three atoms j, k and l. Therefore, if ll;jk and njkl are normal vectors 
to the plane 7rijk and 7rjkl respectively, then the torsion angle is given in a 
cosine term as follows: 
cos Tijkl = 11 nijk 1111 njkl 11 (8.23) 
where 
(8.24) 
and 
(8.25) 
Using equations (B.24) and (B.25), the dot product in equation (B.23) can 
be written as: 
nijk·njkl = (rij.rjk)(rjk.rkl) - r;k(rij.rkl) 
and the norm of the normal vectors in equation (B.23) are given by: 
11 njkl 11= rjk rkl sin ejkl 
Using equation (8.23) we obtain 
(8.26) 
(8.27) 
(8.28) 
1 Vi,j,k,l(11 nijk 1111 njkl III 
Vi,j,k,l(COSTijkl) = 11 nijk 1111 njkl 11 Vi,j,k,l(ll;jk.nijk)-cOSTijkl 11 nijk 1111 njkl 11 
where 
Vi,j,k,l(ll;jk.nijk) = (rij.rjk)Vj,k,l(rjk.rkt) + (rjk.rkl)Vi,j,k(rij.rjk) 
- r;k Vi,j,k,l(rij.rkl) - 2rjk(rij.rkl)Vj ,k(rjk) 
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(8.29) 
(8.30) 
(B.31) 
Derivatives of screening factors 
From equation (5.1) we obtain the following relationships: 
as . "'"' as· "'"' as . Vi,j,k(Sij) = a '}Vi,j(rij) + L.J Or'}Vi,k(rik ) + L.J a '}Vj,k(rjk) 
r.} k#i ,k k#i r}k 
(B.32) 
k#j k#j 
Using the fact that ~Sij = SSij , we apply the chain rule to get the following: 
USikj ikj 
aSij _ (Sij ) aSikj (B.33) 
or - Sikj a:;:-
where r represents the bond lengths rij, rjk and rik. Also, we can express 
aSk' a~} in the following form 
aSikj = aSikj ox ( aC aXik + aC aXkj ) 
or ox aC a X ik or oX kj or 
where, from equation (5.4), we have 
aSikj {O 
8X = 8(1- x)3(1 - (1- X)4) 
and, from equation (5.5) we get 
ox 1 
x ::; 0 or X ;::: 1 
O<x<l 
aC Cmax - Cmin 
(B.34) 
(B.35) 
(B.36) 
The derivatives ::C and e>axC can be obtained from equation (5.3) as 
UXik U kj 
follows: 
aC 2 - 2(Xik - X kj ) (1 - C) 
aXik 1 - (Xik - Xkj)2 (B.37) 
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ac 2 + 2(Xik - X kj )(l - C) 
aXkj = 1 - (Xik - Xkj)2 (B.38) 
aXk axk · To compute a; and ar J we consider the three following cases: 
Case 1: r = rij 
(8.39) 
(B.40) 
Case 2: r = rjk 
(B.41) 
Case 3: r = rik 
(B.42) 
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Appendix C: 
Weights and biases of the 
unweighted limit-screened 
network 
The final neural network model we have obtained for this work is related to 
the unweighted limit-screened model showed in figure B.1 by setting P = 9, 
Q = 11 and R = 11. This amounted to a total of 265 parameters (weights 
and biases). The bias of the output node, bD, is 7.78329. The values of the 
remaining parameters are tabulated as follows. Table C.1 gives the weights 
connecting the first hidden layer nodes to the input nodes. In table C.2, the 
biases of the first and second hidden layer nodes are shown. The weights 
connecting the second and the third hidden layer are given in table C.3. The 
final set of weights connecting the third hidden layer and the output layer 
and the biases of the third hidden layer are given in table C.4. 
q Weights (w:,,) connecting input nodes p 
2 3 4 g 6 7 8 9 
1 ·9,4721 -6.7599 10.8234 4.1210 10,0224 6.6832 -1.2050 -18.9111 0.2998 
2 4.5184 15.462 0,97227 -1.1395 _0.84922 0.16043 4.8945 -1.6713 0.17488 
S 7.5884 ·9.5391 -3.3579 2.5135 12.978 0.72576 6.4667 0.41252 0.43941 
4 -3.7393 -6.4177 2.2373 0.11043 _0.87796 -3.7194 -6.7898 4.0114 2.6469 
5 -6.5147 2.5115 -1. 7636 1.9452 _1.1384 -3.2833 6.7377 0.96747 -0.0785 
6 -13.233 -2.2412 2.8798 ·0.96783 2.138 1.2889 2.807 -3.0129 -0.10066 
1 2.9163 -1.8327 4.0623 -3.7534 3.36 4.71554 3.7679 7.3688 -0.23222 
8 -3.2311 -2.7667 -7.0846 2.3896 _5.4346 -6.4052 0.4334 _3.6358 -1. 7265 
9 -0.70102 2.4507 -3.056 -1.17 _3.1029 -0.36744 -11.261 _9.8999 4.3125 
10 -6.2455 -4.9793 0.14647 -7.4574 6.0289 0.32076 2.0315 -0.19348 -3.3798 
11 -9.2310 -6.2046 5.1538 0.13039 _4.7118 -3.8773 3.8682 _1.2822 -0.60986 
Table C.1: Values of the weights w:p connecting the first hidden layer nodes q to the 
input nodes p of the final unweighted limit-screened network. 
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q 
1 
2 
3 
4 
5 
5 
1 
8 
9 
10 
11 
_3.38384 
_1.42892 
0.25944 
0.47816 
-1.99228 
_15.881537 
6.48829 
6.62817 
0.26140 
0.56180 
-0.80339 
-1.14818 
-1.32744 
1.22836 
-0.15553 
-3.11882 
·0.19333 
·1.81958 
-1.57187 
-0.75357 
Table C.2: Values of the biMes b: for the first hidden layer nodes q and biases bf for 
the second hidden layer nodes q of the final unweighted limit-screened network. 
T Weights (w:g:) connecting nodes q 
i 2 9 4 g 6 7 , 9 16 
1 -1.323 -S.8981 LI229 1.7706 -1.6005 13.634 9.3487 0.80556 ·9.1968 -5.0908 
2 2.3945 -15.13915 -4.7621 19.665 -10.362 -1.678 16.74 1.2551 16.533 10.353 
3 4.84215 -2.5285 -2.0606 -12.511 -0.68311 _4.0866 -4.5177 7.4966 -11.752 1.9212 
4 1.8584 -2.6211 -3.4312 -3.7121 4.6003 -6.8302 -8.1541 .5.9739 -5.4104 4.5786 
5 -0.96227 -1.1085 -1.4582 -0.86517 -1.1958 0.40337 -0.30411 _1.6471 -0.60015 -1.2354 
6 -0.7132 1.1136 1.3322 -6.4342 -1.7992 -6.0785 -2.8638 _3.1235 6.1883 6.9633 
1 8.3439 -8.6243 4.126 -1. 7385 -0.55509 -8.1885 -14.514 _1.3107 -6.357 2.2681 
8 23.881 -1.2157 -9.5305 16.999 -24.908 13.346 27.619 6.0803 27.221 -4.1855 
9 6.4315 -5.391 0.68645 -10.872 _0.57031 -9.4696 -10.719 4.5675 -15.047 3.9107 
10 -0.70394 -6.1472 -0.51024 4.0631 6.5888 -16.543 0.82435 2.5738 -3.5807 2.6894 
11 -2.0587 -8.6656 1.143 5.909 1.1827 -5.3899 -1.1541 -0.0331 2.8283 0.41415 
Table C.3: Values of the weights w;:;, connecting the third hidden layer nodes r to the 
second hidden layer nodes q of the final unweighted limit-screened network. 
T 
1 
2 
3 
4 
6 
6 
1 
8 
9 
10 
11 
.1.9
r
I27 
3.5849 
0.3057 
_1.2620 
_1.8267 
4.6824 
1.2980 
_18.6613 
3.4241 
2.99lei 
2.9682 
-12.8'542 
·20.2764 
-20.0600 
14.2270 
-1.3910 
-8.1349 
-5.8259 
27.7565 
15.5448 
·18.3408 
12.5621 
Table C.4: Values of the biMes W of the third hidden layer nodes r and the weights w;'> 
connecting the r nodes of third hidden layer to the output node of the final unweighted 
limit-screened network. 
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11 
0.49453 
-11.045 
1.6945 
-4.6609 
-0.84071 
3.2389 
6.5671 
6.4508 
4.5734 
-0.58414 
2.4018 
Bibliography 
[1] E. Kaxiras, Comp. Mater. SeL 6, 158 (1996). 
[2] D. W. Brenner, Phys. Stat. Sol. (b) 217, 23 (2000). 
[3] Y. G. Gogotsi and R. A. Andrievski, Materials Science of Carbides, 
Nitrides and Borides, Kluwer Academic Publishers, 1999. 
[4] F. Ercolessi and J. B. Adams, Europhys. Lett. 26, 583 (1994). 
[5] I. J. Robertson, V. Heine and M. C. Payne, Phys. Rev. Lett. 70, 1944 
(1993). 
[6] N. Giaser, Conceptual Modelling oj Multi-Agent Systems: The Como-
mas Engineering Environment, Kluwer Academic Publishers, 2002. 
[7] S. S. Ge, T. H. Lee and C. J. Harris, Adaptive Neural network Con-
trol oj Robotic Manipulators, World Scientific Publishing Co. Pte. Ltd. 
(Singapore), 1998. 
[8] G. D. Hager, H. I. Christensen and H. Bunke, Sensor based intelligent 
robots: international workshop, Dagstuhl Castle, Germany, October 15 
- 20, 2000; Generic Model Abstraction jrom Examples by Y. Keselman 
and S. Dickinson, Springer, 2002. 
[9] B. Miiller, J. Reinhardt and M. T. Strickland, Neural Networks: An 
Introduction, 2nd Ed., Springer, 2002. 
[10] M. Brown and C. J. Harris, Neurojuzzy Adaptive Modelling and Con-
trol, Prentice-Hall (New York), 1994. 
[11] G. Cybenko, Approximation by superpositions of a sigmoidal function, 
Mathematics of Control, Signals and Systems 2, 303 (1989). 
[12] K. I. F1.mahashi, On the approximate realisation of continuous map-
pings by neural networks, Neural networks 2, 183 (1989). 
143 
[13J H. Abdi, D. Valentin and B. Edelman, Neural Networks, Sage Univer-
sity Papers Series on Quantitative Applications in the Social Sciences, 
07-174, Sage (Thousand Oaks, CA), 1999. 
[14J S. Hobday, R. Smith and J. Belbruno, Modelling Simul. Mater. Sci. 
Eng. 7, 397 (1999). 
[15J M. Z. Bazant, E. Kaxiras and J. F. Justo, Phys. Rev. B 56,8542 (1997). 
[16J T. B. Blank, S. D. Brown, A. W. Calhoun and D. J. Doren, J. Chem. 
Phys. 103, 4129 (1995). 
[17J D. P. Chong, Recent Advances in Density Functional Methods; On 
the Calculation of Energies and Optimised Geometries from Exchange-
Correlation Potentials by D. J. Tozer and N. C. Handy, World Scien-
tific Publishing Co. Pte. Ltd. (Singapore), 1997. 
[18J H. Gassner, M. Probst, A. Lauenstein and K. Hermansson, J. Phys. 
Chem. A 102, 4596 (1998). 
[19J K. T. No, B. H. Chung, S. Y. Kim, M. S. Jhon and H. A. Scheraga, 
Chem. Phys. Lett. 271, 152 (1997). 
[20J S. Lorenz, A. GroB and M. Schemer, Chem. Phys. Lett. 395, 210 
(2004). 
[21J L. M. Raff, M. Malshe, M. Haggan, D. 1. Doughan, M. G. Rockley and 
R. Komanduri, J. Chem. Phys. 122, 84104 (2005). 
[22J M. Born and J. R. Oppenheimer, Ann. Physik 84, 457 (1927). 
[23J P. Deak, T. Frauenheim and M. R. Pederson, Computer Simulation of 
Materials at Atomic Level, 1st Ed., Wiley-VCH (Berlin), 2000. 
[24J J. C. Slater and G. F. Koster, Phys. Rev. 94, 1498 (1954). 
[25J D. Porezag, Th. Frauenheim and Th. Kiihler, Phys. Rev. B 51, 12947 
(1994). 
[26J Th. Frauenheim, F. Weich, Th. Kiihler and S. Uhlmann, Phys. Rev. B 
52, 11492 (1995). 
[27J S. D. Kenny, A. P. Horsfield and H. Fujitani, Phys. Rev. B 62, 4899 
(2000). 
144 
[28] S. Erkoc, Empirical Potential Energy Functions Used in Simulations of 
Materials Properties edited by D. Stauffer, Annual Reviews of Compu-
tational Physics 9, 1 (2001). 
[29] J. E. Lennard-Jones, Proc. Camb. Phi!. Soc. 27, 469 (1931). 
[30] R. L. Johnston, Atomic and Molecular Clusters, 1st Ed., Taylor and 
Francis (London), 2002. 
[31] F. Ercolessi, M. Parrinello and E. Tosatti, Philos. Mag. A 58, 213 
(1988). 
[32] M. S. Daw and M. 1. Baskes, Phys. Rev. B 29, 6443 (1984). 
[33] S. M. Foiles, M. 1. Baskes and M. S. Daw, Phys. Rev. B 33, 7983 
(1986). 
[34] M. W. Finnis and J. E. Sinclair, Philos. Mag. A 50, 45 (1984). 
[35] Y. Mishin, M. J. Mehl, D. A. Papaconstantopoulos, A. F. Voter and J. 
D. Kress, Phys. Rev. B 63, 224106 (2001). 
[36] M. I. Baskes, Phys. Rev. B 46, 2727 (1992). 
[37] M. 1. Baskes, Matter. Chem. Phys. 50, 152 (1997). 
[38] A. Rowley, P. Jemmer, M. Wilson and P. A. Madden, J. Chem. Phys. 
108, 10209 (1998). 
[39] P. Ewald, Ann. Phys. 64, 253 (1921). 
[40] J. Eastwood and R. Hockney, J. Comp. Phys. 16, 342 (1974). 
[41] 1. Greengard and V. Rokhlin, J. Comp. Phys. 73,325 (1987). 
[42] L. Greengard, The Rapid Evaluation of Potential Fields in Particle 
Systems, MIT (Cambridge), 1987. 
[43] C. A. White and M. Head-Gordon, J. Chem. Phys. 101, 6593 (1994). 
[44] M. Born and J. E. Mayer, Z. Phys. 75, 1 (1932). 
[45] R. A. Buckingham, Proc. R. Soc. London, A 168, 264 (1938). 
[46] P. M. Morse, Phys. Rev. 34, 57 (1929). 
145 
[47J W. D. Cornell, P. Cieplak, C. 1. Bayly, 1. R. Gould, K. M. Merz Jr., 
D. M. Fergusson, D. C. Spellmeyer, T. Fox, J. W. Caldwell and P. A. 
Kollman, J. Am. Chem. Soc. 117, 5179 (1995). 
[48J F. Stillinger and T. A. Weber, Phys. Rev. B 31, 5262 (1985). 
[49J J. Tersoff, Phys. Rev. Lett. 56, 632 (1986). 
[50J J. Tersoff, Phys. Rev. B 38, 9902 (1988). 
[51J J. Tersoff, Phys. Rev. B 37, 6991 (1988). 
[52J J. Tersoff, Phys. Rev. B 39, 5566 (1989). 
[53J M. Z. Bazant and E. Kaxiras, Phys. Rev. Lett. 77,4370 (1996). 
[54J J. F. Justo, M. Z. Bazant, E. Kaxiras, V. V. Bulatov and S. Yip, Phys. 
Rev. B 58, 2539 (1998). 
[55J T. J. Lenosky, B. Sadigh, E. Alonso, V. V. Bulatov, T. D. de la Rubia, 
J. Kim, A. F. Voter and J. D. Kress, Model. Simul. Mater. ScL Eng. 
8, 825 (2000). 
[56J E. Blaisten-Baroja and D. Levesque, Phys. Rev. B 34, 3910 (1986). 
[57J B. P. Feuston, R. K. Kalia and P. Vashishta, Phys. Rev. B 35, 6222 
(1987). 
[58J X. P. Li, G. Chen, P. B. Alien and J. Q. Broughton, Phys. Rev. B 38, 
3331 (1988). 
[59J E. R. Cowley, Phys. Rev. Lett. 60, 2379 (1988). 
[60J M. D. Kiuge, J. R. Ray and A. Rahman, J. Chem.Phys. 85, 4028 
(1986). 
[61J 1. P. Batra, F. F. Abraham and S. Ciraci, Phys. Rev. B 35, 9552 (1987). 
[62J W. D. Luedkte and U. Landmann, Phys. Rev. B 37,4656 (1988). 
[63J W. D. Luedkte and U. Landmann, Phys. Rev. B 40, 1164 (1989). 
[64J P. C. Kelires and J. Tersoff, Phys. Rev. Lett. 61, 562 (1988). 
[65J K. E. Khor and S. Das Sarma, Chem. Phys. Lett. 134, 43 (1987). 
146 
[66] S. Das Sarma, S. M. Paik, K. E. Khor and A. Kobayashi, J. Vac. Sci. 
Tech. B 5, 1179 (1987). 
[67] K. E. Khor and S. Das Sarma, Phys. Rev. B 36, 7733 (1987). 
[68] N. C. Bartelt, E. D. Williams, R. J. Phaneuf, Y. Yang and S. Das 
Sarma, J. Vac. ScL Tech. A 7, 1898 (1989). 
[69] J. H. Wilson, J. D. Todd and A. P. Sutton, J. Phys. Condens. Matter. 
2, 10259 (1990). 
[70] S. Sugano and H. Koizumi, Microcluster Physics, 2nd Ed., Springer-
Verlag (Berlin), 1998. 
[71] B. C. Bolding and H. C. Andersen, Phys. Rev. B 41, 10568 (1990). 
[72] M. 1. Heggie, Philos. Mag. Lett. 58, 75 (1988). 
[73] H. Balamane, T. Halicioglu and W. A. Tiller, Phys. Rev. B 40, 9999 
(1989). 
[74] H. Balamane, T. Halicioglu and W. A. Tiller, Phys. Rev. B 46, 2250 
(1992). 
[75] K. P. Huber and G. Herzberg, Constants of Diatomic Molecules, Van 
Nostrand (New York), 1979. 
[76] K. Raghavachari, J. Chem. Phys. 84, 5672 (1986). 
[77] D. Tomanek and M. A. Schluter, Phys. Rev. Lett. 56, 1055 (1986). 
[78] C. Kittel, Introduction to Solid State Physics, 7th Ed., Wiley, 1996. 
[79] G. L. Harris, Properties of Silicon, Emis Datareviews Series 4, INSPEC 
(London), 1988. 
[80] M. T. Yin and M. 1. Cohen, Phys. Rev. B 26, 5668 (1982). 
[81] J. F. Cannon, J. Phys. Chem. Ref. Data 3, 781 (1974). 
[82] A. George, Properties of Crystalline Silicon edited by R. Hull, INSPEC 
(London), 1999. 
[83] J. Z. Hu and 1. L. Spain, Solid State Commun. 51, 263 (1984). 
[84] J. Z. Hu, L. D. Merkle, C. S. Menoni and 1. 1. Spain, Phys. Rev. B 34, 
4679 (1986). 
147 
[85] H. Olijnyk, S. K. Sikka and W. B. Holzapfel, Phys. Lett. A 703, 137 
(1984). 
[86] J. C. Jamieson, Science 139, 762 (1963). 
[87] T. I. Dyuzhera, S. S. Kabalkina and V. Novichkov, Sov. Phys. JETP 
47, 931 (1978). 
[88] M. J. McMahon and R. J. Nelmes, Phys. Rev. B 47, 8337 (1993). 
[89] J. S. Kasper and S. M. Richards, Acta Crystallogr. 77, 752 (1964). 
[90] R. H. Wentorf and J. S. Kasper, Science 179, 338 (1963). 
[91] V. G. Eremenko and V. I. Nikitenko, Phys. Status Solidi A 14, 317 
(1972). 
[92] T. Y. Tan, H. Foil and S. M. Hu, Philos. Mag. A 44, 127 (1981). 
[93] P. Pirouz, R. Chaim, V. Dahmen and K. H. Westmacott, Acta Metall. 
Mater. 38, 313 (1990). 
[94] V. Dahmen, K. H. Westmacott, P. Pirouz and R. Chaim , Acta Metall. 
Mater. 38, 323 (1990). 
[95] P. Pirouz, V. Dahmen, K. H. Westmacott and R. Chaim, Acta Metal!. 
Mater. 38, 329 (1990). 
[96] S. J. Duclos, Y. K. Vohra and A. L. Ruoff, Phys. Rev. B 41, 12021 
(1990). 
[97] S. J. Duclos, Y. K. Vohra and A. L. Ruoff, Phys. Rev. Lett. 58, 775 
(1987). 
[98] Y. X. Zhao, F. Buehler, J. R. Sites and I. L. Spain, Solid State Com-
mun. 59, 679 (1986). 
[99] J. Crain, G. J. Ackland, J. R. Maclean, R. O. Piltz, P. D. Hatton and 
G. S. Pawley, Phys. Rev. B 50, 13043 (1994). 
[100] R. O. Piltz, J. R. Maclean, S. J. Clark, G. J. Ackland, P. D. Hatton 
and J. Crain, Phys. Rev. B 52, 4072 (1995). 
[101] A. Kailer, Y. G. Gogotsi and K. G. Nickel, J. App!. Phys. 81, 3057 
(1997). 
148 
[102] G. B. Adams, M. O'Keeffe, A. A. Demkov, O. F. Sankey and Y. Huang, 
Phys. Rev. B 49, 8048 (1994). 
[103] Pictures taken from the http://cst-www.nrl.navy .mil/lattice/ 
web page provided by the Center of Computational Materials Science 
of the US Naval Research Laboratory. 
[104] J. Crain, S. Clark, G. J. Ackland, M. C. Payne, V. Milman, P. D. 
Hatton and B. J. Reid, Phys. Rev. B 49, 5329 (1994). 
[105] L. 1. Boyer, E. Kaxiras, J. L. Feldman, J. Q. Broughton and M. J. 
Mehl, Phys. Rev. Lett. 67, 715 (1991). 
[106] M. Karimi, H. Yates, J. R. Ray, T. Kaplan and M. Mostoller, Phys. 
Rev. B 58, 6019 (1998). 
[107] D. M. Sherman, J. Geophysical Research 98, 19795 (1993). 
[108] M. Born, Proc. Cambridge Phi\' Soc. 36, 160 (1940). 
[109] O. H. Nielsen and R. M. Matin, Phys. Rev. B 32, 3792 (1985). 
[110] S. T. Pantelides, Deep centers in semiconductors: a state of the art 
approach, Gordon and Breach Science Publishers (S.A.), 2nd Ed., 1992. 
[111] R. Car, P. J. Kelly, A. Oshiyama and S. T. Pantelides, Phys. Rev. Lett. 
52, 1814 (1984). 
[112] R. Car, P. J. Kelly, A. Oshiyama and S. T. Pantelides, Phys. Rev. Lett. 
54, 360 (1985). 
[113] G. A. Baraff and M. Schluter, Phys. Rev. B 30, 3460 (1984). 
[114] Y. Bar-Yam and J. D. Joannopoulos, Phys. Rev. B 30,1844 (1984). 
[115] S. Haykin, Neural Networks: A Comprehensive Foundation, Macmillan 
(Oxford), 1994. 
[116] L. Tarassenko, A Guide to Neural Computing Applications, Arnold 
(London), Wiley (New York), 1998. 
[117] C. M. Bishop, Neural Networks for Pattern Recognition, Oxford Uni-
versity Press (Oxford), 1995. 
[118] K. Levenberg, A method for the solution of certain problems in least 
squares, Quart. App\. Math. 2, 164 (1944). 
149 
[119] D. Marquardt, An algorithm for least-squares estimation of nonlinear 
parameters, SIAM J. Appl. Math. 11, 431 (1963). 
[120] Electronic Statistics Textbook, http://www.statsoft.com/textbook/stathome.html. 
StatSoft Inc. (Tulsa, OK), 2004. 
[121] K. Hornik, H. White and M. Stinchcombe, Multilayer feed forward net-
works are universal approximators, Neural Networks 2, 359 (1989). 
[122] J. E. Dayhoff, Neural Network Architectures: An Introduction, Van 
Nostrand Reinhold (Australia), 1990. 
[123] C. G. Looney, Pattern Recognition Using Neural Networks, Oxford Uni-
versity Press Inc. (New York), 1997. 
[124] D. L. Chester, Why two hidden layers are better than one, International 
Joint Conference on Neural Networks 1, 265 (1990). 
[125] B. D. Ripley, Pattern Recognition and Neural Networks, Cambridge 
University Press, 1996. 
[126] M. Beale, Mat/ab Neural Network Toolbox, The Mathworks Inc., 1997. 
[127] M. T. Hagan and M. Menhaj, Training feed forward networks with the 
Marquardt algorithm, IEEE Transactions on Neural Networks 5, 989 
(1994). 
[128] M. T. Hagan, H. B. Demuth and M. H. Beale, Neural Network Design, 
PWS Publishing (Boston), 1996. 
[129] M. I. Baskes, Mater. Chem. Phys. 50, 152 (1997). 
[130] B. Lee and M. I. Baskes, Phys. Rev. B 62, 8564 (2000). 
[131] D. Goldberg, Genetic Algorithms in Search, Optimisation and Machine 
Learning, Addison-Wesley, 1989. 
[132] S. Kirkpatrick, C. Gelatt and M. Vecchi, Optimisation by Simulated 
Annealing, Science 220, 671 (1983). 
[133] J. Mira and F. Sandoval, Lecture Notes in Computer Science; Prom 
Natural to Artificial Neural Computation; International Workshop on 
Artificial Neural networks, Spain June 1995, Springer (Germany), 1053 
(1995). 
150 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
~ 
II 
II 
l 1 
l 1 
l 1 
l 1 
l 1 
l 1 
l 1 
l 1 
