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ABSTRAKT
Tato práce je zaměřena na detekování lézí roztroušené sklerózy ze snímků magnetické
rezonance. Správně vyhledané léze jsou velice důležité pro stanovení lékařské diagnózy.
Detekce lézí pomocí metod strojového učení je poměrně náročná z důvodů velké pro-
měnlivosti velikosti, tvaru a pozice lézí v mozku. V praktické části práce je navržen
software, umožňující vyhledávání lézí v seriích snímků pomocí algoritmu metody pod-
půrných vektorů. Systém je plně automatický a dokáže provést předzpracování obrazu,
extrakci příznaků, tvorbu modelu a následnou klasifikaci dat. Získané výsledky jsou po-
rovnány s dalšími pracemi. Teoretická část pak popisuje roztroušenou sklerózu, základy
operací prováděných s biomedicínskými obrazy a klasifikaci dat.
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ABSTRACT
This thesis is focused on detecting multiple sclerosis lesions from magnetic resonance
images. Correctly retrieved lesions are very important for medical diagnosis. Detection
of lesions using machine learning techniques is quite challenging because of large varia-
bility in size, shape and position of lesions in the brain. In the practical part is designed
software, that allows searching for lesions in a series of images. The system is fully auto-
matic and can perform image preprocessing, feature extraction, create model and data
classification. The obtained results are compared with other publications. Theoretical
part describes multiple sclerosis, basic operations performed with biomedical images and
data classification.
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ÚVOD
Roztroušená skleróza je závažné onemocnění, které současná medicína zatím nedo-
káže plně vyléčit. Avšak v případech, kdy je u pacienta diagnostikována v rané fázi
lze rozvoj nemoci zbrzdit. Jakmile se u pacienta roztroušená skleróza plně rozvine,
neexsituje způsob jak tento stav zvrátit.
Zákeřností roztroušené sklerózy je to, že se provejuje širokou škálou příznaků
v závislosti na tom, kterou část mozku postihla. Nelze tedy jednoduše vyjmenovat
symptomy, jimiž se projeví. U nemocného člověka může docházet ke ztrátě zraku,
poruchám citlivosti nebo třeba problémům s koordinací pohybů.
Všechny způsobené potíže zapřičiňuje napadení centrálního nervového systému
imunitním systémem. Konkrétně dochází k ničení myelinové vrstvy pokrývající část
neuronů. Narušením myelinu se začnou zpomalovat nervové vzruchy a při větším
poškození myelinu vzruchy už neprojdou vůbec.
K potvrzení diagnózy roztroušené sklerózy musí být splněno několik kritérií.
K potvrzení diagnózy v raném stadiu nemoci většinou slouží vyšetření pomocí mag-
netické rezonance a následná analýza snímků. Zánětlivé léze způsobené roztroušenou
sklerózou se projevují na snímcích odlišnou hodnotou jasu oproti okolní tkáni.
Analýzu snímků dříve měli na starosti pouze lékaři. S rostoucím množstvím
prováděných vyšetření se však začalo využívat i specializovaného softwaru, jenž měl
za úkol analýzu ulehčit. Detekcí roztoušené sklerózy se zabývá celá řada vědeckých
prací, lišících se přístupem detekce i dosaženým výsledky.
Tato práce si dává za cíl navrhnout vlastní řešení umožňující detekovat zánětlivé
léze v souboru obrazů magnetické rezonance s využítím metody strojového učení
zvaného metoda podpůrného učení.
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1 ROZTROUŠENÁ SKLERÓZA
Roztroušená skleróza mozkomíšní (RS) je chronické autoimunitní onemocnění cent-
rálního nervového systému (CNS). Nemoc se nejčastěji poprvé projeví u tzv. mladých
dospělých mezi 20. a 40. rokem jejich života [19]. RS se projevuje ztrátou myelinu
v zánětlivých ložiscích (lézích) bílé hmoty CNS [38]. Důsledkem demyelinizace do-
chází k přerušení vedení nervového vzruchu skrze postiženou oblast. To ústí v širokou
škálu neurologických symptomů v závislosti na místě výskytu léze [19]. V konečném
důsledku může vést až k úplné invaliditě.
Zatím není známa žádná léčba [19]. Dostupné léky tak zatím cílí na zmírnění
obtíží a zpomalení rozvoje oncemocnění. Střední délka života u postižených RS tak
může být téměř stejná jako u populace bez RS.
1.1 Popis
CNS využívá k přenosu vzruchů neurony (nervové buňky), které jsou zodpovědné
za vedení, zpracování a předání nervových vzruchů. Vzruchy se šíří v podobě změny
elektrického potenciálu. Potenciál vzniká rozdílnou koncentrací iontů sodíku a dras-
líku v neuronu a mezibuněčné hmotě. V buňce převažují ionty draslíku a mimo
buňku ionty sodíku. Elektrický potenciál v klidu dosahuje napětí mezi 65 až 80 mV
[9].
K přijmání vzruchů slouží výběžky nazývané dendrity. Za následné odeslání vzru-
chu z neuronu jsou odpovědné axony neboli neurity. Axony po jejich délce oba-
luje vrstva lipoproteinu myelinu. Tloušťka vrstvy se může lišit dle druhu nervového
vlákna. Od toho se pak odvíjí rychlost vedení ruchu vlákny. U vláken s tlustou vrst-
vou myelinu dosahuje rychlost šíření až 120 m/s. Pokud se jedná o axon s tenkou
vrstvou pohybuje se vzruch rychlostí mezi 0,5 až 2 m/s [49].
Při onemocnění pacienta roztroušenou sklerózou dochází v zánětlivých ložiscích
k napadání oligodendrocytů, zodpovídajících za tvorbu a udržování vrstvy myelinu
bílými krvinkami [11]. V důsledku toho se myelinová vrstva ztenčuje a nakonec mizí
úplně [38]. Během raných fází RS probíhá proces remyelinizace částečně obnovu-
jící myelinovou vrstvu [24]. S postupujícím průběhem nemoci se však remyelinizace
zpomaluje, až nakonec obklopují postižené axony pouze jizvy. Axony oproštěné od
myelinové vrstvy přenášejí nervové vzruchy velmi špatně [49].
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Obr. 1.1: Ilustrace běžného axonu a axonu s roztroušenou sklerózou (vpravo) [50].
1.2 Symptomy
Záněty způsobené RS mohou propukat v kterékoliv části mozku a míchy, což může
zapříčinit prakticky jakékoliv neurologické symptomy. Pokud dojde ke zhoršení stá-
vajícího symptomu nebo propukne nový a trvá 24 hodin a více, mluvíme o tzv. atace
neboli relapsu [19]. Po několika týdnech (většinou 4 až 6) dochází k ustoupení nebo
úplnému vymizení potíží. Po atace nastává období bez klinických symptomů, které
může trvat i několik let [7].
Při propuknutí nemoci se u 33% pacientů objevují potíže se zrakem [46]. Často se
nemocní musí potýkat s optickou neuritidou, jenž se projevuje ztrátou zraku a boles-
tivostí za oční bulvou, zejména při pohybu očí. Ztráta zraku v počátcích onemocnění
nebývá úplná, ale postihuje pouze část zorného pole. I když není vyjímkou, že jsou
postiženy obě oči, většinou se problém vyskytuje jen na jednom z očí. Kromě optické
neuritidy se pacienti mohou potýkat s nystagmem, což je nekontrolovatelný rychlý
pohyb očí většinou ze strany na stranu. Posledním příznakem spojeným s viděním
je dvojité vidění (diplopie) [27].
Během prvotní fáze onemocnění se mohou vyskytnout poruchy citlivosti. Bývá to
především necitlivost na dotek (hypestezie), brnění (parestezie) nebo pálení a bolest
(dysestezie) [16]. Takovéto obtíže se dají dohledat zhruba u 46% nemocných [46].
Pokud RS napadá u pacienta oblast zadních provazců míchy, zhoršuje se u paci-
enta koordinace pohybů a vzniká tzv. ataxie [16]. RS může napadnout vestibulární
nervové dráhy, což ústí v poruchu stability. Během onemocnění RS se často vysky-
tuje dysfagie, což je porucha polykání. Obvyklé u pacientů bývají i poruchy močení
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[5], stolice a sexuální dysfunkce.
Kromě fyzických projevů má RS dopad i na psychickou stránku pacienta. Často
se pacienti potýkají s depresemi a náhlými změnami nálad. Postupně se přidávají i
kognitivní poruchy [57].
1.3 Průběh
Na základě střídání období remisí (ustoupení symptomů) a relapsů byly popsány
Národní společností pro roztroušenou sklerózu (National Multiple Sclerosis Society)
čtyři základní formy průběhu onemocnění [36]. Nejčastěji se vyskytuje relaps remi-
nentní (RR) forma, jež se vyskytne v počátcích asi u 85% nemocných. Tato forma je
typická pravidelným střídáním atak s obdobím remise. Ojedinělé nejsou ani případy,
kdy po prvotní atace následuje klidně i desetileté období remise. Po atace může do-
jít k úplnému nebo neúplnému zotavení. Postupně dochází k vyčerpávání rezervní
přenosové kapacity CNS, což nakonec vyústí v nezvratné neurologické postižení.
Choroba obvykle přechází z RR do sekundárně chronicko-progresivní formy (SP)
[36]. Ta se liší tím, že dochází k pozvolnému zvyšování tíže klinického postižení i po
období relapsů. Dle pozorování je medián doby od nástupu RR formy k přechodu
do SP 19 let.
Zhruba u 10-15% postižených dochází k průběžnému zhoršování stavu již po
první prodělané atace. Takovýto průběh je označován jako primárně progresivní
[34]. Období remise se u této formy téměř nevyskytují nebo pouze na krátkou dobu.
Nejvzácněji se vyskytuje relaps progresivní průběh [36]. Při něm se choroba pro-
jevuje agresivním průběhem s těžkými atakami bez zjevné regenerace a brzkým
úbytkem neurologického deficitu. Pokud již se tato forma projeví, pak to bývá u pa-
cientů, kteří onemocněli ve vyšším věku (40-45 let) [58].
1.4 Historie
První dobře zdokumetovaný případ RS pochází pravděpodobně ze 14. století z Ho-
landska [32], [35]. Vatikánské archivy obsahují dokumentaci o životě svaté Ludwiny,
u které se v 16. letech projevila slabost nohou, po které následoval její pád. Za několi
dní se zcela uzdravila. Jak se u ní nemoc vyvíjela, následovaly další ztráty rovnováhy,
slabosti a poruch vidění. Mezi projevy nemoci vždy problémy odezněly, z čehož bylo
možné rozeznat období remise.
V historických archivech se lze dopátrat podobných obtíží i u dalších osob [39].
Bližší prozkoumání nemoci však bylo umožněno až s přichodem neuropatologického
výzkumu a systematického zkoumání mozku při pitvách v 19. století [12]. První
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popis roztroušených lézí v mozku v nervovém systému publikoval Robert Carswell
ze Skotska v roce 1838. Výzkumem se následně paralelně zabývalo několik neurologů
té doby. O závěrečné popsání a pojmenování nemoci se zasloužil v roce 1868 Jean-
Martin Charcot. Provedl shrnutí předešlých nálezů spolu s vlastními klinickými a
patologickými pozorováními.
1.5 Výskyt
Výskyt onemocnění se popisuje incidencí a prevalencí. Incidence udává počet nově
diagnostikovaných případů k celé sledované populaci a prevalence poměr počet ne-
mocných k celkové populaci. Prevalence není závislá pouze na incidenci nemoci, ale
také na délce života s nemocí a migraci lidí trpících onemocněním. Neexistují přesná
čísla, ale odhaduje se že RS trpí celosvětově okolo 2,5 miliónu lidí [7]. V České re-
publice připadá na 100 tisíc obyvatel přibližně 150 nemocných [20]. Na severu USA,
v Kanadě a severní Evropě činí počet nemocných téměř 300 lidí ze 100 tisíc.
Rozložení pacientů není zcela rovnoměrné. Nemocí totiž nejvíce trpí indoevrop-
ská rasa, oproti tomu rasa negroidní má poloviční frekvenci výskytu a rasa orientální
ještě menší. Kromě etnika je významným faktorem i geografická poloha. S rostoucí
vzdáleností od rovníku se zvyšuje i prevalence [4].
Obr. 1.2: Prevalence roztroušené sklerózy dle států na 100 tisíc obyvatel [1].
První projevy RS se nejvíce vyskytují mezi 20. a 40. rokem života, zřídka se
však může projevit už i v dětství nebo po 60. roce věku. Podobně jako většina au-
toimunitních onemcnění se s větší pravděpodobností vyskytuje u žen a to v poměru
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2:1 [13]. U dětí, u kterých nemoc propukla, je rozdíl poměru mezi pohlavími ještě
markantnější [8].
1.6 Diagnóza onemocnění
Diagnostika RS bývá poměrně obtížná, což je dané množstvím symptomů, kterými
se může projevit. V historii bylo vytvořeno několik kritérií, na jejichž základě se
určovalo, zda-li se jedná opravdu o RS. Nejdříve v roce 1965 byla stanovena Schu-
macherova kritéria [54]. Ty se opíraly pouze o subjektivní úsudek lékaře, a proto
byla v roce 1983 publikována kritéria Poserova [41], definující trvání a průběh atak.
S rozvojem magnetické rezonance (MR) umožňující rozpoznání RS bylo potřeba
definovat pravidla nová. V roce 2001 na mezinárodním zasedání neurologů byla vy-
tvořena McDonaldova kritéria. V revidované podobě (revize v roce 2005 a 2010) jsou
využívány až dodnes [31].
Diagnostika musí být komplexní a musí brát v potaz mnoho faktorů. Měla by
hodnotit klinický stav pacienta, historii onemocnění, zobrazovací vyšetření (MR
nebo počítačová tomografie) a vyšetření mozkomíšního moku. Finální diagnóza může
být vyřčena dle McDonaldových kritérií až v momentě, kdy je splněn některý z ná-
sledujících bodů:
• U pacienta propukli dvě nebo více ataky. Zároveň se dají na snímcích MR
rozeznat alespoň dvě léze. V případě nalezení pouze jedné léze, musí tato
vysvětlovat symptomy předchozí ataky.
• Pokud pacient prodělal alespoň dvě ataky a z MR vyšetření je patrná jedna
léze, musí se vyčkat na diseminaci léze v prostoru nebo propuknutí další ataky
nezpůsobené detekovanou lézí. Diseminace lézí v prostoru představuje výskyt
lézí nejméně ve dvou ze čtyř oblastí CNS.
• Aby mohla být diagnostikována RS u pacienta s jednou prodělanou atakou
a alespoň dvěma detekovanými lézemi v MR vyšetření, musí se vyčkat zda-
li nastane diseminace lézí v čase nebo k druhé atace. Diseminace lézí v čase
znamená vytvoření nové léze oproti prvnímu MR skenu.
• Lidem, u kterých propukla jedna ataka a byl u nich nalezen jeden objektivní
nález léze, musí proběhnout diseminace lézí v prostoru nebo proběhnout další
ataka, která by nebyla vysvětlitelná detekovanou lézí.
• Pacienti, u kterých dosud nepropukla žádná ataka musí trpět nemocí alespoň
rok (může být zjištěno i retrospektivně) a splňovat dvě z následujících tří
kritérií. Projevuje se u nich alespoň jedna léze diseminující v prostoru mozku.
Mají pozitivní nález mozkomíšního moku získaného lumbální punkcí. A nebo
dochází u nich k diseminaci v prostoru míchy alespoň u dvou lézí.
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Typické léze RS jsou oválné nebo kulaté a jejich rozměr se pohybuje většinou
mezi 5 a 10 milimetry. Existují i léze přesahující 1cm o těch se pak hovoří jako
o tumoriformních. Vyskytnout se mohou prakticky v jakékoliv části mozku nebo
míchy. V okolí akutních lézí se může vyskytovat edém, který postupem času vymizí.
Většina ložisek dosáhne své maximální velikosti do 6 měsíců [15].
1.7 Magnetická rezonance
Nejdříve se začalo s vyšetřováním RS pomocí počítačové tomografie [7]. Tato me-
toda jako první byla schopna zachytit demyelinizační ložiska v mozku. Bohužel až
ve vysokém stádiu destrukce myelinu. MR se ukázala jako mnohem senzitivnější
metoda, a proto je jí hojně využíváno [43].
Vzhledem k tomu, že se lidský organismus skládá především z vody (𝐻2𝑂), vyu-
žívá magnetická rezonance magnetických vlastností vodíku [48]. Atom vodíku 1𝐻 má
pouze jeden proton, díky čemuž si zachovává relativně velký magnetický moment.
Za normálních podmínek jsou magnetické momenty v tkáni orientovány náhodně
všemi směry. To se však změní působením silného magnetického pole 𝐵0. Magne-
tické momenty se zorientují rovnoběžně se směrem nebo proti směru působení mag-
netického pole 𝐵0. Kvůli vyšší energetické náročnosti protichůdného uspořádání, je
těchto protonů méně než polovina. To vytváří měřitelný vektor tkáňové magneti-
zace 𝑀0, orientovaný ve směru pole 𝐵0. Než se ustálí jádro v nové poloze dané
směrem magnetického pole, dochází k rotaci kolem směru působícího magnetického
pole. Tento pohyb nastává při každé změně magnetického pole. K udržení jádra
v pohybu se využije kolmo působícího vysokofrekvenčního pole 𝐵𝑇 . Jeho působením
dojde k vychýlení ze směru 𝐵0, čímž vzniká příčná složka magnetizace 𝑀𝑋𝑌 . Po
vypnutí vysokofrekvenčního pole se jádra navrací do původního uspořádaného stavu
a při návratu vysílají elektromagnetický signál. Ten je možné měřit pomocí indukce
napětí na cívce.
Typickým obrazem RS na snímcích MR jsou ložiska zvýšené intenzity signálu
(hyperintenzitní - tedy bílá). K vyhledávání ložisek RS se využívají především tři
základní snímkovací metody.
• T1 vážený obraz vytváří snímky na základě doby, za kterou se navrátí ve-
likost 𝑀0 na 63% původní velikosti od vypnutí pole 𝐵𝑇 . Tyto časy se liší
podle toho jakou konkrétní tkání jsou tvořeny. Pohybují se mezi 800ms (bílá
hmota mozková) až po zhruba 4000ms(mozkomíšní mok). Čerstvé demyelini-
zační plaky na tomto druhu snímků nejsou téměř patrné. Projeví se teprve
s podáním kontrastní látky, jenž prozradí poškození hematoencefalitické bari-
éry. Starší plaky konstrastní zvýraznění nemívají a naopak u nich dochází ke
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snížení intenzity snímaného signálu. Na snímcích se tak jeví jako tmavé body,
a proto se jim říká T1 černé díry.
• T2 vážený obraz se vytváří dle času, za který příčná složka magnetizace 𝑀𝑋𝑌
poklesne na 37% od momentu vypnutí vysokofrekvenčního pole 𝐵𝑇 . Relaxační
časy se u T2 obrazů pohybují mezi 30-150ms. Snímky T2 se vyznačují vysokou
intenzitou likvoru (mozkomíšního moku), což umožňuje lehké rozlišení od T1
snímků. Plaky v tomto druhu snímkování zvyšují intezitu signálu a jeví se tak
jako světlejší body.
• Nevýhodou T2 snímkování bylo složité rozlišení mezi likvorem a ložisky RS.
Toto odstraňuje metoda zvaná FLAIR. Ta potlačuje signál vytvářený mozko-
míšním mokem. Na úkor toho je snížena rozlišovací schopnost u lézí lokalizo-
vaných v kmeni a mozečku.
Obr. 1.3: Porovnání řezů mozkem pořízených rozdílnými technikami MR [21].
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2 ANALÝZA BIOMEDICÍNSKÝCH OBRAZŮ
V lékařství se v současné době využívá široké množství vyšetření vytvářejících de-
sítky, někdy až stovky, snímku jenž je nutné do detailu analyzovat. Bez použití spe-
cializovaného softwaru určeného k rozboru obrazů, by museli lékaři všechny snímky
sami vyhodnocovat. S narůstajícím množstvím analyzovaných obrazů člověkem se
zvyšuje riziko lidského selhání, díky čemuž může docházet k závažným chybám při
vyhodnocování. Takováto rizika můžou snížit programy, jenž analýzu usnaďňují.
Jejich funkčnost se může velice lišit. Mohou pouze předzpracovávat obraz, tak že
například odstraňují šum nebo ostří obraz. Existují programy vyhodnocující objem
nebo obsah snímaných tkání. Pokročilejší specializované programy dokážou dokonce
zvýraznit podezřelé regiony (oblasti nádorů nebo demyelinizace). Zvýrazněné regi-
ony poté stačí lékařem jen zkontrolovat. Což výrazně zkrátí dobu oproti tomu, kdy
by měl lékař vyhodnocovat vše sám.
Existují i lékařské vyšetření jejichž výsledky jsou při vyhodnocení člověkem po-
měrně subjektivní. Například při srovnávání vyhodnocení šířky vrstev na povrchu
arterie několika specialisty byla odhalena, u některých, chyba až 23% vztažená k no-
minální hodnotě [40]. Je jasné, že takovou odchylku by bylo potřeba eliminovat, tak
abychom získávali konzistentní výsledky.
Obrazy je možné zpracovávat na základě tří různých přístupů [14]. Pokud pro-
vádíme bodové operace dochází k ovlivnění jednoho bodu výstupního obrazu pouze
jedním bodem obrazu vstupního. Takovéto operace jsou vhodné pro úpravu barev
nebo jednoduché prahování. Pokud dochází k ovlivňování jednoho výstupního bodu
skupinou okolních bodů vstupních hovoříme o lokálních operacích. Takovéto operace
jsou využívány např. pro ostření obrazu, detekci hran nebo vyhlazení obrazu. Kromě
bodových a lokálních operací existují ještě operace globální. U globálních operací je
každý z výstupních bodů ovlivněn všemi body vstupními. Takovýto přístup využívá
třeba Fourierova nebo kosinová transformace.
Operace s obrazovými daty jenž budou popsány v následujících kapitolách se
využívají především pro předzpracování obrazu. Předzpracovaný obraz totiž výrazně
usnaďňuje následné vyhodnocení lékařem nebo dalším softwarem.
2.1 Transformace kontrastu
Transformace kontrastu je operace zlepšující subjektivní dojem pozorovtele z ob-
razu. Upravením jasových složek obrazu se pro pozorovatele můžou jevit některé
objekty jako výraznější. Rozložení četností jasových složek ideálně komponovaného
snímku by mělo být rovnoměrné. Často však dochází k tomu, že distribuce jasů je
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soustředěna pouze mezi úzké rozpětí jasů. Pozorovateli pak přijdou takové obrazy
jako příliš tmavé nebo světlé. Jeden takový tmavý obraz a následná úprava kontrastu
je vidět na obrázku.
Obr. 2.1: Ukázka transformace kontrastu [18]
K popisu rozložení četnosti jasů nám nejlépe poslouží histogram. To je graf zná-
zorňující zastoupení jednotlivých jasových složek vyskytujících se v obrazu.
Ekvalizace histogramu
Rovnoměrného rozložení četností se dá dosáhnout pomocí ekvalizace histogramu.
Výsledný histogram je relativně plochý protože jednotlivé jasové úrovně by měly
být zasoupeny stejně. Jelikož však panuje velký nepoměr mezi počtem jasových
úrovní a počtem obrazových bodů, lze toho dosáhnout jen ztěží.
Pro obraz o rozměru M řádků a N sloupců můžeme vypočítat transformační
funkci dle následujícího vzorce publikovaného v [22].
𝑔𝑖,𝑘 =
𝑚𝑎𝑥(𝑔)−𝑚𝑖𝑛(𝑔)
𝑀𝑁
𝑓(𝑖,𝑘)∑︁
𝑖=𝑚𝑖𝑛(𝑔)
𝐻(𝑖) +𝑚𝑖𝑛(𝑔) (2.1)
Výpočtem rovnice dostáváme výstupní jas 𝑔𝑖,𝑘 v bodě 𝑖 a 𝑘. Jasová stupnice
výstupního obrazu se nachází v rozmezí < 𝑚𝑖𝑛(𝑔)−𝑚𝑎𝑥(𝑔) >. A jako poslední pro
výpočet potřebujeme sumu četností jasů z histogramu vstupního obrazu. Výsledek
takové operace je znázorněn na obrázku 2.2.
V ideálním případě by se rovnala četnost každé z jasových složek podílu celko-
vého počtu pixelů a počtu jasových úrovní. Takového výsledku by však bylo možné
dosáhnout pouze pokud by bylo rozdělení histogramu spojité.
Lineární transformace rozložení jasů
Lineární transformace rozložení jasů přistupuje k úpravě jasu jiným způsobem než
ekvalizace. Nesnaží se totiž upravovat četnost jednotlivých jasů, ale slouží k využítí
celé škály jasů.
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Obr. 2.2: Histogram obrazu před ekvalizací a po ní [18]
Nejdříve odečtem od všech bodů v obraze hodnotu nejmenšího jasu v obraze.
Tím dosáhneme toho, že histogramu námi vytvořeného obrazu bude začínat v nule.
Poté potřebuje navýšit maximální hodnotu tak, aby se rovnala maximální hodnotě
jasu. Podělením všech bodů rozdílem maximální a minimální hodnoty se nám to
podaří. Výsledný vzorec [55] lineární transformace pak vypadá následovně
𝑔𝑖,𝑘 =
𝑓𝑖,𝑘 −𝑚𝑖𝑛(𝑓)
𝑚𝑎𝑥(𝑓)−𝑚𝑖𝑛(𝑓) (2.2)
Takto provedená transformace se využívá například pro úpravu snímků z počí-
tačové tomografie, které bývají poměrně tmavé. Aplikováním lineární transformace
se stávají pro lidské oko snázeji analyzovatelné.
Exponenciální transformace
Exponencionální transformace nemá narozdíl od předchozích transformací lineární
charakter a výsledek transformace tak závisí především na zvoleném základu 𝑎.
Rovnici zapisujeme následovně:
𝑔𝑖,𝑘 = 𝑎𝑓𝑖,𝑘 (2.3)
Pokud nabývá 𝑎 hodnot menších než jedna pak je výsledná funkce konvexní a
klesající. Čím blíže se přibližuje základ k nule, tím více vyniká exponencionalita
funkce. U případů kdy je základ větší než jedna stává se výsledná funkce rostoucí
konvexní funkcí. Problémem takovéto transformace je to, že výstupní body 𝑔(𝑥, 𝑦)
mohou nabývat hodnot přesahující rozsah nastaveného jasu. Po takovéto transfor-
maci musí ještě následovat noramlizace hodnot, tak aby se navrátily do povoleného
rozsahu.
Gamma korekce
Funkce využívaná například u kamer, kdy snímaný obraz byl transformován, tak aby
jej mohly promítat i vakuové televize. Výstupní jas telvizorů byl totiž exponenciálně
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závislý na mřížkovém napětí 𝑈𝛾. Další využití nalézá při odstraňování zkreslení
vzniklajícího u okrajů obrazu tvořených digitálními projektory. Korekce se dá popsat
rovnicí:
𝑔𝑖,𝑘 = 𝑓𝛾𝑖,𝑘 (2.4)
𝛾 běžně volíme z rozsahu < 0, 6 − 2, 5 >, s vyjímkou 𝛾 = 1 pak by se totiž
výstup této transformace vždy rovnal jedné. Pokud je hodnota menší než jedna
nabývá transformační funkce konvexního rostoucího tvaru.
2.2 Ostření obrazů
Lidský zrak je daleko citlivější na místa v obraze v kterých dochází k výrazným
změnám jasu (významné hrany) než na větší oblasti s podobnýým jasem. I přes
změnu okolního jasu nebo místa z kterého probíhá pozorování, zůstávají hrany do
jisté míry zachovány.
Pro zvýšení diagnostické přesnosti se přistupuje k zvýrazňování detailů a hran
obrazu. Hrana v obrazu je definována vlastnostmi pixelu a jeho blízkým okolím.
Hrany popisují rychlost a směr změn jasů v obraze. Hrany se skládají ze skupiny
sousedících hranových bodů, což jsou pixely s velkým modulem gradientu.
Ostření obrazu se dá provádět buď pomocí operací prováděných nad prostorovými
nebo frekvenčními oblastmi. Pří úpravě frekvenčních složek dochází k zdůraznění vy-
sokých frekvencí. Ostření obrazu v prostorové oblasti využívá aplikace diferenčních
operátorů na původní obrazu.
Ideální hrany mají skokový profil, kde se okamžitě mění jejich jas. Takovéto
hrany se však v reálných obrazech příliš nevyskytují. Mnohem častější bývají hrany
poznamenané šumem. Znázornění jednotlivých hran a jejich profily jsou zobrazeny
na obrázku 2.3.
Obr. 2.3: Profily jednotlivých hran [22]
Ostření pomocí lokálních operátorů
Zvýraznění hran v obraze s využitím lokálních operátorů je možné buď odečtením
rozostřeného obrazu nebo konvolucí.
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Při ostření pomocí odečtení rozostřeného obrazu využíváme toho, že rozostřený
obraz má oproti originálu vyšší obsah nízkofrekvenčních složek. Nejdříve tedyv
rozostříme původní obraz a ten pak odečteme od obrazu originálního. Tím dojde
k potlačení nízkých frekvencí. Ve výsledku to pro pozorovatele znamená, že hrany
v obraze více vyniknou.
K ostření obrazů s využitím konvoluce se využívá filtrů typu dolní propust. Na-
stavením parametrů filtru se dá volit míra ostření. Míra ostření by měla být volena
dle konkrétního obrazu, tak aby nejvíce odpovídala subjektivním pocitu pozorova-
tele.
1
𝐾 − 8 ×
⎡⎢⎢⎣
−1 −1 −1
−1 𝐾 −1
−1 −1 −1
⎤⎥⎥⎦ (2.5)
Parametr 𝐾 definuje míru zostření a nabývá hodnot v rozsahu 𝐾 ∈ (8,∞). Ná-
sledným roznásobením dostaneme standardizovaný lokální operátor. Pro zachování
jasových složek obrazu musí zůstat zachována energie původního obrazu, tzn. součet
prvků operátoru musí být roven jedné. Toho lze docílit použitím rovnice 2.6.
𝑏 = 1− (8× 𝑎) (2.6)
⎡⎢⎢⎣
𝑎 𝑎 𝑎
𝑎 𝑏 𝑎
𝑎 𝑎 𝑎
⎤⎥⎥⎦ (2.7)
Ostření ve frekvenční oblasti
Dosáhnout zaostření obrazu je možné i po převodu do frekvenční oblasti. Použi-
tím filtru typu horní propust na originální obraz převedený do frekvenční oblasti
dostaneme obraz detailů. Modifikací spektra totiž lze navýšit zastoupení vysoko-
frekvenčních složek v obrazu.
Jako nejjednodušší postup se jeví vynulování nízkofrekvenčních složek, čímž je
získan obraz detailů. Obraz získaných detailů pak stačí přičíst k originálnímu obrazu.
Nevýhodou této metody je zesílení šumu. Ten vynikne v obrazu i když před zostřením
byl nepatrný.
V případech, kdy je nutné zaostřit zašuměnný obraz lze využít Wienerova filtru.
Tento filtr podává dobré výsledky i u zašuměnného originálu.
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2.3 Hranová detekce
Jak bylo zmíněo již dříve, hrany jsou pro vnímání obrazu velice důležité [37]. Při
analýze obrazu tedy často máme za úkol detekovat směr a intenzitu hrany. Existuje
velká řada postupů. Nejběžnější varianty využívají derivací. V místě hrany nabývá
první derivace obrazové funkce svého maxima a derivace druhá prochází nulou.
Obr. 2.4: Hranová detekce s využítím Sobelova operátoru [53]
Hrany detekované pomocí první derivace
U diskrétních obrazů se derivace aproximuje konovlucí obrazové funkce s vhodnou
maskou o velkiosti 2 × 2 nebo 3 × 3. Existuje velké množství lokální operátorů
jenž je možné využít pro detekci. U směrových operátorů existuje tolik variant,
kolik operátor rozlišuje směrů. Většinou se však uvažuje detekce v horizontálním a
vertikálním směru.
Nejstarším a jediným konovlučním jádrem o velikosti dvou řádků a dvou slopců
je Robertsův operátor. Tím že využívá malé okolí pro aproximaci se stává extrémně
citlivým na šum. Podobu konvolučních jader [51] Robertsova operátoru vidíme v 2.8.
Operátor Prewittové 2.9, Sobelův 2.10 a Robinsonův 2.11 se liší pouze svojí citlivostí
na šum. Níže jsou uvedeny operátory pro horizontální směr. Pro další směry se
operátor pouze pootočí okolo středu.
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⎡⎣ 0 1
−1 0
⎤⎦ (2.8) ⎡⎢⎢⎣
1 1 1
0 0 0
−1 −1 −1
⎤⎥⎥⎦ (2.9)
⎡⎢⎢⎣
1 2 1
0 0 0
−1 −2 −1
⎤⎥⎥⎦ (2.10)
⎡⎢⎢⎣
1 1 1
1 −2 1
−1 −1 −1
⎤⎥⎥⎦ (2.11)
Aby byly detekovány hrany ve všech směrech je nutné provést filtraci alespoň
dvakrát (v horizontálním a vertikálním směru). Výpočet výsledného gradientu mů-
žeme získat z rovnice 2.12, kde Δ𝑥𝑓𝑖,𝑘 reprezentuje výsledek horizontální filtrace
v bodě 𝑖 a 𝑘. Podobně pak Δ𝑦𝑓𝑖,𝑘 s tím rozdílem, že odpovídá aproximaci gradientu
ve vertikálním směru.
𝑔𝑖,𝑘 =
√︁
(Δ𝑥𝑓𝑖,𝑘)2 + (Δ𝑦𝑓𝑖,𝑘)2 (2.12)
Z takto získaného obrazu gradientů potřebujeme získat bitový obraz, kde jed-
nička odpovídá hraně a nula homogenní ploše. Bitový obraz dostanem například jako
výsledek prostého prahování nebo využitím pokročilejších metod jako je prahování
s hysterezí.
Hrany detekované pomocí druhé derivace
Mezi operátory aproximující druhou derivaci obrazové funkce můžeme zařadit La-
placeův 2.13 a robustnější LoG (Laplacian of Gausian) 2.14 [26].
⎡⎢⎢⎣
1 1 1
1 −8 1
1 1 1
⎤⎥⎥⎦ (2.13) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 −1 0 0
0 −1 −2 −1 0
−1 −2 16 −2 −1
0 −1 −2 −1 0
0 0 −1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.14)
Výhodou Laplaceova operátoru oproti operátorům aproximujícím první derviaci je
invariantnost vůči pootočení. Naopak mezi nevýhody můžeme počítat velkou citli-
vost na šum v originálním obraze a dvojité odezvy na hrany odpovídající tenkým
liniím v obraze.
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Abychom šum aspoň částečně omezili využijeme vyhlazující filtr. Proto LoG při-
chází s kombinací gausovského filtru a laplaciánu. Jako nevýhodou tohoto postupu
můžeme uvést přílišně vyhlazené ostré tvary. Ostré rohy se tak z obrazu zcela vy-
trácejí. Kromě toho se ještě snaží spojovat hrany do uzavřených křivek.
Jak již bylo napsáno dříve, v místě hrany nabývá druhá derivace nuly a proto
musíme po provodení konvoluce najít průchody nulou. K tomu nám poslouží lokální
operátor 2.15. ⎡⎢⎢⎣
0 1 0
1 𝑥 1
0 1 0
⎤⎥⎥⎦ (2.15)
Abychom ověřili, že došlo k průchodu nulou musí mít alespoň jeden ze sou-
sedů 𝑥 opačné znaménko než ostatní. Následně kontrolujeme, že je hrana dostatečná
výrazná. Vypočítáme proto rozdíl dvou sousedů a ten porovnáváme s nastavenou
prahovou hodnotou. Pokud ještě do intervalu tvořeného sousedy, použité pro porov-
nání s prahovou hodnotou, náleží centrální bod 𝑥 jsou splněny všechny podmínky
pro to, abychom bod označili jako součást hrany.
Kombinace přístupů pro detekci hran
Jako jeden z filtrů, který dosahuje nejlepších výsledků můžeme považovat Cannyho
filtr [10]. Ten provádí několik po sobě jdoucích kroků, jenž vyustí v menší citlivost
vůči šumu a kvalitní detekci hran. Originální obraz nejprve filtrujeme s využitím
Gaussianu. Tím obraz částečně rozostříme a potlačíme šum. Následně detekujeme
hrany některým z operátorů aproximujících první derivaci. Detekci musíme provést
jak pro horizontální tak vertikální směr, tak abychom mohli zjistit směr gradientu
podle vzorce 2.16
𝜃𝑖,𝑘 =
Δ𝑦𝑓𝑖,𝑘
Δ𝑥𝑓𝑖,𝑘
(2.16)
Takto získaný směr normalizujeme do některého ze čtyř směrů (horizontální,
vertikální a dvě diagonály). Poté můžeme již prahovat výsledek detekce. Abychom
dosáhli lepších výsledků je lepší využít prahování s hysterezí.
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3 KLASIFIKACE DAT
Cílem práce je rozdělit všechny obrazové body do dvou kategorií. Kategorii bodů
představující léze roztroušené sklerózy a body jenž léze nejsou. V následující kapitole
se tedy blíže zaměříme na metody jak je možné data klasifikovat. Obecně se klasi-
fikací dat myslí jejich rozdělení do konečného počtu skupin (podmnožin). Všechny
body spadající do stejné skupiny mají nějakou společnou vlastnost. Pro správné
rozdělení tedy musíme odhalit podstatné vlastnosti elementárních částí celku [3].
Klasifikace je prováděna algoritmem jenž má na vstupu data popisující analyzo-
vaný obsah a na výstupu diskrétní hodnotu. Ta určuje, do které třídy klasifikátor
zařadil reprezentaci vstupních dat. Grafické znázornění klasifikátoru je vidět na ob-
rázku 3.1. Na základě vstupního objektu 𝑋 vyhodnotí rozhodovací pravidlo 𝑑(𝑋),
vytvořené během fáze učení, do které třídy 𝜔𝑟(𝑟 = 1, ..., 𝑅) bude zařazen. 𝑅 definuje
počet výstupních tříd.
Obr. 3.1: Schéma klasifikátoru
Vstupní objekt 𝑋 charakterizují jeho příznaky. Příznaky jednoho objektu vy-
tváří n-rozměrný sloupcový vektor 𝑥𝑖. Vstupní objekt pak můžeme zapsat jako
𝑥 = (𝑥1, 𝑥2, ..., 𝑥𝑛)𝑇 . Schéma klasifikátoru se pak změní. Místo jednoho vstupu má
pak klasifikátor 𝑛 vstupů odpovidajících jednotlivým příznakům. Hodnota výstupu
opět určuje výstupní třídu, která je dána skalární funkcí 𝑑(𝑥) vektorového argumentu
𝑥.
Obr. 3.2: Schéma příznakového klasifikátoru
Dalo by se předpokládat, že z rostoucím počtem příznaků popisující jednotlivé
klasifikované objekty bude stoupat i úspěšnost klasifikace. Pokud bychom však každý
z objektů detailně popsiovali, zvyšovala by se náročnost prováděných výpočtů a tím
i nutný výpočetní čas. Ideální je tedy nalézt kompromis mezi dosaženou přesností
výsledné klasifikace a složitostí výpočtů k ní vedoucí.
Způsob, jak předem vybrat příznaky, jenž nesou velké množství informace a jsou
tudíž pro klasifikaci stěžejní, neexistuje. Teoreticky je však možné vybrat s existující
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množiny příznaků ty, které jsou důležité. Případně vyjádřit původní příznaky pomocí
menšího počtu, na sobě nezávislých, přímo neměřitelných příznaků.
3.1 Způsoby klasifikací
Způsobů, jak zjisti, do které konkrétní třídy patří vstupní objekt, exsituje hned
několik [23], [25]. Mezi základní metody patří lineární diskriminační analýza. Dále
je možno využít klasifikace s využitím etalonů nebo vymezením hraničních ploch.
Lineární diskriminační analýza
Lineární diskriminační analýza rozhoduje do které třídy vstupní objekt patří na zá-
kladě velikosti skalárních funkcí 𝑔1(𝑥), 𝑔2(𝑥), . . . , 𝑔𝑅(𝑥), kde R je počet klasifikačních
tříd. Každý vstupní objekt pak bude zařazen do třídy 𝜔𝑟
Obr. 3.3: Princip metody klasifikace s využitím diskriminačních funkcí
𝑔𝑟(𝑥) > 𝑔𝑠(𝑥) (3.1)
𝑠 nabývá hodnot 1, 2, . . . , 𝑅 a 𝑟 ̸= 𝑠. Objekt 𝑥 se tedy přiřadí do třídy pro niž je
hodnota skalárního součinu největší.
K analýze roztroušené sklerózy nám stačí klasifikace do dvou tříd. Linárnímu
diskriminačnímu klasifikátoru, který realizuje takové rozdělení, říkáme dichotomický.
Jeho rozhodovací pravidlo lze zapsat následovně
𝜔𝑟 = 𝑑(𝑥) = 𝑠𝑖𝑔𝑛[𝑔1(𝑥)− 𝑔2(𝑥)] (3.2)
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Z toho vyplývá, že objekt 𝑥 bude zařazen do třídy 𝜔1 pokud je 𝑑(𝑥) < 0 a do
třídy 𝜔2 když 𝑑(𝑥) > 0. Pro rozhodnutí nám tedy stačí pouze zjistit zda diskrimanční
funkce nabývá kladné nebo záporné hodnoty.
Běžně užívané metody pro klasifikaci využívají Bayesovské statistiky. Metoda
klasifikující na základě maximální aposteriorní pravděpodobnosti počítá podmíně-
nou pravděpodobnost 𝑃 (𝜔𝑟‖𝑥) zařazení objektu 𝑥 do třídy 𝜔𝑟 podle vzorce 3.3.
𝑔(𝑥) = 𝑃 (𝜔𝑟‖𝑥) = 𝑝(𝑥‖𝜔𝑟)𝑃 (𝜔𝑟)
𝑝(𝑥) (3.3)
V tom představuje 𝑝(𝑥‖𝜔𝑟) podmíněnou hustotu pravděpodobnosti výskytu ob-
jektu 𝑥 v třídě 𝜔𝑟. Pro dichotomický tvar se rovná 𝑟 = 1, 2. 𝑃 (𝜔𝑟) je apriorní
pravděpodobnost třídy 𝜔𝑟 a 𝑝(𝑥) je celková hustota rozložení objektu 𝑥 v prostoru.
Na základě takto vypočítané pravděpodobnosti zařadíme objekt do třídy s vyšší
pravděpodobností.
Další lineárně diskriminační klasifikátor, využívajícím Bayesova vzorce, rozho-
duje dle kritéria minimální pravděpodobnosti chybného rozhodnutí. Po odvození
z předchozího vzorce dostanem hranici mezi jednotlivými třídami
𝑝(𝑥‖𝜔1)
𝑝(𝑥‖𝜔2) =
𝑃 (𝜔2)
𝑃 (𝜔1)
(3.4)
Objekt 𝑥 zařadíme do třídy 𝜔1 v případě, že levá část rovnice je větší než pravá
a pokud opačně zařadíme 𝑥 do 𝜔2. Levá strana rovnice udává věrohodnostní po-
měr (likelihood ratio), což je podíl podmíněných hustot pravděpodobností výskytu
objektů 𝑥 v třídě 𝜔1 ku 𝜔2.
Na obrázku 3.1 je patrné, že může docházet i k chybnému zařazení do třídy.
Předchozí způsoby klasifikace nerozlišovaly mezi tím, kdy objekt 𝑥 patřící do 𝜔1
byl zařazen do 𝜔2 a tím, kdy 𝑥 z 𝜔2 byl zařazen do 𝜔1. Existují však případy,
kdy potřebujeme minimalizovat špatné zařazení do některé z tříd. Pokud bychom
u pacienta diagnostikovali RS a on by byl zdráv bude to nepříjemné, avšak nijak
fatální. Ovšem v případě, kdybychom pacienta chybně diagnostikovali jako zdravého,
a on by ve skutečnosti trpěl RS, zbytečně by přicházel o včasné započetí léčby.
Do výpočtu proto zavedem penalizaci chybných zařazení pomocí ztrátové funkce
𝜆(𝜔𝑟|𝜔𝑠). Ta udává ztrátu vzniklou chybným zařazením objektu do 𝜔𝑟, přestože
správně by měl patřit do třídy 𝜔𝑠. Z jednotlivých ztrátových funkcí můžeme vytvořit
matici ztrátových funkcí pro všechny klasifikační třídy. Pro dichotomický klasifikátor
bude vypadat následovně
𝜆 =
⎡⎣𝜆(𝜔1|𝜔1) 𝜆(𝜔1|𝜔2)
𝜆(𝜔2|𝜔1) 𝜆(𝜔2|𝜔2)
⎤⎦ (3.5)
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Dosazením ztrátových funkcí do výpočtu diskriminačních funkcí získáme rovnici
určující hranici mezi třídami pro výpočet minimální střední ztráty
𝑝(𝑥‖𝜔1)
𝑝(𝑥‖𝜔2) =
[𝜆(𝜔1|𝜔2)− 𝜆(𝜔2|𝜔2)]𝑃 (𝜔2)
[𝜆(𝜔2|𝜔1)− 𝜆(𝜔1|𝜔1)]𝑃 (𝜔1) (3.6)
Rovnici minimální střední ztráty dostaneme odvozením z rovnice pro výpočet
minimální pravděpodobnosti chybného rozhodnutí 3.4, což můžeme lehce dokázat
dosazením ztrátové matice ve tvaru
𝜆 =
⎡⎣1 0
0 1
⎤⎦ (3.7)
𝑝(𝑥‖𝜔1)
𝑝(𝑥‖𝜔2) =
[1− 0]𝑃 (𝜔2)
[1− 0]𝑃 (𝜔1) =
𝑃 (𝜔2)
𝑃 (𝜔1)
(3.8)
Kritérium maximální pravděpodobnosti umožňuje klasifikování do tříd i bez zna-
losti četnosti výskytů jednotlivých tříd. Pokud neznáme četnosti výskytů jednotli-
vých tříd 𝑃 (𝜔𝑟) musíme uvažovat rovnoměrné rozložení pravděpodobností 𝑃 (𝜔1) =
𝑃 (𝜔2) = 12 . Rovnoměrného rozložení se využívá pro výpočet kritéria maximální
pravděpodobnosti. Při jeho výpočtu se dále předpokldá, že penalizace správného
rozhodnutí (𝜆(𝜔1|𝜔1) a 𝜆(𝜔2|𝜔2)) je nula. Neexsistuje totiž důvod, proč by mělo být
správné zařazení do třídy nějakým způsobem penalizováno. Výpočet při dosazení
vypadá následovně
𝑝(𝑥‖𝜔1)
𝑝(𝑥‖𝜔2) =
[𝜆(𝜔1|𝜔2)− 0]× 0, 5
[𝜆(𝜔2|𝜔1)− 0]× 0, 5) =
𝜆(𝜔1|𝜔2)
𝜆(𝜔2|𝜔1) (3.9)
Objekt 𝑥 bude stejně jako v předchozích případech zařazen do třídy 𝜔1 v případě,
že levá část rovnice je větší než pravá a v opačném případě bude zařazen do třídy
𝜔2.
Klasifikace dle vzdálenosti od etalonů
Vybrat třídu do které bude zařazen objekt 𝑥 lze na základě jeho vzdálenosti od
reprezentazivních objektů tzv. etalonů. V prostoru se vyskytuje 𝑅 etalonových vek-
torů 𝑥1𝐸, 𝑥2𝐸, . . . , 𝑥𝑅𝐸. Objekt 𝑥 pak bude zařazen do třídy, jejíž etalon se nachází
od 𝑥 nejblíže.
K výpočtu vzdáleností je možné využít celou řadu metrik. Pro příklad můžeme
jmenovat Euklidovu metriku, Hammingovu metriku nebo Čebyševovu metriku. Není
možné generalizovat která z metrik dosahuje nejvyšší přesnosti klasifikace, protože
výsledky závisí na řešené úloze.
V praxi se využívá klasifikace vyhledáním 𝑘 nejbližších sousedů. Z množiny všech
předem oklasifikovaných dat (během trénovací fáze) se vybere 𝑘 nejbližších sousedů
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(𝑘 nearest neighbours, KNN). Podle toho, která třída převažuje mezi nalezenými
sousedy zařadíme 𝑥. Počet sousedů 𝑘 bývá volen jako liché číslo, tak aby se zabrá-
nilo shodě v počtech tříd u nalezených sousedů. KNN využívá Euklidovské metriky.
Libovolnou metriku pro porovnání vzdálenosti záznamů umožňuje zavést obecnější
metoda případového usuzování (case-based reasoning).
Obr. 3.4: Princip metody 3 nejbližších sousedů
Trošku odlišný přístup využívá metoda průmerné vazby. Ta nevyužívá vzdále-
nosti jenom několika nejbližších sousedů, ale počítá průměrnou vzdálenost od všech
členů klasifikačních skupin. Objekt 𝑥 pak bude kalsifikován do třídy jejíž členové
mají od 𝑥 nejmenší průměrnou vzdálenost.
Metoda KNN a průměrné vazby potřebují ke klasifikaci ukládat všechny klas-
fikované objekty z trénovací fáze. To se ale může ukázat jako problém v případě
velkého množství dat. Centroidní metoda tak využívá generalizace trénovacích dat.
Jednotlivé objekty nahrazuje centroidem, což je objekt určený průměrem, medíá-
nem nebo nějakou jinou významnou charakteristikou. Kromě centroidu je možné
využít i tzv. medoid. Na rozdíl od centroidu to není uměle vytvořený bod, ale je to
jeden z objektů s ideálními parametry dobře charakterizujícími zastoupenou třídu.
Klasifikovaný objekt 𝑥 se zařadí do klasfikační třídy centroidu, jenž je od objektu
nejblíž.
Klasifikace pomocí hranic
Objekty můžem zobrazit v prostoru jehož dimenze 𝑝 odpovídá počtu příznaků, kte-
rými je objekt popsán. V případě klasifikovaných objektů umístěných v prostoru je
většinou možné najít hranici rozdělující třídy od sebe, jak je vidět na obrázku
Hranici tvoří nadplochy jejichž dimenze je o jednu menší než rozměr prostoru.
Způsob nalezení oddělující hranice závisí především na rozložení objektů v prostoru.
Pokud se objekty různých klasifikačních tříd nepřekrývají, hovoří se o separabilních
množinách. V případě, kdy se objekty z různých tříd nachází ve vzájemně překrý-
vajících oblastech, se jedná o neseparabilní množiny.
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Obr. 3.5: Možnosti rozdělení objektů do podmnožin
Hranice mezi nadrovinami je možné popsat následující rovnici v němž 𝑤𝑇 =
(𝑤1, 𝑤2, . . . , 𝑤𝑝) představuje váhový vektor a 𝑥𝑘 = (𝑥1, 𝑥2, . . . , 𝑥𝑝)𝑇 reprezentuje
příznaky popisující klasfikovaný subjekt 𝑥. Člen 𝑤0 se využívá k posunutí hranice
z nuly. Nastavení váhového vektoru se liší dle použité metody klasifikace.
ℎ(𝑥) = 𝑤𝑇𝑥𝑘 + 𝑤0 (3.10)
Lineárně separabilních dat využívá a na základě nich klasfikuje Fisherova me-
toda lineární diskriminace (FLDA), metoda podůrných vektorů, metoda nejmen-
ších čtverců nebo třeba jednovrstvý perceptron. FLDA umožňuje provést klasifikaci
v 𝑝 − 1 rozměrném protoru oproti původnímu rozložení v 𝑝 dimenzionálnímu pro-
storu. Ke správné klasifikaci poté stačí vybrat správnou projekci, umožňující maxi-
mální separaci dat.
Klasifikace neseparabilní množiny dat vyžaduje odlišný přístup. Jednou z mož-
ností je rozdělení pomocí nelineární hraniční funkce. Ve vícerozměrném prostoru
však nastává problém s výběrem využité nelinární funkce a jejich parametrů. Dal-
ším postupem umožňujícím řešit neseparabilní úlohy je jejich rozdělení na části,
pro něž je možné vytvořit lineární hranici. Nevýhodou tohoto způsobu řešení je,
že musíme provést opakovanou realizaci klasifikace pro každou z části. Posledním
způsobem, který bude popsán následně blíže v kapitole o metodě podpůrných vek-
torů3.2 je transformace z 𝑝 rozměrného prostoru do 𝑚(𝑝 ̸= 𝑚) rozměrného v němž
již bude úloha lineárně separabilní.
3.2 Metoda podpůrných vektorů
Metoda podpůrných vektorů (Support vector machines, SVM) je možné využít ke
klasifikaci dat, regresnímu modelování nebo k neparametrickým odhadům hustoty.
SVM se využívá především pro binární klasifikaci (klasifikuje se do dvou tříd). Exis-
tují sice postupy jak provést klasifikaci do více tříd, ale těmi se nebudeme zabývat.
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SVM můžeme dále rozdělit podle toho jaká data klasifikují. Zda lineárně separabilní
nebo neseparabilní.
Principem SVM je nalezení takové hranice, pro niž bude vzdálenost od krajních
objektů z klasifikačních tříd co největší. Poloha hranice se nastavuje během fáze
učení. Její umístění ovlivňují pouze objekty nejbližší k hraně mezi třídami. Takovým
bodům se říká podpůrné vektory (support vectors) z čehož pochází název metody.
Hranice mezi třídami je popsána již dříve uvedeným vztahem 3.10. Objekt 𝑥
bude zařazen do třídy 𝜔1 pokud 𝑤𝑇𝑥𝑘 + 𝑤0 > 0 a do 𝜔2 v případě 𝑤𝑇𝑥𝑘 + 𝑤0 < 0.
Vzdálenost objektů od hranice je dána vztahem 3.11 v němž ||𝑤|| zastupuje
velikost vektoru 𝑤.
𝑑 = |𝑤
𝑇𝑥𝑘 + 𝑤0|
||𝑤|| (3.11)
Hodnotu 𝑤𝑇𝑥𝑘 +𝑤0 si můžeme libovolně zvolit. Pro nejbližší objekt z 𝜔1 si tuto
velikost nastavíme jako +1 a pro 𝜔2 −1. Pásmo mezi nejbližším objektem z třídy
a objektem pak bude mít velikost 1||𝑤|| a celková vzdálenost mezi třídami je
2
||𝑤|| .
Během učení se pak nastavují hodnoty 𝑤0 a 𝑤, tak aby celková šířka tolerančního
pásma byla co největší.
Obr. 3.6: Znázornění principu SVM. Rozdělení prostoru do dvou nadrovin
Odlehlé hodnoty ovlivní polohu hranice pouze v případě, kdy jsou posunuty
směrem k podpůrným vektorům druhé třídy. Takovýto posun nám ale značně zmenší
toleranční pásmo a znepřesní klasifikaci. V takové případě se nabízí varianta zvětšení
tolerančního pásma za cenu několika špatně klasifikovaných objektů.
Pro to abychom mohli potlačit některé z hodnot musíme zavést relaxační pro-
měnnou 𝜉𝑘 (slack variable). U správně klasifikovaného objektu se nastaví 𝜉𝑘 = 0.
U správně zařazených objektů ležících v tolerančním pásmu nabývá 𝜉𝑘 hodnot v roz-
mezí 0 až 1 a špatně zařazené objekty 𝜉𝑘 > 1.
Při zavedení relaxační proměnné musíme upravit i rovnici pro nalezení dělící
přímky. V předchozím případě jsem se snažili pouze maximalizovat toleranční pásmo,
nyní musíme kromě maximalizování šířky pásma ještě minimalizovat počet objektů
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jenž jsou v tolerančním pásmu nebo špatně zařazeny. Ve fázi učení tedy musíme
najít optimální hodnoty 𝑤0, 𝑤 a 𝜉
||𝑤||2
2 + 𝐶
𝑁∑︁
𝑘=1
𝜉𝑘 (3.12)
Velmi záleží na nastavení parametru 𝐶. Ten představuje cenu penalizace za
chybně klasifikovaný objekt. S rostoucí velikostí parametru 𝐶 se snižuje počet ob-
jektů v tolerančním pásmu a špatně klasfikovaných objektů za cenu zmenšujícího se
tolerančního pásma. Při malé hodnotě 𝐶 se zvětšuje šířka pásma ale i počet špatně
klasifikovaných bodů.
Existují však případy, u kterých lineární klasifikace nefunguje ani v případě za-
vedení relaxačních proměnných. Síla SVM je však v tom, že nabízí řešení i takových
úloh. Původní 𝑝 rozměrný prostor však musí být převeden na nový prostor popsaný
systémem nelinárních funkcí 𝜙(𝑥), který má 𝑚 dimenzí. V tomto prostoru je pak
možné provést lineární SVM klasifikaci. Díky tomu, že se klasifikace provádí v neli-
nérně transformovaném prostoru 𝜙(𝑥) je klasifikace v původním prostoru nelineární.
Skalární součin 𝑥𝑇𝑖 𝑥𝑗 můžeme obecně zapsat jako 𝐾(𝑥𝑖, 𝑥𝑗), kde 𝐾 je funkce nazvý-
vaná jádro. Bez jakékoliv transformace pak vypadá funkce následovně
𝐾(𝑥𝑖, 𝑥𝑗) = 𝑥𝑇𝑖 𝑥𝑗 (3.13)
Nejčatěji se pro klasifikaci používá jádro typu RBF (Radial Base Function) po-
psané rovnicí 3.14. Občas se používají i polynomiální 3.15 a sigmoidní3.16 jádra
𝐾(𝑥𝑖, 𝑥𝑗) = 𝑒𝑥𝑝(−𝛾||𝑥𝑖 − 𝑥𝑗||) (3.14)
𝐾(𝑥𝑖, 𝑥𝑗) = 𝑒𝑥𝑝(𝛾𝑥𝑇𝑖 𝑥𝑗 + 𝑟)𝑑 𝛾 > 0 (3.15)
𝐾(𝑥𝑖, 𝑥𝑗) = 𝑡𝑎𝑛ℎ(𝛾𝑥𝑇𝑖 𝑥𝑗 + 𝑟) (3.16)
Parametr 𝛾 definuje strmost jádra. Pro vyšší hodnoty dostáváme podrobnější,
ale méně stabilní modely. Spolu s 𝑑 musí být 𝛾 zadáno uživatelem a 𝑟 je dopočítáno.
Není nezbytně nutné provádět klasifikaci v prostoru s vyšší dimenzí. Stačí počítat
v původním prostoru s dosazením složitějšího jádra.
3.3 Výběr příznaků
Ke klasifikaci objektů do tříd je nutné znát pokud možno co nejvíce informací o da-
ném objektu. Čím kvalitnějí popis je k dispozici, tím kvalitnější totiž může být ana-
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lýza. Stinnou stránkou navyšování příznaků popisujících objekt je zvyšování výpo-
četní náročnosti klaifikace. Jako optimální se tedy jeví najít rovnováhu mezi počtem
příznaků a množstvím informací v nich obsažených.
Největší přínos pro klasifikaci tříd budou mít takové příznaky, jenž budou mít
maximální vzdálenost mezi třídami, jejich rozptyl bude minimální a nebudou kore-
lovat s dalšími příznaky [33]. V případě vyjádření rozložení hodnot pomocí hustoty
pravděpodobnosti hledáme takové příznaky, které se budou minimálně překrývat,
což povede k minimalizaci špatných rozhodnutí.
Pokud je objekt 𝑥 popsán příliš velkým množstvím příznaků musí přijít na řadu
výběr takových příznaků, které budou nejužitečnější pro klasifikaci. Snahou je za-
chovat co nejvíce informací z původních příznaků a zároveň jsem maximálně omezili
počet příznaků.
Ke zmenšení počtu příznaků lze využít buď selekce nebo extrakce. Způsob se-
lekce příznaků se snaží vyhledat z původní množiny příznaky minimálně přispívající
ke klasifikaci a vypustit je. Díky tomu už vypuštěné příznaky nemusí být dále zjiš-
ťovány (měřeny). Selekce se často provádí na základě výpočtu rozptylu příznaků.
Metody extrakce proměnných počítají příznaky nové na základě transformace pů-
vodní množiny příznaků. Typickými představiteli je analýza hlavních komponent,
korespondenční analýza a vícerozměrné škálování.
3.4 Křížová validace
Způsob, jakým bude klasifikátor klasifikovat data do skupin, je nedříve nutné na-
trénovat a následně natrénovaný model otestovat. Fázi učení a testování je nutné
provádět na odlišných datech. V případě, že by klasifikátor využil pro naučení i tes-
tování stejná data, dosahovala by jeho přesnost vysoké úspěšnosti. Tomuto jevu se
říká přeučení. V případě použití přeučeného klasifikátoru na neznámých datech by
jeho úspěšnost zcela propadla.
K zabránění přeučení je tedy nutné rozdělit množinu dat na testovací a trénovací
část. Čato využívaným způsobem pro rozdělení dat a ověření klasfikačního modelu je
křížová validace [29]. Ta se ještě dále dělí na 𝑘-násobnou křížovou validaci, Repeated
random subsampling a Leave-one-out křížovou validaci.
𝑘-násobná křížová validace
Tato metoda rozděluje datový soubor všech objektů na 𝑘 částí. Kde se často volí
𝑘 = 10. Jedna z částí je vybrána jako testovací a zbylé tvoří trénovací data. Díky
tomu je možné vytvořit klasifikační model a otestovat jeho přesnost. Proces učení
a testování se opakuje, tak aby každá z datových částí jednou sloužila k testování
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tzn. každá vstupní datová část bude v testovací množině pouze jednou. Jakmile je
vypočítána přesnost klasifikátoru pro všech 𝑘 trénovacích skupin dat vypočítá se
průměr výsledků. Tím zíksáme průměrnou chybu klasifikátoru pro různá testovací
data.
Repeated random subsampling
V některých pramenech uváděná jako Monte Carlo křížová validace dělí náhodně
všechny objekty na trénovací a testovací. Na základě tohoto rozdělení je vytvořen
klasifikační model. Pomocí klasifikačního modelu pak na testovacích datech ověříme
jeho přesnost. Náhodné rozdělení, vytvoření modelu a ověření jeho úspěšnosti se
poté několikrát opakuje.
Rozdílem oproti k-fold validaci je to, že některé objekty mohou být testovacími
několikrát a jiné naopak vůbec.
Leave-one-out validace
Nejnáročnější z metoda křížové validace. Jako testovací vybírá vždy pouze jeden
objekt a všechny zbylé objekty jsou použity jako trénovací. Kladem této metody je,
že poskytuje nejpřesnější klasifikační modely.
3.5 Úspěšnost klasifikátorů
Pro ověření úspěšnosti klasifikace dat je nutné zavést určitou metriku popisující
správné zařazení do tříd. Pro hodnocení by se dalo využít celkové procento správně
zařazených objektů. Takové hodnocení by se však dalo použít pouze v případě rovno-
měrného zastoupení objektů. V případě, kdy by byly objekty jedné třídy zastoupeny
častěji než třídy druhé, hodnocení by selhávalo. Příkladem může být klasifikátor,
který správně zařazuje objekty z často zastoupené třídy a objekty z řídce zastoupené
třídy klasifikuje špatně. Takový klasifikátor by měl velkou procentuální úspěšnost,
ale byl by prakticky nevyužitelný.
Výsledně klasifikovaná data se dělí do čtyř skupin, tak jak je to vidět v tabulce
3.1. Data, která byla klasifikována do třídy 𝜔1 a skutečně do ní patří, se označují jako
skutečně pozitivní (TP, true positive). Objekty z třídy 𝜔1 špatně zařazené klasifiká-
torem do třídy 𝜔2 budou označovány falešně pozitivní (FP, false positive). Podobně
se značí i objekty z 𝜔2. Jsou-li klasifikovany správně budou značeny skutečně ne-
gativní (TN, true negative) a špatně klasifikované budou nazvány falešně negativní
(FN, false negative).
Kvůli zmíněné nepřesnosti celkové správnosti musíme zavést ještě další veličiny
[42]. Ve vědeckých pracích zabývajících se analýzou lékařských obrazů se využívají
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Objekt predikován jako 𝜔1 Objekt predikován jako 𝜔2
Objekt z třídy 𝜔1 TP FP
Objekt z třídy 𝜔2 FN TN
Tab. 3.1: Kontingenční tabulka výsledků klasifikace
míry specificita (precision) a senzitivita (recall). Tyto hodnocení závisí především na
správném ohodnocení pozitivních nálezů. Specificita je poměr správně ohodnocených
ku všem objektům ohodnoceným jako pozitivní. Senzitivita pak značí poměr správně
ohodnocených pozitivních ke všem ve skutečnosti pozitivním objektům.
Specificita = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 (3.17)
Senzitivita = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 (3.18)
Aby však bylo možné vyjádřit úspěšnost klasifikace pouze jednou hodnotou byla
zavedena metrika nazvaná 𝐹1. 𝐹1 udává harmonický průměr specificita a senzitivity.
𝐹1 = 2 · 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑎 · 𝑠𝑒𝑛𝑧𝑖𝑡𝑖𝑣𝑖𝑡𝑎
𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑎+ 𝑠𝑒𝑛𝑧𝑖𝑡𝑖𝑣𝑖𝑡𝑎 =
2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 (3.19)
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4 NAVRŽENÝ POSTUP
V následující kapitole bude popsán systém pro detekci zánětlivých lézí RS ze série
snímků vytvořených magnetickou rezonancí. Tvorbou detektorů roztroušené sklerózy
se zabývají práce účastnící se výzev: The 2015 longtitudinal multiple sclerosis
lesion segmentation challenge1 a MS lesion segmentation challenge 20082,
ty však analýzu prováděly pouze s jednotlivými snímky. Srovnání mezi navrženým
systémem a zveřejněnými pracemi je popsán v kapitole 5.5.
Systém detekce popsaný v této kapitole je napsán pomocí programovacího jazyka
Java a s použitím knihoven FeatureJ a Liblinear. Knihovna FeatureJ slouží k ex-
trahování obrazových příznaků ze sady snímků a knihovna Liblinear implementuje
vytvoření modelu podpůrných vektorů pro klasifikaci voxelů.
Návrh celého systému je popsán schématem zobrazeném na obrázku 4.1 a jed-
notlivé části budou popsány v následujících kapitolách.
Aby bylo možné lépe porovnávat jednotlivé snímky vytvořené systémem de-
tekce, jsou v této kapitole zveřejněné pouze snímky vycházející z testovacího souboru
0101AS, konkrétně jeho řezu číslo 79.
4.1 Snímky magnetické rezonance
Pro analýzu slouží soubor snímků pořízených magnetickou rezonancí u deseti paci-
entů trpících roztroušenou sklerózou v různém stádiu vývoje. MR skenování je pro-
vedeno metodou FLAIR, jenž je nejlepší pro detekování zánětlivých ložisek, v sagi-
tální rovině. Aby bylo možné vytvořit model a později určit přesnost klasifikace, jsou
k dispozici i snímky vyhodnocené lékařem, na nichž jsou vyznačeny pouze oblasti
lézí.
Zmíněné snímky jsou pořízeny v rozlišení 400×400 obrazových bodů v počtu 257
řezů z jednoho pacienta. Čistým roznásobením se lze dopočítat k 41,12 milionům
prostorových obrazových bodů (voxelů), jenž by bylo nutné klasifikovat, pokud by
nebyla provedena žádná selekce vstupních voxelů.
Před samotným zpracováním v systému detekce bylo přistoupeno ke kroku,
v němž došlo k extrahování oblastí mozku. Pro tuto extrakci byl využit program
MIPAV (Medical Image Processing, Analysis, and Visualization) v7.2.0 a
jeho vestavěný algoritmus Extract Brain Surface (BSE). Detekce oblastí mozku
programem MIPAV není úplně dokonalá, jelikož někdy zůstala ve snímku i jiná než
mozková tkáň nebo naopak došlo k odebrání mozkové tkáně. Na základě pozorování
1http://iacl.ece.jhu.edu/MSChallenge
2http://www.ia.unc.edu/MSseg/
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Obr. 4.1: Schéma detektoru roztroušené sklerózy
však bylo zjištěno, že nikdy nebyla odebrána oblast v mozku, v niž by se vysky-
tovala léze, a proto lze považovat takto extrahovaná data za dostatečný zdroj pro
následnou analýzu. Extrahováním oblasti mozku zbývá něco mezi 4, 5 až 6 milióny
voxely v závislosti na konkrétním setu dat. Stačí tedy klasifikovat něco mezi 10–15%
všech pořízených dat.
Na porovnání snímků 4.2 je patrné, že při extrakci programem MIPAV došlo k jisté
nežádoucí úpravě jasu. Snímek extrahovaného mozku, kvůli této změně intenzity,
není příliš vhodný pro další operace, proto ho systém využije pouze pro získání
souřadnic oblasti zájmu. U operací, kde jsou potřeba jasové složky obrazu, se využijí
ty ze snímků originálních.
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Obr. 4.2: Porovnání extrahovaného snímku s původním
4.2 Načtení snímků
Prvním krokem, jenž je proveden po spuštění systému detekce, je načtení snímků.
Třída imageLoader načítá snímky originální. Snímky, na nichž je extrahovaná pouze
oblast mozku, a snímky s již detekovanými oblastmi lézí. Rozdělení snímků na tré-
novací a testovací může provést uživatel pomocí konfiguračního souboru systému
detekce. Ze seznamu jsou ke zpracování nejdříve vybírány trénovací snímky a teprve
potom snímky testovací.
4.3 Selekce oblasti zájmu
Oblast zájmu určuje body, které budou systémem použity k tvorbě modelu strojo-
vého učení nebo budou systémem klasifikovány. Postup selekce se liší v závislosti na
tom, zda-li je zpracovávaný snímek trénovací nebo testovací. Oblast zájmu u testova-
cích snímků byla vytvořena pouze s využitím prahovací funkce u obrazu extrahované
oblasti mozku, kde hodnota prahu se nastavuje na 120 (jas analyzovaných snímků
nabývá hodnot 0 − 255). Takto nastavená prahovací úroveň sice provedla ořezání
malého množství voxelů představujících RS s menším jasem, ale i přesto dosahovala
při celkovém vyhodnocení nejpřesnější predikce.
Selekce oblasti zájmů u trénovacích snímků je značně komplikovanější. V pří-
padě, kdy byla použita pouze prahovací funkce, stejně jako u snímků testovacích,
zůstávala oblast zájmu příliš velká. V důsledku toho, trvala tvorba modelu několik
hodin. Další problém, který se projevil, byl značný nepoměr v počtu voxelů spada-
jících do klasifikačních tříd. Aby se tato disproporce potlačilia, musela se u metody
podpůrných vektorů nastavovat váha jednotlivým třídám. Tuto váhu bylo obtížné
nastavit, protože poměr počtu voxelů mezi třídami byl proměnlivý v závislosti na
vybraných snímcích.
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Obr. 4.3: Snímek s vyznačenou oblastí zájmu. Bílé body představují oblast zájmu
trénovacího snímku a šedé spolu s bílými oblast zájmu, pokud by byl snímek testovací
Zmíněné nedostatky se podařilo odstranit, když po provedení prahování byly
vybrány do oblasti zájmu pouze voxely, které představují RS, a k nim stejný počet
bodů bez RS. Tak aby byly body bez RS rozloženy rovnoměrně v prostoru, byl
vybrán z celkové množiny pouze každý 𝑁 -tý voxel. Kde 𝑁 je rovno podílu velikosti
množiny voxelů bez RS a velikosti množiny voxelů s RS. Množina bodů zájmu (𝐶)
je tedy dána sjednocením množiny všech bodů s RS (𝐴) a podmnožinou množiny
bodů bez RS(𝐵).
𝐶 = 𝐴 ∪𝑋 kde 𝑋 ⊆ 𝐵 (4.1)
4.4 Předzpracování obrazu
Blok předzpracování obrazu v sobě obsahuje části normalizace intenzity jasu a zvý-
šení kontrastu. Tyto operace mají za cíl částečně potlačit nehomogenitu snímků a
zvýšit intenzitu jasu oblastem, jenž by mohly být lézemi RS.
4.4.1 Normalizace intenzity jasu
Voxel s normalizovanou intenzitou jasu 𝑔 na pozici 𝑖, 𝑗 a 𝑘 je dán podílem voxelu ne-
normalizovaného 𝑓 a součtu střední hodnoty s šestinásobkem směrodatné odchylky.
Pro výpočet střední hodnoty jasu a jeho směrodatné odchylky slouží oblast extaho-
vaného mozku.
𝑔𝑖,𝑗,𝑘 =
𝑓𝑖,𝑗,𝑘
𝜇+ 5𝜎 (4.2)
Metoda lineární transformace intenzity, popsaná v teoretickém základu 2.1 je
v tomto případě poměrně nevhodná z důvodu přítomnosti velmi jasných bodů tvo-
řících lebku. Navržená metoda normalizace těmito body není ovlivněna v takové
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míře. Výsledek po normalizaci je možné vidět na obrázku.
Obr. 4.4: Snímky s normalizovanou intenzitou jasu
4.4.2 Zvýšení kontrastu
V dalším kroku předzpracování obrazu dochází ke zvýšení kontrastu obrazu. Kon-
trast je upravován poměrně složitou metodou, která má za cíl zvýšit jas bodů, u kte-
rých předpokládáme, že by mohly být ložisky roztroušené sklerózy.
Pro hrubé vyhledání lézí se využije hranové detekce. Největší hodnoty gradientu
(nejostřejší hrany) nabývají voxely v oblasti lebky. Tyto body k detekci RS však
nijak nepřispívají, důležité jsou hrany v oblasti mozku, jejichž gradient je menší.
K odstranění výrazných hran se tedy využije prahování. V práci [45] volí na základě
pozorování hodnotu 100 díky tomu zůstanou pouze hrany ve vnitřní oblasti mozku.
Obraz se zvýšeným kontrastem vypočítáme podle vzorců 4.3 a 4.4. Pozice bodu
v obraze je definována jako 𝑠{𝑥, 𝑦, 𝑧}. Intenzita původního obrazu v bodě 𝑠 má
hodnotu 𝐼𝑠 a velikost gradientu v bodě 𝑠 je 𝑔𝑠. Počet voxelů s intenzitou 𝐼𝑠 udává
𝑁 .
ℎ(𝑖) = 1
𝑁
∑︁
𝑆∈{𝑠|𝐼𝑠=𝑖}
𝑃𝑟𝑜𝑏(100 ≤ 𝑔𝑠) (4.3)
Ve výsledném obraze jsou intenzity 𝑖 nahrazeny hodnotou 𝑞(𝑖) udávající distri-
buční funkci ℎ. Distribuční funkce je vypočítána jako součet všech ℎ získaných z 4.3
pro intenzitu menší než 𝑖.
𝑞(𝑖) =
𝑖∑︁
𝑘=1
ℎ(𝑘) (4.4)
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4.5 Tvorba příznaků knihovnou FeatureJ
FeatureJ3 je knihovna primárně vytvořená pro využití s programem ImageJ a slouží
k tvorbě obrazů, z nichž mohou být extrahovány příznaky. Jejím tvůrcem je Erik
Meijering. Ze snímku s normalizovanou intenzitou jasu jsou vytvořeny obrazy hra-
nové detekce, Laplaciánu, Hessiánu, strukturní analýzy a obrazu získaného díky tzv.
scale-space reprezentaci snímku.
Pro hranovou detekci implementuje FeatureJ Cannyho hranový detektor umož-
ňující 3D hranovou detekci s hysterezí využívající 26 sousedních bodů [10]. Detekce
hran jasně určí okraje mozku a především, co je důležité, dokáže určit okraje lézí
RS, jak lze vidět na 4.5 vlevo.
Obr. 4.5: Snímky hranové detekce (vlevo) a Laplaciánu (vpravo)
Obraz vytvořený s využitím Laplaciánu zvýrazňuje oblasti, v nichž se rapidně
mění hodnota jasu bez ohledu na směrové vlastnosti změny [30]. Ve výsledném
obraze jsou okraje lézí rozeznatelné díky jejich tmavší barvě. Jelikož snímky, které
byly pro detekci k dispozici, neobsahovaly šum, mohl být použit i tento způsob
zpracování obrazu.
Výpočet Hessovy matice slouží k získání významných bodů v obraze. Imple-
mentace použitá knihovnou ImageJ počítá vlastní čísla Hessovy matice a na jejich
základě vytváří 3 obrazy [47]. První pro body jejichž obě vlastní čísla jsou kladná,
druhý pro vlastní čísla s rozdílnými znaménky a třetí se znaménky zápornými. Pro
výpočet Hessovy matice se nahrazuje funkce 𝑓(𝑥,𝑦) hodnotami jasu a druhá parci-
ální derivace se nahradí konvolucí obrazu a Gaussovského jádra, jehož směrodatnou
odchylku lze konfigurovat z nastavení systému detekce. Pro testovací účely byla tato
hodnota nastavena na 1.0.
Použitá strukturní analýza se v mnohém podobá implementaci výpočtu Hessiánu
zmíněného výše [44]. Výsledkem jsou také tři obrazy vytvořené podle znamének
3http://www.imagescience.org/meijering/software/featurej/
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Obr. 4.6: Obraz významných bodů získaných pomocí Hessovy matice. Vlevo je obraz
představující kladná vlastní čísla a vpravo záporná
vlastních čísel. Vlastní čísla jsou získána z matice zvané strukturní tenzor. Ten
popisuje strukturu intenzity okolí zkoumaného voxelu. Okolí voxelu se vždy ještě
vyhladí pomocí Gaussovského jádra.
Poslední získaný obraz detekuje v obraze tzv. bloby (oblasti výrazně se lišící od
okolí). V šedotónovém obraze jsou to tedy světlé oblasti na tmavém pozadí nebo
obráceně. Této detekce se dosahuje pomocí scale-space reprezentace obrazu [28].
Tato reprezentace umožňuje popsat dvojrozměrný obraz v různých měřítkách, díky
čemuž jsou výsledné příznaky invariantní vůči zvětšení. Knihovna FeatureJ využívá
k dosažení scale-space reprezentace Gaussovské multidimenzionální funkce, s níž
se provádí konvoluce obrazu. Pro Gaussovskou funkci se využije několik různých
měřítek, čímž jsou získány různé stupně rozostření, na jejichž základě se vytváří
výsledný obraz.
Obr. 4.7: Obraz vytvořený strukturní analýzou (vlevo) a scale-space reprezentace
obrazu (vpravo)
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4.6 Extrakce příznaků
Nejdůležitější částí celého systému detekce jsou správně získané příznaky. Jejich kva-
lita totiž významně ovlivňuje výslednou přesnost predikce. Extrahování příznaků
obstarává třída FeatureExtraction a celkově získává 105 příznaků, jejichž celkový
jmenný seznam je uveden v příloze B. Pro každý analyzovaný voxel extrahujem
intenzitu jasu ze snímků originálního obrazu, obrazu s normalizovanou intenzitou
jasu, obrazu zvýšeného kontrastu hranové detekce, Laplaciánu, dvou obrazů Hes-
siánu a strukturní analýzy a obrazu derivací. Dalšími získávanými příznaky jsou
střední hodnoty, směrodatné odchylky a rozptyly vypočítané z oblastí o velikosti
3×3×3 voxely okolo analyzovaného voxelu. Střední hodnota, směrodatná odchylka
i rozptyl se získává ze všech deseti snímků, z nichž jsou získávány příznaky intenzity
jasu. Ze stejně velké oblasti snímků s normalizovanou intenzitou jasu se vytváří tři
kookurenční matice lišící se směrem prohledávání, jejichž jednotlivé hodnoty jsou
zařazeny mezi příznaky. Kookurenční matice M je dvourozměrná matice o rozmě-
rech 𝑛 × 𝑛, kde by měl být 𝑛 počet šedých odstínů v obraze. Výsledná matice by
byla však příliš velká, pokud by bylo použito všech 256 odstínů. Systém tedy pro-
vádí lineární kvantování na pouhé čtyři úrovně. Díky tomu má kookurenční matice
rozměr pouze 4× 4. 𝑀(𝑖,𝑗) udává četnost výskytů dvou pixelů s odstíny 𝑖 a 𝑗. Dvo-
jice pixelů je dána tzv. vektorem posunu (displacement vector) (𝑑𝑥, 𝑑𝑦, 𝑑𝑧), kde 𝑑𝑥
představuje posunutí v pixelech po x-ové ose, 𝑑𝑦 obdobně po y-ové a 𝑑𝑧 pro z-ovou
osu. V systému jsou použity vektory (1, 0, 0), (0, 1, 0) a (0, 0, 1).
Obr. 4.8: Znázornění oblastí sloužících k získání příznaků. Zelený bod představuje
analyzovaný voxel. Červená krychle znázorňuje oblast pro získání statistických pří-
znaků a z černé krychle jsou použity intenzity voexlů ve vrcholech
Mezi příznaky je také zařazeno osm vrcholů pomyslné krychle o velikosti 5×5×5
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voxelů vytvořené podobně jako tomu bylo u krychle, z niž se počítaly statistické
příznaky. Tyto příznaky mají za cíl detekovat klesající intenzitu jasu za hranicemi
léze.
4.6.1 Výpočet pravděpodobnosti lézí
Posledním extrahovaným příznakem je příznak nazvaný pravděpodobnost léze. Kaž-
dému voxelu z oblasti zájmu 𝑥𝑗 by se mělo zvolit 𝑁 kulových oblastí o poloměru 𝑟.
Vzdálenost mezi jednotlivými oblastmi musí být větší než 2𝑟, tak aby se mezi sebou
nepřekrývaly. Pro jednodušší implementaci v programu systém využívá místo koule
krychli o rozměru 3× 3× 3 voxely a minimální vzdálenost mezi krychlemi 8 voxelů.
Počet oblastí byl zvolen jako 𝑁 = 10.
Z každé zvolené oblasti systém vypočítá střední hodnotu, díky čemuž je získána
množina 𝑃 = {𝜇1, 𝜇2, . . . , 𝜇10}. Na základě této množiny je vypočítána pravděpo-
dobnost léze ze vzorce 4.6.1.
𝐿𝑃 (𝑥𝑗|𝑃 ) = 1
𝑁
𝑁∑︁
𝑖=1
𝛿(𝑥𝑗, 𝜇𝑖) (4.5)
Kde funkce 𝛿(𝑥𝑗, 𝜇𝑖) je definována jako
𝛿(𝑥𝑗, 𝜇𝑖) =
⎧⎪⎨⎪⎩1 pokud 𝑥𝑗 − 𝜇𝑖 > 𝑘0 pokud 𝑥𝑗 − 𝜇𝑖 > 𝑘 (4.6)
Parametr 𝑘 je v práci experimentálně nastaven jako 𝑘 = 10. Jeho zvyšováním se
bude snižovat pravděpodobnost lézí v jednotlivých voxelech.
Příznak pravděpodobnost léze se využívá, protože oblasti lézí mají zvýšenou
intenzitu oproti okolí. Díky tomu by průměrná hodnota jasu měla být v oblasti léze
větší než v jiných oblastech.
4.7 Tvorba modelu
Jakmile dojde k extrahování příznaků ze všech trénovacích snímků, přichází na řadu
tvorba modelu strojového učení. Navržený systém využívá modelu získaného pomocí
lineární verze metody podpůrných vektorů, jenž je vypočítán za pomoci knihovny
LibLinear4.
V případě, kdy byly pro tvorbu modelu využity všechny snímky jako trénovací
(101208 trénovacích bodů), trvalo vytvoření na procesoru Intel® Core i7-4500U
s taktovací frekvencí 1, 8GHz (Turbo 2, 4GHz) 2:13 minuty. Původní návrh systému
4https://www.csie.ntu.edu.tw/ cjlin/liblinear/
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počítal s využitím knihovny LibSVM. Jako hlavní přednost této knihovny se jevilo
využití polynomiálního nebo radiálního bázového jádra pro vytvoření modelu. Při
tvorbě modelu s celou množinou trénovacích dat však docházelo k přetečení pamě-
ťového zásobníku. Model se dařilo vytvořit až v momentě, kdy klesl počet tréno-
vacích dat k jednotkám tisíců. Jelikož extrahované příznaky nejsou uloženy pouze
v systému detekce, ale jsou zároveň ukládány do dokumentu ve formátu CSV. Takto
uložené příznaky jsou zpracovatelné programem RapidMiner, čímž ztrácí systém zá-
vislost na jediné metodě strojového učení, jež je implementována. Pomocí programu
RapidMiner byly vytvořeny modely rozhodovacích stromů, naivního Bayesovského
klasifikátoru, neuronové sítě, logistické regrese a metody podpůrných vektorů s ra-
diálním bázovým jádrem.
4.8 Klasifikace dat
Voxely spadající do oblasti zájmu jsou klasifikovány s využitím dříve vytvořeného
modelu do tříd. Klasifikace na základě metody podpůrných vektorů lze provést
přímo v systému. V případě využití jiného modelu je nutné využít klasifikaci v pro-
gramu RapidMiner. RapidMiner má k tomuto účelu vytvořený operátor nazvaný
ApplyModel, jenž umožňuje klasifikovat data s kterýmkoliv vytvořeným modelem.
4.9 Vyhodnocení klasifikace
Přesnost predikce lze buď v systému provést pomocí třídy Accuracy, nebo v Rapid-
Mineru s využitím operátoru Performance. Kromě vypočítání přesnosti, úplnosti a
𝐹1 skóre dokáže systém vytvořit snímek rozlišující barevně přesnost predikce.
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Obr. 4.9: Ukázka predikovaných obrazů. Zeleně jsou správně predikované body RS
a červeně jsou body falešně predikované. První snímek ukazuje ovlivnění predikce
přítomností bílé hmoty mozkové
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5 VÝSLEDKY DOSAŽENÉ SYSTÉMEM
V této kapitole bude analyzováno trvání celého procesu klasifikace dat, dále budou
popsány výsledky dosažené za pomoci systému detekce RS popsaného v kapitole
předcházející a na závěr dojde k porovnání výsledků.
5.1 Doba zpracování
Doba vyhodnocení snímků celým systém je velmi závislá na tom, zda-li dochází v sys-
tému k předzpracování obrazu a extrakci příznaků nebo jsou příznaky už předzpra-
covány a načítají se pouze ze souboru. Provedení předzpracování a extrakce příznaků
ze souboru snímků jednoho pacienta trvalo průměrně 1:41 min. Předzpracování všech
obrazů a extrakce příznaků sloužící pro tvorbu modelu při 10-násobné křížové va-
lidaci pak trvala průměrně 16:48 min. Pokud už však příznaky byly někdy získány
umožňuje systém jejich načtení ze souboru ve formátu CSV. Načtení všech příznaků
pak netrvá déle než 10 s.
Vytvoření lineárního modelu metody podpůrných vektorů je v systému poměrně
rychlé. Tvorba modelu zabrala mezi 1–3 s. V programu RapidMiner se doby vy-
tváření modelů značně lišily v závislosti na metodě strojového učení. Jako obtížně
využitelná se ukázala metoda podpůrných vektorů s radiálním jádrem. Tvorba mo-
delu této metody si vždy vyžádala 8–10 hodin. Z dalších algoritmů strojového učení
přesáhla doba vytváření modelu jednu hodinu pouze u neuronové sítě (průměrně
1:23 hod).
Z hlediska času nutného ke zpracování se ukázalo jako nejproblematičtější ex-
trahování příznaků z testovacích snímků. Složitost algoritmu je poměrně vysoká a
s velkým počtem bodů tedy výrazně roste výpočetní čas. U snímků 0101–0104 a
0106–0109 trvala extrakce vždy maximálně 4 minuty. Větší problém byl u snímků
0105 a 0110, ty se lišily oproti ostatním velkým počtem analyzovaných bodů a ex-
trakce tak trvala 47 a 58 minut. Jako schůdnější, i když ne úplně optimální varianta,
se tedy ukázalo rozdělení těchto dvou souborů snímků na poloviny. Výsledná doba
extrakce příznaků rozdělených souborů se tím zkrátila pod 10 minut.
Predikce na základě dříve vytvořeného modelu trvala v průměru 1:03 sekundy.
Na základě výše uvedených časů tedy lze shrnout, že celková doba analýzy dat sys-
témem i s extrahováním příznaků trénovacích dat trvala přibližně 20 minut. A v pří-
padě, kdy příznaky trénovacích snímků byly načítány z externího souboru, zabralo
vyhodnocení přibližně 5 minut.
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5.2 Dosažené výsledky systémem
V navrženém systému je velké množství proměnných, s jejichž nastavením bylo
možné experimentovat. Velký vliv na výslednou přesnost klasifikace měla hodnota
nastavená ve jmenovateli vzorce normalizace intenzity jasu 4.2. V práci [45] na-
stavují tuto hodnotu na 3. Navržený systém však nejpřesnější klasifikace dosahuje
s hodnotou 5.
Celou řadu parametrů je nutné zadat při volání knihovny FeatureJ. Konkrétní
nastavené hodnoty lze nalézt na přiloženém DVD buď ve zdrojovém kódu systému
detekce nebo v souboru NastaveneParametry.docx spolu s veškerým dalším nasta-
vením.
Jako důležité se ukázalo i nastavení ztrátového koeficientu 𝐶 pro metodu podpůr-
ných vektorů. Tvorba modelu metody podpůrných vektorů byla prováděna s rozme-
zím C 0–1, 5, kdy nejkvalitnější klasifikace dosáhl systém s nastaveným koeficientem
na hodnotu 1, 2.
Takto nastavený systém byl testován principem 10-násobné křížové validace, kdy
jeden soubor snímků byl brán jako testovací a zbylých devět posloužilo jako data
trénovací. Analýza se opakovala tak, aby každý ze souborů jednou působil jako
testovací. Výsledky jsou pak dané průměrem jednotlivých výsledků.
Přesnost celého systému nabývala hodnoty 92,14%. Výsledná specifičnost dosa-
huje 18,43% a senzitivita 44.17%. Hodnota 𝐹1 skóre, jenž bude využita pro porovnání
s dalšími pracemi, docílila 19,43% se směrodatnou odchylkou 15,05%. Tento výsle-
dek zahrnuje mezi špatně klasifikované voxely i ty voxely s RS, které zůstaly pod
prahovací úrovní při extrakci oblasti zájmu. Přesnost predikce samotného modelu je
tedy o něco větší. 𝐹1 skóre je 20,03%.
Obr. 5.1: Dosažené výsledky systémem pro jednotlivé snímky
Nejvyšší přesnosti predikce docílil systém u snímků, jejichž průměrná intenzita
jasu je na nižších úrovních. Příkladem takového snímku je 0104VR. Do oblasti zájmu
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systém vybere pouze 383 424 voxelů. Přesnost predikce tohoto snímku dosáhla hod-
noty 47% 𝐹1 skóre. Úplně opačným případem je snímek označený jako 0105ZL. Jeho
průměrná intenzita jasu je veliká a také prahovací funkce pro výběr oblasti zájmu
vybere ze všech snímků nejvíce voxelů (1 441 785). Predikce tohoto pak dopadla ze
všech nejhůře. 𝐹1 skóre dosáhlo hodnoty pouhých 2,27%. Zjednodušeně se dá tedy
říct, že čím tmavší snímek, tím přesnější predikce byla.
Jako aspekt negativně ovlivňující přesnost predikce se ukázala přítomnost bílé
hmoty mozkové ve snímcích. V každém ze souboru existuje několik snímků před-
stavujících pouze bílou hmotu. A právě těmito snímky dochází k ovlivnění modelu.
Voxely ve zmíněných snímcích jsou reprezentovány podobnými příznaky jako je tomu
u voxelů RS.
5.3 Porovnání metod podpůrných vektorů
Systém detekce navržený v této práci využívá lineární metodu podpůrných vektorů
a protože i program RapidMiner nabízí operátor vytvářející model lineární metody
podpůrných vektorů, bylo možné vytvořit přímé srovnání. Rozdílem je to, že operá-
tor Support Vector Machine (Linear) se zakládá na knihovně JMySVM a navržený
systém využívá knihovnu LibLinear.
Porovnání probíhalo na totožně získaných příznacích a nastavení parametrů
v systému i operátoru bylo zvoleno totožně. Markantní rozdíl se projevil již v mo-
mentě vytváření modelu. Tvorba modelu knihovnou LibLinear netrvala nikdy více
než jednotky sekund, kdežto v RapidMineru trvalo vytváření modelu průměrně 2:53
hodin.
Při aplikování vytvořeného modelu se již velký časový rozdíl neprojevil. Stejně
jako v celé práci jsou i tyto výsledky získané 10-násobnou křížovou validací. Navržený
systém dosáhl přesnosti skóre 𝐹1 19,43% se směrodatnou odchylkou 15,05%. Ana-
lýza stejných dat v programu RapidMiner měla 𝐹1 skóre pouhých 1,87% s odchylkou
1,41%. I přes veškerou snahu navození totožných podmínek analýzy, zůstával roz-
díl propastný. Dosažené výsledky tedy musí být ovlivněny konkrétní implementací
knihovny.
5.4 Výsledky dalších metod strojového učení
K dalšímu srovnání byly využity klasifikační modely rozhodovacích stromů, naiv-
ního bayesovského klasifikátoru, indukce pravidel, neuronové sítě, logistické regrese
a metody podpůrných vektorů s radiálním jádrem. Všechny tyto modely umožňuje
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vytvořit svými operátory RapidMiner. Při tvorbě modelu byly operátory ponechány
ve výchozím nastavení.
Jako značně nepraktický se projevil model vytvářený pomocí metody podpůrných
vektorů s radiálním jádrem. Tvorba tohoto modelu trvala mezi 5–8 hodinami, což
značně ztěžovalo jakékoliv experimentování s nastavováním parametrů.
Nejpřesnější predikce bylo dosaženo s modelem vytvořeným pomocí logistické
regrese. Model vytvořený touto metodou dosáhl přesnosti klasifikace 𝐹1 skóre 9,87%.
Výsledky dalších testovaných modelů jsou zobrazeny v grafu 5.2. Jednotlivé dílčí
přesnosti se nachází v příloze A.2.
Obr. 5.2: Porovnání výsledků 𝐹1 skóre různých algoritmů strojového učení
5.5 Porovnání s publikovanými pracemi
Zde navržený systém je možné částečně porovnat s detektory roztroušené sklerózy
v pracích [52], [17], [2], [45]. Práce [52] je založena na algoritmu EM (Expectation-
Maximization). Detektor RS popsaný v [17] využívá k detekci rozhodovacích stromů.
V postupu navrženém v [2] a [45] se klasfikují data pomocí metody podpůrných
vektorů na základě texturní analýzy. Jejich přesnost byla testována na snímcích pu-
blikovaných ve výzvách The 2015 longtitudinal multiple sclerosis lesion
segmentation challenge a MS lesion segmentation challenge 2008. Tyto práce
však provádějí analýzu řezů pořízených třemi rozdílnými metodami magnetické re-
zonance (T1, T2 a FLAIR).
V porovnání s těmito pracemi se zde navržený systém může rovnat pouze s prací
[52]. Ta má sice nižší střední odchylku výsledků, za to však analýza trvá výrazně
déle, v práci se uvádí přibližně 90 minut. Další studie dosahují značně přesnější
klasifikace. Přesnost predikce jednotlivých metod je uvedena na obrázku 5.3 Zmíněné
práce však mají značnou výhodu v možnosti využití T1 a T2 snímků. Na jejich
základě lze vytvořit příznaky umožňující dosažení kvalitnější predikce. Tyto snímky
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Obr. 5.3: Porovnání výsledků 𝐹1 skóre publikovaných prací a navrženého systému
je také možné využít pro nalezení a následné odstranění bílé hmoty mozkové, která
negativně ovlivní tvorbu modelu.
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6 NAVRŽENÉ ROZŠÍŘENÍ SYSTÉMU
Dosažené výsledky přesnosti klasifikace rozhodně nejsou stropem, přes který by se
navržený systém detekce nemohl dostat. Lze najít celou řadu postupů, jež by klasifi-
kaci pomohly dále zpřesnit. Přičemž se jako ideální jeví kombinace níže navržených
postupů.
Optimalizace extrakce příznaků
Jak již bylo popsáno v kapitole 5.1, v případě extrakce příznaků z většího množ-
ství testovacích voxelů dochází k velkému zpomalení extrakce. K odstranění tohoto
problém vedou dvě cesty. První je ponechání současného počtu příznaků a celková
optimalizace algoritmu extrakce příznaků, tak aby se výpočetní čas zvyšoval pouze
lineárně. Případně druhým způsobem by bylo omezení počtu použitých příznaků.
Systém nyní využívá velkého množství příznaků, z nichž některé přispívají k výsledné
přesnosti klasifikace jen malou měrou.
Úprava normalizace intenzity jasu
Snímek s normalizovanou intenzitou jasu slouží jako výchozí pro celou řadu dalších
operací prováděných v systému. Je tedy nezbytně nutné, aby v tomto snímku bylo
pokud možná co nejvíce diferenciovány voxely RS od zbylých. Navržený postup
provádí zvýraznění lézí vůči šedé hmotě mozkové poměrně kvalitně. Problém, který
však s daným řešením vyvstal, je zvýšení intenzity jasu bílé hmoty mozkové. Tento
jev pak ovlivňuje výslednou kvalitu vytvořeného modelu.
Jako řešení daného problému se nabízí použití atlasů mozku, jenž umožňují seg-
mentovat snímky mozku do tříd. Dle konkrétní implementace se liší počet výsledných
tříd. Pro tento systém by stačilo rozdělení na šedou hmotu, bílou hmotu a mozko-
míšní mok. Pomocí tohoto rozdělení by šlo provádět analýzu pouze v rámci tříd,
čímž by došlo k odstranění vlivu jiné třídy na klasifikaci.
Doplnění o snímky 𝑇1 a 𝑇2
Poslední navržené rozšíření není přímým vylepšení systému samotného. Jedná se
totiž o doplnění vstupních snímků. Při magnetické rezonanci by tak bylo nutné
pořídit kromě snímků metodou FLAIR i obrazy získané pomocí T1 a T2 snímkování.
Takto doplněné snímky by nabízely možnost vytváření příznaků, jenž by přispěly
k přesnosti celého systému.
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7 ZÁVĚR
Tato práce se zabývá navržením systému schopného detekovat léze roztroušené
sklerózy v obrazu pořízeném pomocí magnetické rezonance. Problémem, se kterým
se setkává každý ze systémů detekce roztroušené sklerózy, je velký rozptyl jasu po-
řízených snímků RS a zároveň s tím i rozptyl jasu ložisek roztroušené sklerózy.
Detekční systém publikováný v této práci je navržen v programovacím jazyce
Java. Systém využívá pro práci s obrazy knihovnu ImageJ, extrahování některých
příznaků zajišťuje knihovna FeatureJ a tvorba modelu metody podpůrných vektorů
je zajištěna pomocí knihovny LibLinear.
Systém detekce provádí celou řadu kroků vedoucích k predikování oblastí lézí
v mozku. Nejdříve dojde k načtení snímků z disku. Tyto snímky systém předzpra-
cuje normalizací intenzity jasu a zvýšením kontrastu. Ze snímku s normalizovanou
intenzitou jasu je vytvořena skupina obrazů získaných díky knihovně FeatureJ.
Ta umožňuje vytvořit snímky hranové detekce, Laplaciánu, Hessiánu, strukturní
analýzy a scale-space obrazu. Z takto vytvořených obrazů provádí systém extrakci
příznaků, na jejichž základě vytváří lineární model metody podpůrných vektorů. Na
závěr pak získaný model umožňuje predikovat výskyt lézí.
Pro testování bylo použito deset souborů snímků pořízených magnetickou re-
zonancí. Na těchto souborech byla prováděna 10-násobná křížová validace. Výsled-
kem predikce je přesnost 92,14%, specifičnost 18,43%, senzitivita 44.17% a 𝐹1 skóre
19,43%. Vytvořený model dokáže vyhledávat oblasti lézí poměrně spolehlivě, jeho
nevýhodou však je, že zařazuje i větší množství voxelů bílé hmoty mozkové mezi
voxely s roztroušenou sklerózou.
Díky možnosti ukládání extrahovaných příznaků do souboru ve formátu CSV je
možné provést analýzu programem RapidMiner. Ten nabízí širokou paletu algoritmů
strojového učení, které poskytly cenné porovnání s navrženým postupem. Operátory
programu RapidMiner vytvářející modely byly ponechány ve výchozím nastavení a
pravděpodobně právě proto dosáhly o něco horší přesnosti než zde uvedená metoda.
Nejpřesnějších výsledků dosahoval model vytvořený metodou logistické regrese, jenž
docílil přesnosti 9,87% 𝐹1 skóre.
Detekcí lézí se zabývala již řada týmů, jenž prezentovala svoje řešení. Nabízí se
tedy možnost porovnání přesnosti predikce. Metoda přesností porovnatelná se zde
navrženým systémem byla prezentovaná v práci Souplet et al. [52], ta má střední
hodnotu 𝐹1 skóre 0, 19 a směrodatnou odchylku 0, 09. Metoda Geremia et al. [17]
dosahuje skóre 0, 29 se střední odchylkou 0, 22. Abdullah et al. [2] nabízí metodu
s výsledným skóre 0, 44 a odchylkou 0, 11. Nejúspěšnější metoda Roy et al. [45] pak
dosahuje skóre 0, 50 a odchylky 0, 08.
Potencionální zpřesnění výsledků dané práce by mohlo přinést využití atlasu
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mozku. Díky tomu by došlo k rozdělení voxelů na skupiny mozkových tkáních (bílá
hmota, šedá hmota apod.) a analýza samotná by pak pracovala pouze s konkrétní
tkání a nikoliv jak je tomu nyní, s celým mozkem dohromady.
Jako hlavní přínos práce lze považovat využití příznaků získávaných z 3-D pro-
storu, což bylo umožněno analýzou série snímků. Většina publikovaných prací se
totiž zabývala analýzou jednotlivých snímků. Získané výsledky se ukázali jako srov-
natelné s výsledky publikovanými ve světě. Přínosem také je porovnání výsledků
jednotlivých klasifikačních algoritmů mezi sebou.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
BSE Extrahování okrajů mozku (Brain surface extraction)
CNS Centrální nervová soustava
CSV souborový formát pro uchování tabulkových dat (Comma Separated
Values)
FLAIR T2 vážený obraz s potlačenýmm signálem mozkomíšního moku (Fluid
attenutation inversion recovery)
FLDA Fisherova metoda lineární diskriminace (Fischer linear discriminant
analysis)
FN Falešně negativní (False negative)
FP Falešně negativní (False positive)
𝑘-NN 𝑘-nejbližších sousedů (𝑘-nearest neighbours)
MIPAV Software medicínského obrazového zpracování, analýzy a vizualizace
(Medical Image Processing, Analysis, and Visualization)
MR Magnetická rezonance
RR Relaps-Reminentní forma roztroušené sklerózy
RS roztroušená skleróza
SVM Metoda podpůrných vektorů (Support vector machine)
TN Skutečně negativní (True negative)
TP Skutečně pozitivní (True positive)
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B SEZNAM PŘÍZNAKŮ
1. Kookurenční matice ve směru X 0-0
2. Kookurenční matice ve směru Y 0-0
3. Kookurenční matice ve směru Z 0-0
4. Kookurenční matice ve směru X 0-1
5. Kookurenční matice ve směru Y 0-1
6. Kookurenční matice ve směru Z 0-1
7. Kookurenční matice ve směru X 0-2
8. Kookurenční matice ve směru Y 0-2
9. Kookurenční matice ve směru Z 0-2
10. Kookurenční matice ve směru X 0-3
11. Kookurenční matice ve směru Y 0-3
12. Kookurenční matice ve směru Z 0-3
13. Kookurenční matice ve směru X 1-0
14. Kookurenční matice ve směru Y 1-0
15. Kookurenční matice ve směru Z 1-0
16. Kookurenční matice ve směru X 1-1
17. Kookurenční matice ve směru Y 1-1
18. Kookurenční matice ve směru Z 1-1
19. Kookurenční matice ve směru X 1-2
20. Kookurenční matice ve směru Y 1-2
21. Kookurenční matice ve směru Z 1-2
22. Kookurenční matice ve směru X 1-3
23. Kookurenční matice ve směru Y 1-3
24. Kookurenční matice ve směru Z 1-3
25. Kookurenční matice ve směru X 2-0
26. Kookurenční matice ve směru Y 2-0
27. Kookurenční matice ve směru Z 2-0
28. Kookurenční matice ve směru X 2-1
29. Kookurenční matice ve směru Y 2-1
30. Kookurenční matice ve směru Z 2-1
31. Kookurenční matice ve směru X 2-2
32. Kookurenční matice ve směru Y 2-2
33. Kookurenční matice ve směru Z 2-2
34. Kookurenční matice ve směru X 2-3
35. Kookurenční matice ve směru Y 2-3
36. Kookurenční matice ve směru Z 2-3
37. Kookurenční matice ve směru X 3-0
38. Kookurenční matice ve směru Y 3-0
39. Kookurenční matice ve směru Z 3-0
40. Kookurenční matice ve směru X 3-1
41. Kookurenční matice ve směru Y 3-1
42. Kookurenční matice ve směru Z 3-1
43. Kookurenční matice ve směru X 3-2
44. Kookurenční matice ve směru Y 3-2
45. Kookurenční matice ve směru Z 3-2
46. Kookurenční matice ve směru X 3-3
47. Kookurenční matice ve směru Y 3-3
48. Kookurenční matice ve směru Z 3-3
49. Hodnota jasu obrazu strukturní
analýzy 0
50. Hodnota jasu obrazu s normalizo-
vanou intenzitou
51. Hodnota jasu obrazu strukturní
analýzy 1
52. Hodnota jasu obrazu strukturní
analýzy 2
53. Hodnota jasu orig. obrazu
54. Hodnota jasu obrazu se zvýšeným
kontrastem
55. Hodnota jasu obrazu scale-space
reprezentace
56. Hodnota jasu obrazu získaného
Hessiánem 0
57. Hodnota jasu obrazu hranové de-
tekce
58. Hodnota jasu obrazu získaného La-
placiánem
59. Hodnota jasu obrazu získaného
Hessiánem 1
60. Hodnota jasu obrazu získaného
Hessiánem 2
61. Průměr jasu okolí v obrazu získa-
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ného Hessiánem 0
62. Směrodatná odchylka jasu okolí
v obrazu získaného Hessiánem 0
63. Rozptyl jasu okolí v obrazu získa-
ného Hessiánem 0
64. Průměr jasu okolí v obrazu norma-
lizace intenzity
65. Směrodatná odchylka jasu okolí
v normalizace intenzity
66. Rozptyl jasu okolí v obrazu norma-
lizace intenzity
67. Průměr jasu okolí v obrazu struk-
turní analýzy 2
68. Směrodatná odchylka jasu okolí
v obrazu strukturní analýzy 2
69. Rozptyl jasu okolí v obrazu získa-
ného strukturní analýzy 2
70. Průměr jasu okolí v obrazu struk-
turní analýzy 1
71. Směrodatná odchylka jasu okolí
v obrazu strukturní analýzy 1
72. Rozptyl jasu okolí v obrazustruk-
turní analýzy 1
73. Průměr jasu okolí v orig. obrazu
74. Směrodatná odchylka jasu okolí
v orig. obrazu
75. Rozptyl jasu okolí v orig. obrazu
76. Průměr jasu okolí v obrazu zvýše-
ného kontrastu
77. Směrodatná odchylka jasu okolí
v obrazu zvýšeného kontrastu
78. Rozptyl jasu okolí v obrazu zvýše-
ného kontrastu
79. Průměr jasu okolí v obrazu scale-
space reprezentace
80. Směrodatná odchylka jasu okolí
v obrazu scale-space reprezentace
81. Rozptyl jasu okolí v obrazu scale-
space reprezentace
82. Průměr jasu okolí v obrazu získa-
ného Hessiánem 1
83. Směrodatná odchylka jasu okolí
v obrazu získaného Hessiánem 1
84. Rozptyl jasu okolí v obrazu získa-
ného Hessiánem 1
85. Průměr jasu okolí okolí v obrazu
hranové detekce
86. Směrodatná odchylka jasu okolí
v obrazu hranové detekce
87. Rozptyl jasu okolí v obrazu získa-
ného hranové detekce
88. Průměr jasu okolí okolí v obrazu
získaného Laplaciánem
89. Směrodatná odchylka jasu okolí
v obrazu získaného Laplaciánem
90. Rozptyl jasu okolí v obrazu získa-
ného Laplaciánem
91. Průměr jasu okolí okolí v obrazu
získaného Hessiánem 1
92. Směrodatná odchylka jasu okolí
v obrazu získaného Hessiánem 1
93. Rozptyl jasu okolí v obrazu získa-
ného Hessiánem 1
94. Průměr jasu okolí v obrazu získa-
ného Hessiánem 2
95. Směrodatná odchylka jasu okolí
v obrazu získaného Hessiánem 2
96. Rozptyl jasu okolí v obrazu získa-
ného Hessiánem 2
97. Pravděpodobnost léze
98. Vrchol krychle 5x5 1
99. Vrchol krychle 5x5 2
100. Vrchol krychle 5x5 3
101. Vrchol krychle 5x5 4
102. Vrchol krychle 5x5 5
103. Vrchol krychle 5x5 6
104. Vrchol krychle 5x5 7
105. Vrchol krychle 5x5 8
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C VÝSTUP SYSTÉMU DETEKCE ROZTROU-
ŠENÉ SKLERÓZY
Názorná ukázka výstupu navrženého systému detekce, který je prováděn do příka-
zové řádky. Počet
C.1 Trénovací fáze
Výpis C.1: Výstup trénovací fáze systému do příkazové řádky
1File from path: C:\ Users\Michal\Documents\NetBeansProjects\
2xkopul02\resources\cz\vutbr\feec\lesionsDetection\
3trainingImageStacks.properties was loaded
4Folders [0101AS , 0102HS] will be used for processing.
5Training phase started
6Loading file names took 14 miliseconds
7
8-------------------------------------------------
9Now the 0101AS will be processed
10Overall , it will be processed 2498 voxels
11There are 1281 positive voxels in stack.
121249 positive voxels will be added into model
13and 32 voxels remained below the threshold value.
14
15Getting images from FeatureJ took: 1 minutes35 seconds
16Geting feature from 0101AS took: 1 minutes37 seconds
17Inserting data from file 0101AS into model took:
181 minutes37 seconds
19
20-------------------------------------------------
21Now the 0102HS will be processed
22Overall , it will be processed 6196 voxels
23There are 3530 positive voxels in stack.
243098 positive voxels will be added into model
25and 432 voxels remained below the threshold value.
26
27Getting images from FeatureJ took: 3 minutes21 seconds
28Geting feature from 0102HS took: 3 minutes24 seconds
29Inserting data from file 0102HS into model took:
303 minutes24 seconds
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C.2 Testovací fáze
Výpis C.2: Výstup testovací fáze systému do příkazové řádky
1Test phase will start
2
3File from path: C:\ Users\Michal\Documents\NetBeansProjects\
4xkopul02\resources\cz\vutbr\feec\lesionsDetection\
5testImageStacks.properties was loaded
6Folders [0104VR] will be used for processing.
7Loading file names took 10 seconds
8
9-------------------------------------------------
10Now the 0104VR will be processed
11Overall , it will be processed 383424 voxels
12There are 7083 positive voxels in stack.
136630 positive voxels will be added into model
14and 453 voxels remained below the threshold value.
15
16Getting images from FeatureJ took: 1 minutes59 seconds
17Extract feature from 0104VR took: 3 minutes11 seconds
18
19Now the model will be count
20..................*.*...*.*
21optimization finished , #iter = 683
22Objective value = -1112,93
23nSV = 7882
24Create model 0104VR took: 3 minutes19 seconds
25
26Prediction starts right now
27
28Overall accuracy of the model is 96.9003166207644%
29True Positive = 3007
30False Positive = 5285
31True Negative = 371509
32False Negative = 3623
33Precision of the model is 36.2638687891944
34Recall of the model is 45.35444
35F1 score of the model is 40.302908457
36
37Entire process took 3 minutes20 seconds
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D OBSAH PŘILOŽENÉHO DVD
Na přiloženém disku je k dispozici elektronická verze práce, zdrojové kódy systému
detekce roztroušené sklerózy, tabulky obsahující výsledky a modely vytvořené pro-
gramem RapidMiner. Software byl vyvíjen ve verzi 8 jazyka Java. K vývoji bylo
použito IDE Netbeans. Jako spustitelná třída slouží Main.java. Nastavení para-
metrů systému je možné v třídě Constants.java a výběr souborů pro trénovací a
testovací fázi se provádí soubory testImageStack.properties
a trainImageStack.properties.
/.........................................kořenový adresář přiloženého disku
elektronicky_text_prace...................... elektroická podoba práce
RapidMiner............................vytvořené modely strojového učení
SvmLinear
NaiveBayes
NeuralNet
DecisionTree
RuleInduction
LogisticRegresion
SvmRadial
xkopul02 ................... projekt obsahující zdrojové soubory detektoru
data.................................složka obsahující zdrojové snímky
lib .................................... složka s využitými knihovnami
resources/cz/vutbr/feec
log..............složka kam jsou ukládány generované CSV soubory
lessionDetection
svmConfig.properties...............nastavení SVM parametrů
testImageStack.properties...........výběr testovacích snímků
trainImageStack.properties.........výběr trénovacích snímků
src .................................................... zdrojové kódy
vysledky.................složka obsahující tabulky s dosaženými výsledky
NastaveneParametry.docx............. seznam nastavených parametrů
SeznamPriznaku.xslx .............................. seznam příznaků
Vysledky.xslx .....................................tabulka výsledků
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