Application of Higher Order Multigrid Algorithms for turbulent flows by Wallraff, Marcel & Leicht, Tobias




Marcel Wallraff, Tobias Leicht
DLR Braunschweig (AS - C2A2S2E)
www.DLR.de • Folie 2 > STAB Workshop, 12.11.2013>Marcel Wallraff, Tobias Leicht• 12.11.2013
Motivation
Heutige CFD Lo¨ser basieren zum gro¨ssten Teil auf Finite
Volumen Verfahren zweiter Ordnung.
Verfahren ho¨herer Ordnung versprechen ho¨here Genauigkeit
und Effizienz.
Discontinuous Galerkin (DG) Verfahren
Um Verfahren ho¨herer Ordnung in der Praxis anwenden zu
ko¨nnen, mu¨ssen alle Vorteile, die diese bieten, auch genutzt
werden:
Jacobiblo¨cke sind lokal auf jeder Gitterzelle.
Keine besondere Behandlung fu¨r unstrukturierte Netze no¨tig.
Einfache h- und p-Adaption des Netzes ist mo¨glich.
Ha¨ngende Knoten im Netz sind zula¨ssig.
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Mehrgitter
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DG Diskretisierung
Basisfunktionen
nicht parametrische ortho-normale Basisfunktionen
formuliert direkt im physikalischen Raum
d.h. keine Nutzung von Referenzelementen
RANS Gleichungen
zweites Schema von Bassi und Rebay (BR2)
fu¨r die viskosen Terme
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Nichtlineares Mehrgitter
Hierarchie von linearen Funktionenra¨umen
Vlmin ⊂ Vlmin+1 ⊂ · · · ⊂ Vlmax−1 ⊂ Vlmax
Rnlmin Rnlmin+1 · · · Rnlmax−1 Rnlmax
Transfer-Operatoren:







Das nichtlineare Mehrgitter beno¨tigt ausserdem:
Restriktion des nichtlinearen Lo¨sungsvektors:
Orthogonale L2-Projektion Iˆl−1l in den Raum Vl−1
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Nichtlineares Mehrgitter
Sei das nichtlineare Problem auf dem
ho¨chsten Level lmax definiert als:
Llmax(ulmax) = flmax .
Restriktion der Lo¨sung ul−1 := Iˆl−1l ul
Berechnung der neuen rechten Seite fu¨r das gro¨bere Level:
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wobei Rl die volle implizite Jacobimatrix, M die Massematrix
und ul,j der Lo¨sungsvektor, mit ul,j ∈ Vl ∀ j ∈ N, sind.
Verwendung eines lokalen Pseudo-Zeitschritts und einer
adaptiven CFL-Zahl-Steuerung
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Linearer Gla¨tter / Lo¨ser
Krylov-Verfahren als linearer Lo¨ser (GMRES Methode)
Linien-Jacobi-Verfahren als Vorkonditionierer / Gla¨tter im
linearen Mehrgitter
Sei Ll,k(ul,k) = fl,k das lineare Problem auf Linie k,
Lo¨se δul,k,i := ul,k,i − ul,k,i−1 = R−1l,k (fl,k − Ll,kul,k,i−1)
ul,k,i := ul,k,i−1 + δul,k,i,
wobei R−1l,k die Inverse der Jacobimatrix auf Linie k ist.











zur Verbesserung der Startlo¨sung auf dem ho¨chsten Level
Lineares MG als Vorkonditionierer
Nichtlineares MG zur Beschleunigung des Lo¨sers in der
Pseudo-Zeit
Nichtlineares MG mit einem linearen MG auf jedem Level
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Wahl der Parameter fu¨r das nichtlineare Problem
Nichtlineares Mehrgitter
V-Zyklus
je ein Vor- und Nach-Gla¨tterschritt auf jedem Level
ein Gla¨tterschritt auf dem niedrigsten Level
Backward-Euler-Verfahren als Gla¨tter
SER-Zeitschritt-Steuerung fu¨r das Backward-Euler-Verfahren
Galerkin-Transfer, um die Jacobimatrix auf den unteren
Leveln zu erhalten
www.DLR.de • Folie 12 > STAB Workshop, 12.11.2013>Marcel Wallraff, Tobias Leicht• 12.11.2013
Wahl der Parameter fu¨r das lineare Problem
Parameter fu¨r das Lo¨sen der linearen Probleme, welche aus dem
Backward-Euler-Verfahren auf jedem Level resultieren:
GMRES-Verfahren mit fester Anzahl an (maximalen) Schritten
Lineares Mehrgitter als Vorkonditionierer fu¨r das
GMRES-Verfahren
Vier Gla¨tterschritte auf jedem Level
Linien-Jacobi-Verfahren als Gla¨tter
Galerkin-Transfer, um die Matrizen auf den unteren Leveln zu
erhalten
www.DLR.de • Folie 13 > STAB Workshop, 12.11.2013>Marcel Wallraff, Tobias Leicht• 12.11.2013










www.DLR.de • Folie 14 > STAB Workshop, 12.11.2013>Marcel Wallraff, Tobias Leicht• 12.11.2013
MDA 30P-30N
Lo¨sung der RANS-kω Gleichungen.
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h-NMG + LMG (1e-12)
h-NMG + LMG (1e-6)
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MDA 30P-30N
Lo¨sung der RANS-SA Gleichungen.



















h-NMG + LMG (kω)
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Zusammenfassung
Gezeigte Algorithmen wurden entwickelt zur Lo¨sung der
RANS-kω Gleichungen.
Diese Algorithmen liefern auch gut Ergebnisse fu¨r die
RANS-SA Gleichungen.
Anpassung der Optimalen Start-CFL-Zahl fu¨r gleiche
Performanz.
Das Lineares Mehrgitter scheint die besten Ergebnisse zu
liefern fu¨r diesen Testfall in Kombination mit den RANS-SA
Gleichungen.
Untersuchungen zur Robustheit des Lo¨sers im RANS-SA Fall
werden folgen.
