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Abstract. In this work we investigate an unusual transport phenomenon observed in two-dimensional
electron gas under integer quantum Hall effect conditions. Our calculations are based on the screening
theory, using a semi-analytical model. The transport anomalies are dip and overshoot effects, where the Hall
resistance decreases (or increases) unexpectedly at the quantized resistance plateaus intervals. We report on
our numerical findings of the dip effect in the Hall resistance, considering GaAs/AlGaAs heterostructures in
which we investigated the effect under different experimental conditions. We show that, similar to overshoot,
the amplitude of the dip effect is strongly influenced by the edge reconstruction due to electrostatics. It
is observed that the steep potential variation close to the physical boundaries of the sample results in
narrower incompressible strips, hence, the experimental observation of the dip effect is limited by the
properties of these current carrying strips. By performing standard Hall resistance measurements on gate
defined narrow samples, we demonstrate that the predictions of the screening theory is in well agreement
with our experimental findings.
PACS. 73.43.-f Quantum Hall effect – 73.43.Cd Theory and modeling – 73.43.Fj Novel experimental
methods; measurements
1 Introduction
After the path paving discovery of integer quantum Hall
effect (IQHE) [1] in two-dimensional magneto-transport,
many experiments have been performed to unreveal the
transport properties of the low dimensional charge sys-
tems in the presence of strong perpendicular magnetic
fields. In the presence of an external B field the den-
sity of states of the system is quantized, namely the Lan-
dau quantization, and the energy of the Landau levels are
given by En = h¯ωc(n + 1/2). Here ωc = eB/m is the
cyclotron frequency of an electron with an effective mass
m∗ (m∗ ≈ 0.067me, me is the electron mass) and n is the
Landau index. IQHE observed in two-dimensional elec-
tron gas (2DEG) subject to high magnetic fields, is well
understood in terms of screening effects, where the system
is composed of compressible and incompressible strips [2].
In the compressible regions, the Fermi energy is pinned to
one of the Landau levels with high density of states. In
contrast, the Fermi energy is in between quantized Lan-
dau levels in the incompressible regions, where no density
of states is available. The incompressible regions behave
like an insulator, whereas the compressible regions can be
considered as a metal [3,4,5,6]. The induced Hall poten-
tial drops across the incompressible strips, by the virtue
of their scattering free transport properties. This interac-
tion based explanation assumes a local relation between
the electric fields and current densities j(r), utilizing the
Ohm’s law, if the local conductivity tensor elements are
provided. The conductivities are obtained from the self-
consistent Born approximation [7]. We introduce the fill-
ing factor ν = 2pil2nel, together with its local counterpart
ν(x) = 2pil2nel(x), where l = (h¯/eB)
1/2 is the magnetic
length and nel, nel(x) are the average and the local elec-
tron number densities. The Hall conductivity is quantized
σH =
h
e2 ν and the longitudinal conductivity vanishes at
zero temperature, σl → 0 [2,7]. This leads immediately to
the IQHE for the global resistance RH → ( 1ν e
2
h ), without
any localization assumptions for an inhomogeneous 2DEG
with filling factors near ν = n and n being an (even) in-
teger [8].
Under the typical IQHE conditions, i.e. wide samples
(W = 2d > 100 µm) with low mobility, the Hall resis-
tivity of a 2DEG presents a stepwise behavior. However,
an unexpected increase (overshoot) or decrease (dip) at
the low or high B side of the Hall resistance plateaus are
also reported in many different materials [9,10,11,12,13,
14,15]. The increase of the Hall resistance is known as the
overshoot, and is usually attributed to impurity effects,
similar to IQHE. The main approach [9,11] that has been
developed to explain the dip effect phenomenon also re-
lies on the impurity scattering. Shlimak et al. found that,
this effect can be considered to be a manifestation of the
oscillating enhancement of the valley splitting due to the
exchange interaction [11], meanwhile in our previous work
we found that the overshoot can be well explained within
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the self-consistent screening theory [16]. In the later work
it is reported that, the overshoot depends strongly on tem-
perature, in contrast, it is immune to short-range impu-
rity scattering and the edge effects are irruptive to the
resistance overshoot. The findings of the screening the-
ory is in well agreement with the experiments performed
on SiGe based structures, where both the temperature
and size effects are investigated [18]. In a very recent ex-
perimental investigation, the predictions of the screening
theory based overshoot effect is successfully tested. It is
experimentally shown that, the edge re-construction due
to direct Coulomb interactions modify the amplitude and
temperature dependency of the overshoot effect [17]. In
this work we tackle the dip effect utilizing the screening
theory and investigate theoretically the sample and tem-
perature dependent properties of this transport anomaly.
Then, we also perform experiments on gate defined narrow
Hall bars which are induced on an intermediate mobility
wafer [19,20,21].
This paper is organized as follows. First, we discuss
the basics of the screening theory of the IQHE. In the
next step, we calculate Hall resistances numerically and
investigate the dependencies of the dip on sample size,
impurity strength, disorder, electron temperature and de-
pletion length. Finally, we propose that the dip effect can
be elucidated by the variation of the edge profile. The last
Section is devoted to experimental findings where we show
that our model can be well justified at least as a proof of
concept.
2 Self-consistent Calculation Scheme
The numerical calculation scheme discussed below pro-
vides a consistent explanation to the IQHE. A detailed de-
scription of the transport calculations can be found in our
previous work [2]. We assume that electrons and donors
are on the same x − y plane (z = 0) and donors are dis-
tributed homogeneously in the interval −d < x < d, where
d is the half-width of the sample and we consider only
symmetric density profiles and take b, therefore the deple-
tion length |d− b|, as a free parameter and the translation
invariance in the y direction. The electrons move in an
effective potential that is described by
V (x) = Vbg(x) + VH(x). (1)
Here Vbg(x) = −E0
√
1− (x/d)2 is the background po-
tential and E0 = 2pie
2n0d/κ is the minimum of the con-
finement. Furthermore, en0 is the density of positive back-
ground charges (homogeneous) in the Hall system. The
Hartree potential
VH(x) =
2e2
κ
∫ d
−d
dx′K(x, x′)nel(x′) (2)
describes the direct Coulomb interaction between the elec-
trons, where the kernel K(x, x
′
) is given by
K(x, x
′
) = ln
∣∣∣∣∣
√
(d2 − x2)(d2 − x′2) + d2 − x′x
(x− x′)d
∣∣∣∣∣ . (3)
The Kernel solves the Poisson’s equation under the
given boundary conditions V (−d) = V (d) = 0, and e is
the charge of an electron, together with κ being an average
background dielectric constant.
The electron density is calculated within the Thomas-
Fermi approximation (TFA), where exchange and corre-
lation effects and Zeeman splitting are neglected due to
usual assumption of spinless particles. Then the electron
density reads,
nel(x) =
∫
dED(E)f(E + V (x)− µ∗), (4)
where f(E) is the Fermi distribution function and µ∗ is
the equilibrium electrochemical potential. Using the self-
consistent Born approximation [7], the density of states
D(E) can be calculated in a straightforward manner. Lo-
cal conductivities and the density of states (DOS) are ob-
tained supposing an impurity potential having a Gaussian
form [7]
V (r) =
VI
piR2
exp(− r
2
R2
), (5)
where VI is the impurity strength and R is the distance be-
tween the 2DES and the doping layer, known as the spacer
thickness. Due to impurity scattering, the Landau levels
are broadened in strong magnetic fields. Additionally, the
Landau level width is described by
Γ 2 = 4pin2IV
2
I /(2pil
2) = (2/pi)h¯ωch¯/τ, (6)
where τ is the momentum relaxation time and nI is the
number density of the impurities. For further references it
is convenient to characterize the impurity strength by the
dimensionless ratio γ = Γ/h¯ωc (B=10 T for GaAs) and
the strength parameter reads [2]
γI = [(2nIV
2
0 m
∗/pih¯2)(1.73 meV)]1/2. (7)
2.1 The local conductivity model
We utilize the linear local relation j(r) = σˆ(r)E(r) (i.e.
the local Ohms law), where σˆ(r) is a position-dependent
conductivity tensor and E(r) is the electric field. For the
sake of consistency, we assumed a translational invariance
in y−direction and employed the equation of continuity
to obtain the local fields and current densities as Ey =
(x) = E0y and jx = 0, respectively. The remaining com-
ponents are then jy(x) =
1
ρ`(x)
E0y and Ex(x) =
ρH(x)
ρ`(x)
E0y .
Once the local conductivity tensor entries are obtained
from the local electron density within the SCBA, then the
local electric fields can be obtained from the self-consistent
potential. The above equations describe local transport
properties in a self-standing manner.
For a given fixed applied current I =
∫ d
−d dxjy(x) the
electric field component along the Hall bar is calculated
as
E0y = I[
∫ d
−d
dx
1
ρ`
]−1, (8)
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Fig. 1. Hall resistance versus magnetic field, calculated for
different sample widths, a) 2d = 12, 14, 16µm and b) 2d = 18,
20µm. The field strength is given in units of Ωc/E
F
0 = h¯ωc/E
F
0 ,
where EF0 is the Fermi energy at the center of the sample. We
fix the impurity scattering parameter γ = 0.01, to eliminate
contribution from level broadening. One sees that, dip effect is
absent for the 12 µm sample
hence, the Hall voltage is
VHall =
∫ d
−d
dxEx(x). (9)
The global measurable quantities such as the Hall and
the longitudinal resistances are then obtained as RH =
VHall
I and R` =
2dE0y
I . It is important to note that, the
components of conductivity tensor at integer filling factors
read σ` = ρ` = 0 and σH = 1/ρH =
e2
h ν as discussed by
Gerhardts and his co-workers [2,6].
3 Results and discussion
In this section, we employ the above explained calculation
scheme to investigate the dip effect, which is observed at
the low or high B field end of a quantized Hall plateau.
First, we discuss the effect of sample size where we show
that the dip effect tends to disappear at narrower sam-
ples, in contrast to overshoot effect [17]. Next the effect of
disorder is investigated from short-range impurity scatter-
ing point of view, namely the influence of level broadening
on the dip effect, together with the long-range potential
fluctuations aspect. In the later, we impose an external po-
tential with inhomogeneous modulation which is included
to our screening calculations. It is observed that the long-
range effects are not predominant in determining the am-
plitude of the dip effect. In the last two investigations we
look closely to the temperature effects and the effect of
depletion length.
We investigate the effect of sample width on the dip ef-
fect by depicting the filling factor two plateaus calculated
within the screening theory of the quantized Hall effect in
Fig. 1, where temperature is fixed and the plateau widths
are compared considering different sample sizes. The im-
purity parameters and depletion lengths are kept constant.
Calculations are done at kBT/E
0
F = 0.01 and the donor
density is set to be 4 × 1015 m−2 for all samples. We ob-
serve that the wider samples present extended plateaus,
while the magnetic field is normalized with Fermi energy
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Fig. 2. The local filling factor as a function of normalized
lateral coordinate x/ and magnetic field B. The compressible
regions are depicted by gray, whereas the incompressible strips
with ν(x) = 2 is highlighted by dark (black) and ν = 4 lighter
(dark blue) colors considering (a) 2d = 20 µm and (b) 2d = 12
µm wide samples. Here temperature is set to be kT/E0F = 0.01.
calculated at the bulk of an homogeneous sample, namely
E0F . The first observation is that, as the sample size in-
creases the amplitude of the dip increases. In the addition,
the dip effect shifts from low-field end of the plateau to
intermediate-fields. If the sample is narrow the variation
of the confinement potential is stronger, hence the widths
of the incompressible strips decrease. In other words, the
strength of the confinement potential together with the
Lorentz force overcomes the direct Coulomb interaction
and as a result the incompressible strip becomes unstable
and collapses. However, once the magnetic field strength
decreases further the Lorentz force also decreases and the
incompressible strip reconstructs hence the Hall resistance
recovers its quantized value.
Fig. 2a and Fig. 2b, plots the local filling factor distri-
bution as a function of normalized spatial coordinate x/d.
The black and dark blue regions depict the distribution of
the incompressible strips. We will focus on the intervals
where the incompressible strips become sufficiently nar-
row to investigate the resistance dip, similar to the over-
shoot effect. Remember that, the dip effect was absent in
the 12 µm sample, but it was present in the 20 µm wide
sample. For the wide sample, the filling factor ν = 2 in-
compressible strip disappears in the magnetic field range
0.55 < B < 0.60, and is reconstructed again outside the
corresponding interval, as seen in Fig. 2a. Fig. 2b shows
that, the incompressible strip (ν = 2) continue it is exis-
tence in 12 µm sample for all the plateau interval, hence
no dip effect is observed. The collapse and reconstruction
of the incompressible strip is the main mechanism to ob-
serve the dip effect.
Next we investigate the effect of two parameters, Vimp
and NI, related with the scattering broadening. Note that,
these two parameters both effect the level width simulta-
neously, thereby the widths of the incompressible strips.
Hence, one cannot to distinguish their influence on the
quantized Hall plateaus separately. Characteristic Hall re-
sistances are shown in Fig. 3, which are calculated at de-
fault temperature considering different impurity param-
eters. Namely, the amplitude of the resistance dip effect
shows a weak dependence on γI. We observe that the dip
effect becomes largest when the mobility is low, which also
points that our single particle based level broadening cal-
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Fig. 3. Hall resistance as a function of magnetic field plotted
for different level broadening parameters, γI , considering a 20
µm wide Hall bar at default temperature kT/E0F = 0.01. The
lowest mobility (γI=0.2) shows the largest dip effect.
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Fig. 4. The calculated the Hall resistance versus magnetic field
considering sample width (2d = 20 µm). The impurity strength
and depletion length parameters are kept fixed, whereas the
parity of modulation period is odd a) and even b).
culations are in the correct direction. We observed that
dip effect becomes a little wider when the mobility is low.
Such a behavior is easy to understand, since both the en-
ergetic and spatial gap between consequent levels shrink,
hence the incompressible strips collapse easily. As a result
the effect of impurity on the resistance dip is negligible.
In one of our recent work [22], we showed that the to-
tal potential fluctuates over a spread scale of nearly two-
hundred nanometers for the high impurity concentration,
however the length scale is found to be approximately few
micrometers at the low impurity concentration. To unre-
veal the effect of long-range fluctuations, we also include
an external modulation potential to our screening calcu-
lations in addition to the confinement potential and in-
vestigate the long range disorder potential as well as its
effects on the self-consistent potential. Modulation poten-
tial which we used is defined as; Vmod(x) = V0 cos (
2pixmp
2d ).
Here mp is the modulation period which is preserves the
boundary conditions. In this study, we vary the ampli-
tude of the modulation potential and consider two differ-
ent modulation periods regardless of the sample width.
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Fig. 5. The calculated Hall resistance as a function of magnetic
field investigated at different temperatures considering 18µm
and 20µm wide samples.
Fig. 4 summarizes our results considering both low
and high mobility regimes for two different V0. When V0
is increased, mobility is reduced. Fig. 4 depicts the sam-
ple size dependency of ν = 2 dip effect. We present the
self-consistently calculated the Hall resistances, consider-
ing different modulation amplitudes V0 for a fixed sample
width (2d = 20 µm) and mp = 19 and mp = 20. We show
that, the dip effect occurs at the high B field side, when
V0 is increased, i.e mobility is reduced. If the effect of the
thickness is taken into account, the amplitude of the dis-
order potential is reduced to % 50 of the Fermi energy.
We estimate that the high mobility will be identified by a
modulation amplitude of V00/E
0
F = 0.05, whereas low mo-
bility corresponds to V0/E
0
F = 0.5. The odd modulation
period of mp = 19 shifts the dip effect toward the high
field (see Fig. 4a) while the even number of oscillations
mp = 20, does not play an important role when consid-
ering large samples (Fig. 4b) at least for the case under
investigation. We also performed calculations where the
modulation period is relatively small (mp=5 or 6), how-
ever, we observed that such small periods have no signifi-
cant effect on the dip effect, when considering large sam-
ples (2d=20 µm). We also observed that, if the maxima of
the modulation potential is at the edge of the sample, the
incompressible strip suddenly disappears at a higher mag-
netic field value, whereas, the edge incompressible strips
become larger at the lower field side.
In Figures 5a and 5b the temperature dependencies are
shown considering two different sample widths. One can
clearly see the dip effect at the anticipated magnetic field
intervals, where the incompressible strip collapses and is
reconstructed. The dip effect becomes stronger when in-
creasing the temperature, since the incompressible strip
assuming ν(x) = 2 collapses easier at higher temperatures.
This finding is also consistent with the recent experiments
concerning the overshoot effect [17].
Finally, we depict the effect of the depletion length
on the resistance dip as shown in Fig. 6. Another impor-
tant parameter in defining the incompressible strip is the
depletion length. The slope of the confinement potential
close to the edges essentially determines the widths of the
incompressible strips [3]. We show the ν = 2 plateau cal-
culated for two different depletion lengths and see that
for the larger depletion the dip effect is more extended,
Fig. 6. Since, the larger the depletion is, the smoother
the electron density is. Remarkably, the depletion length
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Fig. 6. Hall resistance calculated for different depletion lengths
(150 nm and 200 nm) considering a 20µm wide Hall bar. The
temperature is set to be kT/E0F = 0.01.
has a major influence on the amplitude and location of
the resistance dip. To summarize, we have shown that the
dip effect observed in the Hall resistance under the quan-
tized Hall effect conditions is strongly influenced by the
sample parameters and can be well explained by the self-
consistent screening theory. We found that, the dip relates
strongly on sample width and can be commonly observed
in large samples. Our calculations show that if the edge
effects are predominant the resistance dip effect increases.
In addition, for the large samples disorder effects become
more important. As a numerical check we also performed
calculations using different number of mesh points and
observed that for sufficiently high number of mesh points
(501) the results are quantitatively unaffected.
4 Experimental realization: Proof of concept
In our final investigation we performed standard Hall re-
sistance measurements on narrow (W=10 µm) Hall bars,
which are defined by metallic gates on the surface. The
nominal electron mobility is 8.0×106 Vs/cm−2 and 2DEG
resides some 100 nm below the surface. A negative gate
voltage Vg is applied to deplete the electron gas below
the surface, where the pinch-off voltage is estimated to be
Vg = −0.3 V. Experiments are conducted in a dilution
fridge equipped with a 20 T super-conducting magnet at
100 mK. An AC voltage is driven between the source and
drain contacts at 11.5 Hz, with an excitation amplitude
of 100 mV corresponding an sample current of 100 nA.
Details of experimental setup and sample properties are
discussed elsewhere [17]. Fig. 7 depicts a typical Hall resis-
tance measurement, where the gate potential is changed
to manipulate the edge profile. The first observation is
that the average electron density remains unaffected by
the change of Vg, as can be seen from the slope of the Hall
voltage at low B field. The dip effect is observed at the
high-field end of the ν = 2 plateau when low gate voltages
are applied, however, which are sufficiently larger than
0 1 2 3 4 50
1
2
3
 
 B  ( T )
V HA
LL(m
V)
         V g  ( V )  - 0 . 5 0  - 0 . 7 5  - 1 . 0 0  - 1 . 2 0
Fig. 7. Hall resistance measured as a function of magnetic
field considering different gate voltages.
the pinch-off voltage. Once the gate voltage is increased,
the dip effect tends to disappear as predicted by our nu-
merical calculations. A systematic experimental investiga-
tion is an ongoing project, where the temperature, sample
width and mobility effects are also studied. However, our
preliminary findings as shown here, strongly supports our
model.
5 Conclusion
In this work we investigated the unexpected Hall resis-
tance decrease, namely the dip effect, utilizing the screen-
ing theory of the quantized Hall effect. We observed that,
at sufficiently narrow samples the effect under consider-
ation tends to disappear while the edge electrostatics al-
low the formation of wide incompressible channels. Once
the width of the incompressible strip becomes compara-
ble with the magnetic length, the strip becomes unstable
and collapses. The constraining conditions of the collapse
is determined by the steepness of the confinement poten-
tial, the strength of direct Coulomb interaction and the
Lorentz force acting on the electrons at the edges. Numeri-
cally investigating the strip widths we showed that at wide
samples incompressible strips can collapse and be recon-
structed yielding a dip effect. The effect itself is immune
to level broadening, however, the long-range fluctuations
may shift the center of the dip, depending on the parity of
the modulation period. We also showed that temperature
effects has an important influence on the effect, while the
formation and the stability of the incompressible strips are
essentially determined by temperature. In the next step,
we also considered the effect of depletion length which es-
sentially describes the strength of the confinement poten-
tial at the edges. We observed that, wider depleted regions
yield both a shift in the dip and also increase the ampli-
tude of the effect. Experimental investigations in light of
our calculations provided a reasonably well agreement be-
6 S. Erden Gulebaglan: The dip effect
tween theory and measurements. A deeper understanding
of the dip effect can be achieved by performing systematic
experiments, which is an on going project.
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