[1] A detailed comparison of starting laminar plumes in viscous fluids is provided using the complementary approaches of laboratory modeling and numerical simulation. In the laboratory experiments the plumes are started in a nearly isoviscous silicone oil with heat supplied through a fixed circular source. The temperature field is measured by differential interferometry and thermochromic liquid crystals. The velocity field is determined by particle image velocimetry. Numerical simulations of the laboratory experiments are performed using a finite element method that employs the measured properties of the physical oil and the heating history. No further adjustments are made to match the laboratory results. For fluids at two different viscosities and for variable power supplied to the plume there is excellent agreement in the temporal evolution and fine spatial detail of the plume. Minor differences remain, particulary in the transient stage of the plume in the low-viscosity fluid, but the differences are within the experimental uncertainties. In contrast, the assumption of constant viscosity in the numerical models leads to differences that are larger than the experimental uncertainties, demonstrating that these near-isoviscous fluids should not be considered to have constant viscosity.
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Introduction
[2] The precise determination of the characteristics of viscous plumes starting from a hot source is important for a better understanding of the dynamics of mantle plumes and their suggested support of hot spot regions [Morgan, 1971; Davies, 1999; Schubert et al., 2001; Ito and van Keken, 2007] . Fluid dynamical models of plumes have been developed using a variety of approaches, including theoretical models [Batchelor, 1954; Worster, 1986] , laboratory experiments [Shlien, 1976; Griffiths, 1986; Campbell and Griffiths, 1990; Moses et al., 1993; Kaminski and Jaupart, 2003; Coulliette and Loper, 1995; Davaille and Vatteville, 2005; Whitehead and Luther, 1975; Griffiths and Campbell, 1991; Kerr and Mériaux, 2004; Whittaker and Lister, 2006] , and numerical models [Olson et al., 1993; van Keken and Gable, 1995; Davies, 1995; Farnetani and Richards, 1995; Albers and Christensen, 1996; Kellogg and King, 1997] .
[3] While in some cases similarity of scaling laws has been shown between laboratory results and predictions from theory [e.g., Kaminski and Jaupart, 2003] , the differences in model setup, boundary conditions and heating modes make a detailed comparison generally difficult. In only rare cases direct numerical simulation of laboratory plume experiments has been provided [ van Keken, 1997] . The strength of the laboratory experiments lies in the direct verification of fluid dynamics using analogue materials, but the measurement of temperature and velocity fields is indirect. The numerical techniques solve directly for the temperature, velocity and pressure, but discretization issues and choices in the solution techniques can potentially cause inaccurate or incorrect predictions. It is therefore useful to directly compare laboratory and numerical techniques for a given fluid dynamical experiment.
[4] In this technical brief we will focus on a detailed intercomparison of numerical and laboratory models of starting laminar plumes in a nearly isoviscous fluid at high Prandtl number. This direct comparison of laboratory studies and numerical simulations provides essential validation and verification of independent approaches. It also provides a means to estimate the magnitude of the errors introduced by each technique and by the assumptions made in the modeling.
Experimental and Numerical Setup
[5] We use as fluid the silicone oils Rhodorsil 47V500 and the ten times more viscous 47V5000. These fluids have nearly constant properties over the temperature range considered in the experiments. The fluid fills a tank with a rectangular base of 150 Â 150 mm 2 to a height H = 158 mm above the heater assemblage. The oils are mixed with thermochromic liquid crystals. The properties of the fluids are provided in Table 1 . These properties were all measured at IPGP and FAST except for the heat capacity for which we used the manufacturer's value. Special care was taken to measure the viscosity law, which can different from the manufacturer's values by 5% to 10% and depends on the fluid batch and its age. We use for the numerical simulations the viscosity that was determined from rheometry done at the same time as the laboratory experiments on the same batch of fluids (Figure 2a ).
[6] The heater assemblage that is placed in the center of the tank consists of a small rectangular Peltier device below a slightly larger and circular copper plate with a diameter of 18 mm. When a voltage difference is put across the Peltier device, it heats the top and cools the bottom. The Peltier device rests on an aluminum plate which causes rapid diffusion of the cold away from the heater assemblage. The high conductivity of the copper (400 W/mK, compared to 0.17-0.18 W/mK for the fluid) causes a uniformly hot patch. A separate set of thermocouples monitor the air temperature around the tank and the temperature of the fluid far away from the heater.
[7] The tank is illuminated by a 2-D laser sheet (see Figure 1 ) that is centered over the heating patch. Digital images are taken of the illuminated section at a frequency between 0.5 and 3 Hz. The laser illumination allows for the determination of the fluid flow and temperature characteristics without perturbing the flow.
[8] The temperature field is measured by the independent techniques of thermochromic liquid crystals (TLC) and differential interferometery (DI). These two techniques provide fully independent measurements of the temperature of the fluid in the section illuminated by the laser. The first technique uses the property that TLCs are opaque over a narrow temperature range and therefore show up as narrow contour lines when illuminated by a laser (Figure 2b ). For silicone oils the TLC bandwidth is between 2°C and 3°C (Figure 2b ), which is significantly larger than that for aqueous solutions. The TLCs provide therefore less accurate quantitative predictions in the silicone oils. The DI uses interference of light phase distortions due to temperature gradients. In these experiments we obtain a precision of about 2% and provide therefore highly accurate predictions of the temperature in the plume.
[9] The velocity field is measured by Particle Image Velocimetry (PIV) which uses sequential cross correlation between two consecutive images. We use the PIV package DaVis from LaVision, with a square interrogation window of 32 pixels and overlap of 50%, leading to a spatial resolution of 3 mm and a precision of $5%. For a full description of the imaging techniques see Davaille and Limare [2007] and Limare et al. [2008] .
[10] We simulate the laboratory experiments numerically by the discretization of the governing equations using a finite element method. We use the properties of the fluid as shown in Table 1 . We assume that the plume is axisymmetric and use an axisymmetric cylindrical geometry with a radius of 8.5 cm. This provides a geometry for the numerical setup that has the same cross-sectional area as that in the laboratory.
[11] The governing equations are those of the conservation of mass, conservation of momentum, and conservation of energy, in an incompressible and infinite Prandtl number fluid: a The values for thermal expansivity a, dynamic viscosity h, and conductivity k are measured at 20°C. Density is measured across the experimental temperature range, and the provided value is at 0°C. The heat capacity C p is provided by the vendor. In the dynamic viscosity law the temperature T k is absolute temperature in Kelvin. The coefficients determined by a best fit to the measured viscosity over a 40°range are b 0 = À7.11, b 1 = 1892, b 2 = À3.66, and b 3 = 1550. The measured viscosity for both fluids is about 10% lower than the viscosity description provided by the manufacturer but has similar temperature dependence (of a factor of 2 over a 40°C range). We have measured the viscosity of the 47V500 fluid three different times on two different rheometers (a ThermoRheo RS600 at IPGP and an Anton Paar MCR501 at FAST) and found that the measured values were within 5% of each other. This is a consequence of the inherent uncertainties in rheometry. While this error is quite small, it should be taken into account when interpreting a comparison like this where differences between measured quantities are on the same order. Figure 1b shows a typical photograph of a plume with temperature contours illuminated by the TLC, and the quadratic elements of the finite element mesh which has a resolution of 0.2 mm near the heater are shown in Figure 1c . where v is velocity in the fluid, P is pressure, s is the stress tensor s = h (rv + rv T ), h is the viscosity of the fluid, r is the density, g the gravitational acceleration, C p the specific heat of the fluid, T the temperature and k the conductivity. We use SI units throughout, except for temperature which is in degrees Celsius unless otherwise specified. We take into account the slight temperature dependence of the viscosity (Table 1) .
[12] The boundary conditions are chosen to mimic those of the laboratory tank. We use no-slip conditions on the bottom and side boundaries and free slip at the top boundary. The side and top boundaries are kept at room temperature. The bottom boundary is also at room temperature, except at the heater, where we prescribe the measured timedependent evolution of the temperature in the heater. The heater temperature time series are provided as auxiliary material.
1 The use of this temperature boundary condition at the heater is justified due to the high conductivity of the copper plate. We have verified this assertion in a series of experiments where we measured the temperature at two different places in the copper plate. We found the same values to within the thermocouple precision (0.05°C). We also simulated explicitly the temperature distribution using finite element modeling and found similarly that the temperature differences are less than 0.1°C (Figure 2c ).
[13] We use the Sepran finite element method [Cuvelier et al., 1986 ] with a penalty function method for the Stokes equation and streamline upwinding for the heat equation. We use a grid spacing 0.2 mm near the heater and along the lower part of the plume axis, with decreasing resolution toward the top and side boundaries (Figure 1 ). 2009GC002739 very good agreement between the two approaches and suggests that the independent laboratory measurements can reproduce the temperature field to well within 1°C precision.
Results

Geochemistry Geophysics
[15] The PIV allows for a direct determination of the velocity field in the plane of the laser sheet. We will show the results of a number of simulations at various powers in fluid 47V500. The characteristics of the six different simulations are provided in Table 2 . Table 2 shows that as expected, the temperature difference, the viscosity contrast, and the thermal Rayleigh number all increase with increasing power. We provide two different definitions of the Rayleigh number. The first is based on the radius of the heater R = 9 mm, which is a length scale close to the plume radius [Griffiths, 1986; Kerr and Mériaux, 2004] :
where k = k/rc p and DT is the difference between the steady state heater temperature and room temperature. The second definition uses the height of the fluid above the heater H = 158 mm:
This second definition comes from the classical case of Rayleigh-Bénard convection in which the whole lower surface is at constant temperature. A value Ra 2 > 10 6 indicates that the box is much higher than the thickness of the hot thermal boundary layer and that plume-shaped instabilities can develop [Davaille and Limare, 2007] . It is important to point out that the dynamics of the plumes does not change much if the height of the box is increased.
[16] A snapshot of a typical simulation at power P = 1.0 W is shown in Figure 4a . The measured velocity field (Figure 4b ) is slightly noisy due to the statistical nature of PIV, but compares qualitatively and quantitatively well with the velocity field predicted by the numerical method (Figure 4a ). We observe that the near-steady plume conduit velocity predicted by the numerical method is consistently higher than the laboratory measurements. One critical aspect of the laboratory measurements is that the PIV method uses an averaging window which is necessary to compile statistically meaningful velocities. For these experiments we used an averaging window of 3 mm wide and 3 mm high. As a consequence the PIV method will always underestimate the conduit velocity. Due to the difficulty of alignment of the averaging window with the center of the plume, the horizontal averaging could be weighted somewhat more strongly to the slower velocities in the boundary layers. To mimic the effects of averaging we employed a 3 to 5 mm averaging width in the numerical simulations.
[17] The vertical cross section of the velocity fields (Figures 4a and 4b) shows that the effect of averaging is most dominant near the center of the plume. The use of similar averaging windows provides a very good agreement between the laboratory and numerical simulations, especially for the maximum value of the axis velocity and within the foot and the head of the plume. These are the regions where the temperature gradients are strongest. This strongly suggests that optical distortion due to the temperature dependence of the fluid refraction index has a negligible effect on the velocity measurements.
[18] From the PIV and the numerical simulation we extract the velocity profile along the center axis of the plume (Figure 4c ). We note the excellent agreement between the two approaches in the fine details of the stem velocity near the heater for these three snapshots. We observe minor systematic shifts between the laboratory measurements and numerical prediction in the top half of the plume conduit (Figure 4c ). At this stage we do not understand the reasons for this discrepancy. We think it is unlikely that a more viscous skin developed since the fluids were protected from dust during the experiments and the oils do not contain solvents, suggesting that drying effects should be minimal. We suspect that the discrepancy is caused by differences in boundary conditions between laboratory (rectangular box with minimum distance between boundaries and plume center of 7.5 cm) and numerical simulation (axisymmetric cylinder with constant distance of 8.5 cm). This would suggest a somewhat more pronounced slowing in the laboratory setup of the plume in the later stages, as is observed.
[19] To demonstrate that the differences are not due to resolution issues in the numerical simulation, we have performed a divergence test (which is the same as a convergence test, except cheaper) by decreasing the mesh resolution for a number of cases ( Figure 5 ). In this case we notice only very small differences when the number of elements has been reduced by a factor of 4. It is only when the number of elements is nearly 10 times lower that a more significant offset is observed for the highpower case.
[20] The two previous cases are for laboratory experiments at a specific electrical power P that is supplied to the Peltier device. We demonstrate in Figure 6 that the laboratory and numerical techniques show good agreement over a range of supplied powers (and hence over a range of temperature of the heater assemblage). In this case we plot the maximum velocity V max along the plume conduit as a function of time. The solid line shows the predicted conduit velocity maximum from the numerical simulation. As in Figure 4 we use a 3 to 5 mm averaging window which leads to the lower velocity shown by the small red and yellow symbols in Figure 6 . The velocity is very low during the early conductive growth [Whitehead and Luther, 1975] , shows a rising peak as the plume head rises, after which the conduit velocity reaches a steady state. The 5 mm averaging provides excellent agreement for the final stem velocity. The discrepancy seen with the slightly smaller averaging window increases with increasing temperature, which reflects the stronger viscosity reduction in the conduit and the resulting narrower [21] The numerical results show a consistent albeit small shift of the build up of the head and a higher peak velocity. We note that the differences are generally on the same order as the expected errors in the PIV method.
[22] The viscosity dependence of the fluid is small (Figure 2a) but not insignificant. To demonstrate the error that is incurred by the assumption of constant viscosity over this moderate temperature range we perform a few numerical simulations using the constant viscosity of the fluid at room temperature ( Figure 7) . As is expected, the differences increase with increasing power and temperature. There is a significant mismatch in the final steady state stem velocity and the development of the plume is delayed. The errors induced by the assumption of constant viscosity are significantly larger (10%) than the experimental uncertainties.
Summary and Discussion
[23] In this technical brief we have demonstrated that numerical techniques can be successfully used to reproduce laboratory experiments of starting laminar plumes. The direct comparison of the indirectly measured temperature and velocity with the numerical predictions shows very good to excellent agreement for two fluids across a wide range of heater power.
[24] The comparison showed that the PIV averaging leads to a moderate but not insignificant underprediction of the conduit velocity in the laboratory measurements, suggesting that laboratory models that use PIV should be interpreted with some caution. On the positive side, the comparison demonstrates that optical distortion is negligible in the interpretation of PIV.
[25] There remain a few consistent albeit minor differences between the numerical and laboratory simulations in the transient stage. We also observe a stronger reduction in the plume velocity in the top half of the plume in the laboratory models. At this stage we do not know specifically what is causing these differences, but there are a number of possibilities that we can point out: (1) the thermal expansivity and conductivity are somewhat temperature-dependent (1%-2% over the temperature range considered), but are assumed constant in the numerical simulations; (2) the heater assembly has a simplified representation compared to that in the laboratory since only the circular copper plate is modeled; (3) the origin time of the experiments could be still uncertain by 1 or 2 s; and (4) the boundary conditions are slightly different between the numerical and laboratory setups.
[26] The good agreement between the two approaches suggests that even for these weakly temperature-dependent viscosity fluids, it is not accurate to assume that the fluids are isoviscous. This comparison also demonstrates that the infinite Pr assumption used in the numerical models is valid for these high Pr fluids within this experimental setup. This is apparently at odds with same predictions that suggest a strong dependence of the plume velocity at finite Pr [Worster, 1986; Kaminski and Jaupart, 2003 ]. We will show elsewhere that this apparent discrepancy is resolved by taking into account the differences in boundary conditions between these studies.
[27] We provide the temperature evolution of the heater for the various experiments in the auxiliary material. We hope this will stimulate other researchers to use these experiments for model validation and verification and that perhaps this may become part of a benchmark for plume Figure 7 . Comparison of conduit velocity (with a 5 mm by 3 mm averaging window) using the numerical simulation for various powers and the measured rheology (solid red lines, same as in Figure 6b ) and those for a strictly isoviscous rheology (solid green lines). modeling, similar to the benchmark efforts of Blankenbach et al. [1989] , van Keken et al. [1997 van Keken et al. [ , 2008 , and King et al. [2009] .
