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ON A PRIORI ESTIMATES AND EXISTENCE OF PERIODIC
SOLUTIONS TO THE MODIFIED BENJAMIN-ONO EQUATION
BELOW H1/2(T)
ROBERT SCHIPPA
Abstract. We prove a priori estimates for real-valued periodic solutions to
the modified Benjamin-Ono equation for initial data in Hs where s > 1/4. Our
approach relies on localizing Fourier restriction spaces in time, after which one
recovers the dispersive properties from Euclidean space.
1. Introduction
We will discuss the existence and a priori estimates of periodic solutions to cubic
1d Schro¨dinger-like equations with derivative nonlinearity. In particular, we want
to analyze the modified Benjamin-Ono equation on T = R/2πZ:
(1)
{
∂tu+H∂xxu = ±∂x(u
3)/3, (x, t) ∈ λT× R,
u(0, x) = u0(x),
where we require u to be a real-valued solution. H denotes the Hilbert transform,
i.e.,
H : L2(T)→ L2(T)
f 7→ (−isgn(ξ)fˆ (ξ))ˇ (x)
Conserved quantities of the flow are the mass
(2)
∫
T
u2(x, t)dx =
∫
T
u20dx
and the energy
(3) E(u) =
1
2
∫
T
(D1/2x u)
2dx∓
∫
T
u4
12
dx,
consequently, we refer to (1) with rhs given by u2∂xu as focusing modified Benjamin-
Ono equation and to the other one as defocusing.
It turns out that the following nonlinear Schro¨dinger-equation (dNLS) is also amenable
to the employed methods:
(4)
{
i∂tu+ ∂xxu = i∂x(|u|
2u), (x, t) ∈ λT× R,
u(0, x) = u0(x).
From the point of view of dispersive equations, the models look very similar. How-
ever, (4) is completely integrable (cf. [15]) in contrast to (1). Since it is useful to
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point out that the methods of this article do not hinge on complete integrability in
a crucial manner, we choose to analyze (1).
On the real line the equations share the scaling symmetry
u(t, x)→ λ−1/2u(λ−2t, λ−1x),
which makes the scaling critical regularity of these equations sc = 0, but it is known
that the data-to-solution mapping fails to be C3 for s < 1/2.
On the real line (1) has been analyzed by Guo in [9]: In [9] it was proved that
the Cauchy problem given by (1) is locally well-posed with uniform continuity of
the data-to-solution mapping as long as s ≥ 1/2 and provided that the L2-norm
of the initial data is sufficiently small, see also the earlier work [18] and references
therein. Furthermore, for smooth and real-valued solutions a priori estimates have
been established for s > 1/4 in [9]. For periodic solutions a similar result on local
well-posedness in H1/2(T) was shown in [10].
On the real line, Takaoka showed in [22] that the Cauchy problem for the dNLS
is locally well-posed in H1/2(R) making use of the Fourier restriction spaces and a
gauge transform to remedy the particularly harmful nonlinear term |u|2∂xu. Global
well-posedness was later shown employing the I-method in [6].
Adapting the Fourier restriction spaces and the gauge transform to the periodic set-
ting, Herr showed in [13] that the Cauchy problem is locally well-posed in H1/2(T).
Again the data-to-solution mapping fails to be C3 below H1/2(T) and even fails
to be uniformly continuous below H1/2(T) (cf. [19]). In [8] was proved that (4) is
locally well-posed in Fourier Lebesgue spaces which scale like H1/4. Global well-
posedness of (4) was shown for s ≥ 1/2 in [19]. Takaoka showed in [23] the existence
of weak solutions and a priori estimates for s > 12/25.
The purpose of this note is to show that the methods from [9] to show a priori
estimates in a setting where the data-to-solution mapping fails to be uniformly con-
tinuous extend to the periodic case. The key observation is that after localization
in time to small frequency dependent time intervals we can recover dispersive prop-
erties one observes in the Euclidean space. These properties yield estimates like
Strichartz estimates, maximal function estimates and local smoothing estimates.
Shorttime Strichartz estimates on general compact manifolds had been proved by
Burq et al. in [3], maximal function estimates on the torus were discussed in [20]
by Moyua and Vega and in Section 4 we will prove a shorttime smoothing estimate
resembling the local smoothing estimate on the real line. This allows us to obtain
the same regularity for a priori estimates like in Euclidean case, although none of
the estimates mentioned above can hold true on a time-scale which does not depend
on the frequencies under consideration. We prove the following theorem:
Theorem 1.1. Let s > 1/4 and u0 ∈ H
s(T). There is a constant µs > 0 and a
function T = T (s, ‖u0‖Hs) so that there is a solution u ∈ C([−T, T ], H
s(T)) to (1)
with λ = 1 in the sense of generalized functions and we find the a priori estimate
(5) sup
t∈[−T,T ]
‖u(t)‖Hs ≤ C(s, ‖u0‖Hs)‖u0‖Hs
to hold provided that ‖u0‖L2 ≤ µs. Moreover, we have C(s, ‖u0‖Hs) ≤ Cs and
T (s, ‖u0‖Hs) ≥ 1 as ‖u0‖Hs → 0.
The method we will use to show a priori estimates can be perceived as a com-
bination of the perturbative approach and the energy method. We will use Fourier
restriction spaces to capture the dispersive effects. But in order to remedy the loss
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of regularity stemming from the derivative in the nonlinearity we localize time on
a scale antiproportional to the frequency which also requires to prove energy esti-
mates. With the shorttime Fourier restriction spaces, this approach was presented
by Ionescu et al. in [14], but see also the works of Koch and Tataru [16, 17], Christ
et al. [4] and references therein for previous applications of the idea to localize time
to small frequency-dependent time intervals.
Recall that for a general dispersive equation (see [24] for notation){
i∂tu+ ω(∇/i)u = F (u), (t, x) ∈ R×M, M ∈ {T,R},
u(0, x) = u0(x),
one has theXs,bω -energy estimate ‖η(t)u‖Xs,bω .η ‖u0‖H
s+‖F (u)‖Xs,b−1ω for b > 1/2.
Consequently, one has to prove a nonlinear estimate ‖F (u)‖Xs,b−1ω . G(‖u‖Xs,bω ).
Performing a localization in time on a scale antiproportional to the frequency only
allows one to estimate the shorttime Fourier restriction norm F s(T ) in terms of a
norm Ns(T ) for the nonlinearity and an energy norm Es(T ), which is uniform in
time t ∈ [−T, T ] (see Proposition 2.2).
Therefore, one also has to propagate this energy norm in terms of the shorttime
Fourier restriction norm, which will be done in Proposition 6.1. Like for the usual
Fourier restriction norms one has to estimate the nonlinearity in the Ns(T ) norm
in terms of the shorttime Fourier restriction norm (see Proposition 5.7).
For s > 1/4 we will show the bounds (cmp. [14])1

‖u‖F sλ(T ) . ‖u‖Esλ(T ) + ‖∂x(u
3/3)‖Nsλ(T )
‖∂x(u
3/3)‖Nsλ(T ) . ‖u‖
3
F sλ(T )
‖u‖2Esλ(T )
. ‖u0‖
2
Hsλ
+ T ‖u‖6F s(T )
and the proof will be concluded by a continuity argument.
The paper is organized as follows: In Section 2 we introduce notation, in Section
3 we show how to conclude the proof with the above set of estimates. The proof
of the shorttime trilinear estimate which will be carried out in Section 5 relies on
shorttime estimates which will be discussed in Section 4, and the propagation of
the energy norm will be carried out in Section 6.
2. Notation and Basic Properties
In this section we will record basic properties of Xs,b-spaces localized in time
depending on frequencies. Most of the properties we consider below were already
pointed out in [14] for the pendant spaces on the real line. With the proofs carrying
over, most of the proofs will be omitted.
Since we will consider (1) with generalized spatial period 2πλ, we will also consider
function spaces with generalized spatial period 2πλ. When we omit the subscript
λ in the description of a function spaces, we refer to the space with λ = 1. The
Lebesgue spaces are defined by
(6) ‖f‖Lpλ := ‖f‖Lp(λT) =
(∫ 2πλ
0
|f(x)|pdx
)1/p
f : λT→ C,
1Actually, the energy estimate takes on a slightly more complicated form on a rescaled manifold.
This is suppressed above as well as the smoothing effect in the energy estimate which is crucial
for the construction of weak solutions.
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where p ∈ [1,∞] with the usual modification for p =∞.
We have to keep track of possible dependencies of constants on the spatial scale λ.
We use similar conventions like in [7]:
Let (dξ)λ be the normalized counting measure on Z/λ:
(7)
∫
a(ξ)(dξ)λ :=
1
λ
∑
ξ∈Z/λ
a(ξ)
The Fourier transform on λT is defined by
(8) fˆ(ξ) =
∫
λT
f(x)e−iξxdx (ξ ∈ Z/λ)
and the Fourier inversion formula is given by
(9) f(x) =
1
2π
∫
fˆ(ξ)eixξ(dξ)λ
We find the usual properties of the Fourier transform to hold:
(10) ‖f‖L2x(λT) =
1
2π
‖fˆ‖L2
(dξ)λ
(Plancherel)
(11)
∫
λT
f(x)g(x)dx =
1
2π
∫
fˆ(ξ)gˆ(ξ)(dξ)λ (Parseval)
For further properties see [7, p. 702]. We define the Sobolev space Hsλ with norm
(12) ‖f‖Hs
λ
= ‖fˆ(ξ)〈ξ〉s‖L2
(dξ)λ
For a 2πλ-periodic function f(x, t) with time variable t ∈ R, we define the space-
time Fourier transform
(13) v˜(ξ, τ) = (Ft,xv)(ξ, τ) =
∫
R
dt
∫
λT
dxe−ikxe−itτv(x, t) (ξ ∈ Z/λ, t ∈ R)
The space-time Fourier transform is inverted by
(14) v(x, t) =
1
(2π)2
∫ ∫
eixξeitτ v˜(ξ, τ)(dξ)λdτ
Let η0 : R→ [0, 1] denote an even smooth function, supp(η0) ⊆ [−8/5, 8/5], η0 ≡ 1
on [−5/4, 5/4]. We will denote dyadic numbers with capital letters N,K, J and
their binary logarithm with the corresponding minuscules n, k, j. For k ∈ N we
set ηk(τ) = η0(τ/2
k)− η0(τ/2
k−1), which gives a smooth inhomogeneous partition
of unity for the modulation variable. We write η≤m =
∑m
j=0 ηj for m ∈ N. We
consider unions of intervals In = {ξ ∈ R | |ξ| ∈ [N, 2N)} , N = 2
n, n ∈ N and
I0 = (−2, 2). The (In) partition frequency space.
We denote the Littlewood-Paley projector onto frequencies of order 2k, k ∈ N0 with
Pk : L
2(λT) → L2(λT), that is (Pku)
ˆ(ξ) = 1Ik(ξ)uˆ(ξ). The dispersion relation for
the Benjamin-Ono equation reads ω(ξ) = −ξ|ξ|. The properties of the function
spaces reviewed in this section are independent of the dispersion relation.
Further, we set for k ∈ N0 and j ∈ N0
D˙k,l = {(ξ, τ) ∈ Z× R | ξ ∈ Ik, |τ − ω(ξ)| ∼ 2
j},
D˜k,l = {(ξ, τ) ∈ Z× R | ξ ∈ Ik, |τ − ω(ξ)| . 2
j}.
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Next, we define an Xs,b-type space for the Fourier transform of frequency-localized
2πλ-functions:
Xk,λ = {f : Z/λ× R→ C |
supp(f) ⊆ Ik × R, ‖f‖Xk,λ =
∞∑
j=0
2j/2‖ηj(τ − ω(ξ))f(ξ, τ)‖L2
(dξ)λ
L2τ
<∞}.
Partitioning the modulation variable through a sum over ηj yields the estimate
(15) ‖
∫
R
|fk(ξ, τ
′)|dτ ′‖L2
(dξ)λ
. ‖fk‖Xk,λ .
Also, we record the estimate
∞∑
j=l+1
2j/2‖ηj(τ − ω(ξ)) ·
∫
R
|fk(ξ, τ
′)| · 2−l(1 + 2−l|τ − τ ′|)−4dτ ′‖L2
(dξ)λ
L2τ
+ 2l/2‖η≤l(τ − ω(ξ)) ·
∫
R
|fk(ξ, τ
′)| · 2−l(1 + 2−l|τ − τ ′|)−4dτ ′‖L2
(dξ)λ
L2τ
. ‖fk‖Xk,λ
(16)
which is a rescaled version of [11, Equation (3.5), p. 9].
In particular, we find for a Schwartz-function γ for k, l ∈ N, t0 ∈ R, fk ∈ Xk,λ the
estimate
(17) ‖F [γ(2l(t− t0)) · F
−1(fk)]‖Xk,λ .γ ‖fk‖Xk,λ
We define the following spaces:
Ek,λ =
{
u0 : λT→ C |Pku0 = u0, ‖u0‖Ek,λ = ‖u0‖L2λ <∞
}
,
which are going to be the spaces for the dyadically localized energy.
Next, we define
C0(R, Ek,λ) = {uk ∈ C(R, Ek,λ) | supp(uk) ⊆ [−4, 4]}
and finally, we define for a frequency 2k the following shorttime Xs,b-space:
Fk,λ = {uk ∈ C0(R, Ek,λ) |‖uk‖Fk,λ = sup
tk∈R
‖F [ukη0(2
k(t− tk))]‖Xk,λ <∞}
Similarly, we define the spaces to capture the nonlinearity:
Nk,λ = {uk ∈ C0(R, Ek,λ) |
‖uk‖Nk,λ = sup
tk∈R
‖(τ − ω(ξ) + i2k)−1F [ukη0(2
k(t− tk))]‖Xk,λ <∞}.
We localize the spaces in time in the usual way. For T ∈ (0, 1] we set
Fk,λ(T ) = {uk ∈ C([−T, T ], Ek,λ) |‖uk‖Fk,λ(T ) = inf
u˜k=ukin[−T,T ]
‖u˜k‖Fk,λ <∞}
and
Nk,λ(T ) = {uk ∈ C([−T, T ], Ek,λ) |‖uk‖Nk,λ(T ) = inf
u˜k=ukin[−T,T ]
‖u˜k‖Nk,λ <∞}.
We assemble the spaces for dyadically localized frequencies in a straightforward
manner using Littlewood-Paley theory: As an energy space for solutions we consider
Esλ(T ) = {u ∈ C([−T, T ], H
∞
λ ) |‖u‖
2
Esλ(T )
=
∑
k≥0
sup
tk∈[−T,T ]
22ks‖Pku(tk)‖
2
L2λ
<∞}.
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We define the shorttime Xs,b-space for the solution
F sλ(T ) = {u ∈ C([−T, T ], H
∞
λ ) |‖u‖
2
F sλ(T )
=
∑
k≥0
22ks‖Pku‖
2
Fk,λ(T )
<∞},
and for the nonlinearity we consider
Nsλ(T ) = {u ∈ C([−T, T ], H
∞
λ ) |‖u‖
2
Nsλ(T )
=
∑
k≥0
22ks‖Pku‖
2
Nk,λ(T )
<∞}.
We will also employ the notion of k-acceptable time multiplication factors (cf. [14]):
For k ∈ N0 we set
Sk = {mk ∈ C
∞(R,R) : ‖mk‖Sk =
10∑
j=0
2−jk‖∂jmk‖L∞ <∞}.
The generic example is given by time localization on a scale of 2−k, i.e., η0(2
k·).
The estimates (cf. [14, Eq. (2.21), p. 273]){
‖
∑
k≥0mk(t)Pk(u)‖F sλ(T ) . (supk≥0 ‖mk‖Sk) · ‖u‖F sλ(T ),
‖
∑
k≥0mk(t)Pk(u)‖Nsλ(T ) . (supk≥0 ‖mk‖Sk) · ‖u‖Nsλ(T ),
(18)
follow from integration by parts. From (18) follows that we can assume Fk,λ(T )
functions to be supported in time on an interval [−T − 2−k−10, T + 2−k−10].
We record basic properties of the shorttime Xs,bλ -spaces introduced above. The next
lemma establishes the embedding F sλ(T ) →֒ C([0, T ], H
s
λ).
Lemma 2.1. (i) We find the estimate
‖u‖L∞t L2x . ‖u‖Fk,λ
to hold for any u ∈ Fk,λ.
(ii) Suppose that s ∈ R, T > 0 and u ∈ F sλ(T ). Then, we find the estimate
‖u‖C([0,T ],Hsλ) . ‖u‖F sλ(T )
to hold.
Proof. Using Plancherel and Fourier inversion we write
‖u(x, tk)‖L2
λ
= ‖η0(2
k(t− tk))u(x, tk)‖L2
λ
. ‖
∫
R
eitτFt[η0(2
k(t− tk))uˆ(ξ, tk)](τ)dτ‖L2
(dξ)λ
. ‖
∫
R
|Ft[η0(2
k(t− tk))uˆ(ξ, tk)](τ)|dτ‖L2
(dξ)λ
. ‖Ft,x[η0(2
k(t− tk))u(x, tk)]‖Xk,λ
. ‖u‖Fk,λ ,
where the penultimate inequality is due to (15). This proves the first claim. For
the second claim we take extensions u˜k of uk = Pku with ‖u˜k‖Fk,λ ≤ 2‖uk‖Fk,λ(T ).
We compute
‖uk(t)‖L2
λ
≤ ‖u˜k‖L∞t L2λ . ‖u˜k‖Fk,λ . ‖uk‖Fk,λ(T )
and now the claim follows from summing over dyadic blocks and taking the supre-
mum. 
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Finally, we state a linear estimate replacing the classical energy estimate (cf. [24,
Proposition 2.12., p. 103]) in the framework of shorttime Xs,b-spaces. We omit the
proof which was carried out on the real line in [14, Proposition 3.2., p. 274] and for
a proof in the periodic case see [11, Proposition 4.1., p. 17].
Proposition 2.2. Let T ∈ (0, 1] and u, v ∈ C([−T, T ], H∞λ ) satisfy the equation
∂tu+H∂xxu = v in λT × (−T, T ).
Then, we find the following estimate to hold for any s ≥ 0:
‖u‖F sλ(T ) . ‖u‖Esλ(T ) + ‖v‖Nsλ(T )
We would like to conclude this section with a discussion why we also work on
the Cauchy problem (1) and (4) with λ 6= 1, when usually this is not necessary. To
see this we briefly consider the shorttime Xs,b-spaces with generalized modulation
regularity. We define
Xbk,λ = {f : Z/λ× R→ C |
supp(f) ⊆ Ik × R, ‖f‖Xbk,λ =
∞∑
j=0
2jb‖ηj(τ − ω(ξ))f(ξ, τ)‖L2τL2(dξ)λ
<∞}
and the shorttime spaces F kb , F
b,s(T ) are defined like above with Xk,λ replaced
with Xbk,λ. Already in the classical X
s,b
T -spaces one can trade regularity in the
modulation variable small powers of T (cf. [24, Lemma 2.11., p. 101]). In the
context of shorttime spaces we have the following lemma:
Lemma 2.3 ([11, Lemma 3.4., p. 11]). Let α, T > 0 and b < 1/2 and suppose that
supp(u) ⊆ T× [−T, T ]. Then, we find the following estimate to hold:
‖Pku‖F bk,1 . T
(1/2−b)−‖Pku‖Fk,1
This tells us that as soon we have some slack in the regularity of the modulation
variable in the shorttime estimate
(19) ‖∂x(u
3)‖Ns
λ
(T ) . ‖u‖
3
F sλ(T )
we can upgrade (19) by multiplying the righthandside with a factor T θ for some
θ > 0. This leads one to the set of estimates

‖u‖F s(T ) . ‖u‖Es(T ) + ‖∂x(u
3/3)‖Ns(T )
‖∂x(u
3/3)‖Ns(T ) . T
θ‖u‖3F s(T )
‖u‖2Es(T ) . ‖u0‖
2
Hs + T ‖u‖
6
F s(T )
and from which a priori estimates readily follow even for large initial data from the
arguments in Section 3.
Unfortunately, we need the full range of regularity in the modulation variable from
−1/2 to 1/2 to prove an estimate for High × Low × Low → High-interaction in
Lemma 5.1. This forces us to consider rescaled solutions with λ ≥ 1 and together
with the implicit constant in (19) being independent of λ this allows us to prove a
priori estimates for initial data which are small in the Hsλ-norm.
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3. Proof of Theorem 1.1
As typical for the construction of solutions we prove a priori estimates for smooth
solutions first. In the second step we use a compactness argument to construct
solutions. For this we will use a smoothing effect in the energy estimates. Our first
aim is to prove the following proposition:
Proposition 3.1. Let s > 1/4 and u0 ∈ H
∞(T). There is a constant µs > 0
depending on s and a function T = T (s, ‖u0‖Hs) so that we find the estimate
(20) sup
t∈[−T,T ]
‖u(t)‖Hs ≤ C(s, ‖u0‖Hs)‖u0‖Hs
to hold for the unique smooth solution to (1) provided that ‖u0‖L2 ≤ µs ≪ 1.
Moreover, we find T ≥ 1 and C(s, ‖u0‖Hs) ≤ C(s) as ‖u0‖Hs → 0.
We will bootstrap the F s(T )-norm of the solution. This will suffice to conclude
an a priori bound for the Sobolev norm due to Lemma 2.1. In addition, we need to
know about continuity and limit properties of T ′ 7→ ‖u‖Es
λ
(T ′) and T
′ 7→ ‖v‖Ns
λ
(T ′)
as T ′ → 0 to carry out the bootstrap argument. This will be handled in Lemmas
3.2 and 3.3. Real line versions of these lemmas can be found in [14]. The proofs
carry over.
Lemma 3.2 ([14, p. 279]). Suppose that u ∈ C([−T, T ], H∞λ ) and u(0) = u0. Then,
we find the map T ′ 7→ ‖u‖Es
λ
(T ′), T
′ ∈ [0, T ) to be increasing, continuous and we
have limT ′→0 ‖u‖Esλ(T ′) ≤ 2‖u0‖H
s
λ
.
It turns out that the nonlinear term tends to zero:
Lemma 3.3 ([14, Lemma 4.2., p. 279]). Let T ∈ (0, 1] and v ∈ C([−T, T ], H∞λ ).
Then, we find the map T ′ 7→ ‖v‖Nsλ(T ′) to be increasing and continuous on the
interval (0, T ] and the identity
lim
T ′→0
‖v‖Nsλ(T ′) = 0
holds true.
We are ready to prove Proposition 3.1.
Proof. Proof of Proposition 3.1 First, we assume that ‖u0‖Hs ≤ C˜s ≪ 1. C˜s will
be specified below and we shall see how the general case follows from rescaling. In
order to be able to invoke Proposition 6.1 we have to assume that ‖u0‖L2 ≤ µs.
Then, we find the following estimates to hold from Propositions 2.2, 5.7 and 6.1:

‖u‖F s(T ) ≤ C1(‖u‖Es(T ) + ‖∂x(u
3/3)‖Ns(T ))
‖∂x(u
3/3)‖Ns(T ) ≤ C2,s‖u‖
3
F s(T )
‖u‖2Es(T ) ≤ C3,s(‖u0‖
2
Hs + T ‖u‖
6
F s(T ))
We set X(T ) = ‖u‖Es(T ) + ‖∂x(u
3/3)‖Ns(T ) and derive a bound on X(T ) from a
continuity argument as follows: First, we find limT ′→0X(T
′) ≤ 2‖u0‖Hs . Secondly,
we note that from the above estimates we find
(21) X(T ) ≤ Cs(‖u0‖Hs +X(T )
3)
with Cs = Cs(C1,s, C2,s, C3,s, T ) > 1, which we can argue to be uniform in T on
(0, 1].
From continuity of X(T ) we have
X(T ) ≤ 4Cs‖u0‖Hs
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for T ′ ∈ (0, T˜ ]. However, we find from (21) the improvement
X(T ) ≤ 2Cs‖u0‖Hs
choosing C˜s sufficiently small in dependence of Cs, e.g. C˜s = Cs/8.
This proves
sup
t∈[0,1]
‖u(t)‖Hs ≤ 2Cs‖u0‖Hs
provided that ‖u0‖Hs ≤ C˜s.
Next, we consider the case of large initial data. We rescale u0 → λ
−1/2u0(λ
−1·) =:
uλ0 which also changes the underlying manifold T→ λT. For the rescaled initial data
we have ‖uλ0‖Hs → ‖u0‖L2 ≤ µs as λ → ∞ and ‖u
λ
0‖L2 = ‖u0‖L2 is small enough.
On the other hand, we have the following set of inequalities for the emenating
solutions uλ:

‖uλ‖F sλ(T ) ≤ C1(‖u
λ‖Esλ(T ) + ‖∂x(u
3/3)‖Nsλ(T )
‖∂x(u
λ3/3)‖Nsλ(T ) ≤ C2,s‖u‖
3
F sλ(T )
‖u‖2Esλ(T )
≤ C3,sCε(‖u0‖
2
Hsλ
+ λεT ‖u‖6F sλ(T )
)
In order to obtain a stable scheme for proving a priori estimates on arbitrary scale λ
for ‖u0‖Hs
λ
≤ C˜s with C˜s independent of λ, we have to fix ε and choose Tmax = λ
−ε,
which will be the maximal time scale on which we show a priori estimates for small
data. This finally allows us to find a constant Cs = Cs(C1, C2,s, C3,s, Cε) which we
can choose to be uniform in T for T ≤ λ−ε, so that the estimate
X(T ) ≤ Cs(‖u0‖
2
Hs +X(T )
3)
holds true. Following along the above lines we prove
(22) sup
t∈[0,λ−ε]
‖uλ(t)‖Hs
λ
≤ 2Cs‖u0‖Hs
λ
provided that ‖u0‖Hs
λ
≤ C˜s. Scaling back we find the following a priori estimate
sup
t∈[0,λ−2−ε]
‖u(t)‖Hs ≤ C(s, ‖u0‖Hs)‖u0‖Hs
to hold, where the dependence of C on ‖u0‖Hs stems from an insufficient control
over low frequencies when scaling back and forth. Since λ = λ(s, ‖u0‖Hs) the proof
is complete. 
Next, we turn to the existence of solutions. For u0 ∈ H
s(T) with ‖u0‖L2 ≤ µs ≪
1, we denote u0,n = P≤nu0 for n ∈ N. With u0,n ∈ H
∞(T) and ‖u0,n‖L2 ≤ µs ≪ 1
there is an emenating sequence of smooth global solutions un to (1) with un(0) =
u0,n and we can already give the a priori estimate
(23) sup
t∈[0,T0]
‖un(t)‖Hs ≤ C(s, ‖u0‖Hs)‖u0,n‖Hs ≤ C(s, ‖u0‖Hs)‖u0‖Hs
with T0 and C independent of n. Next, we prove precompactness of (un):
Lemma 3.4. Let u0 ∈ H
s(T) for s > 1/4 and denote with un the sequence of
solutions to (1) with un(0) = u0,n, where u0,n = P≤nu0. Then, we find the sequence
(un) to be precompact in C([−T, T ], H
s(T)) for T ≤ T0 = T0(s, ‖u0‖Hs).
Proof. Due to the a priori estimate we have a bound for ‖un‖C([−T,T ],Hs) uniform
in n for T ≤ T0. In addition, we prove the following uniform tail estimate: For any
ε > 0 there is n0 = n0(u0), so that we find the estimate
(24) ‖P≥n0un‖C([−T,T ],Hs) < ε
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for all n ∈ N.
This is a consequence of the smoothing effect of the energy estimates from Section
6: We consider symbols resembling
(25) a(m) =
{
〈m〉2s, |n0| ≥ 2
k
0, else
to derive the estimate∣∣∣‖P>kun‖2Es(T ) − ‖P>ku0,n‖2Hs∣∣∣ ≤ C(s, ‖u0‖Hs)2−2εk → 0 as k →∞
From the triangle inequality we find
‖P>kun‖
2
C([−T,T ],Hs) ≤ ‖P>ku0‖
2
Hs + C(s, ‖u0‖Hs)2
−2εk → 0 as k →∞
Hence, it is enough to prove the precompactness of (P≤n0un) to conclude that of
(un). From Duhamel’s formula and the boundedness of the linear propagator on
low frequencies we find
‖P≤n0un(t+ δ)− P≤n0un(t)‖Hs
≤ ‖(eiδ∂
2
x − 1)P≤n0un(t)‖Hs + ‖
∫ t+δ
t
ei(t+δ−t
′)P≤n0(∂x(un(t
′)3/3)dt′‖Hs
. eδN
2
0 ‖un‖C([−T,T ],Hs) +N0δ
θ‖un‖
3
Hs
.N0,‖u0‖Hs δ
θ
For the penultimate estimate we use a variant of the shorttime trilinear estimate
from Section 5: More precisely, the fact that the projection on low frequencies
bounds the derivative allows us to prove the shorttime trilinear estimate from Sec-
tion 5 without exploiting the whole range in the regularity of the modulation variable
and the claim follows from the analysis in Section 5 together with Lemma 2.3.
The final estimate follows from choosing δ small enough in dependence of n0 and
the a priori estimate. The equicontinuity of the small frequencies together with the
uniform tail estimate (24) implies precompactness by the Arzela`-Ascoli criterion,
which completes the proof. 
We are ready to finish the proof of the main result:
Proof of Theorem 1.1. Like described above for s > 1/4 we consider u0 ∈ H
s(T)
with small L2-norm and denote with (un)n the smooth global solutions gener-
ated from P≤nu0, which exists according to the previous well-posedness theory.
By Lemma 3.4, there is a subsequence (unk)k which converges to a function u ∈
C([−T, T ], Hs). For the sake of brevity we denote unk again with un. It remains
to check that the limit object satisfies the a priori estimate and the equation (1) in
the sense of generalized functions. The estimate
(26) sup
t∈[0,T0]
‖u(t)‖Hs ≤ C(s, ‖u0‖Hs)‖u0‖Hs
is immediate from the convergence in the Hs-norm.
Furthermore, for any n ∈ N and ϕ ∈ D([0, T0],T) we find the identity
(27)∫ T0
0
∫
T
i∂tun(t, x)ϕ(t, x)dxdt +
∫ T0
0
∫
T
∂2xunϕdxdt = ±
∫ T0
0
∫
T
∂x((un)
3/3)ϕdxds
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to hold.
Integration by parts gives
(28) − i
∫ ∫
un∂tϕ+
∫ ∫
un∂
2
xϕ = ∓
∫ ∫
(u3n/3)∂xϕ
From Ho¨lder’s inequality we find
lhs(28)→ −i
∫ ∫
u∂tϕ+
∫ ∫
u∂2xϕ
and using in addition Sobolev embedding H1/4(T) →֒ L4(T) we find
rhs(28)→ ∓
∫ ∫
(u3/3)∂xϕ
and the proof is complete. 
4. Shorttime linear and bilinear estimates
In this section we will formulate linear and bilinear estimates for free solutions
to the Schro¨dinger equation on λT. After projecting to negative and positive fre-
quencies and applying the symmetry of motion reversal we find the estimates from
below also to hold for free solutions to the Benjamin-Ono equation.
Following the heuristic that Schro¨dinger-waves localized in frequency around N
travel with a group velocity proportional to N one expects the estimates from Eu-
clidean space to remain true on the torus when localized to a time scale of order
N−1. We are going to recall shorttime Strichartz estimates (cf. [3, 12]) and a short-
time maximal function estimate (cf. [20]) and below we will prove a shorttime local
smoothing estimate. We have to watch out for dependencies on the spatial scale λ,
hence scaling invariant estimates are most desirable, but not always at our disposal.
We start with a scale-invariant formulation of the periodic L4t,x-Strichartz estimate
going back to Bourgain:
Lemma 4.1. For u ∈ L2(R × λT) with supp(u˜) ⊆ D˜k,j we find the following
estimate to hold:
(29) ‖u‖L4t(R,L4x(λT)) . 2
3j
8 ‖u‖L2t,x(λT×R)
Proof. Estimate (29) is the rescaled version of [1, Proposition 2.6., p. 112]. 
There are also the shorttime Strichartz estimates on compact manifolds proved
in [3], which can be stated on λT as follows:
Lemma 4.2. Suppose that 2 ≤ q ≤ ∞, 2 ≤ p < ∞ and (q, p) is Schro¨dinger-
admissible, i.e. 2q +
1
p =
1
2 and u0 ∈ L
2(T) with supp(uˆ0) ⊆ In. Then we find the
following estimate to hold:
(30) ‖eit∂
2
xu0‖Lqt ([0,2−n],L
p
x(λT)) .p,q ‖u0‖L2x(λT)
Proof. For λ = 1 (30) is a special case of [3, Proposition 2.9, p. 583]. In case of
general λ > 0 the claim follows from rescaling. 
This provides one with an epsilon gain in terms of regularity in comparison to
the Strichartz estimate for time scales of O(1):
(31) ‖eit∂
2
xu0‖L6t,x(T2) ≤ Cε|I|
ε‖u0‖L2x(T) (supp(uˆ0) ⊆ I)
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Estimate (31) is again due to Bourgain ([1, Proposition 2.36., p. 116]). In Euclidean
space, due to the difference in group velocity and global in time dispersive properties
there is the following global in time bilinear Strichartz estimate (cf. [2]):
(32) ‖PNe
it∂2xu0PKe
it∂2xv0‖L2t (R,L2x(R)) . 2
−n/2‖PNu0‖L2x(R)‖PKv0‖L2x(R)
After localization in time there is the following estimate due to Hani:
Lemma 4.3. Suppose that u0, v0 ∈ L
2(λT), where supp(uˆ0) ⊆ In and supp(vˆ0) ⊆
Ik, where n− k ≥ 4. Then, we find the following estimate to hold:
(33) ‖eit∂
2
xu0e
it∂2xv0‖L2t([0,2−n],L2x(λT)) . 2
−n/2‖u0‖L2x(λT)‖v0‖L2x(λT)
Proof. In the special case of λ = 1 (33) is an instance of [12, Theorem 1, p. 119].
The general case follows from rescaling. 
The estimate
(34) ‖Pne
it∂2xu0Pkeit∂
2
xv0‖L2t(R,L2x(λT)) . 2
−n/2‖u0‖L2x(λT)‖v0‖L2x(λT)
is also valid and is the rescaled version of [20, Theorem 2, p. 120].
Furthermore, in [20] is carried out a more precise analysis of bilinear estimates on
the torus, also investigating the dependence on the separation of supp(uˆ0), supp(vˆ0)
and the time-scale for which one wants to prove a generalized estimate. It turns
out that it is enough to require dist(supp(uˆ0), supp(vˆ0)) & N and one still finds
(33) and (34) to hold. This resembles once more bilinear Strichartz estimates on
the real line.
We have the following shorttime maximal function estimate (cf. [25, 20]):
(35) ‖eit∂
2
xu0‖L4x(T,L∞t ([0,2−n]) . N
1/4‖u0‖L2x(T) (supp(uˆ0) ⊆ In)
Rescaling yields the following lemma:
Lemma 4.4. Let u0 be a function on λT with supp(uˆ0) ⊆ In. Then, we find the
following estimate to hold:
(36) ‖eit∂
2
xu0‖L4x(λT,L∞t ([0,2−n]) . λ
0+N1/4+‖u0‖L2x(λT)
Finally, we prove a local smoothing estimate:
Lemma 4.5. Let u0 ∈ L
2(λT) with supp(uˆ0) ⊆ In. Then, we find the following
estimate to hold:
(37) ‖eit∂
2
xu0‖L∞x (λT,L2t([0,2−n])) . λ
0+N (−1/2)+‖u0‖L2x(λT)
Proof. We will show the estimate for λ = 1.
Again we can treat positive and negative frequencies separately.
For the positive frequencies we write
u(t, x) =
2N∑
k=N+1
uˆ0(k)e
i(kx−tk2), uˆ0(k) = ak,
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and consequently,
|u(t, x)|2 =
2N∑
k=N+1,l=N+1
(eikxak)e
−itk2(e−ilxa∗l )e
itl2
=
2N∑
k=N+1
|ak|
2 +
2N∑
j=N+1
N−1∑
m=1
(e−ijxa∗j )(e
i(j−m)xaj−m)e
itj2e−it(j−m)
2
+ h.c.
= ‖u0‖
2
L2 +
2N∑
j=N+1
N−1∑
m=1
(e−ijxa∗j )(e
i(j−m)xaj−m)e
2itjm−itm2 + h.c.
Next, we are going to estimate the time integrals of the terms separately and only
in terms of the absolute values of ak (which we shall denote soon for the sake of
convenience again by ak) which allows us to deduce a bound which is uniform in x.
Since the estimate of the first term is clear and the third term can be estimated like
the second one we focus on the second one. After performing the time integral and
taking absolute values and disposing irrelevant factors we are led to estimating the
following expression:
N−1∑
m=1
2N∑
j=N+1
ajaj−m
1
m(2j −m)
We change the summation variables to find the expression to be equivalent to∑
2N+1<J<4N
∑
k+l=J,l<k
akal
1
J(k − l)
.
1
N
∑
J
∑
k+l=J,l<k
akal
1
(k − l)
We perceive the latter expression as the following bilinear operator (again assuming
the coefficients to be nonnegative):
T : ℓ1 × ℓ∞ → C
(a, b) 7→
∑
J
∑
k+l=J,l<k,
k,l∈{N+1,...,2N}
akbl
1
k − l
The operator norm is computed as follows:
∑
2N+1<J<4N
2N∑
k=N+1,
2k−J>0
akbJ−k
1
2k − J
=
2N∑
k=N+1
ak
∑
2N+1<J<4N,
2k−J>0
bJ−k
1
2k − J
.
2N∑
k=N+1
ak‖b‖ℓ∞ log(N) . log(N)‖a‖ℓ1‖b‖ℓ∞
Likewise we find the bound log(N)‖a‖∞‖b‖1 from which we infer from multilinear
interpolation the bound log(N)‖a‖2‖b‖2.
Putting everything together we arrive at
‖u‖L∞x L2t ([0,2−n]) . logNN
−1/2‖u0‖L2 ,
which proves the claim for λ = 1. The general case follows from rescaling. 
Writing a general function un(t, x) with time support in an interval Jn with
|Jn| . 2
−n and frequency support in In as superposition of free solutions we find
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the following estimates to hold:
‖un‖LqtL
p
x
≤ CStr(q, p)Dtr‖Fun‖Xn,λ for
2
q
+
1
p
=
1
2
,
‖un‖L4xL∞t∈Jn
≤ CmaxDtrN
1/4‖Fun‖Xn,λ ,
‖un‖L∞x (λT)L2t∈Jn
≤ CsmDtrN
−(1/2)+λ0+‖Fun‖Xn,λ ,
where the constants CStr(q, p), Cmax and Csm denote the constants from the Strichartz,
maximal function or local smoothing estimate, respectively, for free solutions.
This mechanism is known as transfer principle because the properties of the free so-
lutions are inherited. Although the mechanism is well-known (cf. [24, Lemma 2.9, p. 100])
we illustrate it once to demonstrate its scale invariance, namely, the independence
of Dtr on the spatial scale λ.
We use Fourier inversion formula and compute
‖un‖Lqt (R,L
p
λ)
=
∥∥∥∥
∫
R
dτ
∫
(dk)λe
itτeixkFun(τ, k)
∥∥∥∥
LqtL
p
x
∼
∥∥∥∥
∫
R
dτeitτ
∫
(dk)λe
ixkFun(τ, k)
∥∥∥∥
Lqt∈JnL
p
x
=τ=τ˜+ω(k)
∥∥∥∥
∫
(dk)λe
ixk
∫
R
dτ˜eitτ˜eitω(k)Fun(τ˜ + ω(k), k)
∥∥∥∥
Lqt∈JnL
p
x
=
∥∥∥∥
∫
R
dτ˜eitτ˜
∫
(dk)λe
ixkeitω(k)Fun(τ˜ + ω(k), k)
∥∥∥∥
Lqt∈JnL
p
x
We set f(t, x, τ˜ ) =
∫
(dk)λe
ixkeitω(k)Fun(τ˜ +ω(k), k) and denote Jn = [a, a+c2
−n].
We observe that f is a free solution for any τ˜ ∈ R and hence ‖f(t, x, τ˜)‖Lqt∈JnL
p
λ
.
‖f(a, x, τ˜)‖L2λ . We have further from Plancherel
‖f(a, x, τ˜)‖L2x = ‖
∫
(dk)λe
ixkeiaω(k)Fun(τ˜ + ω(k), k)‖L2x
=
(∫
(dk)λ
∣∣∣eiaω(k)Fun(τ˜ + ω(k), k)∣∣∣2)1/2 = ‖Fun(τ˜ + ω(k), k)‖L2((dk)λ)
and finally from partitioning the modulation variable, Cauchy-Schwarz and invert-
ing the change of variables∫
R
dτ˜‖Fun(τ˜ + ω(k), k)‖L2((dk)λ) =
∫
R
dτ˜
∞∑
j=0
ηj(τ˜ )‖Fun(τ˜ + ω(k), k)‖L2((dk)λ)
=
∞∑
j=0
∫
R
dτ˜ηj(τ˜ )‖Fun(τ˜ + ω(k), k)‖L2((dk)λ)
.
∞∑
j=0
2j/2
(∫
R
dτ˜ηj(τ˜ )
2
∫
(dk)λ|Fun(τ˜ + ω(k), k)|
2
)1/2
=
∞∑
j=0
2j/2
(∫
(dk)λ
∫
R
dτ˜ηj(τ˜ )
2|Fun(τ˜ + ω(k), k)|
2
)1/2
=
∞∑
j=0
2j/2
(∫
(dk)λ
∫
R
dτηj(τ − ω(ξ))
2|Fun(τ, k)|
2
)1/2
= ‖Fun‖Xn,λ .
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5. Shorttime trilinear estimates
Aim of this section is to derive a shorttime trilinear estimate
(38) ‖∂x(uvw)‖Nsλ(T ) . ‖u‖F sλ(T )‖v‖F sλ(T )‖w‖F sλ(T )
for s > 1/4 and T ∈ (0, 1] uniformly in T .
We perform decompositions with respect to frequency, essentially reducing the es-
timate (38) from above to
(39) ‖Pk4∂x(uk1vk2wk3)‖Nk4,λ . α(k1, k2, k3, k4)︸ ︷︷ ︸
α(k)
‖uk1‖Fk1,λ‖vk2‖Fk2,λ‖wk3‖Fk3,λ
We will prove (39) with the estimates from Section 4. In order to structure the
proof, we list each possible frequency interaction: In any case, we will find estimate
(38) to hold for regularities s > 1/4.
(i) High×Low×Low→ High-interaction: This case will be treated in Lemma
5.1.
(ii) High × High × Low → High-interaction: This case will be treated in
Lemma 5.2.
(iii) High × High × High → High-interaction: This case will be treated in
Lemma 5.3.
(iv) High×High×Low→ Low-interaction: This case will be treated in Lemma
5.4.
(v) High × High × High → Low-interaction: This case will be treated in
Lemma 5.5.
(vi) Low×Low×Low→ Low-interaction: This case will be treated in Lemma
5.6.
We start with High× Low × Low→ High-interaction:
Lemma 5.1. Suppose that k∗1 ≥ 20, |k3 − k4| ≤ 5, k1 ≤ k2 ≤ k3 − 10. Then we find
estimate (39) to hold with α = 2k1/2.
Proof. Let γ : R→ [0, 1] be a smooth function with supp(γ) ⊆ [−1, 1] and∑
m∈Z
γ3(x−m) ≡ 1.
Plugging in the definitions we find the lhs in (39) to be dominated by
C2k4
∑
m∈Z
sup
tk∈R
‖(τ − ω(ξ) + i2k4)−12k41Ik4 (ξ) · F [uk1η0(2
k3(t− tk))γ(2
k∗1 (t− tk4)−m)]
∗ F [vk2γ(2
k∗1 (t− tk4)−m)] ∗ F [wk3γ(2
k∗1 (t− tk4)−m)]‖Xk4
We observe that ♯{m ∈ Z|η0(2
k4(· − tk4)γ(2
k∗1 (· − tk4)−m) 6= 0} ≤ 100.
Consequently, it will suffice to carry out the estimate uniformly in m and tk4 .
We denote
fk1(ξ, τ) = Ft,x[uk1η0(2
k4(t− tk4))γ(2
k∗1 (t− tk4)−m)],
fk2(ξ, τ) = Ft,x[vk2γ(2
k∗1 (t− tk4)−m)],
fk3(ξ, τ) = Ft,x[wk3γ(2
k∗1 (t− tk4)−m)],
abusing notation by suppressing dependence on tk4 and m, but according to the
remark from above this is irrelevant.
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Because of the definition of the Fki -norm and (16) it will be enough to prove the
following estimate:
(40) 2k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ . 2
k1/2
3∏
i=1
‖fki‖Xki,λ
For the low modulation we estimate
2k4
∑
0≤j4<k4
2j4/22−k4‖1D˙k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2
≤
∑
0≤j4<k4
2j4/2‖1D˜k4,k4
(fk1 ∗ fk2 ∗ fk3)‖L2
. 2k4/2‖1D˜k4,k4
(fk1 ∗ fk2 ∗ fk3)‖L2 ,
which demonstrates that it is enough to prove (40) because this is the first term in
the sum from (40)).
In order to prove (40) we use Ho¨lder and Plancherel to estimate
‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. ‖F−1fk1F
−1fk2F
−1fk3‖L2tL2λ
. ‖F−1fk1‖L∞t L∞λ ‖F
−1fk2F
−1fk3‖L2tL2(dξ)λ
Now we use Bernstein’s inequality, the energy estimate (i.e. the Strichartz estimate
with space-time Lebesgue norm L∞t L
2
λ) and the transfer principle to find
(41) ‖F−1fk1‖L∞t L∞λ . 2
k1/2‖F−1fk1‖L∞t L2λ . 2
k1/2‖fk1‖Xk1,λ
For the second term we use a bilinear shorttime Strichartz estimate (see (33), (34)),
followed with the transfer principle to derive
(42) ‖F−1fk2F
−1fk2‖L2tL2λ . 2
−k3/2‖fk2‖Xk2,λ‖fk3‖Xk3,λ
Taking (41) and (42) together we find
2k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. 2k4
∑
j4≥k4
2−j4/22−k4/22k1/2
3∏
i=1
‖fki‖Xki,λ
. 2k1/2
3∏
i=1
‖fki‖Xki,λ ,
which finishes the proof. 
We estimate High×High× Low → High-interaction:
Lemma 5.2. Suppose that k∗1 ≥ 20, |k3− k2| ≤ 5, k1 ≤ k3 − 10, |k3− k4| ≤ 5. Then
we find the estimate (39) to hold with α(k) = 2(0k
∗
1)+.
Proof. With the same notation and reductions as in the previous lemma we are left
to prove the estimate
(43) 2k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ . 2
(0k4)+
3∏
i=1
‖fki‖L2τL2(dξ)λ
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We use duality and Plancherel’s theorem to write
‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
= sup
‖f˘‖
L2τL
2
(dξ)λ
∫ ∫
f˘k4,j4(fk1 ∗ fk2 ∗ fk3)dτ(dξ)λ
∼ sup
‖f˘k4,j4‖L2τL
2
(dξ)λ
∫ ∫
(F−1fk4,j4)(F
−1fk1)(F
−1fk2)(F
−1fk3)dtdx,
where we used the notation f˘k4,j4(ξ, τ) = fk4,j4(−ξ,−τ) for the reflection. We can
assume supp(fk4,j4) ⊆ D˜k4,j4 and supp(f˘k4,j4) ⊆ D˜k4,j4 because the dispersion re-
lation is odd.
Because of otherwise impossible frequency interaction we can suppose that two of
the high frequencies k4, k2, k3 are O(k4) separated (up to an additional decomposi-
tion in frequency space, which yields no contribution because of almost orthogonal-
ity). Hence, this pair would be amenable to a shorttime bilinear Strichartz estimate
following the remark after (34).
The low frequency can always be paired with a high frequency for a bilinear Strichartz
estimate. Say suppξ(fk4) and suppξ(fk2) are O(k3) separated. Then, we derive
sup
‖fk4,j4‖L2τL
2
(dξ)λ
∫ ∫
F−1fk4,j4F
−1fk1F
−1fk2F
−1fk3dtdx
. ‖F−1fk4,j4F
−1fk2‖L2tL2λ‖F
−1fk1F
−1fk3‖L2tL2λ
. sup
‖fk4 ,j4‖L2τL2(dξ)λ
=1
2−k4/2‖fk4,j4‖Xk4,λ‖fk2‖Xk2,λ2
−k4/2‖fk1‖Xk1,λ‖fk3‖Xk3,λ
. 2−k42j4/2
3∏
i=1
‖fki‖Xki,λ
(44)
We can also use Ho¨lder, Plancherel and the shorttime L6tL
6
λ-Strichartz estimate to
find
‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
≤ ‖F−1fk1F
−1fk2F
−1fk3‖L2tL2λ
≤ ‖F−1fk1‖L6tL6λ‖F
−1fk2‖L6tL6λ‖F
−1fk3‖L6tL6λ
.
3∏
i=1
‖fki‖Xki,λ
(45)
We use estimate (44) in case j4 ≤ 2k4 and (45) in case j4 > 2k4 to conclude
2k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. k4
3∏
i=1
‖fki‖Xki,λ ,
which finishes the proof. 
We estimate the interaction which gives the s = 1/2 threshold of uniform local
well-posedness, that is High×High×High→ High-interaction.
Lemma 5.3. Suppose that k∗1 ≥ 20 and |ki − kj | ≤ 5 for any i, j ∈ {1, 2, 3, 4}.
Then, we find the estimate (39) to hold with α(k) = 2k4/2.
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Proof. Using the same notation and reductions as above, we have to prove
(46) 2k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. 2k4/2
3∏
i=1
‖fki‖Xki,λ
We use the L6t,λ-Strichartz estimate like in estimate (45) to find
2k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. 2k4
∑
j4≥k4
2−j4/2‖F−1fk1F
−1fk2F
−1fk3‖L2tL2λ
≤ 2k4
∑
j4≥k4
2−j4/2
3∏
i=1
‖F−1fki‖L6tL6λ
. 2k4/2
3∏
i=1
‖fki‖Xki,λ ,
which yields the claim. 
We consider the contribution from High×High× Low → Low-interaction:
Lemma 5.4. Suppose that k∗1 ≥ 20, |k1 − k2| ≤ 5, k3 ≤ k1 − 10 and k4 ≤ k1 − 10.
Then, we find the estimate (39) to hold with α(k) = 20k
∗
1+.
Proof. We have to localize the functions uk1 and vk2 on a time-scale of order 2
−k1
which is according to the assumptions much smaller than the timescale 2−k4 on
which the functions are originally localized. To this purpose let γ : R → [0, 1]
denote a smooth function supported on [−1, 1] with∑
m∈Z
γ3(t− n) ≡ 1.
We find the lhs to be dominated by
sup
tk4∈R
∑
m∈Z
‖(τ − ω(ξ) + i2k4)−12k41Ik4 (ξ)F [uk1η0(2
k4(t− tk4)γ(2
k∗1+5(t− tk)−m)]∗
F [vk2γ(2
k∗1+5(t− tk)−m)] ∗ F [wk3γ(2
k∗1+5(t− tk)−m)]‖Xk4,λ
and we can suppose that |m| ≤ C2k1−k4 for non-trivial contribution. We denote
fk1(ξ, τ) = F [uk1η0(2
k4(t− tk))γ(2
k∗1+5(t− tk)−m)]
fk2(ξ, τ) = F [vk2γ(2
k∗1+5(t− tk)−m)]
fk3(ξ, τ) = F [wk3γ(2
k∗1+5(t− tk)−m)]
Performing the usual reduction step for the low modulations and taking into account
the additional localization in time it will be enough to prove the following estimate:
2k1−k42k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. 2(0k1)+
3∏
i=1
‖fki‖Xki,λ
(47)
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We use duality an two shorttime bilinear Strichartz estimates as in the proof of (44)
to find
(48) ‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. 2j4/22−k1
3∏
i=1
‖fki‖Xki,λ
As in (45) we also have
(49) ‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
.
3∏
i=1
‖fki‖Xki,λ
For j4 ≤ 2k1 we use estimate (48) and for j4 > 2k1 we use (49) to conclude
2k1−k42k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. (2k1 − k4)
3∏
i=1
‖fki‖Xki,λ .
This proves the claim. 
Finally, we estimate High×High×High→ Low-interaction.
Lemma 5.5. Suppose that k∗1 ≥ 20, |k1−k3|, |k2−k3| ≤ 5 and k4 ≤ k1−10. Then,
we find the estimate (39) to hold with α(k) = 2(0k1)+.
Proof. We have to add localization in time again. Using the same notation and
reductions as in Lemma 5.4 it will be enough to prove
2k1−k42k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. 2(0k1)+
3∏
i=1
‖fki‖Xki,λ
(50)
Due to impossible frequency interaction we can suppose that two of the high fre-
quencies are O(k1) separated. Hence, using duality and two bilinear Strichartz
estimate as in the proof of (44) gives
(51) ‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. 2−k12j4/2
3∏
i=1
‖fki‖Xki,λ
and as in (45) we find
(52) ‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
.
3∏
i=1
‖fki‖Xki,λ
Plugging in (51) in case j4 ≤ 2k1 and (52) for larger j4 into (50) we find
2k1−k42k4
∑
j4≥k4
2−j4/2‖1D˜k4,j4
(fk1 ∗ fk2 ∗ fk3)‖L2τL2(dξ)λ
. (2k1 − k4)
3∏
i=1
‖fki‖Xki,λ
and the proof is complete. 
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Finally, we record the Low×Low×Low → Low-estimate which is straightforward
from the Cauchy-Schwarz and Bernstein inequality:
Lemma 5.6. Suppose that k∗1 ≤ 20. Then we find estimate (39) to hold with
α(k) = 1.
Consequently, we have proved the following proposition:
Proposition 5.7. Suppose that T ∈ (0, 1] and u, v, w ∈ F
1/4+
λ (T ). Then we find
the following estimate to hold:
‖∂x(uvw)‖N1/4+λ (T )
. ‖u‖
F
1/4+
λ (T )
‖v‖
F
1/4+
λ (T )
‖w‖
F
1/4+
λ (T )
.
Proof. We fix extensions u˜, v˜, w˜ which satisfy for any k ∈ N0
‖u˜‖Fk,λ ≤ 2‖u‖Fk,λ(T ), ‖v˜‖Fk,λ ≤ 2‖v‖Fk,λ(T ), ‖w˜‖Fk,λ ≤ 2‖w‖Fk,λ(T ),
which is possible because of the disjoint frequency supports. Since Pk(∂x(u˜v˜w˜)) is
an extension of Pk(∂x(uvw)) it will be enough to prove∑
k≥0
22k(1/4)+‖Pk(N(u˜, v˜, w˜)‖
2
Nk
.

∑
k≥0
22k(1/4)+‖u˜‖2Fk



∑
k≥0
22k(1/4)+‖v˜‖2Fk



∑
k≥0
22k(1/4)+‖w˜‖2Fk


To see this we decompose u˜ =
∑
k≥0 Pku˜, v˜ =
∑
k≥0 Pkv˜ and w˜ =
∑
k≥0 Pkw˜. And
we find
‖Pk4∂x(u˜k1 v˜k2w˜k3)‖Nk4,λ ≤
∑
k1,k2,k3≥0
‖Pk4∂x(u˜k1 v˜k2w˜k3)‖Nk4,λ
Dividing up the sum into the interaction regions described at the beginning of the
section and applying the estimates from the above Lemmas 5.1 - 5.5 completes the
proof. 
6. Energy estimates
In order to close the iteration we have to propagate the energy norm in terms
of the shorttime Fourier restriction norm, more precisely we are going to show the
estimate
(53) ‖u‖2Esλ(T )
. ‖u0‖
2
Hsλ
+ Tλ0+‖u‖6
F s−ε˜λ (T )
for s > 1/4, small enough ‖u0‖L2λ and ε˜ = ε˜(s) > 0. A similar estimate was proved
on the real line in [9, Proposition 8.1., p. 1124].
Proposition 6.1. Let T ∈ (0, 1] and u ∈ C([−T, T ], H∞λ ) be a real-valued solution
to (1). Then, for s > 1/4, there exists ε˜(s) > 0 and δ(s) > 0 such that we find (53)
to hold provided that
(54) ‖u0‖L2λ ≤ δ(s).
In order to prove Proposition 6.1 we will employ a variant of the I-method (cf.
[6, 7]): We will consider symmetrized energy quantities, which come into play after
integration by parts in the time variable. In the context of shorttime norms this
strategy was previously employed in [16, 17]. The following considerations are close
to the arguments on the real line from [9]. In fact, we will see from the proof that
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one can treat the Euclidean and periodic case simultaneously.
We will also make use of the following definition from [16]:
Definition 6.2. Let ε > 0 and s ∈ R. Then Ssε is the set of real-valued spherically
symmetric and smooth functions (symbols) with the following properties:
(i) Slowly varying condition: For ξ ∼ ξ′ we have
a(ξ) ∼ a(ξ′),
(ii) symbol regularity,
∀α ∈ N0 : |∂
αa(ξ)| . a(ξ)(1 + ξ2)−α/2,
(iii) growth at infinity, for |ξ| ≫ 1 we have
s− ε .
log a(ξ)
log(1 + ξ2)
. s+ ε.
We note that since a and expressions involving a are going to act as a Fourier
multiplier for λ-periodic functions the actual relevant domain of a is Z/λ. However,
in order to derive favourable pointwise estimates we use extended versions to the
real line. Furthermore, if we only wanted to control the Hs-norm of u we would
just have to take into account the symbols a(ξ) = (1 + ξ2)s. But since we have to
derive estimates uniform in time we have to allow a slightly larger class of symbols.
This will make up for the logarithmic difference between Esλ(T ) and C([0, T ], H
s
λ).
The proof of Proposition 6.1 will be concluded with choosing symbols which admit
us to derive suitable bounds for frequency localized energies.
To derive the estimate (53) we are going to analyze the following generalized energy
Ea,λ0 for a smooth, real-valued solution to (1):
Ea,λ0 (u) =
∫
ξ1+ξ2=0
a(ξ1)uˆ(ξ1)uˆ(ξ2)dΓ
λ
2 (=
1
λ
∑
ξ1∈Z/λ
a(ξ1)uˆ(ξ1)uˆ(−ξ1))
The following symmetrization and integration by parts arguments can be found
almost verbatim in [9] again with the difference that the computations in [9] were
carried out for a continuous frequency range.
We use the following notation for the d−1-dimensional grid in d-dimensional space:
Γλd = {ξ1 + ξ2 + . . .+ ξd = 0 | ξi ∈ Z/λ}
and the measure is given as follows:∫
Γλd
f(ξ1) . . . f(ξd)dΓ
λ
d(ξ1, . . . , ξd) =
1
λd−1
∑
ξ1+...+ξd=0
f(ξ1) . . . f(ξd)
We find for the derivative of Ea,λ0 (u) after symmetrization
d
dt
Ea,λ0 (u) = R
a,λ
4 (u)
=
1
2
∫
Γλ4
i[ξ1a(ξ1) + ξ2a(ξ2) + ξ3a(ξ3) + ξ4a(ξ4)]uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)dΓ
λ
4
The symmetrization argument fails for differences of solutions. This leads to the
well-known breakdown of uniform continuity of the data-to-solution mapping below
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H1/2.
Next, we consider the correction term
Ea,λ1 (u) =
∫
Γλ4
ba4(ξ1, ξ2, ξ3, ξ4)uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)dΓ
λ
4 ,
where we require the multiplier ba4 to satisfy the following identity on Γ
λ
4 :
(ω(ξ1)+ω(ξ2)+ω(ξ3)+ω(ξ4))b
a
4(ξ1, ξ2, ξ3, ξ4) =
−i
2
(ξ1a(ξ1)+ξ2a(ξ2)+ξ3a(ξ3)+ξ4a(ξ4))
And consequently, we achieve a cancellation
d
dt
(Ea,λ0 (u) + E
a,λ
1 (u)) = R
a,λ
6 (u)
= C
∫
Γλ6
b4(ξ1, ξ2, ξ3, ξ4 + ξ5 + ξ6)(ξ4 + ξ5 + ξ6)
6∏
i=1
uˆ(ξj)
(55)
We have the following proposition on choosing the multiplier ba4 smooth and smoothly
extending it off diagonal, which will allow us to separate variables easier later on.
We follow ideas from [17] and [5].
Proposition 6.3. Let a ∈ Ssε . Then, for each dyadic λ ≤ β ≤ µ, there is an
extension of b˜a4 from the diagonal set
{(ξ1, ξ2, ξ3, ξ4) ∈ Γ
λ
4 : |ξ1| ∼ λ, |ξ2| ∼ β, |ξ3|, |ξ4| ∼ µ}
to the full dyadic set
{(ξ1, ξ2, ξ3, ξ4) ∈ R
4 : |ξ1| ∼ λ, |ξ2| ∼ β, |ξ3|, |ξ4| ∼ µ},
which satisfies
|b˜a4(ξ1, ξ2, ξ3, ξ4)| . a(µ)µ
−1
and
|∂α11 ∂
α2
2 ∂
α3
3 ∂
α4
4 b˜
a
4(ξ1, ξ2, ξ3, ξ4)| .α a(µ)µ
−1λ−α1β−α2µ−(α3+α4).
with the implicit constant depending on α, but not on λ, β, µ.
Proof. In the following we can assume that ω(ξ1) + ω(ξ2) + ω(ξ3) + ω(ξ4) 6= 0 as
long as we show b4 to be smooth because it is easy to see that ξ1a(ξ1) + ξ2a(ξ2) +
ξ3a(ξ3) + ξ4a(ξ4) = 0, whenever ω(ξ1) + ω(ξ2) + ω(ξ3) + ω(ξ4) = 0.
Furthermore, due to symmetry we can assume that ξ3 > 0, ξ4 < 0. First, we check
the cases |ξ2| ≪ |ξ3|, |ξ1| ≪ |ξ3|.
Suppose that ξ1, ξ2 > 0. In this case we have ω(ξ1) + ω(ξ2) + ω(ξ3) + ω(ξ4) =
−2(ξ1ξ2 + (ξ1 + ξ2)ξ3) and we consider
Cb4(ξ1, ξ2, ξ3, ξ4) =
ξ1a(ξ1) + ξ2a(ξ2)
ξ1ξ2 + (ξ2 + ξ1)ξ3
+
ξ3a(ξ3) + ξ4a(ξ4)
(ξ1ξ2 + ξ2ξ3 + ξ1ξ3)
The size and regularity properties of the first term follow from the size and regularity
properties of a. For the second term we multiply with 1 = −(ξ1+ ξ2)/(ξ3+ ξ4). We
set
q(ξ, η) =
ξa(ξ) + ηa(η)
ξ + η
,
which is a smooth function. Since q satisfies the bounds |q| . a(N) and |∂aξ ∂
b
ηq| .
a(N)N−(a+b) for |ξ| ∼ |η| ∼ N , the conclusion follows also for the second term
(ξ1 + ξ2)(ξ3a(ξ3) + ξ4a(ξ4))
(ξ1ξ2 + ξ2ξ3 + ξ1ξ3)(ξ3 + ξ4)
=
ξ1 + ξ2
ξ1ξ2 + ξ2ξ3 + ξ1ξ3
q(ξ3, ξ4)
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In the case ξ1 < 0, ξ2 > 0 we find ω(ξ1)+ω(ξ2)+ω(ξ3)+ω(ξ4) = −2(ξ1+ξ2)(ξ1+ξ3).
Hence,
Cb4(ξ1, ξ2, ξ3, ξ4) =
ξ1a(ξ1) + ξ2a(ξ2)
(ξ1 + ξ3)(ξ1 + ξ2)
+
ξ3a(ξ3) + ξ4a(ξ4)
(ξ1 + ξ3)(ξ3 + ξ4)
=
1
ξ1 + ξ3
q(ξ1, ξ2)−
1
ξ1 + ξ3
q(ξ3, ξ4),
which satisfies the required bounds because |ξ1| ≪ |ξ3|.
In case |ξ1| ∼ |ξ2| ∼ |ξ3| ∼ |ξ4| we can assume ξ4 < 0, ξ2 < 0 and ξ1, ξ3 > 0 and
write
Cb4(ξ1, ξ2, ξ3, ξ4) =
a(ξ1)ξ1 + a(ξ2)ξ2
(ξ1 + ξ2)(ξ2 + ξ3)
+
a(ξ3)ξ3 + a(ξ4)ξ4
(ξ1 + ξ2)(ξ2 + ξ3)
=
q(ξ1, ξ2)− q(ξ3,−ξ1 − ξ2 − ξ3)
ξ2 + ξ3
=
q(ξ1, ξ2)− q(ξ1 + (ξ2 + ξ3), ξ2 − (ξ2 + ξ3))
ξ2 + ξ3
.
Now the bounds follow from the size and regularity of q. 
After smoothly extending the symbol at a dyadic scale {(ξ1, ξ2, ξ3, ξ4) ∈ Γ4 :
|ξ1| ∼ λ, |ξ2| ∼ β, |ξ3|, |ξ4| ∼ µ} off diagonal we can separate variables without
restriction (possibly after an additional partition of unity):
(56) ba4(ξ1, ξ2, ξ3, ξ4) ∼ b
a
4(N1, N2, N3, N4)χ1(ξ1)χ2(ξ2)χ3(ξ3)χ4(ξ4)
with nice bump functions χ of size . 1 localized at |ξi| . Ni, so that we can absorb
the bump functions into the frequency projectors and return to position space. For
details on the separation of variables by expanding ba4 into a rapidly converging
Fourier series see e.g. [12, Section 5].
We can estimate the boundary term Ea,λ1 (u) in a favourable way in terms of regular-
ity. However, since the boundary term does not see the length of the time interval
it is not surprising that the scaling invariant L2-norm comes into play:
Proposition 6.4. Let a ∈ Ssε . Then we have
|Ea,λ1 (u(t))| . ‖u(t)‖
2
L2λ
Ea,λ0 (u(t)).
Proof. We use a dyadic decomposition of Γλ4 and the expansion (56) to write
|Ea,λ1 (u)| =
∣∣∣∣
∫
Γ4
ba4(ξ1, ξ2, ξ3, ξ4)uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)dΓ4
∣∣∣∣
≤
∑
N1≤N2≤N3∼N4
∣∣∣∣∣
∫
Γλ4 :|ξi|∼Ni
ba4(ξ1, ξ2, ξ3, ξ4)uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)dΓ4
∣∣∣∣∣
.
∑
N1≤N2≤N3∼N4
|ba4(N1, N2, N3, N4)|
∣∣∣∣
∫
λT
Pn1uPn2uPn3uPn4udx
∣∣∣∣ .
Note carefully how the normalization of dΓλ4 allows us to switch back to position
space with an estimate independent of λ.
The size estimate of ba4 and applications of Ho¨lder’s and scale-invariant Bernstein’s
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inequality imply
(6) .
∑
N1≤N2≤N3∼N4
a(N4)N
−1
4 ‖Pn1u‖L∞λ ‖Pn2u‖L∞λ ‖Pn3u‖L2λ‖Pn4u‖L2λ
.
∑
N1≤N2≤N3∼N4
a(N4)
(N1N2)
1/2
N4
‖Pn1u‖L2λ‖Pn2u‖L2λ‖Pn3u‖L2λ‖Pn4u‖L2λ
. ‖u‖2L2λ
E0(u),
which yields the claim. 
Now we estimate the remainder. With the localization in time yielding a be-
haviour of solutions very similar to the real line case most of the arguments from
the proof below can already be found in the proof of the real line pendant [9,
Proposition 8.5., p. 1127]:
Proposition 6.5. Let s > 1/4 and T ∈ (0, 1]. There exists ε = ε(s) > 0 and
ε˜(s) > 0, so that
(57)
∣∣∣∣∣
∫ T
0
Ra,λ6 (u)
∣∣∣∣∣ . Tλ0+‖u‖6F s−ε˜λ(T )
holds true for any u ∈ C([−T, T ], H∞λ ) and a ∈ S
s
ε .
Proof. We fix an extension u˜ ∈ C0(R, H
∞
λ ) satisfying the bounds ‖Pku˜‖Fk,λ ≤
2‖Pku‖Fk,λ(T ).
It will be enough to prove
(58)
∣∣∣∣∣
∫ T
0
Ra,λ6 (u˜)
∣∣∣∣∣ . T ‖u˜‖6F s−ε˜
We write again u˜ = u in order to simplify the notation.
We are led to estimate the expression∫ T
0
∫
Γλ6
[ba4(ξ1, ξ2, ξ3, ξ4 + ξ5 + ξ6)(ξ4 + ξ5 + ξ6)]
6∏
j=1
uˆ(ξj , t)dΓ
λ
6dt.
We partition the frequencies into dyadic blocks and use the notation |ξj | ∼ 2
kj = Kj
and because of symmetry we can assume that K1 ≤ K2 ≤ K3, K4 ≤ K5 ≤ K6.
We will also write ξ456 = ξ4+ ξ5+ ξ6. Temporarily, we also introduce an additional
frequency projector P˜K for ξ456, which we require to be smooth for a technical
reason.
We find
(59)
(58) .
∑
Kj ,K
∣∣∣∣∣∣
∫ T
0
∫
Γ6:|ξi|∼Ki,|ξ456|∼K
b4(ξ1, ξ2, ξ3, ξ456)ξ456χK(ξ456)
6∏
j=1
uˆ(ξj)dt
∣∣∣∣∣∣
In order to derive estimates in terms of the shorttime norms we have to localize
time with bump functions supported on intervals of length antiproportional to the
highest occuring frequency. Therefore let γ : R → [0, 1] denote a nonnegative
smooth function supported in [−1, 1] with∑
n∈Z
γ6(x − n) ≡ 1, x ∈ R.
PERIODIC SOLUTIONS TO THE MODIFIED BENJAMIN-ONO EQUATION 25
We bound the dyadically localized expression (59) in several cases:
Case 1: K5 ∼ K6 ∼ Kmax,K3 . K5: We write C1 = {(K1, . . . ,K6) : K5 ∼ K6 ∼
Kmax,K3 . K5} and find for this part of (59)∑
Kj∈C1,K.K3
∑
|n|.2k6
|
∫
R
∫
Γλ6
b4(ξ1, ξ2, ξ3, ξ456)ξ456
[γ(2k6t− n)1[0,T ]uˆk1(ξ1, t)]
6∏
j=2
[γ(2k6t− n)uˆkj (ξj , t)]dΓ
λ
6dt|
(60)
We write
(61) χK(ξ456) =
∫
R
e−ixξ456fK(x)dx =
∫
R
e−ixξ4e−ixξ5e−ixξ6fK(x)dx
and it is easy to see that for K ≥ 1 we can choose fK as rescaled versions of each
other, yielding a uniformly in K bounded L1x-norm.
Plugging in the expression (56) in addition and absorbing the factors stemming
from (61) into the uˆi we are left with estimating the expression∑
Kj∈C1,K.K3
∑
|n|.TK6
|ba4(K1,K2,K3,K)K[γ(K6t− n)1[0,T ](t)uˆk1(ξ1)]
6∏
j=2
[γ(K6t− n)uˆkj (ξj , t)]dΓ
λ
6dt|
.
∑
Kj∈C1,K.K3
|b4(K1,K2,K3,K)K|
∑
|n|.TK6
|
∫
R
∫
λT
Pk1u
n
1Pk2u
n
2 . . . Pk6u
n
6dxdt|,
where the uni denote the inverse space-time Fourier transform of the functions
uˆkiγ(K6 · −n). Using the pointwise estimate of b
a
4 we find∑
K.K3
|ba4(K1,K2,K3,K)K| . a(K3)
We will use the shorttime estimates from Section .. to derive suitable estimates for
the expression
(62)
∣∣∣∣
∫
R
dt
∫
λT
dxPk1u
n
1 . . . Pk6u
n
6
∣∣∣∣
Since the subsequent estimates in the following will be uniform in n, we simplify
notation and write uki instead of Pkiu
n
i in the following. Consequently, we can
replace the sum over n with the factor TK6.
We will estimate the expression (62) according to the separation of the involved fre-
quencies. Let {K∗1 , . . . ,K
∗
6} denote the decreasing rearrangement of {K1, . . . ,K6}.
Subcase 1a: K∗3 ≪ K
∗
1 :
In this case we can use two bilinear Strichartz estimates. Say K1 and K2 are the
lowest and second-to-lowest frequencies for definiteness. The important ingredient
for the following argument is that we are able to use two bilinear Strichartz esti-
mates. We pair uk4uk5 and uk3uk6 for two bilinear Strichartz estimates and use
Bernstein’s inequality on uk1 and uk2 . We find together with an application of the
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transfer principle
(62) . ‖uk1‖L∞t L∞λ ‖uk2‖L∞t L∞λ ‖uk4uk5‖L2tL2λ‖uk3uk6‖L2tL2λ
.
(K1K2)
1/2
K6
‖uk1‖Fk1
λ
‖uk2‖Fk2
λ
. . . ‖uk6‖Fk6
λ
Taking all estimates together we have proved∣∣∣∣∣
∫ T
0
Ra,λ6 (u)
∣∣∣∣∣
. T
∑
K1≤K2≤K3≤K4≤K5≤K6
a(K3)(K1K2)
1/2
6∏
i=1
‖Pkiu‖Fλki
. T
6∏
i=1
‖u‖F s−ε˜λ (T )
,
where the last step follows from carrying out the summations and choosing ε and ε˜
sufficiently small.
Subcase 1b: K∗4 ≪ K
∗
3 ∼ K
∗
2 ∼ K
∗
1 : In this case it is easy to see that there is
still one pair of highest frequencies which is separated of order K∗1 in the frequency
supports. Say K1 and K2 are the smallest frequencies again. Following along the
above lines we are led to the estimate:
T
∑
K1≤K2≤K4≤K3∼K5∼K6
(K1K2)
1/2a(K3)
6∏
i=1
‖Pkiu‖Fki,λ
. T
6∏
i=1
‖u‖F s−ε˜λ (T )
,
where carrying out the summations is straight-forward again.
Subcase 1c: K∗1 ∼ K
∗
2 ∼ K
∗
3 ∼ K
∗
4 : In this case we do not use a multilinear
argument, but plainly
(62) . λ0+‖uk5‖L∞λ L2t ‖uk6‖L∞λ L2t
4∏
i=1
‖Pkiu‖L4λL∞t
.ν λ
0+K−15 K
ν
5
4∏
i=1
K
1/4
i ‖Pkiu‖Fki,λ
for some ν > 0.
We are left with the estimate
Tλ0+
∑
K1≤K2≤K3∼...∼K6
K
1/4
1 K
1/4
2 K
1/2
6 a(K6)K
ν
6
6∏
i=1
‖Pkiu‖Fki,λ
. Tλ0+
6∏
i=1
‖u‖F s−ε˜
λ
(T )
which is clear after choosing ν in dependence of ε, ε˜ sufficiently small.
Case 2: K2 ∼ K3 ∼ Kmax,K6 . K2: We introduce the notation C2 = {(K1, . . . ,K6) | K2 ∼
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K3 ∼ Kmax,K6 . K2} and can suppose that K . K6. We have to bound∑
Kj∈C2,K.K3
∑
|n|.T2k3
|
∫
R
∫
Γλ6
ba4(ξ1, ξ2, ξ3, ξ456)ξ456×
χK(ξ456)[γ(K3t− n)1[0,T ](t)uˆk1(ξ1)]
6∏
j=2
[γ(K3t− n)uˆkj (ξj)]dΓ
λ
6dt|
(63)
Following along the above lines we are led to the estimate
(63) .
∑
Kj∈C2,K.K6
|b4(K1,K2,K3,K)K|
∑
|n|.TK3︸ ︷︷ ︸
TK3
∣∣∣∣
∫
R
∫
λT
Pk1u
nPk2u
n . . . Pk6u
ndxdt
∣∣∣∣
.
∑
Kj∈C2
a(K3)
K3
K6 × TK3 ×
∣∣∣∣
∫
R
∫
λT
Pk1u . . . Pk6udxdt
∣∣∣∣
= T
∑
Kj∈C2
a(K3)K6
∣∣∣∣
∫
R
∫
λT
Pk1u . . . Pk6udxdt
∣∣∣∣
(64)
Like above we carry out the following estimates in dependence of the separation of
the frequency supports.
Subcase 2a (K∗3 ≪ K
∗
1 ∼ K
∗
2 ): Say K4 and K5 are the lowest and second-to-lowest
frequencies. We apply two bilinear Strichartz estimates and Bernstein’s inequality
to find ∣∣∣∣
∫
R
dt
∫
λT
dxPk1uPk2u . . . Pk6u
∣∣∣∣
. ‖Pk1uPk2u‖L2tL2λ‖Pk3uPk6u‖L2tL2λ‖Pk4u‖L
∞
t L
∞
λ
‖Pk5u‖L∞t L∞λ
.
(K4K5)
1/2
K3
6∏
i=1
‖Pkiu‖Fki,λ
Choosing ε and ε˜ sufficiently small, we can carry out the summation
T
∑
K4≤K5≤K6≤K1≤K2∼K3
(K4K5)
1/2
K3
a(K3)K6
6∏
i=1
‖Pkiu‖Fki,λ
. T
6∏
i=1
‖ui‖F s−ε˜λ
,
where we have fixed additional constraints on theKi just for the sake of definiteness.
Other permutations respecting the constraints of Subcase 2a can be estimated in
the same way. As well in Subcase 2b (K∗4 ≪ K
∗
1 ∼ K
∗
2 ∼ K
∗
3 ) as in Subcase 2c
(K∗1 ∼ K
∗
2 ∼ K
∗
3 ∼ K
∗
4 ) the estimate can be concluded in a similar spirit to the
Subcases 1b and 1c from above. 
To conclude the proof of the energy estimate we will derive thresholds of the
frequency localized energy. To this purpose we recall the following lemma from
[16], which was only proved on the real line; however, the proof also carries over to
λT.
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Lemma 6.6. [16, Lemma 5.5., p. 26] For any u0 ∈ H
s(λT) and ε > 0 there is a
sequence (βn)n∈N0 satisfying the following conditions:
(a) 22ns‖Pnu0‖
2
L2λ
≤ βn‖u0‖
2
Hsλ
,
(b)
∑
n βn . 1,
(c) (βn) satisfies a log-Lipschitz condition, that is
| log2 βn − log2 βm| ≤
ε
2
|n−m|.
We conclude the proof of Proposition 6.1 now.
Proof of Proposition 6.1. We choose ε > 0 and ε˜ > 0 in dependence of s > 1/4 so
that the estimate (57) becomes true for any a ∈ Ssε by virtue of Proposition 6.5.
Let k0 ∈ N0 and let (βn) be an envelope sequence from Lemma 6.6 for the initial
data u0. We are going to prove
(65) sup
t∈[−T,T ]
22ks‖Pku(t)‖
2
L2λ
. βk(‖u0‖
2
Hsλ
+ T ‖u‖6F s−ε˜(T ))
from which follows (53) after carrying out the summation over k due to property
(b) from Lemma 6.6.
We consider a˜k0k = 2
2ksmax(1, β−1k0 2
−ε|k−k0|) and we find∑
k≥0
a˜k0k ‖Pku0‖
2
L2λ
≤
∑
k
22ks‖Pku0‖
2
L2λ
+ 22ks2−
ε
2 |k−k0|β−1k ‖Pku0‖
2
L2λ
.ε ‖u0‖
2
Hsλ
from the slowly varying condition and property (i) from Lemma 6.6.
The implicit constant in the estimate above does not depend on k0, but only on ε.
Smoothing out a linearly interpolated version we can find a symbol ak0(ξ) ∈ Ssε so
that
ak0(ξ) ∼ a˜k0k , |ξ| ∼ 2
k.
For details on this procedure see e.g. [21, Subsection 2.3]. Next, following the
computations from the beginning of this section we find by means of Proposition
6.3 and 6.4
‖u(t)‖2Ha .s ‖u0‖
2
Ha + ‖u0‖
2
L2λ
‖u0‖
2
Ha + ‖u0‖
2
L2λ
‖u(t)‖2Ha + T ‖u‖
6
F s−ε˜λ (T )
Furthermore, we deduce from ‖u0‖
2
Ha .ε ‖u0‖
2
Hs and ‖u‖
2
Ha ∼
∑
k≥0 a˜
k0
k ‖Pku(t)‖
2
L2λ
the estimate
sup
t∈[0,T ]

∑
k≥0
a˜k0k ‖Pku(t)‖
2
L2λ

 .s ‖u0‖2Hs + ‖u0‖2L2λ supt∈[0,T ]

∑
k≥0
a˜k0k ‖Pku(t)‖
2
L2λ


+ T ‖u‖6
F s−ε˜λ (T )
(66)
Requiring ‖u0‖L2λ to be small enough, we can hide the contribution of
‖u0‖
2
L2λ
sup
t∈[0,T ]

∑
k≥0
a˜k0k ‖Pku(t)‖
2
L2λ


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in the lefthandside and arrive at the estimate
sup
t∈[0,T ]

∑
k≥0
a˜k0k ‖Pku(t)‖
2
L2

 .s ‖u0‖2Hsλ + T ‖u‖6F s−ε˜λ (T )
Restricting the sum to k0, (65) follows. This yields the claim. 
Appendix
In the appendix we sketch the necessary modifications to show that the assertions
on periodic solutions to the modified Benjamin-Ono equation extend to periodic
solutions to dNLS. In order to carry out the arguments from Section 3 to prove a
priori estimates and existence of solutions in the sense of generalized functions we
need a corresponding linear estimate (cmp. Proposition 2.2), a shorttime trilinear
estimate (cmp. Proposition 5.7) and an energy estimate with smoothing effect
(cmp. Proposition 6.3). Hence, after adapting the shorttime Xs,b-spaces to the
Schro¨dinger flow, we are reduced to prove the following estimates to be true:
However, the proof of the linear estimate (cf. [14, Proposition 3.2., p. 274]
and [11, Proposition 4.1., p. 17]) does neither depend on the precise form of the
dispersion relation nor on the form of the nonlinearity. Hence, we find the pendant
statement of Proposition 2.2 for (4) to be true.
We turn to the shorttime trilinear estimate:
Proposition 6.7. Let T ∈ (0, 1] and suppose that u, v, w ∈ F
1/4+
λ (T ). Then, we
find the following estimate to hold:
(67) ‖∂x(uvw)‖N1/4+λ (T )
. ‖u‖
F
1/4+
λ (T )
‖v‖
F
1/4+
λ (T )
‖w‖
F
1/4+
λ (T )
Proof. We follow the strategy from Section 5. We recall the possible frequency
interactions, which were enumerated at the beginning of Section 4, and argue in
two particular cases how the proof extends to a corresponding estimate to conclude
(67).
Suppose that we are dealing with High × Low × Low → High-interaction which
was treated above in Lemma 5.1. We claim that under the assumptions of Lemma
5.1 we find the estimate
(68) ‖Pk4(∂x(uk1vk2wk3))‖Nk4,λ . 2
k1/2‖uk1‖Fk1,λ‖vk2‖Fk2,λ‖wk3‖Fk3,λ
to hold by the following means:
No localization in time in addition to the one from the nonlinear norm is required
to estimate uk1 , vk2 or wk3 in Fki,λ-spaces. The derivative in the nonlinearity
gives a factor 2k
∗
1 , the smoothing effect from the shorttime norms on the low mod-
ulation gives a factor of 2−k
∗
1/2, one scale-invariant shorttime bilinear Strichartz
estimate applied to vk2wk3 gives another factor 2
−k∗1/2 and an application of the
scale-invariant Bernstein inequality on uk1 amounts to an additional factor of 2
k1/2.
Gathering all factors together with an application of the transfer principle yields
(68). We already point out that although there is no symmetry between uk1 , vk2
and wk3 due to the complex conjugation on vk2 , the proof of (68) extends to cases
which arise after permuting the frequencies because the employed linear and bilin-
ear estimates are invariant under possible complex conjugation.
We have a look at High×High×Low→ High-interaction: Under the assumptions
of Lemma 5.2 we find the estimate
(69) ‖Pk4(∂x(uk1vk2wk3 )‖Nk4,λ . 2
(0k∗1)+‖uk1‖Fk1,λ‖vk2‖Fk2,λ‖wk3‖Fk3,λ
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to hold due to the following considerations: From the nonlinearity we get a factor
2k
∗
1 , for low modulations we can use two bilinear Strichartz estimates which gives a
factor of 2−k
∗
1 ; for high modulations we can rely on the smoothing effect of the high
modulations together with the shorttime L6t,x-Strichartz estimate and conclude the
proof like in Lemma 5.2. Again, the use of Strichartz estimates blurs the difference
between estimating a modified Benjamin-Ono or a dNLS interaction.
With the above examples in mind on how the methods from Section 5 extend to
a proof of (68) or (69), respectively, it is easy to see that we can prove the same
estimates like in Section 4 in the remaining interaction cases. 
For the energy estimate we sketch a proof of the following proposition:
Proposition 6.8. Let T ∈ (0, 1], s > 1/4 and suppose that u ∈ C([−T, T ], H∞λ ) is
a smooth solution to (4). Then, there exists c˜(s) and δ(s) > 0 such that we find the
estimate
(70) ‖u‖2Esλ(T )
.s ‖u0‖
2
Hsλ
+ Tλ0+‖u‖6
F s−ε˜λ (T )
to hold provided that
(71) ‖u0‖L2λ ≤ δ(s).
We analyze the following generalized energy Ea,λ0 for a smooth solution to (4):
(72) Ea,λ0 =
∫
Γλ2 (ξ1,ξ2)
a(ξ1)uˆ(ξ1)uˆ(ξ2)dΓ
λ
2 (ξ1, ξ2)
In the following we carry out the program from Section 6. We have to take care of
the change of dispersion relation and that the solutions are no longer real-valued.
However, the symmetrized expression we find after considering the derivative in
time is essentially the same as in Section 6:
d
dt
Ea,λ0 =
∫
ξ1+ξ2=0
a(ξ1)(iξ1)
∫
ξ1=ξ11+ξ12+ξ13
uˆ(ξ11)uˆ(ξ12)uˆ(ξ13)dΓ
λ
3 uˆ(ξ2)dΓ
λ
2
+
∫
0=ξ1+ξ2
a(ξ1)uˆ(ξ1)iξ2
∫
ξ2=ξ21+ξ22+ξ23
(uˆ(ξ21))
∗(uˆ(ξ22))
∗(uˆ(ξ23))
∗dΓλ3dΓ
λ
2
=
∫
Γλ4
a(ξ2)(−iξ2)uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)dΓ
λ
4
+
∫
Γλ4
a(ξ1)(−iξ1)uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)dΓ
λ
4
=
−i
2
∫
Γλ4
(a(ξ1)ξ1 + a(ξ2)ξ2 + a(ξ3)ξ3 + a(ξ4)ξ4)uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)dΓ
λ
4
Like above we consider the correction term
(73) Ea,λ1 (u) =
∫
Γλ4
ba4(ξ1, ξ2, ξ3, ξ4)uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)dΓ
λ
4
and we require the multiplier ba4 to satisfy the following identity on Γ
λ
4 :
(74) (−i)(ξ21−ξ
2
2+ξ
2
3−ξ
2
4)b
a
4(ξ1, ξ2, ξ3, ξ4) =
i
2
(ξ1a(ξ1)+ξ2a(ξ2)+ξ3a(ξ3)+ξ4a(ξ4)),
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so that we have:
d
dt
(Ea,λ0 + E
a,λ
1 ) = R
a,λ
6
= 2
∫
Γλ6
ba4(ξ11 + ξ12 + ξ13︸ ︷︷ ︸
ξ1
, ξ2, ξ3, ξ4)(iξ1)uˆ(ξ11)uˆ(ξ12)uˆ(ξ13)uˆ(ξ2)uˆ(ξ3)uˆ(ξ4)
+ 2
∫
Γλ6
ba4(ξ1, ξ21 + ξ22 + ξ23︸ ︷︷ ︸
ξ2
, ξ3, ξ4)uˆ(ξ1)(iξ2)uˆ(ξ21)uˆ(ξ22)uˆ(ξ23)uˆ(ξ3)uˆ(ξ4)
We show that we have the same size and regularity estimates for the symbol ba4
from (74) like in Section 6:
Proposition 6.9. Let a ∈ Ssε . Then, for each dyadic λ ≤ β ≤ µ, there is an
extension b˜a4 of b
a
4 from the diagonal set
(75) {(ξ1, ξ2, ξ3, ξ4) ∈ Γ
λ
4 | |ξ
∗
1 | ∼ λ, |ξ
∗
2 | ∼ β, |ξ
∗
3 | ∼ |ξ
∗
4 | ∼ µ}
to the full dyadic set
(76) {(ξ1, ξ2, ξ3, ξ4) ∈ R
4 | |ξ∗1 | ∼ λ, |ξ
∗
2 | ∼ β, |ξ
∗
3 | ∼ |ξ
∗
4 | ∼ µ},
which satisfies
|b˜a4 | . a(µ)µ
−1
and
|∂α11 ∂
α2
2 ∂
α3
3 ∂
α4
4 b˜
a
4 | .α a(µ)µ
−1N−α11 N
−α2
2 N
−α3
3 N
−α4
4
Proof. We will prove the proposition through Case-by-Case analysis: We already
note the symmetries between ξ1 and ξ3, ξ2 and ξ4 and the pairs {ξ1, ξ3} and {ξ2, ξ4}.
Moreover, below we will dispose of irrelevant factors below.
Case 1 (|ξ∗3 | ≪ |ξ
∗
1 |):
Subcase 1a (|ξ1| ∼ |ξ2| ≫ |ξ3|, |ξ4|):
In this subcase we find |ξ2 + ξ3| ∼ |ξ1| and decompose
ba4(ξ1, ξ2, ξ3, ξ4) =
ξ1a(ξ1) + ξ2a(ξ2)
(ξ1 + ξ2)(ξ2 + ξ3)
+
ξ3a(ξ3) + ξ4a(ξ4)
(ξ2 + ξ3)(ξ1 + ξ2)
Using the notation from the proof of Proposition 6.3
ba4(ξ1, ξ2, ξ3, ξ4) =
q(ξ1, ξ2)
ξ2 + ξ3
−
q(ξ3, ξ4)
ξ2 + ξ3
and the size and regularity estimates follow from the size and regularity estimates
of q, which were already discussed in Section 6.
Subcase 1b (|ξ1| ∼ |ξ3| ≫ |ξ1|, |ξ4|):
In this subcase we find for the resonance function |Ω| ∼ |ξ1|
2 and the size and
regularity estimates for an extension of ba4 follow from considering the trivial de-
composition
(77)
4∑
i=1
ξia(ξi)
(ξ1 + ξ2)(ξ2 + ξ3)
Case 2 (|ξ∗1 | ∼ |ξ
∗
3 | ≫ |ξ
∗
4 |):
In this case it is clear again that the resonance function is of order |ξ∗1 |
2 and a
suitable extension is provided again through (77).
Case 3 (|ξ∗1 | ∼ |ξ
∗
4 |):
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Subcase 3a (|ξ1 + ξ2|, |ξ2 + ξ3| ≪ |ξ
∗
1 |):
We compute
ba4(ξ1, ξ2, ξ3, ξ4) =
a(ξ1)ξ1 + a(ξ2)(ξ2)
(ξ1 + ξ2)(ξ2 + ξ3)
+
a(ξ3)ξ3 + a(ξ4)(ξ4)
(ξ1 + ξ2)(ξ2 + ξ3)
=
q(ξ1, ξ2)− q(ξ3,−ξ1 − ξ2 − ξ3)
ξ2 + ξ3
=
q(ξ1, ξ2)− q(ξ1 + (ξ2 + ξ3), ξ2 − (ξ2 + ξ3))
ξ2 + ξ3
and the claim follows from the size and regularity properties of q.
Subcase 3b (|ξ1 + ξ2| ≪ |ξ
∗
1 |, |ξ2 + ξ3| ∼ |ξ
∗
1 |):
We use the decomposition
ba4(ξ1, ξ2, ξ3, ξ4) =
a(ξ1)ξ1 + a(ξ2)ξ2
(ξ1 + ξ2)(ξ2 + ξ3)
+
a(ξ3)ξ3 + a(ξ4)ξ4
(ξ1 + ξ2)(ξ2 + ξ3)
=
q(ξ1, ξ2)
ξ2 + ξ3
+
q(ξ3, ξ4)
ξ2 + ξ3
and the claim follows from the considerations of Subcase 1a. In case |ξ1+ ξ2| ∼ |ξ
∗
1 |
and |ξ2 + ξ3| ∼ |ξ
∗
1 | we argue mutatis mutandis.
Subcase 3c (|ξ1 + ξ2| ∼ |ξ2 + ξ3| ∼ |ξ
∗
1 |):
The claim follows again from considering the decomposition (77). 
With the symbol ba4 from the first correction term satisfying the same size and
regularity estimates like in Section 6 we can prove the corresponding estimates
from Propositions 6.4 and 6.5. When we consider the estimates for the remainder
we point out that we find the same estimates to hold like in Section 6 for the reason
we mentioned in the discussion of the shorttime trilinear estimate: With our main
tools being the linear and bilinear estimates from Section 4, which are invariant
under complex conjugation, we find the estimates from Proposition 6.5 to hold
also for the dNLS remainder term. For the proof of Proposition 6.8 with suitable
estimates for the boundary terms and the remainder term we again follow along the
lines of the proof of Proposition 6.1.
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