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k-Nearest Neighbor regression 
A B S T R A C T   
Combined with increasing computing ability, the free and open access to Landsat archive has enabled the 
changes on the Earth’s surface to be monitored for almost 50 years. However, due to missing observations that 
result from clouds, cloud shadows, and scan line corrector failure, the Landsat data record is neither a continuous 
nor consistent time series. We present a new gap-filling method, Missing Observation Prediction based on 
Spectral-Temporal Metrics (MOPSTM), which uses spectral-temporal metrics computed from Landsat one-year 
time series and the k-Nearest Neighbor (k-NN) regression. Herein, we demonstrate the performance of 
MOPSTM by using five, nearly cloud-free, full scene Landsat images from Kenya, Finland, Germany, the USA, and 
China. Cloud masks from the images with extensive cloud cover were used to simulate large-area gaps, with the 
highest value we tested being 92% of missing data. The gap-filling accuracy was assessed quantitatively 
considering all five sites and different land use/land cover types, and the MOPSTM algorithm performed better 
than the spectral-angle-mapper based spatiotemporal similarity (SAMSTS) gap-filling algorithm. The mean RMSE 
values of MOPSTM were 0.010, 0.012, 0.025, 0.012, and 0.018 for the five sites, while those of SAMSTS were 
0.011, 0.017, 0.038, 0.014, and 0.023, respectively. Furthermore, MOPSTM had mean coefficient of determi-
nation (R2) values of 0.90, 0.86, 0.78, 0.92, and 0.89, which were higher than those for SAMSTS (0.84, 0.75, 
0.55, 0.89, and 0.83). The performance of MOPSTM was not considerably affected by image gap sizes as images 
ranging from gap sizes of 51% of the image all the way to 92% of the image yielded similar gap-filling accuracy. 
Also, MOPSTM does not require local parametertuning except for the k values in the k-NN regression, and it can 
make a gap-free image from any acquisition date. MOPSTM provides a new spectral-temporal approach to 
generate the gap-free imagery for typical Landsat applications, such as land use, land cover, and forest 
monitoring.   
1. Introduction 
Given the free availability of Landsat data since 1972 (Zhu et al., 
2019), the interest in applications based on large-scale, multi-temporal 
Landsat data has continued to rise, especially for land cover classifica-
tion (Knorn et al., 2009; Phiri and Morgenroth, 2017), land change 
monitoring (Zhu and Woodcock, 2014), and vegetation attribute 
modeling (Heiskanen et al., 2019; Wulder et al., 2019). Providing almost 
50 years of Earth’s surface records, Landsat acquires data at a spatial 
resolution of 30 m and temporal resolution of 16 days. However, a less 
attractive feature of Landsat data is missing observation – like with any 
other optical satellite data – which results from clouds and cloud 
shadows (CCS) (Chen et al., 2011; Gerber et al., 2018). Furthermore, the 
failure of the Landsat Enhanced Thematic Mapper Plus (ETM+) Scan 
Line Corrector (SLC) that occurred in May 2003 caused wedge-shaped 
gaps in each image thereafter, rendering roughly 22% of data unus-
able per image (Ju and Roy, 2008). Therefore, missing values continue 
to be a major barrier in applications of Landsat data. 
Compositing procedures, image fusion (blending), and gap filling of 
individual images (i.e. interpolation or similar pixel replacement) are 
powerful tools for handling the missing observations in Landsat images 
(Gao et al., 2006; Zhu et al., 2010). Compositing procedures were 
developed to generate reflectance and vegetation index data for suc-
cessive n-day periods (Yan and Roy, 2018). However, it is less reliable to 
apply compositing approaches to the Landsat data because the cloud- 
free observation frequency is lower than that provided by near-daily 
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coarse resolution satellite data (Griffiths et al., 2013; Roy et al., 2010; 
White et al., 2014; Yan and Roy, 2018). Image fusion (blending) uses 
coarser spatial resolution satellite data to fill missing information in the 
Landsat time series (Luo et al., 2018; Roy et al., 2008; Zhu et al., 2010), 
and it has been a popular approach among recent studies (Guo et al., 
2020; Luo et al., 2018; Moreno-Martínez et al., 2020; Roy et al., 2008; 
Zhou and Zhong, 2020; Zhu et al., 2010). However, the complexity of 
the landscape and computational complexity can be challenges related 
to the method (Pohl and Van Genderen, 1998; Zhang, 2010). 
Using valid observations from the same image or similar sensor for 
filling gaps is an alternative for compositing and blending (Vuolo et al., 
2017; Yan and Roy, 2020; Yan and Roy, 2018). Shen et al. (2015) 
classified algorithms for reconstructing missing information into four 
categories: (1) spectral-based methods, (2) spatial-based methods, (3) 
temporal-based methods, and (4) hybrid methods. Spectral-based 
methods can simply recover the missing information by modeling the 
latent relationship between complete and incomplete spectral bands. 
They often aim to fill missing information caused by sensors where some 
bands are well recorded while others are not (Shen et al., 2015). 
Spatial-based methods assume that the missing observations can be 
recovered from the remaining observations, which have similar spatial 
autocorrelation or geometrical structure. Interpolation methods that use 
non-missing neighboring observations to predict the missing observa-
tions, such as the geostatistical kriging technique (Zhang et al., 2007), 
belong to this category. 
Temporal-based methods fill the gaps using the information from the 
data over the same geographical region but acquired at different time. 
Temporal replacement and filter methods belong to this category. The 
former one is a simple way to replace the gaps caused by CCS, but its 
weakness is possible difference in the brightness of pixels at different 
time due to the atmospheric conditions, the effects of sun and sensor- 
view angles, and the state of vegetation. For example, Chen et al. 
(2011) interpreted and replaced missing information in SLC-off images 
with the similar reflectance or close proximity from different dates. The 
latter one includes the adaptive Savitzky-Golay filter (Chen et al., 2004), 
asymmetric Gaussian (Jonsson and Eklundh, 2002), and Fourier trans-
formation approaches (Brooks et al., 2012). 
Hybrid methods include spatio-temporal and spectral-temporal 
methods. Cheng et al. (2014) used a pixel-offset based spatio-temporal 
Markov random fields global function to find a similar pixel in the un-
contaminated regions. A geostatistical method improved the neighbor-
hood similar pixel interpolator using geostatistical theory (Zhu et al., 
2012). Malambo and Heatwole (2016) proposed a profile-based inter-
polator to recover missing information using a spatial window. Recently, 
Yan and Roy (2018) proposed a spectral-angle-mapper based spatio- 
temporal similarity (SAMSTS) method where gap pixels were filled by 
alternative similar pixels located in areas of non-missing observations. A 
spectral-angle-mapper metric was used to search alternative similar 
pixels and a time series segmentation-and-clustering approach was used 
to increase the searching efficiency. 
There are only a few spectral-temporal methods proposed recovering 
missing information such as sparse-based reconstruction (Li et al., 2015) 
and patch-based reconstruction (Wu et al., 2018). Statistical spectral 
temporal metrics (STMs) are commonly used for land cover and vege-
tation attribute mapping (Adhikari et al., 2016; Potapov et al., 2012). 
Metrics, such as minimum, mean, maximum and different percentiles of 
spectral reflectance for a given temporal range provide effective repre-
sentation of land surface spectral temporal characteristics. STMs can be 
calculated even when observations are only a few during a temporal 
range. In most cases, one year is an appropriate temporal range to 
calculate STMs as it covers complete vegetation growing cycle, has 
enough cloud-free observations per pixel, and is short enough for 
assuming that land use/land cover (LULC) changes are insignificant. 
As gaps in STMs are rare (occur if there are no observations during a 
temporal range), STMs are considered to have potential for gap filling of 
individual images. However, this requires a machine learning method 
that is capable for identifying valid observations that have similar 
spectral temporal characteristics to the missing observations. As it is 
nonparametric and simple to undertake, the k-Nearest Neighbors (k-NN) 
method (Cover and Hart, 1967) has been widely used in many appli-
cations such as classification (Keller et al., 1985) and prediction of forest 
properties (Maltamo and Kangas, 1998). The k-NN regression has also 
been successfully used to predict missing information in various contexts 
(Beguería et al., 2019; Chiu et al., 2019; Poyatos et al., 2018) including 
remote sensing applications (Malambo and Heatwole, 2016). 
Therefore, we propose a new gap-filling method based on STMs and 
k-NN regression and test its performance on large-area gaps of Landsat 
images over spatially heterogeneous and temporally dynamic regions. 
We refer to this method as Missing Observation Prediction based on 
Spectral Temporal Metrics (MOPSTM), and it incorporates two ele-
ments: (1) the computation of STMs, which include mean and percen-
tiles derived from an annual Landsat time series and (2) the prediction of 
missing values based on STMs and the k-NN regression. The proposed 
MOPSTM algorithm was demonstrated using one year of Landsat 8 and 5 
time series data. Five test areas in Kenya, Finland, Germany, the USA, 
and China were considered, which include various LULC types, such as 
forest, bushland, grassland, cropland, built-up areas, and water. Simu-
lations of real CCS-shaped gaps removing different pixel areas were 
undertaken to provide insights into the gap-filling performance. The 
results were compared qualitatively and quantitatively with the 
SAMSTS gap-filling method which was recently published (Yan and Roy, 
2018). 
2. Material and methods 
2.1. Study areas 
We selected five study areas that each represented different ecosys-
tems, land surface phenology, and topographic characteristics (Fig. 1). 
Site 1 is located in Taita Taveta County, Kenya (3◦18′S, 38◦30′E) where 
topography is variable, climate is moderate and humid, and terrain is 
hilly (Pellikka et al., 2018). Site 2 lies around Tampere, Finland 
(61◦30′N, 23◦46′E) with a flat topography, frequent cloud occurrence, 
and snow cover in winter. Site 3 is in Brandenburg, Germany (52◦00′N, 
13◦24′E) where the area is covered by fragmented croplands. Site 4 is 
located in a topographic bowl in Maryland and Washington D.C. 
(38◦40′N, 76◦10′W) with the Potomac River running through the region. 
Finally, Site 5 is located in the Qinghai-Tibet Plateau (28◦40′N, 89◦10′E) 
and is surrounded by mountains with an average elevation exceeding 
4,500 m. Also, there are six LULC types in the five sites: forest, bushland, 
grassland, cropland, built-up areas and water. 
2.2. Gap-filling algorithm 
2.2.1. Landsat images and pre-processing 
The workflow of MOPSTM is summarized in Fig. 2. In order to test 
MOPSTM, nearly cloud-free images are used to simulate the gaps. 
Hereafter, we refer to any image that will be gap-filled as a target image. 
If applying the method, target images correspond to any image that 
needs to be filled. As nearly cloud-free images are rare, acquisition dates 
of target images vary from site to site. For the four sites, Landsat 8 target 
images were acquired from the following dates and years: March 9, 
2017, August 21, 2015, October 12, 2018, and December 10, 2014, and 
one Landsat 5 image was acquired on September 13, 2007. We mainly 
used Landsat 8 Operational Land Imager (OLI) images but to check if the 
method works for the other Landsat sensor, we used Landsat 5 Thematic 
Mapper (TM) in one site. 
The next step is to collect and pre-process Landsat time series data-
sets. We obtained Landsat Collection 1 Level-2 Surface Reflectance 
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products consisting of Landsat 8 OLI and Landsat 5 TM images for the 
five study areas from the USGS website1. The acquisition period for the 
time series was defined by the target image acquisition dates (Table 1). 
We preferred a temporal range that started six-months before and ended 
six-months after the target image acquisition time. For example, the 
target image in Site 1 was acquired on March 9, 2017, so the period 
starts in late August 2016 (about site months before) and ends in early 
September 2017 (about six months after). However, we adjusted the 
temporal range in Site 2, where the target image was acquired on August 
21, 2015, based on the image availability because there were barely any 
observations collected from March to May in 2015. Therefore, we 
extended the temporal range to ten months after target image acquisi-
tion date (and two months before). Furthermore, in Site 3, November 
2018 was the most recent date of images available when we started this 
work, so the temporal range was adjusted to start earlier than six 
months. An alternative for the temporal range selection would be to use 
calendar years for STM calculation. 
Landsat Collection 1 Level-2 Surface Reflectance data were atmo-
spherically corrected and derived from Level-1 data, which had sys-
tematic, radiometric, and geometric corrections using ground control 
points and a digital elevation model (Abdalati et al., 2010). Using “pixel 
quality” bands from CFMask cloud masks (Foga et al., 2017), we masked 
and removed pixels affected by CCS. The reflectance values were con-
verted to a range from 0 to 1 (Chen et al., 2011). The numbers of images 
were 24, 9, 16, 15, and 23 in Sites 1–5, respectively and images covered 
completely by CCS were eliminated. Landsat 8 OLI images include seven 
bands [ultra blue, blue, green, red, near-infrared (NIR), and two short-
wave infrared (SWIR1 and SWIR2)]. Landsat 5 TM images include six 
bands (excluding OLI ultra blue band). 
Fig. 1. (a) Locations of study areas, (b) Site 1: Taita Taveta County, Kenya, (c) Site 2: Tampere, Finland, (d) Site 3: Brandenburg, Germany, (e) Site 4: Maryland, USA, 
and (f) Site 5: Qinghai-Tibet Plateau, China. 
1 https://earthexplorer.usgs.gov/ 
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2.2.2. STMs computing 
As STMs are derived from a one-year time series, the number of valid 
observations in one-year period can affect their quality. Therefore, we 
calculated the number of valid observations at each pixel location 
(Fig. 3). Site 5 in China had the largest number of valid observations 
with over fifteen valid observations in the majority of the area, and Site 
1 in Kenya had the second largest number of valid observations where 
rather large areas also had over fifteen valid observations. However, 
there were relatively few valid observations in Site 2 in Finland, which 
had mostly under seven valid observations. This is explained by few 
observations during winter months. 
After we computed STMs for each spectral band, we stacked them 
together to make a pool of STMs as the feature space for gap filling. With 
seven spectral bands used in Landsat 8 data, a pool of STMs contained 42 
layers, and for Landsat 5, there were 36 layers. The median reflectance 
STMs are demonstrated in Fig. 4 where spatial texture and continuity are 
well presented. 
2.2.3. The k-NN regression 
In any target image, pixels with similar spectral temporal charac-
teristics are likely to have similar reflectance. Based on this assumption, 
the k-NN regression is suitable to predict gaps in a target image using 
STMs as feature space. 
For each site, we made a layer stack of STMs and a target image from 
where cloud-free pixels were sampled uniformly as a training dataset. A 
sensitivity test was conducted to test how the training dataset size affects 
the prediction accuracy. The number of training pixels varied from 
10,000 to 80,000 in 5,000 pixel increments (Supplementary Fig. 1). Part 
of the target image was masked using a CCS mask, and training pixels 
were selected only from the cloud-free portion of the image. Then, ac-
curacy was assessed using pixels that were masked but had reference 
reflectance (independent of training samples). The number of the test 
samples corresponded to the number of the gap pixels in each site and 
were the same for each training dataset size between 10,000 and 80,000. 
According to the sensitivity test (Supplementary Fig. 1), the increase of 
the training dataset size affected the root-mean-square error (RMSE) 
marginally. Therefore, we selected 20,000 pixels as a training dataset 
size. 
There are two steps in the k-NN estimation procedure: selecting the k 
nearest or most similar samples and averaging the samples for the 
estimation. By establishing the relationship between non-missing pixel 
values in the same location in a target image and STMs, the k-NN 
regression can simply predict missing pixel values in the target image. 
Here, we used the k-NN method based on K-D Tree in the “FNN” package 
(Beygelzimer et al., 2015) in the R software environment (R Core Team 
2018). We set Euclidean distance as a type of measurement to find the k 
nearest neighbors. To choose the k value, we optimized it by varying its 
value between 2 and 50 and checked how RMSE changed. 
2.3. Simulated gaps based on cloud masks 
We selected nearly CCS-free images as target images and simulated 
artificial large-area gaps using CCS-masks from other images. We 
computed the percentage of gaps for each image in the time series 
Fig. 2. Flowchart of the Missing Observation Prediction based on Spectral- 
Temporal Metrics (MOPSTM) method. 
Table 1 
Landsat 5 Thematic Mapper (TM) and Landsat 8 Operational Land Imager (OLI) images.  
Site Location Path and 
Row 


































Tibet, China 139, 40 OLI 7 37,378 30 December 10, 2014 June 2014 – June 2015 23  
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Fig. 3. Number of valid Landsat 5 and 8 observations at each 30 m pixel location for five sites: (a) Site 1, (b) Site 2, (c) Site 3, (d) Site 4, and (e) Site 5 over one-year 
period. Red color indicates more valid observations, and blue color indicates fewer valid observations. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.) 
Fig. 4. The median reflectance of the Landsat time series over the five sites: (a) Site 1, (b) Site 2, (c) Site 3, (d) Site 4, and (e) Site 5 (false color composites of NIR, red 
and green bands). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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(Fig. 5). Although there is no definition for which percentage of gaps is 
large, we considered 60% as a large level because over 30% of images in 
a one-year time series have gap areas over 60% (Fig. 5). As there were a 
number of images with a percentage of gaps over 80%, filling these 
images with the enormous area of gaps is also important. A majority of 
images in a one-year time series have a percentage of gaps <60%, so the 
performance of our method was evaluated by testing them, too. Thus, we 
grouped gaps into (1) < 60%, (2) 60–80%, and (3) > 80%. 
Next, we selected CCS masks. The CCS masks derived from the im-
ages acquired from a closer date to the target images were preferred in 
order to simulate as realistic cloud patterns as possible. Three CCS masks 
were selected corresponding to the three groups of gaps, and we simu-
lated CCS-shaped gaps in Sites 1–4, and a mixture shape of CCS and 
Landsat 7 SLC-off gaps in Site 5. The percentage of the simulated gaps for 
the five sites is shown in Fig. 6. 
2.4. Accuracy assessment and comparison to SAMSTS 
We evaluated the performance of the MOPSTM gap-filling method 
both qualitatively and quantitatively. In terms of qualitative assessment, 
we assessed the spatial continuity of the gap filled pixels and the pres-
ence of noise visually. For the quantitative evaluation, the difference 














Fig. 5. The percentage of gaps in Landsat observations during a one-year period in the five study sites: (a) Site 1, (b) Site 2, (c) Site 3, (d) Site 4, and (e) Site 5. The 
horizontal dashed line shows the 60% level. The filled and unfilled circles have percentages ≥ 60% and < 60%, respectively. The percentages of filled circles in each 
site are 54%, 44%, 31%, 33%, and 30%, respectively. Scenes that have only clouds and cloud shadows are not shown. 
Fig. 6. Percentage of the simulated gaps for target images in five sites. The 
percentages of gaps in Groups 1–3 are < 60%, 60–80%, and > 80%, 
respectively. 
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where RMSE(i) is the total band root-mean-square error for pixel i, 
RMSE(b) is the root mean square error for band b, R2 is the coefficient of 
determination for each band, N is the number of total pixels, B is the 
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predicted values of the ith pixel in band b, respectively, ρs(b) and ρ̂s (b)








in band b, respec-
tively. For the five sites, the RMSE and R2 results were assessed using all 
the simulated gap pixels, which are independent to the training datasets. 
We assessed whether the accuracy of the gap-filling method differed 
in LULC types. For Site 1, we downloaded “S2 prototype LC map at 20 m 
of Africa 2016” from the ESA CCI LC 20162. For Site 2 and Site 3, we 
downloaded “Corine Land Cover (CLC) 2018” from the Copernicus 
Global Land Service website3. For Site 4, we downloaded “USGS Na-
tional Land Cover Database (NLCD) 2011” from the U.S. Geological 
Survey (USGS) website4. For Site 5, we downloaded global land cover 
map for the 2010 epoch from the website of ESA Climate Change 
Initiative5. Then, we reclassified LULC types into forest, bushland, 
grassland, cropland, built-up areas, and water and assessed accuracy 
separately for each type. 
Finally, the MOPSTM performance was compared with the SAMSTS 
algorithm (Yan and Roy, 2018), which can also predict large-area gaps 
in time series. To reduce the computing time, the SAMSTS method was 
applied to subsets of the full scene images to predict gaps. To test 
whether the algorithm is robust to different sizes of images, we made 
various subsets in the five sites: about 3000 × 3000 pixels subset with 
63% of gaps for Site 1, about 2000 × 2000 pixels subset with 61%, 85%, 
and 74% of gaps for Sites 2, 3 and 5, respectively, and about 4000 ×
4000 pixels subset with 42% of gaps for Site 4. Both SAMSTS and 
MOPSTM were applied to the Landsat time series separately to predict 
reflectance in the seven Landsat 8 bands and six Landsat 5 bands. 
3. Results 
3.1. Optimization of the k value 
Using MOPSTM, the only parameter that needed to be set was the k 
values – the number of k nearest neighbors in the k-NN regression. In 
order to test how accuracy depends on k, we optimized its value by 
varying k in the range of 2–50 (Fig. 7). We tested simulated gaps for Sites 
1–5, respectively. For saving computing time, approximately 30% of the 
pixels in full-scene images were tested. 
As it is difficult to select an optimal k value for all sites, the mean 
RMSE of the five sites was calculated to assist deciding it. In Fig. 7, the 
highest accuracy occurred when k ranged from 6 to 16. Smaller and 
larger values decreased accuracy, except in Site 3 where higher values of 
k had a relatively small effect. Noticing that the k values between 6 and 
16 did not make RMSE difference over 0.001, we selected 10 as a value 
of k and applied it to all five sites because it had the lowest mean RMSE 
value across all the sites (green line in Fig. 7). If focusing only on one 
site, further optimization of k is advised. 
3.2. Quantitative validation 
3.2.1. Accuracy of the full scene images 
The results of the MOPSTM gap-filled images with simulated CCS 
masks are shown in Fig. 8. The target images with simulated gaps can be 
seen in Fig. 8a. The gaps correspond to the CCS masks in Sites 1–4. Site 5 
also included Landsat 7 SLC-off gaps. Fig. 8b showed the actual images, 
which are nearly gap-free, except in Site 1. Gap-filled images are in 
Fig. 8c, and it is apparent that all the gap-filled images are similar to the 
actual image without obvious errors. In Fig. 8d, residuals between the 
actual and gap-filled pixels indicate a good pixel-wise performance. 
Most of the residuals were between − 0.06 and 0.06, and Site 2 turned 
out to have the smallest pixel level error. The other filled results for 
various simulated gaps are shown in Supplementary Fig. 2. 
The dependence of the accuracy on the percentages of gaps is shown 
in Fig. 9. The results indicate different percentages caused small effects 
on gap-filling performance. For example, in Site 1, 84% and 53% of gaps 
yielded similar RMSE and R2 values of about 0.010 and 0.88, respec-
tively. In Site 3, 80% and 60% of gaps yielded identical RMSE and R2 
values of around 0.025 and 0.77, respectively. 
The relationship between the actual and predicted reflectance values 
for seven bands in Site 1 are shown in Fig. 10. The scatterplots for the 
other four sites are shown in the Supplementary Fig. 3. A high density of 
points fell close to the 1:1 line in each band while some points deviate 
further from the line. The agreement between actual and predicted 
values was the best for the blue band (Fig. 10b) with the smallest RMSE 
value (0.004) and a high R2 value (>0.90) in Fig. 10 while the NIR band 
(Fig. 10e) had the largest RMSE and the smallest R2, which may be 
because the NIR band was more sensitive to vegetation coverage that 
could vary in reflectance during the year. Also, the two SWIR bands 
(Fig. 10f and 10g) had a good prediction accuracy with RMSE values 
under 0.020 in Sites 1, 2, and 4. 
Fig. 7. The mean RMSE of the gap-filling results of all bands when using 
different k values. 
2 http://2016africalandcover20m.esrin.esa.int/  
3 https://land.copernicus.eu/pan-european/corine-land-cover/clc2018  
4 https://www.mrlc.gov/data/nlcd-2011-land-cover-conus-0  
5 http://cci.esa.int/content/land-cover-data 
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3.2.2. Comparison with SAMSTS 
In order to quantitatively compare the MOPSTM and SAMSTS gap- 
filling (results are shown in Supplementary Fig. 4) algorithm perfor-
mance, mean RMSE (Eq. (2)) and R2 for seven bands from Landsat 8 and 
six bands from Landsat 5 were computed for subsets in the five sites 
(Table 2). Larger RMSE and smaller R2 values were observed for the 
SAMSTS in all five sites. SAMSTS predicted the best in Site 1 with RMSE 
of 0.011, which was a little larger than RMSE for MOPSTM (0.010). 
However, SAMSTS predicted the worst in Site 3 with RMSE of 0.038, 
which was much larger than RMSE for MOPSTM (0.025). In Site 3, R2 for 
SAMSTS was only 0.55, but it was 0.78 for MOPSTS, which was the 
largest difference between these two methods in any site. 
The results for the smaller subsets (between 400 × 400 and 600 ×
600 pixels, see yellow squares in Fig. 8 for subset locations) are shown in 
Fig. 11 and Supplementary Figs. 5–8, where SAMSTS and MOPSTM gap- 
filling results are compared with the actual images on pixel-wise RMSE 
evaluations. This comparison illustrates that the gap-filling using 
SAMSTS (Fig. 11a) is less accurate than using MOPSTM (Fig. 11b); the 
Fig. 8. Examples of the MOPSTM gap-filling results with residuals (actual – gap-filled) for full scene images over the five sites (false color composites of NIR, red and 
green bands), acquired on March 9, 2017, August 21, 2015, October 12, 2018, September 13, 2007, and December 10, 2014, respectively. (a) Target image, (b) actual 
image, (c) gap-filled image, and (d) residual image. The numbers of cloud-free pixels were 6,532,961 in Site 1 (in total 41,053,814), 14,073,787 in Site 2 (in total 
42,693,097), 16,775,954 in Site 3 (in total 42,113,624), 20,287,589 in Site 4 (in total 41,013,201), and 6,538,444 in Site 5 (in total 41,530,738). The percentages of 
simulated gaps were 84% in Site 1, 67% in Site 2, 60% in Site 3, 51% in Site 4 and 84% in Site 5. The blue frames in the target images indicate the subset results in 
Table 2 and the yellow squares indicate the smaller subset results shown in Fig. 11. (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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gaps that were filled by SAMSTS were sometimes spatially incoherent 
with obvious gap-filling errors observed as high RMSE values. In 
contrast, the gap-filled images provided by MOPSTM had a more natural 
look. The majority of the MOPSTM RMSE values (Fig. 11e) were smaller 
than the corresponding SAMSTS RMSE values (Fig. 11d, 51%, 66%, 
73%, 73% and 55% of the pixels for Sites 1–5, respectively). 
To compare the performance of MOPSTM and SAMSTS for different 
LULC types, the subset results (blue frames in Fig. 8) were further dis-
aggregated based on LULC data. The mean normalized RMSE and R2 of 
all Landsat bands using SAMSTS and MOPSTM gap-filling methods for 
each LULC type are presented in Table 3. We found that SAMSTS 
normalized RMSE values were 0.3% and 0.9% lower and SAMSTS R2 
Fig. 9. The dependence of the MOPSTM gap-filling accuracy for full scene images on the fraction of gaps over the five sites.  
Fig. 10. Density scatter plot of the relationship between the actual and MOPSTM predicted (gap-filled) reflectance in different spectral bands: (a) ultra blue, (b) blue, 
(c) green, (d) red, (e) near-infrared (NIR), (f) and (g) two shortwave infrared (SWIR1 and SWIR2) bands in the full scene target image with 84% of gaps in Site 1. The 
black dashed line is the 1:1 line and the solid line shows the linear regression fits. Red color indicates higher density of points and blue color indicates lower density of 
points. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
Table 2 
Comparison of SAMSTS and MOPSTM performance: mean RMSE (Eq. (2)) and R2 
for seven bands of Landsat 8 and six bands of Landsat 5 over the subsets in five 
sites (see blue frames in Fig. 8 for subset locations).  
Site Area (km2) Percentage of gaps (%) SAMSTS MOPSTM 
RMSE R2 RMSE R2 
Site 1 8,710 63 0.011 0.84 0.010 0.90 
Site 2 3,600 61 0.017 0.75 0.012 0.86 
Site 3 3,600 85 0.038 0.55 0.025 0.78 
Site 4 15,300 42 0.014 0.89 0.012 0.92 
Site 5 3,600 74 0.023 0.83 0.018 0.89  
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values were 0.05 and 0.02 higher than those of MOPSTM from cropland 
in Sites 4 and 5, which took up only 3.8% and 0.1% of the whole area. 
Aside from this, all other normalized RMSE and R2 values indicated that 
MOPSTM performed better than SAMSTS in any LULC types from all five 
sites, with a largest difference of normalized RMSE of 28.9% in forest 
and R2 of 0.47 in bushland in Site 3. 
4. Discussion 
Either insufficient cloud-free reference images or the difficulty of 
finding alternative similar pixels in relatively small spatial windows has 
limited the use of current gap-filling methods (Chen et al., 2011; 
Malambo and Heatwole, 2016; Yan and Roy, 2018). These constraints 
are decreased by the method presented in this study, where the large- 
area gaps were filled using STMs based on time series imagery and 
non-parametric k-NN regression. 
Methods that can fill large-area gaps in the full scene Landsat images 
are scarce. Compared with SAMSTS (Yan and Roy, 2018) in all five sites, 
MOPSTM had a smaller mean RMSE value and a larger mean R2 value 
for all spectral bands. In terms of LULC types, MOPSTM performed 
better than SAMSTS in each type except for cropland in Sites 4 and 5 
where MOPSTM had a marginally lower accuracy. This may be because 
local-scale cropland management caused a temporal variation in 
reflectance throughout the year so that reflectance differed between the 
target image and other images in time series. That also explains why Site 
3 was most poorly predicted as 80% of Site 3 is made up of fragmented 
cropland. Overall, the MOPSTM method performed the best in forest, 
bushland, and grassland such as in Site 1 where bushland and grassland 
were predicted most accurately. The reason may be that bushland and 
grassland are semi-natural vegetation in the area and relatively ho-
mogenous across the scene, which means that similar pixels are more 
likely predicted. It is also worth noting that built-up areas in Site 4 had 
very low RMSE and very high R2 values, which proves that MOPSTM 
works well in spectrally heterogeneous regions such as urban areas. 
In addition to higher accuracy, MOPSTM has obvious advantages 
over SAMSTS. First, MOPSTM is simpler to conduct and does not require 
parameter tuning except k in the k-NN regression. The segmentation 
process in SAMSTS produced unwanted noise (e.g. in the water area of 
Site 4 and in the mountains of Site 5). Second, MOPSTM can fill gaps that 
account for up to 92% of an image. SAMSTS is less reliable in filling the 
enormous area of gaps (e.g., over 80%). For example, SAMSTS had 
RMSE of 0.038 and R2 of 0.55 for filling gaps up to 85% in the subset of 
Site 3 and was much less accurate than MOPSTM (RMSE of 0.025 and R2 
of 0.78). For the full scene images gap-filled by MOPSTM, we noted that 
as the area of the gaps increased, the accuracy remained nearly the 
same, meaning that MOPSTM performs robustly even when a very large 
fraction of the image is missing. 
The MOPSTM gap-filling method took from 7.6 to 12 h to process a 
single full scene image (seven or six bands) on an Intel Core i5-7200 CPU 
@ 2.50 GHz processor. This is much shorter than the method proposed 
by Vuolo et al. (2017) with 30-core hours using 1000 templates based on 
an Intel Core i7-2600 K @ 3.40 GHz processor. The SAMSTS gap-filling 
method took over 18 h to process a stack of time series images with 
5000 × 5000 30 m pixels and 60 bands. The computing time of MOPSTM 
Fig. 11. A comparison of SAMSTS and MOPSTM results for the smaller subset of Site 1 shown in Fig. 8 (false color composites of NIR, red, and green bands): a river, 
mountain area and bushland. (a) Gap-filled image using SAMSTS, (b) gap-filled image using MOPSTM, (c) actual image (original Landsat image), (d) SAMSTS RMSE, 
and (e) MOPSTM RMSE. RMSE (Eq. (1)) was computed for the predicted reflectance values and the observed reflectance values in the seven bands of Landsat 8. Pixels 
with no gap in the actual image are shown in black. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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is still long, for example, for filling all the images in the one-year time 
series, but can be reduced considerably if processing smaller areas than 
full scenes. Furthermore, the full time series also includes images that 
have fewer missing observations, and hence, are faster to process. 
The disadvantage of MOPSTM is that it is unable to provide the 
uncertainty of the prediction, which geostatistical approaches can do 
(Zhu et al., 2012). However, Supplementary Fig. 9 shows the Euclidean 
distance of each gap pixel to a nearest pixel in the training dataset in the 
feature space, which provided a way to evaluate the uncertainty. Basi-
cally, the shorter the spectral distance between the target and nearest 
pixel was, the more accurate the predictions were. Although most of the 
sites had relatively short distances to the nearest neighbors, some re-
gions had relatively long distances such as the center areas in Site 5, 
which is more likely to cause uncertainty in predicting gaps. However, 
there is no indication that large-area gaps increased uncertainty caused 
by the nearest neighbor distance as the Site 1 with 84% of gaps did not 
have more large distance areas than other sites with smaller percentages 
of gaps. 
Apart from the distance to the nearest neighbors, the spatial coverage 
of the training dataset may also cause the predicting uncertainty. When 
CCS cover a specific LULC type, there are no specific pixels for that LULC 
type available in the training dataset for filling. This situation rarely 
happens if LULC types are abundant across the image. For example, we 
showed a scatter plot of the NIR band reflectance versus the red band 
reflectance in Supplementary Fig. 10, in which 20,000 pixels covered 
the feature space well in most of the sites, although some parts of the 
feature space without observations can also be identified. However, if 
this is a serious problem, gap-filling could be attempted in that case for a 
mosaic of images with better availability of LULC types. 
Another potential issue with MOPSTM is the lack of valid observa-
tions for calculating STMs. If observations are completely missing, 
MOPSTM cannot predict gaps; if observations are significantly missing, 
MOPSTM might be negatively affected. In Site 2, the number of valid 
images collected during one year was nine, which corresponds to the 
Finnish site with few images during winter. However, nine images 
provided adequate temporal information for calculating, for example, 
mean reflectance for gap-filling purposes. This demonstrates that in 
some sites the temporal range for calculating STMs can be shorter than 
one year (e.g. from spring to autumn only). 
In addition, the temporal range is a sensitive factor in time series 
processing because changes occur during the period (Shen et al., 2015). 
Two types of changes occur within one year: 1) seasonal variation of 
reflectance and 2) long term changes in LULC types. As category one 
changes are dominant, category two changes are usually limited in area 
within one year. Our method can deal with seasonal variations as it uses 
pixels from the same image to fill gaps. Furthermore, STMs can be used 
for filling gaps in images acquired in different seasons. The category two 
is not taken into account as STMs are calculated using one year of data. 
In these cases, STMs include data from both periods (before and after 
changes happen) and can be noisy. Therefore, gap-filling results of those 
pixels can be unpredictable; however, LULC changes are typically 
observed in longer time scales instead of over periods shorter than one 
year. 
In principle, MOPSTM is applicable to data from other multispectral 
sensors that are able to collect time series of imagery for calculating 
STMs, such as Sentinel-2. As time series of imagery is required, free 
imagery is the most viable option. Lower resolution sensors that provide 
much denser temporal sampling, such as MODIS and other options 
which are bi-monthly or monthly composites, are more appropriate. 
MOPSTM also has the potential to be combined with other methods, 
including image compositing. In cloud-prone areas, gap-filling can be an 
option to derive an observation that better matches the desired season 
for image compositing (e.g. peak of the growing season), rather than the 
closest valid observation in time. Furthermore, Yan and Roy (2018) 
combined gap-filling with curve fitting, which enables the prediction of 
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alternative for gap-filling part of such an approach. 
The further studies of MOPSTM can be testing how gap-filled images 
perform for LULC classification in comparison to real observations. 
Furthermore, since image fusion methods such as the spatial and tem-
poral adaptive reflectance fusion model (STARFM) (Gao et al., 2006) are 
very different from MOPSTM, it would be also interesting to compare 
the strengths and weakness of both methods as well as other alternative 
methods. Due to the successful application of machine learning based 
image processing, the comparison of data reconstructing methods 
related to different machine learning methods (e.g. Markov random 
fields (Cheng et al., 2014), k-NN (Beguería et al., 2019; Malambo and 
Heatwole 2016), and neural networks (Xing et al., 2017)) are also 
interesting. A review of comparing all the approaches with the same 
data would be beneficial as a topic for further study. 
5. Conclusion 
We presented a novel algorithm Missing Observation Prediction 
based on Spectral-Temporal Metrics (MOPSTM) for Landsat reflectance 
time series over one year. The MOPSTM method uses spectral-temporal 
metrics to fill large-area gaps in Landsat images based on the k-NN 
regression. To evaluate the performance of MOPSTM, five sites with 
strong seasonal reflectance variations in Kenya, Finland, Germany, the 
USA, and China, were tested. 
We simulated large-area gaps that were comparable to the actual 
variations in cloud and cloud shadow cover in Landsat data. MOPSTM 
proved to be capable of filling gaps covering as much as 92% of the 
image with accuracy similar to lower gap percentages. This demon-
strates that MOPSTM works efficiently even when a very large fraction 
of the image is missing. 
The MOPSTM method performed better than SAMSTS, and it offers 
several advantages, including the fact that it does not require local 
parameter tuning except for k in the k-NN regression. Future studies 
should test MOPSTM as a part of their time series pre-processing, as well 
as image analysis workflows such as vegetation attribute modelling, 
LULC classification, and change monitoring. 
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