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Recent experiments on the spin–ice material Dy2Ti2O7 suggest that the Pauling “ice entropy”,
characteristic of its classical Coulombic spin-liquid state, may be lost at low temperatures [D. Po-
maranski et al., Nature Phys. 9, 353 (2013)]. However, despite nearly two decades of intensive
study, the nature of the equilibrium ground state of spin ice remains uncertain. Here we explore
how long-range dipolar interactions D, short-range exchange interactions, and quantum fluctuations
combine to determine the ground state of dipolar spin ice. We identify a new organisational prin-
ciple, namely that ordered ground states are selected from a set of “chain states” in which dipolar
interactions are exponentially screened. Using both quantum and classical Monte Carlo simulation,
we establish phase diagrams as a function of quantum tunneling g, and temperature T , and find
that only a very small gc  D is needed to stabilize a quantum spin-liquid ground state. We discuss
the implications of these results for Dy2Ti2O7.
PACS numbers: 75.10.Jm, 11.15.Ha, 71.10.Kt
I. INTRODUCTION
The search for materials which realize a spin-liquid
state, in which magnetic moments interact strongly, and
yet fail to order, has become something of a cause
ce´le`bre.1–3 A rare three-dimensional example of a spin
liquid is provided by the “spin–ice” materials, a family of
rare–earth pycrochlore oxides exemplified by Ho2Ti2O7
and Dy2Ti2O7, which exhibit a “Coulombic” phase — a
classical spin liquid, exhibiting an emergent U(1) gauge
field, whose excitations famously take the form of mag-
netic monopoles.4,5 The fate of this spin liquid at low
temperatures is an important question, touching on the
limits of our understanding of phase transitions,6 and the
tantalising possibility of finding a quantum spin-liquid in
three dimensions. Nonetheless, after nearly two decades
of intensive study, the nature of the quantum ground
state of spin-ice materials remains a mystery.
This question gains fresh urgency from recent experi-
ments on the spin ice Dy2Ti2O7,
7 which suggest that the
Pauling ice entropy, associated with an extensive num-
ber of states obeying the “two-in, two-out” ice rules,8,9
is lost at the lowest temperatures. Such a loss of entropy
could herald the onset of a long-range ordered state30–34,
in which magnetic monopoles would be confined. Al-
ternatively, it could signal the emergence of a three-
dimensional quantum spin-liquid, in which monopoles
would remain deconfined. The theoretical possibility of
such a spin-liquid has been widely discussed,11–15,17–21
and is now well-established through quantum Monte
Carlo simulations of models with anisotropic nearest-
neighbour exchange.12,14,15,21 These results have gener-
ated considerable excitement in the context of recent
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FIG. 1: (Color online) Quantum and classical phase di-
agrams for a spin ice with long-range dipolar interactions
D, as a function of second-neighbour exchange J2. Quan-
tum tunneling g, and temperature T , drive quantum (QSL)
and classical (CSL) spin-liquid phases. These compete with
four distinct ordered phases based on ferromagnetically–
polarised chains of spins, illustrated in Fig. 2. Results are
taken from quantum and classical Monte Carlo simulations
of HQDSI [Eq. (12)], for a cubic cluster of 128 spins, with ex-
change Jk = 0 for k 6= 2.
experiments on “quantum spin ice” systems such as
Yb2Ti2O7,
22–24, Tb2Ti2O7,
25–27 and Pr2Zr2O7.
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FIG. 2: (Color online) Chain–based ordered ground states found in a dipolar spin–ice with competing exchange interactions.
(a) cubic antiferromagnet (CAF); (b) tetragonal double-Q state (TDQ); (c) ferromagnet (FM); (d) orthorhombic “zig-zag”
(OZZ) state stabilised by quantum fluctuations. All states obey the ice rules, and are composed of chains of spins with net
ferromagnetic polarisation (green and yellow lines). Tetrahedra of the same color have the same spin–configuration. Animated
images of these ordered states can be found in the supplemental materials.35
ever they leave unanswered the question of what hap-
pens in a realistic model of a spin ice such as Dy2Ti2O7.
Moreover, the long equilibration time–scales encountered
in both simulation34 and experiment7 suggests that it is
difficult to access one low–energy spin configuration from
another. It is therefore important to understand the na-
ture of the different low–energy spin configurations in a
realistic model — could a new organisational principle be
in play ?
In this Article we address the question : “What deter-
mines the equilibrium ground state of spin ice, once quan-
tum effects are taken into account ?” We start from a
realistic model, directly motivated by experiment, which
treats both short-range exchange and long-range dipolar
interactions, as well as quantum tunneling between differ-
ent spin–ice configurations. Our main theoretical results
are summarized in the combined quantum and classical
phase diagram Fig. 1, with illustrations of possible or-
dered ground states given in Fig. 2.
We first consider the classical ground state of dipolar
spin ice, in the absence of quantum fluctuations. We
find that long–range dipolar interactions are minimised
by spin–configurations composed of chains of spins with
net ferromagnetic polarisation. We show that, within
these “chain states”, dipolar interactions are exponen-
tially screened and that all potential classical ground
states can be described by a mapping onto an effective
Ising model on a two-dimensional, anisotropic triangular
lattice. Within this mapping, the role of exchange in-
teractions is to select between three different competing
ordered ground states, a cubic antiferromagnet (CAF),
a ferromagnet (FM) and tetragonal double–Q (TDQ)
state. Classical Monte Carlo simulation is used to con-
firm this picture, and to assess the temperature at which
the classical ground state “melts” into a classical spin
liquid (CSL), of the type observed in spin ice.
We then turn to the problem of determining the ground
state of dipolar spin ice in the presence of quantum fluc-
tuations. Using zero–temperature quantum Monte Carlo
simulation, we establish that even a small amount of
quantum tunneling between different spin–ice configura-
tions can “melt” chain states into a three-dimensional
quantum spin-liquid (QSL) ground state. For small tun-
neling, g, quantum fluctuations also stabilise a new, or-
dered “orthogonal zig–zag” (OZZ) ground state, at the
boundary between CAF and TDQ states.
We conclude the Article with a discussion of the appli-
cation of these results to real materials, paying particular
attention to Dy2Ti2O7. Based on published parameters
[29], we find that the ground state of Dy2Ti2O7 should ei-
ther be a quantum spin liquid, or an ordered CAF state,
depending on the strength of quantum tunneling. We
also provide estimates of the quantum tunneling needed
to stabillize a quantum spin liquid in Dy2Ti2O7, and a
range of other materials.
The remainder of the Article is structured as follows :
3In Section II we define the models studied in this Ar-
ticle, first reviewing with the standard, classical, model
for dipolar spin ice (DSI) with competing exchange in-
teractions [Section II A], and then introduce a minimal
model for quantum tunneling between different spin–ice
configurations [Section II B].
In Section III we use a mean–field theory to establish
the ground state phase diagram for classical dipolar spin
ice in the presence of competing second–neighbour ex-
change interaction J2.
In Section IV we show how the ground state
phase diagram for very general competing exchange
interactions can be found from a mapping on
to an effective, two–dimensional Ising model, de-
scribing exponentially–screened interactions between
ferromagnetically—polarised chains of spins.
In Section V we use classical Monte Carlo simulation
to establish a the finite–temperature phase diagram for
dipolar spin ice in the presence of competing exchange
interactions.
In Section VI we use Green’s function Monte Carlo
simulation (GFMC) to study the zero–temperature quan-
tum phase diagram of dipolar spin ice, taking into ac-
count quantum tunneling between different spin–ice con-
figurations, in the presence of competing exchange inter-
actions.
In Section VII we discuss the application of these re-
sults to spin ice and quantum spin–ice materials, includ-
ing Dy2Ti2O7.
Finally, in Section VIII we conclude with a summary
of the results and discussion of some of the remaining
open issues.
The Article concludes with a number of technical ap-
pendices.
In Appendix A the Ewald sum used to treat long–range
dipolar interactions is defined.
In Appendix B it is shown that second–neighbour ex-
change J2, and third–neighbour exchange along [110]
chains, J3c, have the same effect when acting on spin–
ice configurations.
In Appendix C technical details are given of classical
Monte Carlo simulations.
In Appendix D technical details are given of quantum
Monte Carlo simulations.
In Appendix E a perturbarion theory is developed in
the quantum tunneling between spin ice states and used
to explore how the OZZ ground state emerges at the
boundary between CAF and TDQ states.
II. MODEL
A. The classical “dipolar spin ice” model
After almost twenty years of study, it is generally ac-
cepted that the finite–temperature properties of spin–ice
materials are well-described by an effective Ising model
with both short-range exchange and long–range dipo-
lar interactions — the so-called “dipolar spin ice” (DSI)
model29–34. The basic building blocks of this model are
magnetic rare–earth ions, occupying the sites of a py-
rochlore lattice.
This pyrochlore lattice is built of corner–sharing tetra-
hedra, and has the same cubic space group Fd3m as the
diamond lattice. It is convenient to represent this lattice
in terms of its 4–site primitive unit cell — a tetrahedron.
The corresponding Bravais lattice is FCC, with sites
Rm =
a
2 (mx,my,mz) , mx,y,z ∈ Z , (1)
where a is the linear dimension of the chemical unit cell
(which is cubic, and contains 16 magnetic ions), and
mx +my +mz is an even integer. Magnetic ions then
occupy sites belonging to one of the four sublattices a, b,
c, d, with position
ri = Rmi +
a
8
(1, 1, 1) , i ∈ a ; (2a)
ri = Rmi +
a
8
(1,−1,−1) , i ∈ b ; (2b)
ri = Rmi +
a
8
(−1, 1,−1) , i ∈ c ; (2c)
ri = Rmi +
a
8
(−1,−1, 1) , i ∈ d . (2d)
In spin ice, a cubic the crystal field lifts the degeneracy
of the 4f multiplets of the rare–earth ions, such that the
ground state of each ion is a high–spin doublet. This
doublet acts like an Ising moment
Mi = 2µeffS
z
i zˆi , (3)
where
Szi = ±1/2 . (4)
and the magnitude of the moment is given by
µeff = gLµB〈Jz〉 . (5)
The Ising moment on a given site is tied to a local easy–
axis, parallel to the unit-vector zˆi, where
zˆi =
1√
3
(1, 1, 1) , i ∈ a ; (6a)
zˆi =
1√
3
(1,−1,−1) , i ∈ b ; (6b)
zˆi =
1√
3
(−1, 1,−1) , i ∈ c ; (6c)
zˆi =
1√
3
(−1,−1, 1) , i ∈ d . (6d)
It follows that the Ising spins Mi point into, or out of,
the tetrahedron to which they belong [cf. Eqs. (6) and
Eqs. (2)].
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FIG. 3: (Color online) Exchange interactions up to
3rd–neighbour on the pyrochlore lattice. The interactions Jk
appearing in Hexchange [Eq. (11)] are color-coded J1 (blue), J2
(green), J3c (red), and J3d (purple).
The dipolar spin–ice model takes into account both
dipolar and exchange interactions between these Ising
spins
HDSI = Hdipolar +Hexchange . (7)
Dipolar interactions are long–ranged, and have the form
Hdipolar = 4D
∑
i<j
(
r1
rij
)3
[zˆi · zˆj
−3 (zˆi · rˆij) (zˆj · rˆij)] Szi Szj , (8)
where rij is the vector connecting sites i and j (with
rij = |rij | and rˆij = rij/rij);
r1 =
a
2
√
2
(9)
is the distance between neighbouring magnetic ions; and
D =
µ0µ
2
eff
16pir31
(10)
is the strength of dipolar interactions at distance r1. To
keep the definition of D consistent with Refs. [29–34],
where spins have unit length Szi = ±1, an overall factor
of 4 has been introduced in Hdipolar [Eq. (8)]. Dipolar
interactions have an infinite range, so where we simulate
finite–size clusters, with periodic boundary conditions we
employ the Ewald resumption described in Appendix A.
The dipolar spin–ice model also allows for competing
exchange interactions
Hexchange =
∑
k
4Jk
∑
〈ij〉k
(zˆi · zˆj) Szi Szj , (11)
where k counts equivalent pairs of sites on the pyrochlore
lattice and, once again, an overall factor of 4 has been
introduced in Hexchange [11] to keep the definition of Jk
consistent with Refs. [29–34]. All possible exchange in-
teractions up to 3rd–neighbour, including the two distinct
forms of 3rd–neighbour exchange J3d and J3c, are illus-
trated in Fig. 3.
The defining property of spin ice is that at low tem-
peratures spin–configurations obey the “ice rules”, which
require that two spins point into, and two spins point out
of, every tetrahedron on the lattice. The simplest model
leading to the ice rules contains only ferromagnetic ex-
change J1 < 0, between nearest–neighbour Ising spins.
38
In this case, all spin configurations obeying the ice rules
are degenerate.
The presence of long–range dipolar interactions, and
further–neighbour exchanges, lifts this degeneracy, giv-
ing rise to the possibility of ordered ground states. How-
ever the differences in energy from dipolar interactions
alone are smaller than might be excepted, since dipo-
lar interactions are “self-screened”52,61,62 within spin-ice
configurations, decaying as 1/r5.55 And, as discussed be-
low, there exist a subset of spin-ice configurations, the
“chain states”, in which dipolar interactions are even
better screened, with interactions decaying exponentially
with distance.
B. Quantum tunneling between spin-ice states
The minimal change in a spin ice, once quantum ef-
fects are taken into account, is the possibility of the sys-
tem tunneling from one spin–configuration obeying the
ice rules to another. Tunnelling matrix elements arise
where it is possible to reverse closed loops of spins, with
the shortest loop occurring on the hexagonal plaquette
shown in Fig. 3.
The natural quantum generalisation of the dipolar
spin–ice model is therefore
HQDSI = Hdipolar +Hexchange +Htunneling . (12)
where
Htunneling = −g
∑
7 |〉〈	 |+ |	〉〈 | . (13)
and the sum upon 7 runs over the hexagonal plaque-
ttes of the pyrochlore lattice. In the absence of long–
range dipolar or exchange interactions, quantum tunnel-
ing of the form Htunneling [Eq. (13)] is known to stabilize a
quantum spin liquid described by a quantum U(1) lattice
gauge theory.11,12,14,15
Due to their relative smallness, it is hard even to esti-
mate the strength of quantum tunnelling in spin-ice ma-
terials such as Dy2Ti2O7, and the microscopic aspects of
the quantum dynamics are only beginning to be under-
stood70,71. However, the form of the tunnelling matrix
element Htunneling [Eq. (13)] is uniquely determined by
the ice rules and the geometry of the pyrochlore lattice,
so estimates of g can be taken from any quantum model
which supports a spin–ice ground state.
The simplest example is an anisotropic exchange model
with interactions of “XY” type,
Hxxz = Jzz
∑
〈ij〉
Szi S
z
j − J±
∑
〈ij〉
(S+i S
−
j + S
−
i S
+
j ) , (14)
5(a)
(b) (c)
(d)
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FIG. 4: (Color online) An example of quantum tunnelling between two different spin configurations obeying the ice rules,
mediated by the virtual excitation of a pair of magnetic monopoles. (a) spin–configuration obeying the ice rules, containing
a closed loop of spins, numbered 1. . . 6. (b) excited state containing a pair of magnetic monopoles (green and magnenta
tetrahedra). (c) degenerate excited state, in which one of the monopoles has moved. (d) spin–configuration obeying the ice
rules, in which the closed loop of spin has been reversed. For the anisotropic exchange model Hxxz [Eq. (14)], this process
corresponds to 3rd–order degenerate perturbation in J±, and leads to the tunneling amplitude g = 12J3±/J
2
z [Eq. (16)].
with Szi promoted to a (pseudo) spin-1/2 operator such
that
[S+i ,S
−
j ] = 2S
z
i δij . (15)
In this case Htunneling [Eq. (13)] can be derived in degen-
erate perturbation theory about classical states obeying
the ice rules. The tunneling process shown in Fig. 4 can
be thought of as the spontaneous creation of a (virtual)
pair of magnetic monopoles, which annihilate after one
has traversed the hexagon, leading to an effective tunnel-
ing
g =
12J3±
J2zz
. (16)
A more general starting point for describing a quantum
spin ice is the anisotropic nearest-neighbour exchange
model17,54,56
HS=1/2 =
∑
〈ij〉
{
JzzS
z
i S
z
j − J±(S+i S−j + S−i S+j )
+ J±±
[
γijS
+
i S
+
j + γ
∗
ijS
−
i S
−
j
]
+ Jz±
[
Szi (ζijS
+
j + ζ
∗
ijS
−
j ) + i↔ j
] }
, (17)
where the sum 〈ij〉 runs over the nearest-neighbour bonds
of the pyrochlore lattice; and γij and ζij are 4×4 complex
unimodular matrices encoding the rotations between the
local axes zˆi and the cubic axes of crystal.
23,68
The (pseudo) spin-1/2 model HS=1/2 [Eq. (17)], has
been shown to give a quantitative description of spin ex-
citations in both the “quantum spin ice” Yb2Ti2O7 [23]
and quantum order-by-disorder system Er2Ti2O7 [53].
The parameterization of HS=1/2 [Eq. (17)], and its mean-
field phase diagram have been explored in Refs. [17,18,
54,56]. We will not develop this topic further here, but
note that the additional terms, Jz± and J±±, can also
contribute to the tunneling g, but do so in higher orders
of perturbation theory than J± [Eq. (16)].
C. Choice of parameters
Like other spin ices, Dy2Ti2O7 is believed to be well–
described by the dipolar spin–ice model HDSI [Eq. (7)],
and the values of the parameters D and Jk have been
estimated by Yavors’kii et al. in Ref. [29]. In this case,
the lattice constant a = 10.124 A˚ [63], and the Dy3+
ions have a Lande´ factor gL = 4/3 associated with an
Ising moment 〈Jz〉 = 7.40 µB . It follows from Eq. (10)
that
D = 1.3224 K . [Dy2Ti2O7] (18)
Competing exchange interactions were estimated on the
basis of fits of classical Monte Carlo simulation to the
structure factor S(q) measured in (diffuse) neutron scat-
tering. Working within the simplifying assumption
J3c = J3d = J3 , [Ref. 29] (19)
Yavors’kii et al. [29] find
J1 = 3.41 K ,
J2 = − 0.14 K , [Dy2Ti2O7] (20)
J3 = 0.03 K ,
6For the purposes of this Article, we work with pa-
rameters D and Jk chosen such that the net effect of
the interactions in HDSI [Eq. (7)] is to enforce the ice–
rules constraint. We consider all possible exchanges up
to 3rd–neighbour, as illustrated in Fig. 3, maintaining the
distinction J3c 6= J3d. However, since J1 plays no part
in selecting ordered ground states we set J1 ≡ 0, except
where needed for comparison with the finite–temperature
properties of real materials.
A further simplication arises since, within spin–
configurations obeying the ice rules, the effect of the
3rd–neighbour exchange J3c is simply to renormalise the
2nd–neighbour exchange,
J2 → J2 + 3J3c , (21)
leaving only J2 and J3d as independent parameters. This
equivalence is proved in Appendix B.
Mindful of Dy2Ti2O7 [cf. Eq. (21)], we will generally
assume that J2 is the leading form of exchange interac-
tion. And for the purposes of soft–spin mean–field theory
[Sec. III], classical Monte Carlo simulation [Sec. V], and
quantum Monte Carlo simulation [Sec. VI], we will gen-
erally consider ferromagnetic J2 < 0, setting all other
exchange interactions to zero.
III. MEAN–FIELD GROUND STATES OF
DIPOLAR SPIN ICE
Many of the properties of spin-ice materials [32,55] can
be successfully described using a “soft–spin” mean field
theory, in which the “hard–spin” constraint of fixed spin-
length
(Szi )
2 =
1
4
, (22)
is relaxed, and spins are treated as continuous variables.
In what follows, we use such a soft–spin mean–field the-
ory to explore the classical ground state–phase diagram
of HDSI [Eq. (7)]. We focus on the competition between
long–range dipolar interactions D and second–neighbour
exchange J2, and construct a mean–field phase diagram
as a function of J2/D.
The starting point for our mean–field theory is the
Fourier transform of the combined dipolar and exchange
interactions, J abq , where the index
a, b = 0, 1, 2, 3 (23)
counts the 4 sites of the tetrahedron i as defined in Eq. (2)
(which is the primitive unit cell), with the local axis given
by Eq. (6). Following Reimers et al. [16], den Hertog et
al. [32], and Isakov et al. [55], we write
HDSI ≈ HDSI =
a,b∑
q
J abq maqmb−q , (24)
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FIG. 5: (Color online) Band-width ∆E [Eq. (29)] of spin-ice
states in the presence of long-range dipolar interactions D, as
a function of second-neighbour exchange J2 < 0, within the
soft spin-mean field theory HDSI [Eq. (24)]. For small |J2|/D,
the competing exchange interaction leads to a reduction in
the bandwidth of spin-ice states, which takes on a minimum
value for J2/D = −0.062.
where
maq =
1√
N
∑
i∈a
Szi e
iq·ri , (25)
and similar equations hold for sublattice b, c, d. The
contribution to J abq from long–range dipolar interactions
is determined by an Ewald summation, as described
in Ref. [52].
The eigenvalues of the matrix J abq ,
Jq · Eµq = µqEµq , (26)
form four dispersing bands µq, labeled by µ. The eigen-
vector Eµminqmin with the lowest eigenvalue(s)
Jq · Eµminqmin = µminqminEµminqmin . (27)
is(are) a ground state of HDSI [Eq. (24)]. As long as the
associated eigenvector Eµminqmin satisfies the “hard-spin” con-
straint Eq. (22), this state is also a valid ground state of
original dipolar spin–ice model HDSI [Eq. (7)]. Once this
constraint is (re)imposed, the soft–spin approximation
becomes equivalent to the well-known Luttinger–Tisza
method.57
In the simplest model of a spin–ice, in which only
nearest–neighbour interactions are taken into account,
there is no unique eigenvector Eµminqmin with a minimum en-
ergy. Instead the two lowest-lying eigenstates form “flat”
bands with
1q = 
2
q ≡ 0. (28)
These bands describe the (extensively degenerate) set of
spin configurations which obey the two-in two-out “ice
rules” [32,34,55].
The degeneracy of the spin–ice configurations is lifted
by long–range dipolar interactions, causing these flat
bands to acquire a dispersion. However dipolar inter-
actions, despite being long-range, are effectively “self-
screened” within the spin-ice states,32 a fact known as
70
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FIG. 6: (Color online) Wave vectors associated with ordered
ground states in a dipolar spin ice described by HDSI [Eq. (7)].
The cubic antiferromagnet (CAF) has ordering vector QCAF =
(0, 0, 1) [Eq. (31)], and symmetry–related points [including
the (1,1,0)], here labelled “X” (blue points). The tetrago-
nal double-Q state (TDQ) has is based on pairs of ordering
vectors of the form QTDQ = ±(1/2, 1/2, 0) [Eq. (37)], shown
with red points. The ferromagnet (FM) has ordering vector
QFM = (0, 0, 0) [Eq. (35)], here labelled “Γ” (green points).
The evolution of the ordering vector within the soft–spin mean
field–theory HDSI [Eq. (24)] is shown with an orange arrow.
“projective equivalence” [55]. The overall bandwidth of
spin-ice states in the presence of dipolar interactions
∆E = Max(1q, 
2
q)−Min(1q, 2q) ≈ 0.17D (29)
and is significantly smaller than the bare scale of dipolar
interactions D. None the less, dipolar interactions do
select an ordered ground state, as described below.
We now turn to question of finding the ground state
of HDSI [Eq. (7)] as function of J2/D. Within the soft-
spin approximation HDSI [Eq. (24)], for J2 < 0, there are
three distinct regimes, corresponding to different order-
ing vectors
qmin =
2pi
a
Qmin , (30)
where a is the (cubic) lattice spacing, and ordering vec-
tors are measured relative to the usual, cubic, crystallo-
graphic coordinates. We consider each of these regimes
in turn, below.
A. Cubic antiferromagnet (CAF)
For purely dipolar interactions Hdipolar [Eq. (8)], the
minimum of the lowest lying (nearly-flat) band µq lies at
QCAF = (0, 0, 1) (31)
— the X point in Fig. 6, and two other wave vectors
related by cubic symmetry.
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FIG. 7: (Color online) Evolution of the dispersion of lowest-
lying eigenvalue of HDSI [Eq. (24)], as a function of second-
neighbour exchange J2 < 0, for wave vector Q = (Q,Q, 0).
For J2/D = −0.057, (blue curve) the minimum of the dis-
persion is found at QCAF = (1, 1, 0). For J2/D = −0.08,
(purple curve) the minimum of the dispersion is found at
QFM = (0, 0, 0). The direction of decreasing J2/D is shown
with an arrow. The mean field energy at Q = 1/2 and 3/2
does not depend on J2/D, this is the origin of the line cross-
ings.
The spectrum of HDSI [Eq. (24)] is doubly–degenerate
at these wavevectors, with associated eigenvectors
E1′QCAF =
1√
2
(1, 0, 0,−1) ,
E2′QCAF =
1√
2
(0, 1,−1, 0) . (32)
These eigenvectors satisfy the hard–spin constraint
Eq. (22), and correspond to the CAF — an antiferromag-
net ground state with cubic symmetry, studied exten-
sively by Melko et al. [34]. Competing second-neighbour
exchange, J2 < 0, leads a reduction in the bandwidth
of spin-ice configurations ∆E, as illustrated in Fig. 5.
However the CAF remains a mean-field ground state for
J2/D > −0.057(1) , (33)
where the bracket indicates the uncertainty in the final
digit.
The CAF ground state is illustrated in Fig. 2(a). (An
equivalent animated figure is provided in the supplemen-
tal materials). It has the same 16–site cubic unit cell
as the pyrochlore lattice. Once time–reversal symmetry
is taken into account, each of the three possible order-
ing vectors QCAF contributes four possible ground states,
leading to an overall 12–fold degeneracy.
In Fig. 2(a), the CAF is shown within a tetragonal
32–site cell, aligned with the [110] and [110] axes of the
lattice. Plotted in this way, it becomes clear that the
CAF is built of alternating chains of spins (coloured blue
and red, respectively), running parallel to the [110] and
[110] axes (green and yellow lines, respectively), corre-
sponding to the E1′QCAF and E2
′
QCAF eigenvectors [Eqs. (32)],
respectively. Each of these chains has a net ferromagnetic
8TABLE I: Chain–based ordered ground states of dipolar spin ice, HQDSI [Eq. (12)]. The ordering wave vector Q, [cf. Fig. 6],
is measured in reciprocal lattice units [cf. Eq. (30)]. Also listed are the corresponding spin eigenvector [cf. Eq. (26)], the chain
directions associated with each eignvector, and the degeneracy of the state. The cubic antiferromagnet (CAF), tetragonal
double–Q (TDQ) and ferromagnet (FM) are all found in classical treatments of dipolar spin ice [Sec III,IV,V]. In contrast, the
orthorhombic zig-zag (OZZ) is only stabilised by quantum effects [Sec. VI]. All four ordered states are illustrated in Fig. 2.
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(1, 0, 0)
1
2
(−1)j (1,−1, 0, 0) , j = 1, 2
1
2
(−1)j′ (0, 0, 1,−1) , j′ = 1, 2
[0, 1, 1]
[0, 1, 1¯]
4 Fig. 2(a)
CAF (0, 1, 0)
1
2
(−1)j (1, 0,−1, 0) , j = 1, 2
1
2
(−1)j′ (0, 1, 0,−1) , j′ = 1, 2
[1, 0, 1]
[1, 0, 1¯]
4
(0, 0, 1)
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(−1)j (1, 0, 0,−1) , j = 1, 2
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(−1)j′ (0, 1,−1, 0) , j′ = 1, 2
[1, 1, 0]
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, 1
2
) 1√2ei(2j+1)pi/4 (1,−1, 0, 0) , j = 1, 2, 3, 4
1√
2
ei(2j
′+1)pi/4 (0, 0, 1,−1) , j′ = 1, 2, 3, 4
[0, 1, 1]
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1
2
, 1
2
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) 1√2ei(2j+1)pi/4 (1, 0, 0,−1) , j = 1, 2, 3, 4
1√
2
ei(2j
′+1)pi/4 (0, 1,−1, 0) , j′ = 1, 2, 3, 4
[1, 1, 0]
[1, 1¯, 0]
16
(0, 0, 0) ± 1
2
(1,−1,−1, 1) [0, 1, 1] & [0, 1, 1¯]
[1, 0, 1] & [1, 0, 1¯]
2 Fig. 2(c)
FM
(0, 0, 0) ± 1
2
(1,−1, 1,−1) [0, 1, 1] & [0, 1, 1¯]
[1, 1, 0] & [1, 1¯, 0]
2
(0, 0, 0) ± 1
2
(1, 1,−1,−1) [1, 0, 1] & [1, 0, 1¯]
[1, 1, 0] & [1, 1¯, 0]
2
(
0, 1
2
,− 1
2
)
(1, 0, 0)
1√
2
ei(2j+1)pi/4 (1,−1, 0, 0) , j = 1, 2, 3, 4
1
2
(−1)j′ (0, 0, 1,−1) , j′ = 1, 2
[0, 1, 1]
[0, 1, 1¯]
8 Fig. 2(d)
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2
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′+1)pi/4 (0, 0, 1,−1) , j′ = 1, 2, 3, 4
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1
2
(−1)j′ (0, 1, 0,−1) , j′ = 1, 2
[1, 0, 1]
[1, 0, 1¯]
8
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1
2
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2
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)
(0, 0, 1)
1√
2
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1
2
(−1)j′ (0, 1,−1, 0) , j′ = 1, 2
[1, 1, 0]
[1, 1¯, 0]
8
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1
2
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[1, 1, 0]
[1, 1¯, 0]
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polarisation. However, the polarisation of the chains ro-
tates between the different [001] planes of the lattice, to
give a state with no net magnetisation.
B. Incommensurate states and tetragonal
double–Q (TDQ) order
In the intermediate parameter range
− 0.080 < J2/D < −0.057 (34)
the dispersion of lowest-lying eigenvalue of HDSI,
Eq. (24), evolves smoothly from a band with a minimum
9-0.10 -0.08 -0.06 -0.04 -0.02 0.000.0
0.2
0.4
0.6
0.8
1.0
J2/D
Q m
in CAFFM
FIG. 8: (Color online) Evolution of the mean–field order-
ing wave vector, Qmin = (Q,Q, 0) as a function of second–
neighbour exchange J2 < 0, within a dipolar spin ice de-
scribed by the soft–spin mean–field theory HDSI [Eq. (24)].
Qmin interpolates smoothly from Q
CAF = (1, 1, 0) [labelled
X in Fig. (6)], through incommensurate values, to
QFM = (0, 0, 0), [labelled Γ in Fig. (6)]. The wave vectors as-
sociated with the tetragonal double-Q (TDQ) state, including
QTDQ = (1/2, 1/2, 0) [cf. Table I], occur for J2/D = −0.068
(red dashed line), within the incommensurate region.
at QCAF [Eq. (31)] to band with a minimum at
QFM = (0, 0, 0) , (35)
as illustrated in Fig. 7. The corresponding mean-field
ordering wave vector, Qmin, interpolates between Q
CAF
and QFM, following the path shown in Fig. 6.
In general, the eigenvectors EµQmin in this range of
J2/D [Eq. (34)] do not satisfy the hard–spin constraint
Eq. (22). However a special case, occurring for
J2/D = −0.068(1) , (36)
is the commensurate wavevector
QTDQ =
(
1
2
,
1
2
, 0
)
. (37)
In this case, it is possible to construct to linear com-
binations of pairs of the 12 eigenvectors Eµ
QTDQ
, listed
in Table I, which do satisfy the hard-spin constraint.
These correspond to the 48–fold degenerate, tetrago-
nal, double–Q state (TDQ) illustrated in Fig. 2(b). (An
equivalent animated figure is provided in the supplemen-
tal materials).
Close examination of Fig. 2(b) reveals that the TDQ
state, like the CAF, is built of alternating chains of spins,
running parallel to the [110] and [110] axes. Each alter-
nating chain has a net ferromagnetic polarisation. How-
ever the sense of this polarisation alternates between
neighbouring chains, to give a state with no net mag-
netisation.
To rule out the possibility of other mean–field ground
states in this parameter range, we have carried out a
search of all possible multiple–Q states of the form
Ψa(ri,a) =
∑
η
[
zaηe
iqηmin·ri,a + c.c.
]
. (38)
where zaη is a 4–component vector proportional to EµQηmin ,
and the sum
∑
η runs over the six distinct mean–field
ordering wave vectors given in Table I. We find that the
only solutions Ψa(ri,a) which satisfy the hard–spin con-
straint [Eq. (22)], are those corresponding to the TDQ
states.
C. Ferromagnet (FM)
Finally, for parameters
J2/D < −0.080(1) (39)
we find Qmin equal to Q
FM [Eq. (35)], and eigenvectors
have unique solutions of the simple “two–in, two–out”
form
Eµmin
QFM
=
1
2
(1, 1,−1,−1) . (40)
There are three such eigenvectors up to time reversal and
they are listed in Table I. These eigenvectors trivially sat-
isfy the hard-spin constraint Eq. (22), and correspond to
a simple ferromagnet (FM) in which all tetrahedra have
the same spin configuration. Since there are six possible
“two–in, two–out” spin configurations for a single tetra-
hedron, the FM is six–fold degenerate.
The FM state is illustrated in Fig. 2(c). (An equivalent
animated figure is provided in the supplemental materi-
als). Once again, the FM can be seen to be built of
alternating chains of spins, running parallel to the [110]
and [110] axes. However, unlike the CAF or TDQ state,
all chains parallel to [110] or [110] have the same polar-
isation, and as a result the FM has a net magnetization
parallel to the [100] axis.
IV. MAPPING TO AN EFFECTIVE
TRIANGULAR–LATTICE ISING MODEL
The mean–field treatment of dipolar spin ice, devel-
oped in Sec. III, reveals three different ordered ground
states as a function of second neighbour exchange J2 < 0
— a cubic antiferromagnet (CAF), a tetragonal double–
Q (TDQ) state, and a cubic ferromagnet (FM). These
three ordered states have a striking common feature —
they are all built of alternating chains of spins.
Numerical simulations, described in Sec. V, confirm
that the CAF, TDQ and FM states are indeed the clas-
sical ground states of HDSI [Eq. (7)] for J2 < 0. However
neither these simulations, nor the mean–field theory, ex-
plain why ordered ground states should be built of alter-
nating chains of spins. Moreover, the fact that three dif-
ferent ground states are found within such a small range
of J2/D [cf. Fig. 8] suggests that ground state order
might also be very sensitive to third neighbour exchanges
J3c and J3d, not treated in Sec. III.
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Taken together, these results suggest that a new or-
dering principle is at work in dipolar spin ice at low tem-
peratures. In what follows we identify this ordering prin-
ciple, showing how long–range dipolar interactions be-
tween alternating chains of spins can be described by an
effective Ising model on an anisotropic triangular lattice,
with only weak, short–ranged interactions. The extreme
sensitivity of the ground state dipolar spin–ice to com-
peting exchange interactions is shown to follow from the
exponential–screening of dipolar interactions within such
“chain states”.
We develop, below, the classical, ground-state phase
diagram of this Ising model, and show how it can be
used to determine the ordered phases of a dipolar spin
ice with competing further-neighbour exchange.
A. Effective Ising model
Spin ice is not the only material where long–range
interactions arise within an ice–like manifold of states.
Another example, famously studied by Anderson is the
charged ordered system magnetite, Fe3O4. In a seminal
paper,59 Anderson argued that Fe2+ and Fe3+ ions, occu-
pying the sites of a pyrochlore lattice in magnetite, could
be equated with the hydrogen bonds in water ice. The
tendency to charge order means that they are subject to
the same “ice rule”, namely that there should be exactly
two Fe2+ and two Fe3+ in every tetrahedron in the lattice.
The degeneracy of these ice–like, locally charge–ordered
states is lifted by long–range Coulomb interactions be-
tween the Fe2+ and Fe3+ ions.39,59 At first sight, evalu-
ating the effect of these long–range interactions is a very
challenging problem. However, as Anderson realised, the
particular geometry of pyrochlore lattice leads to a sig-
nificant simplification.
The pyrochlore lattice can be broken down into sites
on two sets of chains, running parallel to [110] and [110],
with a tetrahedron at every point where two perpendic-
ular chains cross. States satisfying the “ice rule” can be
constructed by populating these chains with alternating
Fe2+ and Fe3+ ions. These chains of alternating charges
are charge–neutral objects (relative to the average va-
lence of Fe2.5+), and so interact only weakly. Moreover,
it follows from the symmetry of the lattice that inter-
actions between perpendicular chains vanish. What re-
mains are two, independent, sets of weakly–interacting
chains, whose low–energy states can be described by an
Ising variable on a triangular lattice. The two states of
the Ising variable stand for the two possible states of the
ferromagnetic chains.
All of the same considerations apply in spin-ice, where
spins interact through long–range dipolar interactions,
and the alternating charges are replaced by alternating
spins (blue and red arrows in Fig. 9), to form ferromag-
netic chains. We consider the two sets of chains parallel
(a)
(b)
FIG. 9: (Color online) Mapping from spin-ice states to the
anisotropic Ising model on a triangular lattice. (a) Alternat-
ing chain of spins, with net ferromagnetic magnetisation. (b)
Pyrochlore lattice, showing how chains parallel to [110] form
a triangular lattice.
to the [1, 1, 0] and [1, 1, 0] directions. In units of
r′1 =
a
4
=
r1√
2
(41)
[cf. Eq. (9)], the coordinates of the spins on these chains
are given by
(n+ l,−n+ l, 2m) (chain ‖ [1, 1, 0]) ,
(n+ 1 + l, n− l, 2m+ 1) (chain ‖ [1, 1, 0]) , (42)
where
l = −∞ . . .− 2,−1, 0, 1, 2, . . .∞ (43)
counts the spins on a given chain, while the integers m
and n (such that m + n is even) determine the chain
in question and at the same time, for l = 0, define the
sites of an anisotropic triangular lattice (solid and dashed
black lines in Fig. 9), with coordinates
δ = (δ1, δ2) ≡ (δ1,−δ1,
√
2δ2) = (n,−n, 2m)
(chain ‖ [1, 1, 0]) . (44)
In units of r1 [Eq. (9)], projecting onto a (1, 1, 0) plane,
these correspond to a lattice with primitive lattice vectors
a = (2, 0) , b = (1,
√
2) . (45)
An exactly equivalent triangular lattice can be assigned
to chains parallel to [1, 1, 0]. We note that the local easy–
axis of the spins within each of these triangular lattices
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points in one of two directions, and is the same for all
even (odd) n — cf. Fig. 9.
Following Anderson,59 we now consider the specific
case of states composed of alternating chains of spins,
running parallel to [1, 1, 0] and [1, 1, 0], with net ferro-
magnetic polarisation. Such states automatically satisfy
the “ice rules”, and so are candidates as ground states
in a spin ice. Moreover, dipolar interactions between or-
thogonal ferromagnetic spin–chains vanish by symmetry
(by analogy to the charge problem mentioned above),
while interactions between parallel chains can be de-
scribed by an effective Ising model
H2DIsing =
1
2
∑
ρ,δ
Kδ σρ σρ+δ , (46)
where the sum
∑
ρ,δ runs over all pairs of sites within
the triangular lattice defined by Eq. (44), and
σρ ≡ 2Szρ = ±1 , (47)
is the Ising variable characterising the state of a given
ferromagnetic chain.
What remains is to determine the strength of the in-
teraction Kδ [Eq. (46)] between parallel chains. These
will have contributions from both long–range dipolar in-
teraction Hdipolar [Eq. (8)], and exchange interactions
Hexchange [Eq. (11)]. Just as in the problem of charge–
order,59 the contribution of the long range dipolar in-
teractions can be calculated through a Madelung sum.
We start by considering the dipolar interaction between
a test spin at δ = (0, 0) and a chain ‖ [1, 1, 0], at position
δ = (δ1, δ2)
Kδ =
D
3
∞∑
l=−∞
[
(−1)l
(
δ21 − 2δ22 + l2
)
(δ21 + δ
2
2 + l
2)
5/2
+2(−1)δ1
(
δ21 + δ
2
2 − 2l2
)
(δ21 + δ
2
2 + l
2)
5/2
]
, (48)
where the coordinates of the sites on the chain are given
by
(n+ l,−n+ l, 2m) = (δ1 + l, δ1 − l,
√
2δ2) ,
The term with alternating sign comes from the alternat-
ing spin components perpendicular to the chain, while
the uniform term comes from the spin components par-
allel to the chain.
Evaluating the sum in Eq. (48) numerically, we find
that the interchain couplings Kδ are very small, and de-
cay very rapidly, with the first few interactions given by
K(1,
√
2) = −0.0227D ,
K(2,0) = 0.0022D , (49)
K(0,2
√
2) = −0.0008D .
Interactions up to 7th–neighbour, including the contribu-
tion of Hexchange [Eq. (11)], are listed in Table II.
TABLE II: Interactions Kδ of the extended Ising model
H2DIsing [Eq. (46)], written in terms of the microscopic param-
eters of HDSI [Eq. (7)]. The contribution of the long-range
dipolar interactions Hdipolar [Eq. (8)] shows exponential decay
as a function of distance |δ|.
Kδ |δ| Hdipolar Hexchange
K(1,
√
2)
√
3 −0.0227426D −J2/3− J3c − J3d
K(2,0) 2 0.0021957D J3d
K(0,2
√
2) 2
√
2 −0.0008443D
K(3,
√
2)
√
11 −0.0000178D
K(2,−2√2) 2
√
3 −0.0000649D
K(1,3
√
2)
√
19 −0.0000051D
K(4,0) 4 0.0000013D
In fact, Kδ decays exponentially with distance, as can
be seen from Fig. 10, where interactions are plotted for
the two main lattice directions, (0, δ2) and (δ1, 0). The
origin of this exponential decay lies in the alternation of
the spins, and can be understood by converting the sums
on l in Eq. (48) into integrals, using Fourier representa-
tions of the Dirac delta function :
∞∑
l=−∞
f(l) =
∞∑
q=−∞
∞∫
−∞
dl f(l) cos 2qlpi , (50a)
∞∑
l=−∞
(−1)lf(l) =
∞∑
q=−∞
∞∫
−∞
dl f(l) cos(2q + 1)lpi . (50b)
Doing so, we obtain
Kδ =
D
3
∞∑
q=−∞
∞∫
−∞
dl
[ (
δ21 − 2δ22 + l2
)
(δ21 + δ
2
2 + l
2)
5/2
cos(2q + 1)lpi
+2(−1)δ1
(
δ21 + δ
2
2 − 2l2
)
(δ21 + δ
2
2 + l
2)
5/2
cos 2qlpi
]
. (51)
The leading contribution to Kδ comes from the first term
in Eq. (51) with q = −1 and q = 0, which decays expo-
nentially with distance :
Kδ
D
≈2
3
∫ ∞
−∞
dl
(
δ21 − 2δ22 + l2
)
(δ21 + δ
2
2 + l
2)
5/2
cospil
=
4pi
3δ
K1(piδ)− 4pi
2δ22
3δ2
K2(piδ)
≈− 2
√
2
3
[
pi2
(
δ2
δ
)2
δ−1/2 − piδ−3/2 + · · ·
]
e−piδ ,
(52)
where K1(x) and K2(x) are modified Bessel functions of
the second kind and
δ =
√
δ21 + δ
2
2 . (53)
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FIG. 10: (Color online) Exponential decay of dipolar con-
tributions to the interchain interaction Kδ, as a function of
the distance between the chains d/r1 =
√
δ21 + δ
2
2 , where
δ = (δ1, δ2), and r1 is defined by Eq. (9). Interactions are
measured in units of D [cf. Eq. (10)]. The family of ex-
changes K(0,δ2) are shown with blue squares, while those for
K(δ1,0) are shown with red diamonds. Dashed lines of the
same color show the corresponding asymptotic expressions
Eqs. (54) and (55). Exchanges for general (δ1, δ2) are plot-
ted as green circles. Interactions denoted with solid symbols
are ferrromagnetic (Kδ < 0); interactions denoted with open
symbols are antiferrromagnetic (Kδ > 0).
The neglected integrals decay as e−2piδ or faster with the
distance (more precisely, the integral with cos plpi decays
as e−ppiδ).
It follows that the assymptotic form of Kδ at large
distances is given by
K(0,δ2)/D ≈ −
pi2
3
23/2δ
−1/2
2 e
−piδ2 , (54)
K(δ1,0)/D ≈
pi
3
23/2δ
−3/2
1 e
−piδ1 . (55)
These functions are plotted as dashed lines in Fig. 10.
B. Ground–state phase diagram
Finding the ground state of the dipolar spin–ice model,
HDSI [Eq. (7)], is a daunting task, combining the geomet-
ric frustration of the pyrochlore lattice, with long–range
interactions and competing exchanges.29,31,34 In contrast,
finding the ground state of the effective two–dimensional
Ising model H2DIsing [Eq. (46)], describing chain states, is
relatively easy. In this case, all interactions are short–
ranged, and the frustration of the triangular lattice58
is lifted by the anisotropy of the leading interactions,
K(1,
√
2) and K(2,0). However since dipolar interactions
are suppressed by two orders of magnitude within chain
state — cf. Table II — the behaviour of the model is
very sensitive to competing exchange.
Since nearest–neighbour interactions dominate, the
ground—state phase diagram of H2DIsing [Eq. (46)] can be
found by examining spin–configurations on the elemen-
tary unit of the lattice, a triangle. The resulting phase
diagram is shown in Fig. 11, with the parameter set con-
sidered in Sec. III shown as a blue line. This phase dia-
gram contains the same three ordered “chain states” as
are found in mean–field theory [cf. Table I] :
1. A cubic antiferromagnet (CAF), with energy per
triangle
ECAF4 = 2K(1,√2) +K(2,0) . (56)
2. A tetragonal, double-q state (TDQ) with energy
per triangle
ETDQ4 = −K(2,0) . (57)
3. A cubic ferromagnet (FM) with energy per triangle
EFM4 = −2K(1,√2) +K(2,0) . (58)
While the CAF and FM are selected uniquely by the
nearest–neighbour interactions K(1,
√
2) and K(2,0), the
TDQ state is selected from a larger family of degenerate
states by ferromagnetic K(0,2
√
2) [cf. Table II].
The effective Ising model H2DIsing Eq. (46), has much
in common with the anisotropic next–nearest nieghbour
Ising (ANNNI) model, famous for supporting a “Devil’s
staircase” of ordered states.44,45 And while the ground
state phase diagram, Fig. 11, is dominated by three or-
dered states, additional degeneracies arise on the bound-
aries between the CAF and the TDQ state,
K(2,0) = −K(1,√2) > 0 , (59)
and on the boundary between the TDQ state and the
FM,
K(2,0) = K(1,
√
2) > 0 . (60)
An example of one these degenerate ground states is the
orthorhombic “zig–zag” state (OZZ) shown in Fig. 2(d),
which is found on the boundary between the CAF and
the TDQ state. Overall, these additional degeneracies
are essentially the same as those found in the Ising model
on an anisotropic triangular lattice.37
For purpose of comparison with the mean–field the-
ory of HDSI [Eq. (7)] developed in Sec III, and the nu-
merical simulations described in Sec. V and Sec. VI,
it is interesting to express the phase boundaries found
from H2DIsing [Eq. (46)] in terms of second–neighbour ex-
change J2, setting all Jk 6=2 ≡ 0. Taking into account all
Kδ up to 7
th–nieghbour [cf. Table II],we find that the
transition between the CAF and TDQ occurs for
J2/D = −0.0621 , (61)
while the transition between the TDQ and the FM occurs
for
J2/D = −0.0745 . (62)
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FIG. 11: Phase diagram of the extended Ising model H2DIsing [Eq. (46)], as a function of the leading interchain interactions
K(1,
√
2) and K(2,0). In this model, each Ising spin σr corresponds to a chain of alternating spins in a dipolar spin–ice described
by HDSI [Eq. (7)], with parameters Kδ given in Table II. Three ordered ground states are found, a cubic antiferromagnet (CAF),
a tetragonal double–Q state (TDQ) and a ferromagnet (FM), illustrated in Fig. 2. The parameters estimated by Ya’vorskii et
al. [29] place Dy2Ti2O7 in the CAF phase. The parameters considered in soft–spin mean–field theory [Sec. III], classical Monte
Carlo simulation [Sec. V], and quantum Monte Carlo simulation [Sec. VI], are shown with blue line.
These results are consistent with the results of classi-
cal Monte Carlo simulation, described in Sec. V, and
in excellent agreement with the numerical values from
zero–temperature quantum Monte Carlo simulation, de-
scribed in Sec. VI, below. Mean field theory, on the
other hand, is seen to over-estimate the stability of the
TDQ phase, giving values of J2/D = −0.57 [Eq. (33)]
and J2/D = −0.80 [Eq. (39)].
In the light of the recent experiments by Pomaranski
et al. [7], it is also interesting to ask what interchain cou-
plings might arise in the spin–ice Dy2Ti2O7. Taking val-
ues for exchange and dipolar interactions from Yavorskii
et al. [29], we find
K(1,
√
2)/D = −0.025 ,
K(2,0)/D = 0.020 , [Dy2Ti2O7] (63)
K(0,2
√
2)/D = 0.001 .
These parameters suggest that the classical ground state
of Dy2Ti2O7 would be a CAF — cf. Fig. 11. We return
to this point in Section VII, below.
C. Breakdown of the of chain–state picture
“Chain states”’ provide an extremely efficient way of
minimising dipolar interactions Hdipolar [Eq. (8)], but
do not necessarily minimise the exchange interactions
Hexchange [Eq. (11)]. Given this, it is natural to ask how
strong competing exchange interactions need to be to
invalidate the “chain picture”. This proves to be a some-
what subtle question.
Exchange interactions up to third neighbour (cf. Fig. 3)
can be grouped in three classes. First–neighbour inter-
actions J1 help determine the stability of the spin–ice
manifold, but play no role in selecting an ordered ground
state. Second–neighbour interactions J2 can be combined
with third–neighbour interactions J3c [see Appendix B],
to give a combined interaction J2 + 3J3c. This com-
bined interaction selects between different chain states,
and does not by itself lead to any breakdown of the chain
picture. Third–neighbour interactions J3d also selects
between different chain states, but can also lead to a
breakdown of the chain picture if ferromagnetic, and suf-
ficiently strong.
To asses the impact of J3d, we performed a numeri-
cal search for ground states of cubic clusters of 128, 432
and 1024 sites, using a zero-temperature Monte Carlo
“worm” algorithm. Results for an 128-site cluster are
shown in Fig. 12. Apart from a small window of pa-
rameters for J3d < 0, the ground state is dominated
by the chain-based TDQ, CAF and FM states discussed
above. The precise range of parameters for which non-
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FIG. 12: (Color online) Classical ground-state phase diagram
of a dipolar spin ice described by HDSI [Eq. (7)], showing the
breakdown of the chain picture of sufficiently strong, ferro-
magnetic third–neighbour interactions J3d. The TDQ, CAF
and FM states are composed of “chains” of ferromagnetically
polarised spins. For J3d < −0.018D, the FM and CAF phases
are separated by a small region of non-chain states. Re-
sults are taken from a zero-temperature Monte-Carlo search of
spin-ice configurations, for a cubic cluster of 128 sites. The pa-
rameters considered in soft–spin mean–field theory [Sec. III],
classical Monte Carlo simulation [Sec. V], and quantum Monte
Carlo simulation [Sec. VI], are indicated with a blue line.
chain states occur was found to depend on the geometry
of the cluster. We note that no non-chain states were
found for J3d > −0.018D, in any cluster.
V. CLASSICAL MONTE CARLO SIMULATION
The classical ground–states of dipolar spin ice are
based on alternating chains of spins [Sec. III], a fact which
can be understood through the mapping onto an effective
Ising model [Sec. IV]. However, at finite temperature, a
spin–ice can gain an extensive “ice entropy” by fluctu-
ating between different spin–ice configurations.8,38 As a
result, chain–based ordered ground states will give way
to a classical spin liquid (CSL).
To learn more about the nature of this transition,
and whether thermal fluctuations stabilise new ordered
states, we have performed classical Monte Carlo simula-
tions of HDSI [Eq. (12)]. Simulations were carried out for
cubic clusters of 128 and 1024 spins, using the worm algo-
rithm and parallel–tempering methods described in Ap-
pendix C, for 2nd–neighbour interaction J2/D spanning
the cubic antiferromagnet (CAF), tetragonal double-
Q (TDQ) and ferromagnetic (FM) ground states [cf.
Fig. 11]. All other exchange interactions Jk 6=2 were set
to zero. The results of these simulations are summarised
in Fig. 13.
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FIG. 13: (Color online) Finite-temperature phase diagram of
spin ice with long-range dipolar interactions, as a function of
competing 2nd-neighbour exchange J2/D. Results are taken
from classical Monte Carlo simulation of HDSI [Eq. (7)] for
cubic clusters of 128 (filled symbols) and 1024 spins (open
symbols). The error in the estimate of Tc is set by the in-
terval between consecutive temperatures in simulations using
parallel tempering.
A. Classical spin liquid
The finite–temperature phase diagram of dipolar spin
ice is dominated by a classical spin liquid (CSL), shown
in yellow in Fig. 13. This CSL has the character of a clas-
sical Coulombic phase, described by a U(1) lattice gauge
theory.51 For J2/D = 0, simulations reproduce known
results for a purely dipolar spin ice,34 with the transi-
tion into the spin liquid occuring for Tc/D ≈ 0.12. For
ferromagnetic J2, this transition temperature is at first
suppressed, reaching a minimum value of Tc/D ≈ 0.02
for J2/D ≈ −0.06. For stronger ferromagnetic J2, there
is a rise in Tc/D. These are the same trends as are ob-
served in the overall band-width of spin-ice states [Fig. 5],
within the mean–field theory described in Sec. III.
Spin correlations within the CSL phase are
dipolar,49,50 leading to singular “pinch–points”
S(q) ∼
[
δαβ − q
αqβ
q2
]
(64)
in the spin structure factor. Pinch–points of exactly this
form have been observed in neutron scattering experi-
ments on the spin ice Ho2Ti2O7 by Fennell et al. [40].
To characterise the CSL found in the presence of
competing exchange interactions, we have used classi-
cal Monte Carlo simulation to calculate the (equal–time)
structure factor
Sαβ(q) =
4∑
i,j=1
〈Sαi (−q)Sβj (q)〉 , (65)
where i, j run over the sites of a tetrahedron and the
spin Sαi is considered in frame of the cubic crystal axes
α = {x, y, z}. We consider in particular the spin–flip
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(a) J2/D = 0.000 (b) J2/D = −0.070 (c) J2/D = −0.090
FIG. 14: (Color online) Equal-time structure factor SSF(q) [Eq. (66)] for a dipolar spin ice with competing further-neighbour
exchange J2, as found from classical Monte Carlo simulation ofHDSI [Eq. (7)]. (a) SSF(q) for J2 = 0. (b) SSF(q) for J2 = −0.07D.
(c) SSF(q) for J2 = −0.09D. Simulations were performed for a cubic cluster of 2000 spins, for parameters spanning the CAF,
TDQ and FM ground states, for a temperature T = 0.5D within the disordered spin-ice regime, with Jk 6=2 ≡ 0. SSF(q) is
shown in the [hhl] plane, in the spin-flip channel measured by Fennell et al. [40].
component of scattering, for neutrons polarised ‖ [11¯0],
as measured by Fennell et al. [40] :
SSF(q) =
4∑
i,j=1
〈[Si(−q) · u(q)] [Sj(q) · u(q)]〉 ,
u(q) = nˆ× q, nˆ = (1, 1¯, 0)/
√
2 . (66)
Simulation results for SSF(q) in the CSL phase are
shown in Fig. 14, for q in the [hhl] plane, and a range
of values of J2/D spanning the three classical ordered
ground states. For J2/D = 0, these simulations repro-
duce known results for dipolar spin ice, with pinch–points
clearly visible at a subset of reciprocal lattice vectors,
e.g. q = (1, 1, 2) [cf. Fig. 14(a)]. For ferromagnetic
J2/D < 0, there is a progressive redistribution of spec-
tral weight within the [hhl] plane [cf. Fig. 14(b, c)], None
the less, pinch–points remain clearly defined.
B. Ordered phases
At low temperatures, in the absence of quantum tun-
nelling, long–range dipolar interactions drive dipolar spin
ice into a state with chain–based order. Classical Monte
Carlo simulation of HDSI [Eq. (12)] reveals the same
three, chain–based ordered phases as are found in mean–
field theory [Sec. III], and through mapping onto an ef-
fective Ising model [Sec. IV] : a cubic antiferromagnet
(CAF), a tetragonal double-Q (TDQ) state and a cubic
ferromagnetic (FM) [cf. Fig. 2]. Transition temperatures
for the transition from the classical spin liquid (CSL)
into each of these ordered states can be extracted from
the susceptibility associated with the appropriate order
parameter [cf. Eq. (38)].
The results of this analysis, for clusters of 128 and 1024
spins, are summarised in the finite–temperature phase di-
agram, Fig. 11, where the error on the estimated ordering
temperature Tc is indicated by the size of the point. All
phase transitions are found to be first–order, with finite-
size corrections to Tc of order 10% between the 128-site
cluster and the 1024-site cluster. Classical Monte Carlo
simulations do not reveal any new phases on the (degen-
erate) phase boundaries between the CAF and the TDQ,
or the TDQ and the FM73.
VI. QUANTUM MONTE CARLO SIMULATION
Just as thermal fluctuations stabilize a classical spin
liquid (CSL), so quantum tunneling might be expected
to stabilize a quantum spin liquid (QSL), of the type
previously studied in idealised models of a quantum spin-
ice with nearest-neighbour interactions.11–15,17–19 There
is also the possibility that quantum fluctuations might
stabilise new ordered states, not found in classical dipolar
spin ice. To address these questions, we have carried out
extensive quantum Monte Carlo (QMC) simulations of
HQDSI [12].
Simulations of cubic clusters of 128 and 1024 spins were
performed using the zero-temperature Green’s function
Monte Carlo (GFMC) method described in Refs. [14,15,
42,43] and Appendix D. Within this approach, only spin–
configurations satisfying the ice–rules are considered, and
HQDSI [Eq. (12)] is taken to act on the space of all possible
spin-ice ground states. GFMC simulations were carried
out for a range of values of quantum tunnelling g/D,
for 2nd–neighbour interaction J2/D spanning all three
classical ground states [cf. Fig. 11]. All other exchange
interactions Jk 6=2 were set to zero. The results of these
simulations are summarised in Fig. 15.
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FIG. 15: (Color online) Quantum ground-state phase diagram
of a dipolar spin ice, as a function of competing 2nd-neighbour
exchange J2/D, and quantum tunneling g/D. Results are
taken from Green’s function Monte Carlo (GFMC) simulation
of HQDSI [Eq. (12)], for cubic clusters of 128 sites (solid sym-
bols) and 1024 spins (open symbols), with Jk 6=2 = 0. Phase
boundaries for g/D = 0 were determined from the solution of
the extended Ising model described in Sec. IV. Dashed lines
bordering the OZZ state are taken from the degenerate per-
turbation theory described in Appendix E.
A. Quantum spin liquid
The zero–temperature quantum phase diagram is dom-
inated by a QSL phase, shown in yellow in Fig. 15. The
minimum value of quantum tunneling gc needed to sta-
bilize a QSL for a given value of J2/D, closely tracks the
transition temperature Tc for g = 0 [cf. Fig. 1]. Cru-
cially, gc is always very small, being of order gc ∼ 0.1D
for J2/D = 0, and decreasing to a few percent of D for
J2/D ∼ −0.06.
Correlations within the QSL can once again be charac-
terised by the equal–time structure factor S(q) [Eq. (65)].
While spin correlations in the CSL are dipolar leading
to “pinch–points” in S(q) [cf. Fig. 14], spin correlations
in the QSL decay as 1/r4 [11], eliminating the pinch-
points.14,15.
Results for SSF(q) [Eq. (66)], calculated using GFMC
simulation, are shown in Fig. 16, for a range of values
of J2/D spanning the phase diagram Fig. 15, and g =
0.5 D > gc within the QSL phase. As anticipated, the
sharp zone–center pinch-points of the CSL are eliminated
by quantum fluctuations [cf. Fig. 14]. Correlations are
also suppressed near to q = 0 [cf. Ref. 14,15]. All of
these features are universal characteristics of the QSL,
and therefore independent of the values of J2 and D.
Correlations at short wave length, on the other hand,
show a marked imprint of the long–range dipolar interac-
tions, when compared with results for D = 0 [Ref. 14,15].
These features are only weakly constrained by the struc-
ture of the QSL, and therefore depend strongly on the
ratio of J2/D for which the simulations were carried out.
B. Ordered ground states
For g < gc, quantum fluctuations are not sufficient to
stabilise a QSL, and the system orders. For g → 0 we find
the same three, chain–based states discussed in Sec. III
and Sec. IV — a cubic antiferromagnet (CAF), a tetrago-
nal double-Q (TDQ) state and a ferromagnet (FM). How-
ever quantum simulations also reveal a new ordered state,
the orthorhombic zig–zag (OZZ) state shown in Fig. 2(d).
The OZZ occurs at the boundary between the CAF and
the TDQ, and is stabilised by quantum fluctuations at fi-
nite g. We consider each of these ordered states in turn,
below.
The FM and CAF are “isolated states”, unconnected
to other spin-ice configurations by matrix elements of
Htunneling [Eq. (13)]. Quantum phase transitions between
the QSL and the FM and CAF are therefore first-order,
and can be determined by a simple comparison of ground
state energies. The corresponding values of gc, as a func-
tion of J2, are shown in Fig. 15, for clusters of 128 and
1024 spins. Finite-size effects are relatively small, at least
in the range of J2 for which is was possible to converge
simulations for both clusters.
The TDQ state, in contrast, is directly connected with
QSL by matrix elements of Htunneling. In this case gc was
determined from a jump in the the order parameter of
the TDQ state
OTDQ =
48∑
η=1
∑
j
〈(
Sz,TDQ,ηj S
z
j
)2〉
QMC
(67)
where the spin configurations Sz,TDQ,ηj are drawn from
the 48 different TDQ ground states enumerated in
Table I.
Results for OTDQ within GFMC simulation are shown
in Fig. 17(a), for parameters spanning the TDQ and QSL
states. An abrupt change in the order parameter marks
the onset of TDQ order, with OTDQ → 1 in the fully
ordered state. In the spin liquid, for g > gc, OTDQ →
0.20, a finite-size value determined by the cluster used in
simulations [cf. Fig. 17(b)].
The OZZ is one of the many degenerate classical
ground states found at the border between the CAF and
TDQ phases [cf. Sec. IV B]. Unlike the CAF, the TDQ
and OZZ both contain “flippable” hexagonal plaquettes
where Htunneling [Eq. (13)] can act. As a result, both
states gain energy from quantum fluctuations,
Besides having flippable plaquettes, the OZZ is also
directly connected with the QSL. And, since the spin
configurations in the one of the sets of parallel chains
which make up the OZZ are identical to those of the TDQ
(cf. Table. I), it is also possible to use OTDQ [Eq. (67)]
as an order parameter for the OZZ state. Corresponding
results for OTDQ are shown in Fig. 17(b), for parameters
spanning the OZZ and QSL states. We note that, in this
case, OTDQ → 0.5 in the fully ordered state.
Colllecting all of these results, we obtain the quantum
ground state phase shown in Fig. 15. We find that a
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(a) J2/D = 0.00 (b) J2/D = −0.07 (c) J2/D = −0.09
FIG. 16: Equal-time structure factor SSF(q) [Eq. (66)] for a dipolar spin ice with competing further-neighbour exchange J2,
as found from Green’s function Monte Carlo (GFMC) simulation of HQDSI [Eq. (12)]. (a) SSF(q) for J2 = 0; (b) SSF(q) for
J2 = −0.07D; and (c)SSF(q) for J2 = −0.09D. The sharp pinch–point structure, characteristic of classical spin ice, and visible
in classical Monte Carlo simulations [cf. Fig. 14(a)–(c) at, e.g. Q = (1, 1, 1)], is eliminated by quantum fluctuations.14,15 All
simulations were carried out for a cubic cluster of 2000 sites, with quantum tunnelling g = 0.5D, and Jk 6=2 ≡ 0. SSF(q) is
shown in the [hhl] plane, in the spin-flip channel measured by Fennell et al. [Ref. 40].
 T
D
Q
 o
rd
er
 p
ar
am
et
er 0.4
0.2
0
0.3
0.1
0.5
0
1.0
0.8
0.6
0.4
0.2
0.0040.0020 0.0040.0020
0.2
0.22
0.24
1050
D/g
J2/D = −0.066
J2/D = −0.064
J2/D = −0.062
J2/D = −0.06
J2/D = −0.058
J2/D = −0.056
g2/D2 g2/D2
(a)
(c) (b)
FIG. 17: (Color online) Evidence for the transition from the
quantum spin liquid (QSL) into ordered tetragonal double–
Q (TDQ) and orthorhombic zig-zag (OZZ) ground states, as
determined by Green’s function Monte Carlo (GFMC) simu-
lation of HQDSI [Eq. (12)]. (a) Results for the order parameter
OTDQ [Eq. (67)], showing the transition between the Quantum
spin liquid (QSL) and TDQ phases. (b) Equivalent results for
the transition between the QSL and OZZ phases. (c) [Inset
to (a)] Scaling of order parameter within the QSL, showing
how, for D/g → 0, OTDQ → 0.20(1), a finite-size value char-
acteristic of the cluster simulated. Dashed lines in (a) and
(c) show the corresponding asymptote for g/D → ∞. Simu-
lations were carried out for a cubic cluster of 128 sites, with
Jk 6=2 = 0. Values of J2/D are shown on the legend within the
figure.
small fan of OZZ order opens from the highly degenerate
point J2/D = −0.0621, g/D = 0, at the expense of the
CAF. Detail of this highly frustrated region of the phase
diagram is given in Fig. 18.
It is possible to estimate the phase boundaries between
the TDQ, OZZ and CAF states from 2nd–order perturba-
tion theory in g, as described in Appendix E. The corre-
sponding results are shown as dashed lines in Fig. 15 and
Fig. 18. In the case of the boundary between the CAF
and OZZ states, it is possible to make direct comparison
between this perturbation theory and GFMC. As shown
in Fig. 15, the agreement is excellent.
While no new ordered states, besides the OZZ, were
found for GFMC simulations of cubic clusters of 128 or
1024 states, it is interesting to speculate that quantum
fluctuations might stabilise further new ordered state in
the thermodynamic limit — perhaps in the form of the
“fans” found in classical anisotropic next-nearest neigh-
bour Ising (ANNNI) models.44,45 It is also plausible that
thermal fluctuations might stabilise the OZZ, or some
other state like it, in a more general model.
VII. APPLICATION TO SPIN–ICE MATERIALS
In this Article we have used a variety of numerical and
analytic techniques to explore the nature of the equilib-
rium ground state of a dipolar spin ice with competing
exchange interactions and quantum tunnelling between
different spin–ice configurations, as described by HQDSI
[Eq. (12)].
A clear picture emerges from this analysis. Long–range
dipolar interactions, Hdipolar [Eq. (8)], are minimised by
states composed of ferromagnetically polarised chains of
spins, within which they are exponentially screened. Ex-
change interactions, Hexchange [Eq. (11)] act to select be-
tween such “chain states”, and in the absence of quan-
tum fluctuations the ground state of a dipolar spin ice
is one of the three ordered states, described in Table I.
Quantum tunnelling between different spin–ice configu-
rations, Htunneling [Eq. (13)], can stabilise new forms of
chain–based order, and if sufficiently strong, will drive
a quantum spin liquid ground state. We now consider
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FIG. 18: (Color online) Detail of the ground-state phase dia-
gram of a dipolar spin ice [Fig. 15], showing how a small fan
of orthorhombic zig-zag (OZZ) order opens between the cu-
bic antiferromagnet (CAF) and tetragonal double–Q (TDQ)
states. Filled symbols show the results of Green’s function
Monte Carlo (GFMC) simulation of HQDSI [Eq. (12)], as de-
scribed in the text. Dashed lines show the predictions of
the degenerate perturbation theory described in Appendix E.
Simulations were carried out for a cubic cluster of 128 sites,
with Jk 6=2 = 0.
the implication of these results for real materials, paying
particular attention to the dipolar spin ice, Dy2Ti2O7.
Dy2Ti2O7 is perhaps the best studied of spin–ice ma-
terials. Pioneering measurements of the heat capacity of
Dy2Ti2O7 by Ramirez et al. [8] provided the first ther-
modynamic evidence for the existence of an extensive
ground–state degeneracy, as predicted by the “ice rules”
[66]. These results are consistent with subsequent mea-
surements of the heat–capacity of Dy2Ti2O7 by other
groups.9,36,67 And, significantly, none of these studies re-
ported evidence for a transition into an ordered ground
state at low temperatures, despite the expectation that a
classical dipolar spin ice should have an ordered ground
state.34
As the understanding of spin ice has improved, it has
become clear that non–equilibrium effects play an im-
portant role, and that the thermodynamic properties of
materials like Dy2Ti2O7 are consequently subject to ex-
tremely long equilibriation times.5 In the light of this,
the evolution of the low–temperature heat capacity of
Dy2Ti2O7 was recently revisted by Pomaranski et al. [7],
using an experimental setup designed to track the equi-
libration of the sample. Their study reports equilibra-
tion times in excess of 4 days at 340 mK, and a dra-
matically revised profile for the low–temperature specific
heat.7 One of the most striking features of these results
is an upturn in ∂S/∂T |V = CV /T below T ≈ 500mK,
suggestive of an ordering transition, of the type studied
in Sec. V, or the emergence of a new (quantum) energy
scale.
The results of Pomoranskii et al. [7] clearly motivate a
number of questions, including : What is the origin of the
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FIG. 19: (Color online) Plot of heat capacity CV divided
by temperature, T , for a dipolar spin ice described by
HDSI [Eq. (7)], with parameters taken from fits to experiment
on Dy2Ti2O7 [29], as specified in [Eq. (21)]. Results are taken
from classical Monte Carlo simulation of a cluster of 128 spins.
upturn in CV /T ? What is the nature of the ground state
of Dy2Ti2O7 ? And, what is the reason for its extremely
slow approach to equilibrium ?
These questions are most easily addressed within
the well–established, classical, dipolar spin–ice model
HDSI [Eq. (7)]. As discussed in Sec. IV B, the param-
eters reported by Yavorskii et al. [29], place the classical
ground state of Dy2Ti2O7 in the cubic antiferromagnetic
(CAF) phase [cf. Fig. 2(a)], previously investigated by
Melko et al. [34]. It is therefore natural to ask whether
the upturn in CV /T , observed in Dy2Ti2O7 [7], marks
the onset of CAF order ?
At present, it is only possible to approach this ques-
tion with reference to the heat capacity measurements of
Pomaranskii et al. [7]. To this end, in Fig. 19 we show
estimates of CV /T taken from classical Monte Carlo sim-
ulations of HDSI [Eq. (7)], for the parameters given by
Yavorskii et al. [29] — cf. Eq. (21). Simulations were
carried out using the methods described in Appendix C,
for a cubic cluster of 128 sites. A complete comparison
between experiment and simulation is not possible, since
experimental data for CV /T is only available down to
T = 340 mK [7]. However simulations correctly repro-
duce the measured peak in CV /T at T ≈ 1 K, character-
istic of the onset of spin-ice correlations, and exhibit a
second peak at T ≈ 100 mK, associated with a first-order
transition into the CAF ground state. For temperatures
340 < T / 500 mK, simulations suggest an upturn in
CV /T which is reminiscent of, but a little weaker than,
that observed in experiment.
At first sight, the comparison between simulation
might seem good enough to justify a diagnosis of CAF or-
der. However the CAF is only one of the infinite family of
chain–based ground states described by the effective Ising
model H2DIsing [Eq. (46)] — cf. Sec. IV. And, since dipo-
lar interactions are exponentially screened within these
chain–states — cf. Sec. IV A — the nature of the classi-
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cal ground state is extremely sensitive to small differences
in the exchange interactions Hexchange [Eq. (11)].
For the specific set of parameters provided by Yavorskii
et al. [29] — Eq. (21) — the inter–chain interactions of
H2DIsing [Eq. (46)] take on the values
K(1,
√
2) = −35 mK ,
K(2,0) = 28 mK , [Dy2Ti2O7] (68)
K(0,2
√
2) = 1 mK .
These very weak interactions between chains should be
compared with the uncertainty in exchange interactions,
which is at least 10 mK [29].
It follows from definition of Kδ [cf. Table II], that any
change δJk in the value of exchange parameters leads di-
rectly to a change δKδ in the interactions between chains
of spins
δK(1,
√
2) = −δJ2/3− δJ3c − δJ3d ,
δK(2,0) = δJ3d . (69)
Since the parameters given by Yavorskii et al. [29] place
Dy2Ti2O7 close to borders of CAF, tetragonal double Q
(TDQ) and ferromagnetic (FM) phases — cf. Fig. 11
— an error as small as δJ ∼ 7 mK could be enough
to convert the CAF into a TDQ ground state, while
δJ ∼ 50 mK could stabilize a FM.
This extreme sensitivity of the ground state of dipo-
lar spin ice to small changes in exchange interactions
makes very challenging to reliably predict the ground
state in a real material from high-temperature estimates
of model parameters. However this challenge brings
with it an opportunity : it seems entirely plausible that
changes in Jk of the scale δJ ∼ 50 mK could be achieved
through the application hydrostatic pressure, or by chem-
ical substitution,46 allowing a spin ice to be tuned from
one ground state to another.
The “chain picture” of ground–state order in a dipolar
spin ice may also offer some insight into the very slow
equilibration of Dy2Ti2O7 at low temperatures.
7 In or-
der to achieve an ordered, equilibrium ground state, a
dipolar spin ice must first select the low–energy chain–
based states from the extensive set of states obeying the
ice rules, and then single out the chain–state with the
lowest energy. At low temperatures, this thermal equili-
bration will be achieved through the motion of magnetic
monopoles. However, to connect one chain–state with an-
other, a monopole would have to reverse all of the spins
in chain. This can only be achieved by the monopole
traversing the entire length of a chain — potentially the
entire width of the sample. Such dynamics would be acti-
vated, since it costs energy to make a pair of monopoles,
and extremely slow.
The range of possible outcomes for the low–
temperature physics of Dy2Ti2O7 becomes much richer
once quantum effects are taken into account. One possi-
bility is that quantum tunnelling, of the type described
by Htunneling [13] could stabilise a quantum spin–liquid
(QSL) ground state, described by a quantum U(1) lat-
tice gauge theory [cf. Sec. VI]. In this case, the upturn
in CV /T would signal the crossover between the classical
and a quantum spin liquid regimes.15,21
Another possibility, where exchange interactions place
the system close to a classical phase boundary, is that
quantum fluctuations could stabilise a new form of order,
such as the orthorhombic zig–zag (OZZ) state studied in
Sec. VI B. Such a ground state could melt into a classical
(or quantum) spin liquid at finite temperature, leading
to an upturn in CV /T .
No reliable estimate is currently available for the
strength of quantum tunneling in Dy2Ti2O7. And the
uncertainty in published estimates of exchange interac-
tions is also too great to assess how close it lies to a
classical phase boundary. For both reasons, it is diffi-
cult to draw any firm conclusions about the quantum or
classical nature of its ground state.69–71
However, one of the interesting consequences of chain–
based order, and in particular of the exponential screen-
ing of dipolar interactions within chain states, is that
quantum tunnelling does not need to be very strong to
have a significant effect. From Quantum Monte Carlo
simulations for parameters similar to those proposed for
Dy2Ti2O7 [cf. Sec. VI A], we estimate that the value of
quantum tunnelling g needed to stabilize a QSL may be
as little as gDy2Ti2O7c ≈ 70 mK.
Consequently — and perhaps counter–intuitively — a
“classical” spin ice like Dy2Ti2O7, in equilibrium, may
not be bad place to look for a QSL. In this context
it is interesting to note that the pinch–points observed
in Dy2Ti2O7,
41 and its sister compound Ho2Ti2O7,
40
are somewhat reminiscent of the QSL at finite tempera-
ture.15,21
VIII. CONCLUSIONS
In conclusion, determining the zero-temperature,
quantum, ground state of a realistic model of a spin ice
is an important challenge, motivated by recent experi-
ments on Dy2Ti2O7
7 and ongoing studies of quantum
spin-ice materials.22–24,26–28 In this Article, we have used
a variety of numerical and analytic techniques to address
the question : “What determines the equilibrium ground
state of spin ice, once quantum effects are taken into ac-
count ?”
In Sec. III and Sec. IV, we have shown how a new or-
ganisational principle emerges : ordered ground states
in a dipolar spin ice are built of alternating chains of
spins, with net ferromagnetic polarisation. These “chain
states” minimise long–range dipolar interactions, and
provide a natural explanation for the slow dynamics
observed in Dy2Ti2O7 [7]. And, since dipolar inter-
actions are exponentially screened within chain states,
they can be described by an extended Ising model on an
anisotropic triangular lattice, H2DIsing [Eq. (46)].
In Sec. V and Sec. VI, using Monte Carlo simula-
20
tion, we have determined both the quantum and classical
phase diagrams ofHQDSI [Eq. (12)], as a function of quan-
tum tunneling g, and temperature T . We find that only
a modest amount of quantum tunneling gc is needed to
stabilize a quantum spin liquid (QSL), with deconfined
fractional excitations,10–15,17,18. These results are sum-
marized in Fig. 1.
We have also considered the implication of these re-
sults for real materials, concentrating on the spin ice
Dy2Ti2O7. Based on published estimates of exchange
parameters,29 we find that an ordered ground state in
Dy2Ti2O7 would be a cubic antiferromagnet (CAF).
However this state lies tantalisingly close in parame-
ter space to other, competing ordered phases, and only
a very small amount of quantum tunneling would be
needed to convert it into a quantum spin liquid.
While we have chosen to emphasize Dy2Ti2O7, there
are a great many rare-earth pyrochlore oxides,47 in which
to search for quantum spin ice, and other unusual forms
of magnetism.13,17,48 In many of these materials, dipolar
interactions will also play a role, and the small values
of gc found in our simulations offer hope that quantum
spin-liquids may be found in other materials at low tem-
perature.
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Appendix A: Ewald summation of long-range
dipolar interactions
The quantum and classical Monte Carlo simulations
described in this Communication were carried out for cu-
bic clusters of N = 16× L3 = 128, 432, 1024, 2000 spins,
with periodic boundary conditions. The long-range dipo-
lar interactions Hdipolar [Eq. (8)], which cross the periodic
boundaries of the cluster, were treated by Ewald summa-
tion.
Imposing periodic boundary conditions on a cubic clus-
ter of dimension L, converts it into an infinitely-extended
system, repeating with period L, for which the sum over
long-range dipolar interactions is only conditionally con-
vergent. Within Ewald summation, this slowly converg-
ing sum, U = Hdipolar/D, is divided into two rapidly and
absolutely convergent sums, U (R) — which is evaluated
in real space, and U (G) — which is evaluated in recip-
rocal space. The rate of convergence of both sums is
determined by a parameter α, with dimension of inverse
length, which determines the crossover between short-
range interactions (treated in real space) and long-range
interactions (treated in reciprocal space). Since the sys-
tem is periodic, the self-energy U (SE) arising from a spin
interacting with an infinite number of copies of itself must
also be taken into account. And since it is infinitely-
extended, care must also be taken to impose an appro-
priate boundary condition at infinity.
Following [65], we impose boundary conditions through
a macroscopic field term U (MF), and write
Hdipolar/D = U (R) + U (G) + U (SE) + U (MF) . (A1)
The sum evaluated in real space is given by
U (R) =
1
2
N∑
i,j=1
′∑
n
{(Si · Sj)F1(|Rij + n|)− [Si · (Rij + n)] [Sj · (Rij + n)]F2(|Rij + n|)} , (A2)
F1(x) =
1
x3
(
erfc (αx) +
2αx√
pi
e−α
2x2
)
, (A3)
F2(x) =
1
x5
(
3 erfc (αx) +
2αx√
pi
(
3 + 2α2x2
)
e−α
2x2
)
, (A4)
where n ≡ (nx, ny, nz)L with na ∈ Z, and the prime on
∑′
n indicates that the divergent terms arising for n = 0
and Rij = 0 are omitted from the sum. The functions F1(x) and F2(x), which control the convergence of U
(R), are
expressed in terms of the complementary error function erfc(z). The real space sum runs over all the periodic images
of the cubic cluster of dipole moments.
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The sum to be evaluated in reciprocal space is a sum over the points G ≡ (Gx, Gy, Gz)L (with Ga ∈ Z) of the
reciprocal lattice:
U (G) =
1
2L3
∑
G6=0
4pi
G2
exp
[
−
(
piG
αL
)2] N∑
i,j=1
(Si ·G) (Sj ·G) exp
(
2pii
L
G ·Rij
)
. (A5)
The self-energy of spins is given by
U (SE) = − 2α
3
3
√
pi
N∑
i=1
S2i . (A6)
The boundary conditions “at infinity” are imposed by
the macroscopic field term
U (MF) =
2pi
(2+ 1)L3
N∑
i=1
N∑
j=1
Si · Sj , (A7)
where the choice of boundary conditions is determined
by the effective “permitivity” .
In this work we make the choice →∞. This is equiv-
alent to embedding the periodic array of finite-size clus-
ters in a medium which perfectly screens the net dipole
moment of each cluster, so that the macroscopic field
term U (MF) → 0. The main justification for this choice
of boundary condition comes from the perfect quanti-
tative agreement between the results of classical Monte
Carlo simulation in the limit T → 0, and the classical
ground states determined through mapping onto an effec-
tive Ising model, as described in Section IV. In real mate-
rials, phases with a net moment, such as the ferromagnet
(FM), will form domains to screen the macroscopic field,
and the effective boundary condition “at infinity” will
also depend on the shape of the sample.
Appendix B: Equivalence of exchange interactions
within the spin–ice manifold
For spin–configurations obeying the “ice rules”, a fur-
ther simplification arises from the fact that second–
neighbour exchange J2, and the third–neighbour ex-
change in the direction of the [110] chains, J3c, are no
longer independent parameters.
To understand how this works, we consider the two
corner–sharing tetrahedra shown in Fig. 20. The 2–in,
2–out “ice–rule” reduces the number of possible spin-
configurations from 27 = 128, to 18. Each of these 18
configurations is equivalent to one of the two configura-
tions shown in Fig. 20. The energy of these spin con-
figurations can be calculated by counting the number of
satisfied and unsatisfied bonds of each type. Second–
neighbour bonds (denoted by green lines) contribute
δEJ2 = ± J2/3 . (B1)
−J2/3 +J2/3
+J2/3
−J2/3 −J2/3
−J2/3−J2/3 −J2/3
+J2/3+J2/3
+J2/3 +J2/3
(a) (b)
FIG. 20: (Color online) Equivalence of the exchange inter-
actions J2 and J3c within the manifold of spin-ice configura-
tions. All possible spin-ice states can be constructed from the
two configurations (a) and (b), with energies Ea [Eq. (B3)]
and Eb [Eq. (B4)]. In both cases, the energy is a function of
J2 + 3J3c, and the effect of the two exchange interactions is
equivalent, up to a factor 3. Ferromagnetic chains of spins,
which form the building-block for ordered states, are shown
by thick magenta and green lines.
Third–neighbour bonds, of the type J3c, meanwhile, con-
tribute
δEJ3c = ±J3c . (B2)
Counting the relevant bonds, we find that the ener-
gies of the spin configurations shown in Fig. 20(a) and
Fig. 20(b), are given by
Ea =
2
3
J2 + 3J3c = J3c +
2
3
(J2 + 3J3c) , (B3)
Eb = −2
3
J2 − J3c = J3c − 2
3
(J2 + 3J3c) . (B4)
Comparing the two results, we see that the interactions
J2 and J3c both have the same effect — up to a factor ×3
— when acting on any spin–configuration obeying the
ice rules. The constant shift J3c, which appears in both
Ea [Eq. (B3)] and Eb [Eq. (B4)], is the same for all spin-
ice configurations, and so does not distinguish between
different ordered or disordered states.
The physically relevant parameter, within a spin–ice,
is therefore
J2 + 3J3c , (B5)
as given in Section II C.
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Appendix C: Classical Monte Carlo - technical
details
Our classical Monte Carlo was carried out using cu-
bic cells with periodic boundary conditions with 16×L3
Ising spins with L = 2, 3, 4, 5, though for the phase di-
agram we chose cubic clusters with 128 (L = 2) and
1024 (L = 4), compatible with all three ordered phases.
The long-ranged dipolar interaction was handled using
a pre-tabulated Ewald summation (see Section A and
Ref. [39]). As is now standard for simulations of spin ice,
the Monte Carlo allowed for single spin flips and worm
updates.34 The worm updates allow for efficient sampling
of spin-ice states with a short autocorrelation time com-
pared to simulation time scales. We simulated up to 128
temperatures simultaneously on the hydra cluster based
in Garching with parallel tempering moves to assist equi-
libration. The highest temperature was taken below the
heat capacity peak into the ice states. The simulations
for L = 4 at low temperature were somewhat hampered
by slow equilibration despite the presence of loop moves
and parallel tempering. Whereas L = 2 simulations were
found to be independent of the starting configuration,
this ceased to be the case for L = 4. We therefore con-
ducted simulations by starting from each of the three
known ordered states and also from states that are de-
generate at the phase boundaries — for example the or-
thorhombic zigzag state (OZZ).
Appendix D: Quantum Monte Carlo - technical
details
We have performed Green’s function Monte Carlo
(GFMC) simulations of HQDSI [12], using methods previ-
ously developed to study the quantum dimer model on a
diamond lattice,42,43 and quantum spin ice in the absence
of long-range dipolar interactions.14,15 GFMC is a form
of zero-temperature Quantum Monte Carlo simulation,
which is numerically exact where simulations converge.
Our implementation of GFMC closely parallels that
of [64]. We work explicitly with spin–ice configurations
and, starting from a given spin configuration, use a pop-
ulation of “walkers” to sample the space of other configu-
rations connected by off-diagonal matrix elements of the
Hamiltonian, HQDSI [12]. A guide wave function, opti-
mised by a separate variational Monte Carlo simulation
is used to improve the convergence of simulations. As
such, GFMC can be thought of as a systematic way of
improving upon a variational wave function. A suitable
variational wave function for a quantum spin ice, based
on plaquette-plaquette correlations, is described in [43].
The number of variational parameters used in simula-
tions, depended on the cluster, and was typically 20-40.
Populations of up to 1000 walkers were used in GFMC
simulation. The population of walkers was reconfigured
after a typical period of 45 steps, with simulations run for
a few thousand consecutive reconfigurations. The aver-
TABLE III: Ground state energy E0, excitation gap ∆ and
number of flippable plaquettes Nflip for cubic clusters with
N = 128 and N = 1024 sites, used in constructing the degen-
erate perturbation theory Eq. (E1).
state N E0/N ∆0 Nflip
CAF 128 −1.94759D − 2J2/3 0
CAF 1024 −1.94760D − 2J2/3 0
OZZ 128 −1.92688D − J2/3 0.2906D + 8J2/3 32
OZZ 1024 −1.92687D − J2/3 0.2919D + 8J2/3 256
TDQ 128 −1.90617D −0.3725D − 8J2 32
TDQ 1024 −1.90613D −0.3717D − 8J2 256
ages used in estimators for the ground state energy, etc.,
were calculated for sequences of 50-300 steps.
We performed GFMC simulations for clusters of 128,
1024, and 2000 sites, with the full cubic symmetry of the
pyrochlore lattice. Since not all of the ordered states con-
sidered are compatible with the 2000-site cluster, this was
used to explore the correlations S(q) of the QSL phase,
and not to determine the ground-state phase diagram.
To test the accuracy of the method, simulations of were
also performed for a 80-site cluster with lower symme-
try. Exact diagonalization calculations were carried out
for the same 80-site cluster, and found to be in perfect
numerical agreement with the results of GFMC.
Simulations for “large” values of g & 0.1D, within
the QSL, are relatively easy to converge, since all spin-
ice configurations, apart for a tiny subset of “isolated
states”, are connected by matrix elements of HQDSI [12],
and all spin-ice configurations enter into the QSL ground
state with comparable weight. Simulations are rela-
tively difficult to converge for large clusters and “small”
values of g, especially in the highly frustrated region
−0.08 . J2/D . −0.06, where the coupling between
parallel “chains” is vanishingly small and many different
ground states compete. Detail of this region of the phase
diagram is given in Fig. (18).
The Hilbert space of different possible spin–ice configu-
rations, on which HQDSI [12] acts, can be divided into dis-
tinct topological sectors, according to the net flux of spin
moments through the boundaries of a cluster14,43. Under
the dynamics described by HQDSI, these fluxes are con-
served. The QSL, and the CAF, TDQ and OZZ ground
state all belong to the zero–flux sector, while the FM has
a finite value of flux. We have GFMC performed simula-
tions in a representative selection of flux sectors, and find
no evidence of other competing ground states with finite
values of flux. We have also verified that the energies
of the QSL in different flux sectors satisfies the expected
scaling with flux at fixed system size, as described in
Ref. 14.
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Appendix E: 2nd order perturbation theory in g
We can use perturbation theory in g to calculate the
effect of the quantum fluctuations about the TDQ and
OZZ ground states. To second order in g, the ground
state energy is given by
E(2) = E(0) −Nflip g
2
∆0
, (E1)
where E(0) is the classical ground state energy and ∆0 is
the energy gap between the ground state and the excited
state obtained by flipping the spins on a hexagon (where
Nflip is the number of such hexagons, and all the flippable
hexagons are equivalent). These numbers, found by the
numerical enumeration of states, are presented for the
128 and 1024 site cluster in Table III.
Comparing these energies close to the classical phase
boundary where the TDQ, the OZZ, and the CAF are
degenerate, we get that OZZ state has the lowest energy
and is stabilized between the TDQ and CAF phases. The
phase transition lines between the TDQ and OZZ phases
are essentially independent of g:
J2/D = −0.0621 (128 sites) , (E2)
J2/D = −0.0622 (1024 sites) . (E3)
In contrast, the phase boundaries between the CAF and
OZZ depend on g/D as
J2/D = −0.0621 + 6.01(g/D)2 (128 sites) , (E4)
J2/D = −0.0622 + 5.95(g/D)2 (1024 sites) . (E5)
These phase boundaries are shown in Fig. 15 and Fig. 18
as dashed lines (the finite–size effects are not discernible
on the scale of the figure).
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