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Abstract
Anomaly detection is a task that recognizes whether an
input sample is included in the distribution of a target nor-
mal class or an anomaly class. Conventional generative
adversarial network (GAN)-based methods utilize an entire
image including foreground and background as an input.
However, in these methods, a useless region unrelated to
the normal class (e.g., unrelated background) is learned as
normal class distribution, thereby leading to false detection.
To alleviate this problem, this paper proposes a novel two-
stage network consisting of an attention network and an
anomaly detection GAN (ADGAN). The attention network
generates an attention map that can indicate the region
representing the normal class distribution. To generate an
accurate attention map, we propose the attention loss and
the adversarial anomaly loss based on synthetic anomaly
samples generated from hard augmentation. By applying
the attention map to an image feature map, ADGAN learns
the normal class distribution from which the useless region
is removed, and it is possible to greatly reduce the prob-
lem difficulty of the anomaly detection task. Additionally,
the estimated attention map can be used for anomaly seg-
mentation because it can distinguish between normal and
anomaly regions. As a result, the proposed method outper-
forms the state-of-the-art anomaly detection and anomaly
segmentation methods for widely used datasets.
1. Introduction
Anomaly detection is a process that determines whether
a given input sample is included in a trained class. It is
applied in various fields, such as industrial inspection for
segmenting defective product parts [5], unbalanced learn-
ing [18], and intruder detection [21, 19, 22]. Typical
anomaly detection tasks work on datasets with a large num-
ber of normal class images and a small number of unde-
fined anomaly class images. Generally, conventional clas-
sification methods are ineffective for these datasets because
of the class imbalance problem. Accordingly, the standard
approach of existing methods is to learn a representation
Figure 1. The anomaly detection process of the proposed method.
The normal class is the airplane of the CIFAR10. (a) The attention
map focuses on the sky or objects related to the airplane. In this
case, ADGAN can detect the anomaly class more sensitively by
learning the image feature from which the useless region has been
removed. (b) In the anomaly class, the attention map removes a
useless region except for the sky, which is the normal region. Since
the useless features multiplied by the attention map are not learned
in the ADGAN, the proposed detection method can discriminate
the anomaly class.
of the normal class distribution using a variational auto-
encoder (VAE) [3, 4, 26, 7] or generative adversarial net-
work (GAN) [2, 8, 27, 34]. When the anomaly class image
is used as an input to these networks, anomaly detection can
be performed due to a large difference from the normal class
output is observed.
Generally, existing methods, which exploit the VAE (or
GAN)-based network, use the whole region of an input im-
age. However, these methods encounter the problem that a
useless region unrelated to the normal class is learned as the
normal class distribution. Fig. 1 shows an example of this
problem and the main concept of our approach when the
normal class is airplane class. In common airplane images,
the sky image is the most common background, whereas the























such as the grass background, is learned as a normal class
distribution, an anomaly class may be incorrectly detected
as a normal class. The proposed attention map, on the other
hand, focuses on the region related to the normal class. The
anomaly detection GAN (ADGAN) is only trained with the
region for the normal class after removing the useless re-
gion. Hence, ADGAN stably learns the normal class dis-
tribution. The detection process for the anomaly class is
shown in Fig. 1 (b). Anomaly images (boat, bird) were
not trained in the attention network. Therefore, the atten-
tion map removes useless regions except for the sky, which
belongs to the normal region. The feature multiplied by
this attention map extremely differs from that of the normal
class distribution, and ADGAN can easily discriminate this
image as that of an anomaly class.
This paper proposes a novel two-stage structure con-
sisting of an attention network that generates an attention
map to remove the useless region that is unrelated to the
normal class and the ADGAN that learns the distribution
from which the useless region is removed. The goal of
the attention network is to generate an attention map that
represents the normal class region within a given image
for anomaly segmentation. To accomplish this, adversarial
anomaly loss, attention loss, and hard augmentation, which
generates data shifted away from the input data distribution,
are employed in the training stage.
As confirmed in [12] and [31], a semi-supervised
learning using a small amount of anomaly data improves
the performance of the deep learning model. Therefore,
the proposed method uses hard augmented anomaly data
extracted from normal data instead of real anomaly data
to improves performance. In addition, the adversarial
anomaly loss aids the attention map to deactivate the
useless region in the image, and the attention loss induces
to distinguish accurately between anomaly and normal
regions at the pixel level. Then, through pixel-wise mul-
tiplication between the image feature and attention map,
the useless region unrelated to the normal class is removed
from the image feature. Finally, the proposed ADGAN
uses this feature to train the normal class distribution after
removing the useless region. The main contributions of this
study are summarized as follows:
- We propose a novel GAN-based attention network
to generate an attention map that focuses on the normal
class region. We also introduce an attention loss and
adversarial anomaly loss using the hard augmentation to
help perform accurate anomaly segmentation.
- The two-stage network structure, which connects the
attention network and ADGAN, is proposed to learn the
feature distribution after removing a useless region. The
ADGAN learns the normal class distribution from which
the useless region is removed, and hence, it can detect the
anomaly class more sensitively than existing methods.
- We confirmed that applying hard augmentation improves
the performance even in the GAN-based anomaly detection,
thereby improving the performance of the proposed model.
- The proposed method outperforms the state-of-the-art
methods on several datasets in terms of the classification
accuracy and the average area under a receiver operating
characteristic curve (AUROC).
2. Related Works
Anomaly detection is a research topic that has received
the considerable attention in the past. In existing methods,
this task is also known as one-class classification [28, 20]
or out-of-distribution detection [16]. Anomaly detection is
usually performed via unsupervised methods using the gen-
eration model for learning the distribution of a certain class.
In these methods, GAN [10] (or VAE [13]) learns the dis-
tribution of a certain class and uses the difference between
a reconstructed image and an input for anomaly detection.
An et al. [3] proposed a simple reconstruction error-based
anomaly detection with the VAE. Chen et al. [7] introduced
autoencoder ensembles for unsupervised anomaly detec-
tion. Sakurada et al. [26] proposed using the mean square
error to perform anomaly detection. Additionally, several
methods for performing anomaly detection using the prop-
erty of GAN [10] that learns the input class distribution have
been also studied. In [25], GAN was trained to add noise to
the normal class images to eliminate noise. These refined
images are generated closer to the distribution of the train-
ing class.
In addition, deep learning-based anomaly segmentation
methods focus on generative models such as GAN [27] and
VAE [5]. However, these approaches usually may have a
high reconstruction performance for anomaly class images
because anomaly image regions may exist in normal images
used for learning. In [6], student networks were trained to
mimic a pretrained teacher dividing an image into patches.
However, the method of using an image patch often has a
problem that performance varies greatly depending on the
patch size. In recent works, an activation map that visual-
izes the region of interest (ROI) through grad-cam [29] was
applied to anomaly detection. Kimura et al. [12] focused
on realistic dataset settings with complex noise and consid-
erably few training images. The activation map was gen-
erated using grad-cam to focus only on the reconstruction
loss of the ROI. Venkataramanan et al. [31] improved the
detection performance using an activation map in the train-
ing process. However, the disadvantage of these methods
is that the noise unrelated to the normal class is still used
in training, and an incorrectly predicted activation map can-
not be used. The proposed method directly extracts and su-
pervises the attention map. Our method is different from
the conventional method which uses grad-cam [29] to indi-
Figure 2. Overall network structure of the proposed method. The network consists of two sub-networks: the attention network and ADGAN.
Figure 3. Our hard augmentation-based anomaly generation. Two
types of synthetic anomaly data xAno is generated by the several
hard augmentations. x
′
Ano is generated by applying a rotation,
perm, and color jitter for each step, and x
′′
Ano is generated in a
similar method to Cutmix [33] at the last step.
rectly extract the activation map. Therefore, the proposed
method distinguishes between anomaly and normal regions
more accurately than previous methods.
3. Proposed Method
The proposed network consists of two parts: the atten-
tion network that generates an attention map and ADGAN
that learns a normal class distribution after removing the
useless region by the attention network. The details are ex-
plained in the following sections.
3.1. Overall Proposed Model
The overall structure of the proposed network is shown
in Fig. 2. The attention network consists of a generator and
a discriminator. Unlike the existing GAN structure, the gen-
erator of the attention network generates an reconstructed
image xRe and an generated attention map AGen. The dis-
criminator of the attention network also determines whether
an input image and an attention map are real or fake. Fur-
thermore, anomaly data xAno generated by the hard aug-
mentation [30], which generates data that is shifted away
from the input data distribution, is used to support the atten-
tion network estimates normal data distribution. Then, the
attention map activates the normal region and deactivates
the useless region in an input image. Therefore, the atten-
tion map ANor from normal data is fully activated while
the attention map AAno from the anomaly data xAno is de-
activated. The attention network is trained through adver-
sarial training of GAN. The generator aims to generate an
attention map that activates the normal region of an input
image while deactivating the useless region. The attention
network yields the feature map FNor with the useless region
removed, thereby maintaining the normal feature intact. In
this stage, the feature map FNor is acquired by multiply-
ing the attention map and the image feature FImg extracted
from CNN. Finally, ADGAN trains only the normal region
distribution using FNor to perform anomaly detection.
3.2. Attention Network
3.2.1 Hard Augmentation-based Anomaly Generation
The proposed method uses several hard augmentations to
obtain the synthetic anomaly data different from the normal
data distribution. It helps to estimate the exact normal re-
gion in the input image. We performed an experiment in
section 4.2.1 using DCGAN [23] to apply the anomaly data
generation. Through this experiment, we observed that us-
ing several hard augmentations in the training process helps
the training model to estimate the normal data distribution.
According to the results of this experiment, our anomaly
generation used three types of hard augmentation: rota-
tion, color jitter, and perm. Fig. 3 shows the process of
generating synthetic anomaly data in the proposed anomaly
generation. The anomaly generation generates two types
of anomaly data xAno. The first synthesized anomaly data
x
′
Ano is generated using three augmentations previously in-
troduced. Similar to CutMix [33], a random region is se-
lected to generate the second anomaly data x
′′
Ano. The se-
lected region is then replaced with the zero value or the cor-
responding region of x
′
Ano, which have the same chance.
In addition, since we know which region of the generated










Effectiveness of synthetic anomaly data is verified in Sec-
tion 4.2.1.
3.2.2 GAN-based Attention Network
The meaningful region in the attention map is obtained
through the training process of the attention network. GAN,
which is generally used in anomaly detection, can easily de-
tect the anomaly class because it learns the normal class dis-
tribution. To reflect this property on the attention map, we
design the generator to create both the attention map and the
reconstructed image. Fig. 2 shows the structure of the de-
signed generator G1. The attention map AGen has the same
size as an input image xIn and outputs a value in the range
of [0, 1] depending on the importance of the pixel in an in-
put image. The reconstructed image and the attention map
are combined via the channel-wise concatenation, Then, it
is used as an input to the discriminator. The loss function








where x, xRe, D, G, and concat indicate an input image,
a reconstructed image, a discriminator, a generator, and a
concatenation operation, respectively. Therefore, the dis-
criminator of the attention network verifies whether the re-
constructed image is real or fake and whether the attention
map focuses on the normal region of the image. However,
if the existing GAN loss is applied only using the attention
map of the normal image during the training process, the
useless region can be falsely activated because the attention
map activated by the proposed model can be determined as
the normal distribution. To solve this problem, we train a
discriminator with the adversarial anomaly loss LanoAdv us-
ing xAno and AAno generated in the anomaly generation
presented in the previous section. The adversarial anomaly





{E [1− log(D(concat(xRe, AanoGen)))]
+E [log(D(concat(xAno, AAno)))]},
(2)
where AanoGen indicates the attention map generated from
the anomaly data. Therefore, the discriminator addition-
ally learns an attention map that deactivates the region of
xAno , which differs from the normal data distribution. In
addition, to better represent the normal class distribution,
the adversarial variational autoencoder structure used in a
previous study [31] is used as the generator of GAN. The
loss function for learning the generator are as follows:
LG = LR(xIn, xRe) +KL(qφ(z|x) ‖ pθ(z|x)), (3)
where LR is negative log likelihood of the given input and
KL is the Kullback-Leibler (KL) divergence.
3.2.3 Attention Loss
By applying the adversarial anomaly loss, the proposed
method can determine the location of the useless region of a
given input image. However, it is difficult to determine the
accurate useless region in the pixel level with the adversar-
ial anomaly loss alone. Therefore, we propose the attention
loss to accurately classify the useless region. The equation
for the attention loss (LAtt) function is as follows:
LAtt = E ‖ AnorGen − ANor ‖2 +E ‖ AanoGen − AAno ‖2,
(4)
where AnorGen indicates the attention map generated from the
normal data. As shown in the equation, the attention loss
function activates and deactivates the normal and anomaly
regions using the attention map, respectively. The total loss
Ltotal including the attention loss is as follows:
Ltotal = L
ano
Adv + LAdv + LG + LAtt. (5)
3.3. Anomaly Detection GAN
As shown in Fig. 2, the attention map of attention net-
work AGen is used as an input of ADGAN. The anomaly
detection is performed through the ADGAN that learns dis-
tribution of FNor. The feature map FNor is obtained by the
following multiplication:
FNor = FImg ◦ AGen, (6)
where ◦ indicates point-wise multiplication and FImg indi-
cates the image feature obtained through two CNN layers.
Different from the existing GAN, which learns using im-
ages, the ADGAN is trained using the image feature. The
attention map has a high value in a normal class region and
Figure 4. Qualitative results on the CIFAR10 dataset. (a) normal
input images and attention maps. (b), (c) anomaly input images
and attention maps. The proposed method removed the region of
the anomaly class. Therefore, the attention map generated by the
attention network differs from the attention map of a normal im-
age.
a low value in an anomaly class region. However, since the
image pixel intensity does not represent the absolute im-
portance, directly multiplying the image with the attention
map may ignore the dark regions where the pixel intensity
is zero. To overcome this problem, the image feature map
is used instead of the image itself. Important information
of the image feature map can be preserved because the fea-
ture map has high values in regions that the model deems
important. As the feature multiplied with the attention map
is used, only the distribution of the regions more related
to the normal class is learned by ADGAN. Moreover, the
generated anomaly class attention map is different from the
normal class. Consequently, the ADGAN becomes more
sensitive to the anomaly class distribution.
4. Experiments
To verify the performance of the proposed method, sev-
eral evaluations were performed on CIFAR10 [14] and
MVTec Anomaly Detection (MVTec AD) datasets [5]. The
proposed method used the CIFAR10 dataset to evaluate
the anomaly detection performance. The experiment of
anomaly detection was performed under the same condition
as [20] (One class is considered normal and other classes
are considered anomaly.).
In the first experiment, we observed several hard aug-
mentations using DCGAN [23] to generate the anomaly
data, which helps to estimate the normal data distribution.
Then, we used hard augmentations to learn the proposed
model and compared it with the existing methods. As a
measure of anomaly detection performance, the AUROC
was evaluated. We also used the MVTec AD dataset to eval-
uate the proposed method in terms of anomaly segmentation
and anomaly detection. Following [5], classification accu-
racy was used as an evaluation metric for the anomaly de-
tection, and the pixel-wise mean AUROC was used for the
anomaly segmentation. Finally, an output of the ADGAN
Figure 5. Input images, attention maps, and ground truths on
MVtec AD dataset for (a) normal class and (b) anomaly class. The
attention map of anomaly class was different from the attention
map of the normal class due to the defective region.
DC
Method plane car bird cat deer mean
Base 0.601 0.473 0.546 0.508 0.624 0.583
Rotate 0.542 0.499 0.510 0.561 0.636 0.612
Perm 0.673 0.525 0.554 0.587 0.642 0.634
Jitter 0.582 0.421 0.542 0.541 0.627 0.542
R&P 0.692 0.511 0.532 0.577 0.647 0.647
R&P&J 0.691 0.553 0.563 0.592 0.651 0.663
Semi 0.720 0.569 0.591 0.644 0.648 0.687
Table 1. Performance comparison in terms of mean AUROC of 5
randomly selected classes in the CIFAR10 dataset for evaluation of
anomaly detection. The mean of all ten classes is reported. Semi
is a model trained with semi-supervised learning. R, P , and J
indicate rotation, perm, and color jitter, respectively.
discriminator and the attention map score was used as the
anomaly detection and the anomaly segmentation score of
the proposed method, respectively.
4.1. Implementation Details
As shown in Fig. 2, the encoder of the attention net-
work consisted the convolution layers of ResNet-18 [11]
pretrained from ImageNet [24]. The decoder of the atten-
tion network had four transposed convolution layers that
generate a feature map with the same size as an input im-
age. In addition, two paths with three convolution layers
were added to the decoder, which outputs a reconstructed
image and an attention map from a feature map. The en-
coder of ADGAN was the same as the encoder of the atten-
tion network, and the decoder of the ADGAN consisted of
four transposed convolution layers. Also, we used the dis-
criminator of DCGAN. Finally, to generate an attention map
that focuses on the normal region, the attention network is
trained first and ADGAN is trained afterwards. Detailed in-
formation on training process and network architectures is
described in our supplementary material.
DC -Anomaly Detection (AUROC)
Method AnoGAN OCGAN ULSLM LSA γ-VAE CAVGA-D Student Proposed
Mean 0.619 0.656 0.736 0.641 0.717 0.737 0.813 0.823
Table 2. Performance comparison of the anomaly detection in term of mean AUROC with the proposed and existing SOTA methods on
CIFAR10 (DC ) dataset. (The best result is red and the second-best result is blue.).
DV -Anomaly Segmentation (AUROC)
Method AnoGAN AESS AEL2 VEVAE CAVGA-R Superpixel Student Proposed
Bottle 0.86 0.93 0.86 0.87 0.89 0.86 0.85 0.95
Cable 0.78 0.82 0.86 0.90 0.85 0.92 0.73 0.92
Capsule 0.84 0.94 0.88 0.74 0.95 0.93 0.82 0.96
Carpet 0.54 0.87 0.59 0.78 0.88 0.88 0.86 0.86
Grid 0.58 0.94 0.90 0.73 0.95 0.97 0.60 0.92
Hazelnut 0.87 0.97 0.95 0.98 0.96 0.97 0.91 0.95
Leather 0.64 0.78 0.75 0.95 0.94 0.86 0.93 0.96
Metal Nut 0.76 0.89 0.86 0.94 0.85 0.92 0.58 0.95
Pill 0.87 0.91 0.85 0.83 0.94 0.92 0.90 0.91
Screw 0.80 0.96 0.96 0.97 0.85 0.96 0.90 0.86
Tile 0.50 0.59 0.51 0.80 0.80 0.62 0.87 0.93
Toothbrush 0.90 0.92 0.93 0.94 0.91 0.96 0.81 0.95
Transistor 0.80 0.90 0.86 0.93 0.85 0.85 0.85 0.91
Wood 0.62 0.73 0.73 0.77 0.86 0.80 0.68 0.90
Zipper 0.78 0.88 0.77 0.78 0.94 0.90 0.90 0.94
Mean 0.74 0.86 0.82 0.86 0.89 0.89 0.80 0.92
DV -Anomaly Detection (Classification Accuracy)
Mean 0.55 0.63 0.71 - 0.82 0.76 0.84 0.89
Table 3. Performance comparison of anomaly detection in term of AUROC, mean AUROC, and classification accuracy with the proposed
and conventional SOTA methods on MVTec AD (DV ) dataset. (The best result is red.).
4.2. Experimental Results
4.2.1 Effectiveness of Hard Augmentation
To verify the effectiveness of hard augmentation on the
anomaly detection performance, we performed experiments
to apply several hard augmentations to DCGAN. An en-
coder was added to the existing DCGAN structure because
we followed the same procedure as defined in [25]. First,
we considered rotation and perm as introduced in [30]. Ad-
ditionally, color jitter was considered to obtain various color
distributions of the generated anomaly images. In semi-
supervised setting, the discriminator of DCGAN is learned
to discriminate the anomaly data as a fake, which is 0. Table
1 shows performances based on AUROC, and the anomaly
score uses the discriminator output. “Base” means DCGAN
learned by using only normal data. In models excluding
“Base”, the anomaly data generated by hard augmentation
was used, and in “Semi”, 128 real anomaly data was ran-
domly selected, and DCGAN was trained.
The model trained with semi-supervised learning shows
a higher performance improvement than the base model. On
the other hand, the model using only one augmentation does
not show as high performance improvement as “Semi”. Es-
pecially, in the case of rotation augmentation, the flying di-
rection is not constant for bird and airplane classes. This
means that these classes have a distribution similar to the
normal data distribution even after rotation augmentation
is applied. Therefore, as shown in Table 1, the model to
which rotation is applied shows low performance in the bird
and airplane classes. However, the model using several aug-
mentations shows higher performance than other models re-
gardless of class types. Intuitively, using several augmenta-
tion methods generates anomaly data that is shifted from the
normal data distribution, even if the property of the class is
different. The results in Table 1 show that the method of us-
ing anomaly data helps to estimate the normal distribution.
Therefore, by using the proposed anomaly generation, the
synthetic anomaly data was generated as described in sec-
tion 3.2.1 using three augmentations: rotation, color jitter,
and perm.
4.2.2 Evaluation for CIFAR10 Dataset
To evaluate the proposed method in terms of the quantita-
tive results, its performance was compared with other exist-
ing anomaly detection methods, which are AnoGAN [27],
Figure 6. Qualitative results of the ablation study to illustrate
the performance of the anomaly segmentation on the MVtec AD
dataset (a) with LanoAdv , (b) with LAtt, and (c) with L
ano
Adv and LAtt.
OCGAN [20], ULSLM [32], LSA [1], γ-VAE [9], CAVGA-
D [31] and Uninformed Students (Student) [6], using the
AUROC metric described in Section 4.1. In Tables 2, the
best score and the second-best score in each row were high-
lighted in red and blue, respectively. The proposed method
achieved high performance than existing methods.
In addition, for the CIFAR10 dataset, we observed the
input image and the attention map in Fig. 4 to verify that
the attention map focuses on the normal region. Fig. 4 (a)
shows the attention map that captures the important region
in an input image. Through this attention map, ADGAN
could learn the normal distribution without the useless re-
gion, and effectively detect anomaly data. Figs. 4 (b) and
(c) show the anomaly input image and the attention map. If
a useless region is detected in the proposed attention net-
work, all the useless regions are removed as shown in Fig.
4. (b). However, the CIFAR10 dataset has a complex im-
age distribution. Therefore, the proposed method may not
be able to deactivate the corresponding region even for an
anomaly class image as shown in Fig. 4. (c). In particu-
lar, in the first row of Fig. 4 (c), since the normal class is
an airplane, the sky region is regarded as a normal region
even though it is an anomaly class image. However, since
this attention map generates the feature that was not learned
in ADGAN, the proposed ADGAN easily discriminated be-
tween normal class and anomaly class.
4.2.3 Evaluation for MVTec AD Dataset
We evaluated the anomaly segmentation performance be-
tween the proposed method and the existing state-of-
the-art methods using the MVtec AD dataset. Existing
methods were AnoGAN [27], Autoencoder-SSIM (AESS),
Autoencoder-L2 (AEL2) [5], VEVAE [17], CAVGA-R
[31], Student [6], Superpixel Masking and Inpainting (Su-
perpixel) [15]. As shown in Table 3, the proposed method
consistently outperformed all other existing methods evalu-
ated in AUROC. Reconstruction-based methods such as AE
Scenarios (a) (b) (c)
LanoAdv X - X
LAtt - X X
Performance 0.75 0.87 0.92
Table 4. Performance comparison for the proposed method with
various conditions in terms of segmentation AUROC on the
MVtec AD dataset (a) with LanoAdv , (b) with LAtt, and (c) with
LanoAdv and LAtt.
and Superpixel used the reconstruction loss as the anomaly
score. Using these methods, if the latent space of the train-
ing model is large, the reconstruction performance of the
anomaly class can be enhanced. In VEVAE and CAVGA, an
attention map was obtained using grad-cam [29]. However,
the attention map extracted using grad-cam could not focus
on the important region if the model is trained incorrectly.
Additionally, since grad-cam-based methods generally gen-
erate attention maps through methods that are not based on
image segmentation loss, it is difficult to extract an exact
important region. Therefore, these methods show lower
performance compared to the proposed method. In addi-
tion, compared to patch-based methods such as [6], which
changes the performance according to the patch size, the
proposed method achieved higher performance.
Fig. 5 shows a qualitative evaluation of the proposed
method. Fig. 5 (a) shows the normal image, attention map,
and GT. Unlike the CIFAR10 dataset, in the MVtec AD
dataset, normal samples have a constant image distribution.
Therefore, the proposed method easily learned the normal
data distribution, and the attention map constantly activated
all regions. As shown in Fig. 5. (b), the attention map of the
anomaly image activated the normal region and deactivated
the useless region. Compared to existing methods, the pro-
posed method had a separate module that directly generates
an attention map, and hence, the attention map that is more
similar to that of GT was obtained.
In addition, we compared the anomaly detection perfor-
mance between the proposed and existing methods. As
shown in Table 3, the proposed method outperformed the
classification accuracy of existing methods by 5.9%. Exist-
ing methods used the maximum reconstruction loss value
or the attention map value for the anomaly detection score.
Therefore, if the attention map or the reconstructed image is
generated incorrectly, the detection performance decreased.
In contrast to the existing methods, the proposed method
performed segmentation and detection separately on the at-
tention network and ADGAN, respectively. Therefore, un-
like existing methods, the proposed ADGAN performed
anomaly detection correctly because the input feature dis-
tribution did not change significantly even though part of
the attention map is generated incorrectly.
Figure 7. Output images reconstructed from the attention network
and the attention map. The normal class of CIFAR10 is airplane.
5. Ablation Study
In order to investigate the effectiveness of each loss in
the proposed method, we carried an ablation study. Specifi-
cally, four scenarios were considered to verify the effective-
ness of the adversarial anomaly loss and the attention loss
on the anomaly segmentation performance, (a) with LanoAdv ,
(b) with LAtt, and (c) with LanoAdv and LAtt. In addition, to
investigate the effectiveness of ADGAN on anomaly detec-
tion performance, ADGAN was removed and anomaly de-
tection was performed only with the attention network. The
MVtec AD dataset was used to evaluate the segmentation
performance, and the CIFAR10 dataset was used to eval-
uate the detection performance. The effectiveness of each
loss was verified in the subsection below.
5.1. Effectiveness of Adversarial Anomaly Loss and
Attention Loss
In the proposed method, the adversarial anomaly loss
LanoAdv and the attention loss LAtt were used in the learn-
ing process to focus on the normal region. Adversarial
anomaly loss was used on the attention network discrimi-
nator to deactivate the useless region. In the method with
LAtt in which LanoAdv was removed, the discriminator was
learned using only the normal image and the attention map.
The attention map of the normal sample always regarded all
regions as active. Therefore, as shown in Fig. 6 (b), the at-
tention map of the model in which adversarial anomaly loss
was not used can activate the useless region. Additionally,
attention loss is used to accurately distinguish between nor-
mal and anomaly regions. As shown in Fig. 6 (a), the model
without attention loss did not accurately distinguish a nor-
mal region. However, as shown in Fig. 6 (c), the proposed
model applying the attention loss accurately distinguished
the useless region. Therefore, we confirmed that the addi-
tional losses of the proposed method could be applied for
the intended purpose, and Table 4 shows the quantitative
evaluation of these results. In Table 4, (a) and (b) indi-
cate the performance of the model by removing the atten-
Scenarios AUROC
Using reconstruction loss 0.634
Using discriminator output 0.632
Using ADGAN 0.823
Table 5. Performance comparison for the proposed method with
various conditions in terms of AUROC on the CIFAR10 dataset.
tion loss and adversarial anomaly loss, respectively. Table
4 (c) shows that the model to which both losses are applied
has a high performance.
5.2. Effectiveness of ADGAN
To confirm the effectiveness of ADGAN, anomaly detec-
tion was performed without ADGAN, with only the atten-
tion network remaining. The models without ADGAN used
the discriminator output and the reconstruction loss in the
attention network as the anomaly score. As shown in Table
5, the proposed model using ADGAN outperformed other
models. The learning process of ADGAN was the same
as that of the existing GAN except that the image feature
removing the useless region is an input. Therefore, we con-
firmed that the process of removing a useless region from
the image improves the performance of the anomaly detec-
tion.
In addition, Fig. 7 shows that the reconstruction loss-
based model fails to detect the anomaly class. The anomaly
reconstructed images of Fig. 7 had low reconstruction
loss even though input images belong to an anomaly class.
Therefore, it was difficult to detect such anomaly images
with existing methods. However, the proposed method re-
moved the anomaly class region even in well reconstructed
images. This image distribution differed from the distribu-
tion learned by ADGAN. Therefore, ADGAN detected the
anomaly data more sensitively than existing methods.
6. Conclusion
This paper proposed a novel two-stage network consist-
ing of the attention network and ADGAN to remove the use-
less region unrelated to the normal class and easily detect
the anomaly class. In the proposed process, the attention
network was learned using the hard augmentation-based
anomaly generation to generate an attention map that repre-
sents the region with the normal class distribution. Through
this attention map, ADGAN learned the normal class distri-
bution after removing the useless region. Moreover, since
the attention map of the anomaly class was generated differ-
ently from the normal class distribution, anomaly images
that are not detected by the existing methods were identi-
fied. Experimental results show that the proposed method
outperformed the existing SOTA anomaly detection meth-
ods on the CIFAR-10 and MVTec AD datasets.
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