We present a new sparse shape modeling framework on the Laplace-Beltrami (LB) eigenfunctions. Traditionally, the LB-eigenfunctions are used as a basis for intrinsically representing surface shapes by forming a Fourier series expansion. To reduce high frequency noise, only the first few terms are used in the expansion and higher frequency terms are simply thrown away. However, some lower frequency terms may not necessarily contribute significantly in reconstructing the surfaces. Motivated by this idea, we propose to filter out only the significant eigenfunctions by imposing l 1 -penalty. The new sparse framework can further avoid additional surface-based smoothing often used in the field. The proposed approach is applied in investigating the influence of age (38-79 years) and gender on amygdala and hippocampus shapes in the normal population. In addition, we show how the emotional response is related to the anatomy of the subcortical structures.
Introduction
The general tendency of atrophy of brain tissues associated with the increase of age is extensively examined by postmortem studies [19] and in-vivo studies using magnetic resonance imaging (MRI) of several hundreds subjects [11, 34] . However, the age effect on subcortical structures has been somewhat controversial [30, 34] . The adverse effect of aging on amygdalar and hippocampal structures has drawn much attention [5, 9, 11, 23, 29, 30, 33, 34] . While many cross sectional [5, 9, 33] and longitudinal [23] studies reported significant reduction in regional volume of amygdala and hippocampus due to aging, others failed to confirm such relationship [11, 29, 30, 34] . Gender may be another factor that affects these structures. One study reported significant gender effect in amygdala and hippocampus volume [10] whereas others failed to replicate the finding [12] .
In these previous volumetric studies, the total volume of the amygdala and hippocampus were typically estimated by tracing the region of interest (ROI) manually and counting the number of voxels within the ROI. The limitation of the ROI-based volumetry is that it cannot determine if the volume difference is diffuse over the whole ROI or localized within specific regions of the ROI [7] . The proposed sparse shape representation can localize the volume difference up to the mesh resolution at each surface mesh vertex.
Starting with the 3D deformation field derived from the spatial normalization of MRI, we can model how the surfaces of subcortical structures are different from each other at the vertex level. Since the deformation field is noisy, it is necessary to smooth out the field along the surface to increase the signal-to-noise ratio (SNR). Further, smoothing is desirable in satisfying the assumptions of the random field theory (RFT), which is used in correcting for multiple comparisons [1, 36] . For RFT to work, the Gaussianness and smoothness of data are needed [1, 35] . With this motivation, we present a new framework that sparsely filter out significant coefficients in the LB-eigenfunction expansion using the l 1 -norm penalty, which is often used in compressed sensing and sparse regression. The proposed framework is then used in examining the effect of age and gender on amygdala and hippocampus shapes, contrasting the traditional volumetric analysis. We further show how to model the emotional response on the subcortical structure shapes.
Method
The proposed pipeline for sparse shape modeling is as follows: (1) obtain a mean volume of a subcortical structure by averaging the spatially normalized binary masks, and extract a template surface from the averaged binary volume, (2) interpolate the 3D displacement vector field onto the vertices of the surface meshes, (3) estimate a sparse representation of Fourier coefficients with l 1 -norm penalty for the displacement length along the template surface to reduce noise, and (4) apply a general linear model (GLM) testing the effect of age and gender on the displacement. The interaction between age and emotional response is also tested. The detailed description of each step is given in section 2 and the statistical inference results are given in section 3.
Images and preprocessing
We have high-resolution T1-weighted inverse recovery fast gradient echo MRI, collected in 124 contiguous 1.2-mm axial slices (TE=1.8 ms; TR=8.9 ms; flip angle = 10
• ; FOV = 240 mm; 256 × 256 data acquisition matrix) of 52 middle-age and elderly adults ranging between 37 to 74 years (mean age = 55.52 ± 10.40 years). There are 16 men and 36 women in the study. Trained raters manually segmented the amygdala and hippocampus structures. Brain tissues in the MRI scans were automatically segmented using Brain Extraction Tool (BET) [26] . Then we performed a nonlinear image registration using the diffeomorphic shape and intensity averaging technique with the cross-correlation as the similarity metric through Advanced Normalization Tools (ANTS) [4] . A study-specific template was constructed from a random subsample of 10 subjects.
Using the deformation field obtained from warping the individual image to the template, we aligned the amygdala and hippocampus binary masks to the template space. The normalized masks were then averaged to produce the subcortical structure template. The isosurfaces of the subcortical structure template were extracted using the marching cube algorithm [17] . The masked volumes for the subcortical structures and the corresponding isosurfaces are shown in Fig. 1 .
The displacement vector field is defined on each voxel, while the vertices of mesh are located within a voxel. So we linearly interpolated the vector field on mesh vertices from the voxels (Fig. 2) . The length of the displacement vector at each vertex is computed and used as a feature to measure the local shape variation with respect to the template space. 
Sparse representation using an l 1 -penalty
Since the lengths of displacement defined on mesh vertices are expected to be noisy due to errors associated with image acquisition and image preprocessing, it is necessary to smooth out the noise and increase the signal-to-noise ratio [7] . Many previous surface data smoothing approaches have used heat diffusion type of smoothing to reduce surface noise [3, 7, 18, 20, 27, 31, 32] .
Instead, we propose to use the Laplace-Beltrami (LB) eigenfunctions in parametrically representing the surface data. In previous LB-eigenfunction and similar spherical harmonic (SPHARM) expansion approaches only the first few terms are used in the expansion and higher frequency terms are simply thrown away [21, 24, 28] to reduce the high frequency noise. However, some lower frequency terms may not necessarily contribute significantly in reconstructing the surfaces. Motivated by this idea, we propose to sparsely filter out insignificant eigenfunctions by imposing the l 1 -penalty [13] .
Consider a real-valued functional measurement Y(p) on a manifold M ⊂ R 3 . We assume the following additive model:
where θ(p) is the unknown mean signal to be estimated and (p) is a zero-mean Gaussian random field. Solving
on M, we find the eigenvalues λ j and eigenfunctions ψ j . The eigenfunctions ψ j form an orthonormal basis in L 2 (M), the space of square integrable functions on M [16] . We may order eigenvalues as
and corresponding eigenfunctions as ψ 0 , ψ 1 , ψ 2 , · · · . Since the closed form expression for the eigenfunctions of the LB-operator on an arbitrary curved surface is unknown, the eigenfunctions are numerically estimated by discretizing the LB-operator. Using the Cotan discretization [6, 21] , (2) is linearized as the generalized eigenvalue problem:
where C is the stiffness matrix, A is the mass matrix and
is the unknown eigenfunction evaluated at n mesh vertices [24] . The first few eigenfunctions for the subcortical surfaces are shown in Fig. 3 . Once we obtained the eigenfunctions ψ j , we can parametrically estimate the unknown mean signal θ(p) as the Fourier expansion as
where β j is the Fourier coefficients to be estimated. The truncation degree k is usually low. In Styer et al., 12 and 15 degree SPHARM expansions were used for hippocampus and caudate respectively [28] . The Fourier coefficients can be obtained by the usual least squares estimation (LSE) by solving
where
is an n × k matrix of eigenfunctions evaluated at mesh vertices [39] . The LSE is then given as
The estimation, however, may include low degree coefficients that do not contribute significantly. Therefore, instead of using LSE, we introduce the additional l 1 -norm penalty to sparsely filter out insignificant low degree coefficients by minimizing [13] :
where the parameter λ > 0 controls the amount of sparsity.
We have used λ = 1 for our study. This results in 72.87 non-zero coefficients out of 1310 in average for amygdale (5.56%) and 133.09 non-zero coefficients out of 2499 in average for hippocampi (5.33%). As an illustration, the absolute values of coefficients estimated by LSE and l 1 -penalty with the first 1295 eigenfunctions for the length of displacement of a subject on the left amygdala are shown in Figure  4 .
Results
We have applied our sparse shape modeling framework in determining the effects of age, gender and behavioral response on the shape of amygdala and hippocampus. We demonstrate that the proposed l 1 -penalty approach can detect the localized effects within the cortical substructures while the traditional method cannot.
Traditional volumetric analysis
In the traditional approach, the volume of a structure is simply computed by counting the number of voxels within the binary mask. In order to account for the effect of intersubject variability in brain size, the brain volume except cerebellum was estimated and covariated in general linear models (GLM). The brain volume is significantly correlated with the amygdala (left: p < 10 −4 ; right: p < 10 −4 ) and the hippocampus volumes (left: p < 10 −5 ; right: p < 10 −6 ). Here p indicates the p-values. Since amygdala and hippocampus volumes are dependent on the whole brain volume, we need to factor out the brain volume in the subsequent statistical analysis.
We model the Volume of amygdala and hippocampus as Volume = β 1 + β 2 · Brain + β 3 · Age + β 4 · Gender + , (7) where is zero mean Gaussian noise and Brain is the total brain volume. The age and gender effects were determined by testing the significance of parameters β 3 and β 4 at α = 0.05. The results are displayed in Figure 5 .
We did not find a significant age effect on the amygdala (left p = 0.40; right p = 0.23; combined p = 0.29) nor the hippocampus (left p = 0.25; right p = 0.53; combined p = 0.34). We only found a significant gender effect on the left hippocampus (p = 0.04), but no others (left amygdala p = 0.26; right amygdala p = 0.47; amygdalae combined p = 0.34; right hippocampus p = 0.12; hippocampi combined p = 0.05). Since the results are based on the whole volume of the amygdala and hippocampus, it is still unclear if there are any localized shape differences within the parts of the subcortical structures.
Subcortical structure shape analysis
The length of displacement vector field along the template surface was estimated using the sparse framework given in section 2. Then Length is regressed over the total brain volume and other variables:
The age and gender effects were determined by testing the significance of parameters β 3 and β 4 at α = 0.05. We used SurfStat MATLAB toolbox for the statistical analysis and the multiple comparison correction based on the random field theory [7] . The results are displayed in Figure  6 .
Age effect We found the region of significant effect of age on the posterior part of hippocampi (left: max F = 33.48, p < 0.0002; right: max F = 18.48, p = 0.016). Particularly, on the caudal regions of the left and right hippocampi, we found highly localized signals. It is consistent with other shape modeling studies on hippocampus [22, 37] . We did not find any age effects on the amygdala surface at α = 0.05.
Gender effect
We found the localize regions of gender effect on the amygdalae (left max F = 16.90, p = 0.02; right max F = 26.41, p < 0.001) and the left hippocampus (max F = 25.35, p < 0.002). In particular, the gender effects are found over the ventral part of laterobasal group of the right amygdala [2] and the anterior region of the CA1 subfield of the left hippocampus [38] . The effect of proposed l 1 -penalty framework is compared to that of LSE in Figure 7 . Basically, the l 1 -penalty regression approach penalizes insignificant low degree LBcoefficients while the LSE still retains them. In this study, only about 5% non-zero Fourier coefficients from LSE were used to reconstruct the surface in l 1 -penalty. As a result, the l 1 -penalty regression smooth out the resulting statistical map whereas LSE does not. Therefore, in order to apply RFT, the LSE-method still requires an additional surfacebased data smoothing unlike l 1 -penalty.
Effect of behavioral measure on anatomy
In addition, we further examined the effect of autonomic emotional response to the shape of the subcortical structures. Pictures from the international affective picture system (IAPS) [15] , which cause negative, neutral or positive emotional responses, were presented to subjects with a 4-sec presentation time for each picture. While the subjects were seeing the pictures, an eye blink reflex (EBR) was induced by an auditory probe (105 dB SPL white noise for 50 ms) randomly at the one of the three predetermined timings (2.9, 4.4 and 5.9 sec after picture onset). 9 trials were made for each picture condition and timing, resulting 9×3×3=81 trials in total. EBRs were recorded using electromyography (EMG). The magnitude of EBR was computed by subtracting the baseline EMG signal at the reflex onset from the maximal EMG signal between 20-120 ms after probe onset. Then the magnitude of EBR was standardized as a z-score within each subject to account for intersubject variability.
Once again, Length is regressed over the interaction of the age and EMG with other variables: The EMG effect and the interaction between the age and the EMG were determined by testing the significance of parameters β 5 and β 6 at α = 0.05. We have not found any significant EBR effects on subcortical regions among the EMG scores from 9 different types of trials (3 pictureconditions times 3 probe-timings; min p = 0.33). However, we found the significant interaction between the age the EMG score of EBR induced by the auditory probe at 5.9 sec after the positive picture onset (1.9 sec post-stimulus offset). The results are displayed in Figure 8 . The effect peaked on the dorsal part of the centromedial group of the right amygdala (max F = 16.71, p = 0.02) [2] , which is known as closely involved in such a startle reflex [8] .
To illustrate the age interaction with the EMG scores more clearly, the population is divided into four age quantiles and the length is regressed over the standardized EMG scores covariating other variables at the vertex that gives the maximal F-statistic in Figure 8 . Here we adjusted the length The positive association between the emotional response and the anatomical feature of the right amygdala in the young population became negative in the old population. As the age effect in auditory startle reflex has been reported [14, 25] , the interaction may reflect that the involvement of the central nucleus in startle pathway is altered as the age increases.
Conclusion
We have presented a new subcortical structure shape modeling framework based on the sparse representation of Fourier coefficients constructed with the LBeigenfunctions. The proposed framework demonstrated higher sensitivity in modeling shape variations compared to the traditional volumetric analysis. The ability to localize subtle morphological difference may provide an anatomical evidence for the functional organization within human subcortical structures.
