Abstract-A new multiagent system (MAS) design for fault location, isolation, and restoration in power distribution systems (PDSs) is presented. When there is a fault in the PDS, MAS quickly isolates the fault and restores the service to the fault-free zones. Hierarchical coordination strategy is introduced to manage the agents, which integrate the advantages of both centralized and decentralized coordination strategies. Proposed MAS is composed of zone agents (ZAs), feeder agents (FAs), and substation agents. In this framework, ZA locate and isolate the fault based on the locally available information, and assist the FA for reconfiguration and restoration. FA can solve the restoration problem using the existing algorithms for the 0-1 knapsack problem. A novel Q-learning mechanism is also introduced to support the FA in decision making for restoration. The design is illustrated by the use of case studies of fault location, isolation, and restoration on West Virginia super circuit. The results from the case studies indicate the performance of proposed MAS design.
I. INTRODUCTION
B ASED ON U.S. Department of Energy studies, more than 80% of outages in power systems are directly related to distribution systems. For most utilities, three main outage causes and their average proportion consist of: 1) tree-related failures (29%); 2) animal related failures (18%); and 3) lightening failures (11%) [1] . Even though technologies can be employed to mitigate future possible faults, most system outages and faults are inevitable. When a fault occurs in the PDS, corresponding reclosers will lock out and the fault-free areas will also lose power. It is essential for the electric utility companies to restore loads in the out-of-service areas as soon as possible. In present PDSs, the majority of the operation for power restoration are performed manually. An automated PDS can perform the restoration in less time while providing the benefits of reduction in the number of required crew members.
Power outages can result in fatalities, injuries, days of lost productivity, and thousands of dollars in production losses and equipment repairs. A self-healing PDS, when subject to a contingency (fault), is able to automatically perform remedial actions to restore the system to the best possible state. The objective of self-healing PDS is to minimize the duration of outages as well as the customers interruptions, in favor of overall PDS reliability. Reliability indices are commonly used to assess outages and evaluate the performance of electric systems. Indices such as SAIDI, SAIFI, and customer average interruption duration index (CAIDI), provide a comprehensive indicator of the total reliability of a utility's electric distribution system [2] . These indices include sustained outages, which are defined as outages lasting 5 min or longer. An automated PDS can reduce the number of sustained outages. It is also possible to locate and isolate the fault right after the recloser lock out and even prevent the fault upstream zones from experiencing an outage. Recloser lock out time varies for utilities, but typically it is a few seconds after the first over current occurs.
In this paper, various aspects of a self-healing PDS are discussed, including the following. 1) Fault Location: When a fault occurs in the PDS, the self-healing system is triggered by an automatic recloser trip in real-time operation, and starts to detect the fault location and identifies the fault type by monitoring data along the feeder. 2) Isolation: The first corrective action after locating the fault is to open the relevant switches (in arbitrary order) in order to isolate the fault from the rest of the system. 3) Reconfiguration and Restoration: Finding a reconfiguration strategy which determines the switching sequence necessary to reconfigure the system in order to allow the broadest possible power access. In [3] , possible MAS frameworks (centralized, decentralized, and hierarchical) are studied from reliability and communication requirements point of view and a hierarchically decentralized MAS architecture composed of upper and lower level agents is proposed.
In the bottom-up order, agents are classified as ZA, FA, and SA. In the proposed framework, ZA are responsible for locating the fault and isolating it. While reconfiguration and restoration are handled by FA.
In that framework, ZA have access to the voltage and current phasor data of themselves and their immediate neighbors to a defined neighborhood through communication. Using these data and by real-time monitoring of indices introduced in this paper, ZA can decide whether the fault is in their neighborhood or not. Following FLI by ZA and informing the corresponding FA about the fault information, FA first restores the upstream zones of faulted area and starts negotiating with alternative FA, that have tie switches to faulty feeder. FA evaluate the possible reconfiguration and choose the best reconfiguration using deterministic optimization problem solving techniques to supply as many loads as possible.
Although agents in MAS can solve the optimization techniques to find the near optimal configuration, it is also necessary that they learn new behaviors online, such that the performance of the agents and MAS gradually improves. Therefore, a learning methodology (Q-learning) is used to teach agents to use their experiences and prevent them from doing the time consuming optimization process each time a fault happens. Q-learning algorithm which is a reinforcement learning algorithm was proposed by Watkins and Dayan [4] to deal with Markov decision problems. It has been extensively used to solve the strategy control and learning problems of autonomous agents. Das et al. [5] used Q-learning for dynamic reconfiguration of shipboard power systems. In [6] , Q-learning is used for power grid systems restoration. The Q-learning technique introduced in this paper is modified for PDSs and uses defined Q-matrices as the repositories for all the information learned through previous restoration experiences [7] .
The main contributions of this paper can be summarized as follows.
1) MAS Architecture: A hierarchical distributed MAS that performs the FLISR using less communicated messages ing algorithm is developed in conjunction with restoration mathematical programming to take the advantage of restoration experiences and use the learning knowledge for future restorations. Restoration problem formulation and learning approach are presented in Sections V and VI. The performance and feasibility of proposed framework is demonstrated on West Virginia super circuit (WVSC) which is composed of five distribution feeders. Simulation results and relevant discussions are given in Section VII, followed by conclusion in Section VIII.
II. PREVIOUS FLISR WORKS
In recent years, much research interest has focused on each aspect of a self-healing PDS, i.e., FLISR and some techniques are developed to solve each problem.
Considering the existence of multiple laterals and sub laterals tapped off the main feeder in different locations of PDS, time varying unbalanced load profiles, power injection at different location of system by DG, fault locating in PDS is a challenging task. Previous works on FLI could be categorized in three main categories as shown in Table I .
These approaches are mostly centralized and try to locate the exact fault location which is not the case for this research. Recently, with the development of digital sensors and information communication technologies, new FLI techniques can be applied to PDS [16] . Since agents in MAS continuously exchange information, it makes it possible to determine the faulty zone by local information. The faulty zone is the zone between two controllable switches which contains the fault. Staszesky et al. [17] presented and implemented FLI system (IntelliTeam SG) with team-based structure that use fault current thresholds for fault detection in radial distribution systems. Considering the variability of load profiles in PDS, the threshold adjustments are a difficult task. The proposed FLI method is totally distributed and capable of locating the fault zone even when there is limited penetration of DG sources in the network. In the proposed method, agents use the values of their current phasors as well as the communicated current phasor of their immediate neighbors [18] .
Once the fault is isolated, the optimal load restoration decision can be obtained using combinatorial optimization problem solving techniques [19] - [22] , heuristic search techniques [23] , network flow [24] or graph theory techniques [25] . Dynamic programming is also one of the commonly used techniques for this kind of problems [21] . However, a key disadvantage is the fact that most of these approaches are centralized. Due to complexity and expansion of present-day distribution systems, conventional centralized, and regulated control systems tend to be inadequate because of dependency on powerful central computing facilities to handle huge amount of data with high communication capabilities, which can lead to a single point of failure.
To this end, distributed methods such as MASs have received significantly increased attention recently in the community to handle the complex FLISR and load management research and development [6] , [19] , [26] , [27] . Decentralized MAS can overcome the disadvantages of centralized approaches because of their decentralized data processing, which leads to efficient task distribution and eventually causing faster operation and decision making process. Thus, avoiding a single point of failure, while utilizing peer to peer communication for collaborating to achieve near global goals. Therefore, MAS technology for FLISR seems to be quite promising and the utility industries will benefit from it since there will be no need for exclusive central control.
Solanki et al. [28] proposed a decentralized MAS to restore the power supply to de-energized loads. Although the MAS framework is decentralized and can avoid the single point of failure, the accurate decision cannot be guaranteed, because agents only have a limited view of the system states. Moreover, it requires a lot of communications which are time consuming. To overcome this shortcoming, Ye et al. [6] and Ren et al. [29] provided solutions. Ye et al. [6] used a hybrid MAS architecture to take the advantage of both centralized and decentralized approaches. In that framework, although agents have a broader view of the power grid, they still use the central agent suggestions for their decision making. Moreover, their proposed MAS architecture requires large number of message communications which hinder the reliability of the MAS. In IntelliTeam SG [17] , coach agent checks all the possible restoration configurations based on predefined source priorities which is a time consuming process while in the proposed MAS, FA regularly inform each other about their extra available power and at the restoration time, FAs do not need to check all the possible restoration sources. The layered architecture of MAS in this paper, can prevent a single point of failure while it allows agents to have a broader view of the system, make more optimal decisions and communicate fewer messages [3] .
III. MAS FRAMEWORK
The entire number of agents in a PDS substation corresponds to the overall number of substation reclosers and switches. Agents are computers with high protection standards and powered by uninterruptible power supplies (UPS) that are installed at some switch locations. MAS is accommodated in these computers. These agents have the reactivity, pro-activeness, and social ability characteristic's of an intelligent agent, they react to changes (over-current, voltage loss, etc.) in the system in a timely fashion and exhibit goal oriented behavior (toward FLISR) in a cooperative manner with other agents.
A. MAS Architecture
To perform the FLISR for a self-healing PDS, the hierarchical distributed MAS framework is employed. As shown in Fig. 1 , there are three type of agents in the proposed MAS, i.e., ZA, FA, and SA. These agents are intelligent units that have problem solving capabilities and can communicate, resolve, coordinate, and debate with other agents and make decisions. ZA are the lowest level agents which are in contact with their neighbors. Each FA is in charge of a number of ZA and communicates with the other FA. SA just has a communication link to its FA and also neighbor SA.
B. Agents 1) Zone Agent:
Distribution feeders are divided into sections by the installed switches along the feeder. The physical switch at the top of each section represents the corresponding ZA. ZA can directly communicate with their neighbor ZA and also corresponding FA. A ZA monitors the status of the corresponding zone voltage, current waveforms, and calculates its current usage. ZA contains a load profile estimation function that provides a mechanism for them to predict the future zone load using the active learning method [30] which is required for the FLISR algorithms.
2) Feeder Agent: An FA is located at the top of each feeder in the recloser location. When FA is provided with the fault location by ZA, it starts negotiation with potential alternate sources and decides whether to solve the mathematical optimization problem or use the learning model solution based on the available knowledge about the system's state.
Agents knowledge about systems topology and their neighbors IP addresses is configured in agents initialization phase and before field installation. Once the agents are installed, networks topology can change with systems reconfiguration, and agents update their knowledge about systems topology changes through communicating with their neighbors. They update their knowledge about the new topology after any system reconfiguration through communicating with each other. In Fig. 2 the procedure of a FA operation is illustrated. The MAS box in Fig. 2 represents the interaction of an agent with the other agents in MAS through the communication media. Firstly, the FA monitors the system state through measured data by the meters installed at the recloser location. FA is responsible for restoration of its zones in case a fault occurs in any of the downstream zones and contains functions for learning, restoration optimization, load prediction, and communications. FA uses the average of its load forecast function and the sum of zones estimated load as the feeder's estimated load. Each function of FA is discussed in detail in rest of this paper.
3) Substation Agent: The role of the SA is to negotiate with other SA in case there are feeders which have tie switches to faulty zones and provide the required data for restoration decision makings. They also can operate as a backup FA.
When an agent sends a message to another agent, it starts a timer and if it does not receive a reply before the timer expires, they send another message. Agent's messages are time-tagged and if an agent receives multiple replies for one message, they just consider the most recent reply and ignore the older messages. Communication failures can delay the FLISR process since agent's do not take actions before they receive the required coordination messages for a specific task.
Regarding the robustness of the proposed architecture, malfunction of a zone or FA has limited effect on the FLISR process. ZA communicate with two upstream and downstream ZA, and malfunction of a single ZA does not affect the FLISR process and just causes a larger zone isolation, but malfunction of two or more neighboring ZAs might delay the downstream zones restoration since the exact fault zone cannot always be located. Malfunction of a FA does not affect the FLI process since ZA perform the FLI. It also does not affect the operation of other FA, it only will delay the feeders service restoration process. An SA is designed to take over the dead FA tasks.
C. Self-Healing Process
Before introducing the FLISR algorithms and learning approach, we describe the steps followed for the healing of the PDS after a fault occurrence. Fig. 3 shows a flowchart of the FLISR and learning processes. After the FLI, the zones upstream to the fault are restored first. Then the FA of the faulty zone goes through the learning database and looks for the related experiences. If FA had enough knowledge about the situation and was confident about the learning solution, it specifies the target reconfiguration. Otherwise, FA goes through restoration optimization and tries to find the optimal reconfiguration. Next, FA knows the target configuration and sends a proposal to the determined FA which has the capability of transferring power to faulted downstream zones through tie switches. FA are aware of their zones power demand profile and can accept a proposal if they can support additional loads that are to be transferred. If the proposal gets accepted, FA starts to initiate the reconfiguration to restore the out of service zones. After restoration, FA checks the restored zones from voltage point of view and isolates them if restoration goal had not been achieved. In this method, since agents are updating their knowledge about their environment frequently (every 5 min), they are aware if other agents have extra power. Therefore, FA just negotiates with one potential service provider at a time, which consumes less time and fewer number of communication messages.
IV. FAULT LOCATION AND ISOLATION
A key aspect of self-healing when applied to PDS is the need to identify the fault location. By fast locating and isolating the faulty zones, ZA can notify the corresponding FA to start the restoration process such that the degree of damage can be reduced.
The state-of-the-art of the employed method in this paper is the distributed FLI strategy by ZA which use their current and voltage phasors as well as their neighbors.
A. Fault Location Equations
Each agent has access to its neighbor ZAs data and can calculate the current injected to area between itself and upstream or downstream agents by using the Kirchhoffs law, that is
where I Z k is the current usage of zone k, defined as the difference between the sum of currents entering the zone (I Enterance ) and currents leaving the zone (I Exit ). ZA communicate with their direct neighbors regularly (every 5 min) and update this value. By monitoring the trend for I Z changes (I Z C ), each ZA can determine whether there is a fault in its zone or not.
Changes are calculated using
where I Z new and I Z old are the new and old I Z values at each time step. A zone with a fault will see a huge increase in the current drawn into its zone (I Z new ) compared to its normal current usage (I Z old ), while I Z value for zones without a fault would not change or it will decrease. Therefore, threshold adjustments for I Z C is not difficult, since just the faulted zone sees a large positive change in the I Z C while other zones see a negative or zero change [8] . In a PDS equipped with bi-directional over-current relays, where the current flow directions can be monitored, proposed FLI algorithm can effectively handle high DG penetrations.
B. Fault Location and Isolation Algorithm
As a completely decentralized approach, ZA just have access to local information and they have no information about the topology. The following algorithm specifies the FLI steps for ZA.
1) Each ZA is aware of its current usage using (1) and updates it sequentially along informing its neighbors. 2) When there is a fault in the feeder and recloser is going for its three trials, FA informs the ZA to be aware of the trials. 3) ZA pull out the higher resolution measured data (16 samples per cycle) during the recloser trials period and update their zone current value using (1). 4) After the recloser locks out, agents exchange the recent time-tagged measured data (V, I, I Z , I Z C ) during and before trials with their neighbors. 5) Next, using (2) ZA analyze the changes in their drawn current before and during the recloser trials. 6) The ZA i with fault sees the highest change in the index, while other zones either see negative or much lower percentage changes in their load profile. 7) ZA i starts communicating to the downstream ZA to confirm isolating the fault.
8) This process is stopped by ZA i , when it confirms with its next neighbor (ZA i+1 ) and knows that the fault is between itself and its downstream neighbor. After isolation of the faulted zone, all other feeder zones will disconnect. In this way, they can be recovered one by one and restoration constraints can be better satisfied.
V. SERVICE RESTORATION
After isolation of the fault by ZA and once total net power and demands of unfaulted zones required for restoration are obtained, corresponding FA uses mathematical optimization technique to evaluate the alternative reconfigurations.
A. Restoration Formulation
The restoration problem is formulated as 0-1 knapsack problem, which is an NP-hard combinatorial optimization problem. MATLAB optimization toolbox has been used to solve this optimization problem which uses genetic algorithm (GA) techniques to find the optimal solution for a knapsack problem. GA is generally a slow optimization algorithm but in this application since the initial population of possible solutions is small, it takes less than a second to solve the restoration optimization problem. Initial population of possible solutions is equal to the number of tie switches or possible reconfigurations.
The mathematical formulation of the problem at state s is shown below with its objective function and constraints [22] .
1) Objective Function:
where I ia , I ib , and I ic represent the load current corresponding to phases a, b, and c of ith zone, and ρ i is the weight associated with each zone load, depending on its priority. γ i is binary value determining whether the ith zone should be restored or not (1: restored; 0: not restored).
The fulfillment of the objective should be obtained satisfying the following constraints.
1) Zone Constraint: The sum of flows into any zone should be equal to the sum of flows leaving the node, plus the zone's load current
where f is the phase (a, b and c). in i and out i are the set of input and output current flows into and out of zone i. I if represents the current drawn by zone i itself. 2) Source Capacity Constraint: The sum of the flows going out of a zone should not exceed the total available capacity of the respective zone
where I cap−if is the available capacity in phase f of ith zone.
3) Radial Configuration Constraint: The radiality constraint ensures that only one branch feeds each zone i∈in i
where S is the status of switches at the feeding side of the zone and is defined as follows: S i = 1 if switch i is closed and S i = 0, otherwise. 4) Voltage Drop Constraint: Voltages at end of zones should be within standard limits. The voltage drop is calculated by the K − drop value
K-factor is the voltage drop percent down a line that is one mile long and serving a balanced three-phase load of 1 kVA [31] . The voltage drop along a line segment is computed by
where l is the one way distance and kVA is the actual load of the line. Voltage drop should be within the limits, i.e., V drop ≤ 5%. These constraints will ensure that while optimizing the restoration, the voltage constraints are also satisfied.
B. Illustration
The restoration procedure may be initiated by the faulted FA when it receives the FLI information from corresponding ZA. As a result, the system may be split into two sub-systems, fault upstream, and downstream zones. First, FA restores the zones upstream the fault, one by one. The switching sequence will be determined by the FA. It will close the first switch at the default source side to restore the first zone and once the first zone is restored, it starts restoring the next downstream zone. Next, to restore the downstream zones, FA searches for the alternative restoration paths using either its learned knowledge or solving the restoration optimization technique for current state. If the learning knowledge is adequate for restoration decision making, FA makes the decision and starts communicating to target feeders. Otherwise, It solves the restoration optimization problem to obtain the optimal post-fault configuration.
To solve the optimization problem, FA sends request for proposals to the neighbor FA which have the capability of transferring power to fault downstream zones through tie switches. FA are aware of their zones power demand and can respond to a proposal if they can support additional loads that are to be transferred. Once FA receives the net power of fault-free zones that are ready for restoration and also neighbor FA extra available power, an optimal load restoration decision can be obtained by satisfying the restoration constraints (4)-(6) and (8) . Once the zones that can be restored are identified, load restoration process can be started. During load restoration process, zones will be restored one by one by closing the associated switches. FA manages the switching sequence for downstream fault zones and starts by closing the tie switch with the chosen alternative source. Once the confirmation message for restoration of the zone next to tie switch is received, it starts the process of closing the next switch and restoring the next upstream zone.
VI. LEARNING APPROACH
The object of the Q-learning is to look up among the experienced restoration scenarios to find a strategy to restore the power to as many loads as possible. This can be achieved using Q-learning for restoration which consists of policy bank module, policy trust module, Q-update module and reward computation module as shown in Fig. 2 . The function of each module is described in the rest of this section.
The advantages of using the Q-learning are as follows. 1) Agents knowledge will be continuously updated online and using the real-world experiences as the system takes action and receives the reinforcement learning signals from the power system. 2) Fewer communications will be required for future restoration decision makings as the agents are getting experienced over time and learn appropriate remedial actions. 3) Faster restoration due to fewer communications messages. Since Q-learning is an iterative algorithm, it implicitly requires an initialization before the first update occurs. In this paper, we used the offline learning (Fig. 4) based on simulation models and restoration optimization technique to initialize the Q values for each scenario. In this manner, MAS will have a primary knowledge about scenarios it might encounter in the future.
In offline mode MAS will carry out the simulations about every restoration scenarios not encountered before to obtain a learning knowledge before applying them to the real-world power system. FA have limited number of possible remedial actions to restore the power to fault-free zones. By combining all FA possible states and behaviors, the state set, and action set for restoration can be created. Let s k = {s 1 , s 2 , . . . , s m } be the state set, and a kj = {a k1 , a k2 , . . . , a kn } indicate the possible restoration paths at state k. At any state s k , any action a j produces a transition to another state, s k , the changes in objective function as a result of this transition are used as a part of reinforcement to the Q-learning algorithm
In the above equation 
where P Outage represents the amount of required power to restore the fault-free zones.
A. Q-Matrices
For a FA, Q-matrix is the repository of all the information learned through its own experiences. FA can use this matrix data for decision making and see how the past actions worked. The size of the Q-matrix for each FA depends on the number of zones and number of connected feeders with tie switches
While i is number of zones in FA x and j is number of connected feeders to FA x . 0 ≤ Q ij ≤ 1 represents the accumulated reward for FA x to ask help from feeder j to restore the power to zone i at the state s k .
For any state, there is at least one action (a * ) that has the largest reward among the possible actions for zone i restoration in state s Q s, a * ≥ Q(s, a).
B. Q-Update
During the learning and after transition to any new state the Q-matrix will be updated using a weighted average shown below and the updated Q-matrix will be utilized for action selection in future
where Q andQ are the last updated and the most recent obtained Q-values and β can be interpreted as the parameter of learning rate. The learning rate determines to what extent the newly acquired information will override the old information. A factor of 0 will make the agent not learn anything, while a factor of 1 would make the agent consider only the most recent information. We can make use of changing the learning rate to insure the learning efficiency. Since, the alternation of Q-value can reflect the learning progress [32] ; we can use the changes in Q-value to adjust the learning rate. Therefore, we can define the Q as follows:
where n is the number of trials for the state s explored in the past. As the number of trials for a specific state increases, the learning rate decreases. We can conclude that the value of Q should reduce progressively if Q-learning converges and conversely if the Q is oscillating and diverges. Using this algorithm, we will compare the learning result of its current cycle with the similar forward ones and alter the learning rate in order to learn a convergence result.
C. Action Selection Strategy
In this paper, we use deterministic greedy strategy for making action choices; it chooses the superior actions according to the current state, Q-matrix values. If there are more than one alternative for restoration, FAs choose the substitute feeders in such a way that maximizes the total rewards, that is
where h is the possible duration of restoration. The confidence of Q-learning in decision making depends on the Q-value for each action. If Q(s, a ) ≥ 0.95 it means that action a can provide the power to corresponding fault free zone with a voltage drop less than 5%.
VII. CASE STUDIES
The WVSC (Fig. 5 ) is used to test the proposed MAS, and the restoration results are compared with similar approaches. The WVSC is simulated by using the SimPower package on MATLAB [33] and also CYME [34] for voltage drop studies, all agents are implemented using the level-1 user defined functions in Simulink. Since both MAS and power system model are implemented in Simulink, there is no need for an interface between MAS and power system model. This advantage provides a simpler and more accurate simulation model compared to [29] and [35] which developed interfaces between power simulation models and software agents. During the simulation, S-functions use a special calling syntax called the S-function API that enables you to interact with the Simulink engine and synchronize the simulation of agents with power system model. In this section, after going through two case studies, the performance of proposed approach is analyzed.
A. Test System
There are 16 switches and two reclosers installed in two feeders of WVSC (WR-3 and WR-4) to enable the system (Fig. 5) Time current characteristic information at two current levels for installed reclosers are given in Table II . These reclosers are programmed to operate three times before locking out. The first reclosing operates on A-curve and the following two reclosings operate on D-curve. The approximate clearing 
B. Fault Location Results
In order to show the effectiveness of proposed fault location, isolation method and investigate the effect of DG sources, different fault scenarios with up to 50% DG penetration level are simulated. The fault simulation is performed according to the following procedures. First, each ZA obtains its neighbors zones data every 5 min and updates its knowledge about the neighbors. Upon receiving the recloser trials, ZA i 's record the data during the trials with highest resolution (16 samples per cycle). Next, each agent can calculate its zone power usage and inform the neighbors about the updated values. Finally, each ZA i can decide whether its neighbor zone is the fault zone or not. Here, faulty ZA i initiates the fault isolation and asks the neighbor ZA i+1 to open. At this time, switches at both side of the fault are open and ZA i informs the corresponding FA that the fault is isolated, so that FA can start the reconfiguration and restoration. Table III summarizes the simulation results for some fault scenarios. The LG-a field represents the line to ground fault for phase a, the LL-ac field represents the line to line fault between phases a and c. In the last column, SW − i shows the number of switches that need to be opened to isolate the fault.
The effectiveness of the proposed method can be identified by comparing the I Z C field shown in Table III . The I Z C index corresponding to the ZA which has the fault increases TABLE III  FLI SIMULATION RESULTS   TABLE IV  PROPOSED MAS FLISR PROCEDURE (CASE I) the most, while the other ZA' index decreases or does not changed much. This means that the ZA experiencing the fault can accurately determine whether the fault had occurred in its zone or not. For higher DG penetration percentages ( 70%) in PDSs that are not equipped with bi-directional relays, proposed FLI technique might fail such as in scenarios number 3 and 6.
C. Restoration Results
To verify the effectiveness of the proposed restoration approach, a number of restoration scenarios on the WVSC have been developed under different fault conditions. We are only demonstrating two typical samples: 1) single phase fault in zone 3 of F3; and 2) phase to phase fault in zone 4 of F4. 1) Case I: A single phase to ground fault occurs in zone 3 of F3. The fault location is shown with ( ) in Fig. 7 . ZA3 and ZA5 isolate the fault and inform FA3 about the fault location. After fault isolation, F3 zones split into upstream zone (Z0 and Z1) and downstream zone (Z5). Upstream zones will be restored by reclosing the recloser. F3 looks for the alternative restoration path to restore zone 5 using the learning data base or restoration optimization process. The restoration process steps are displayed in Table IV and Fig. 6 shows a short list of messages being exchanged during the FLISR process.
F3 first tries to find the reconfiguration using the learning knowledge and by using the Q-matrix. If F3 finds an action promising with high reward expectation, then it starts negotiating with determined FAs to initiate the reconfiguration. Otherwise, FA3 start to solve the restoration optimization problem using the obtained information.
Feeder 3 in WVSC is composed of four zones and is connected to four other feeders through five tie switches. Z0 and Z1 will be restored by reclosing the recloser and Z5 needs to be restored through other possible sources. In this case, the amount of required power to restore Z5 is 700 kW. The calculated Q-matrix for F3 at this state (s peak ), which is considered to be the peak load, is calculated using simulations results in peak condition 
where Fi.j represents the alternative source feeder number i connected to FA 3 through switch number j. The amount of available power from F6 is 900 kW. Where 0.98 represents the degree of suggestion for F3 to receive power from F6 through tie switch number 6 to restore Z5. Each row of the Q-matrix represents the degree of suggestion for receiving power from possible FA. Using the corresponding Q-matrix for the current state, FA 3 can find the optimal reconfiguration for restoration using (15) . The accumulated reward for restoration through tie switch with F6 is 0.98 for Z5. Since the calculated index for receiving power from F6.6 is the largest, F3 starts negotiating with F6 and after confirmation, tie switch number 6 is closed and the power is restored through feeder 6. Figs. 7 and 8 show the WVSC one line diagram after reconfiguration for cases I and II. The FLISR process in case I scenario using the Q-learning took 8.3 s (as logs in Fig. 6 show) , While using the restoration optimization technique it approximately takes 10.5 s. After taking any action the corresponding Q-value should be updated using (12) . The updated Q-value is larger if the taken action restores more loads or improve the voltage drop. In this scenario, since all the loads are restored and the voltage drop is less than 1%, the reward of taking this action calculated using (10) will be 1. Considering the recent reward and the old Q-value, the updated value for Q 34 with the learning rate of 0.1 is
Q new ≈ 0.99 will be used for future decision makings and this action is now more likely to be taken for future restorations. This updating mechanism gradually improves the system performance as the system is more likely to take past successful actions and less likely to try unsuccessful experiences.
2) Case II: Line to line fault in zone 2 of feeder 4. The fault location is shown with ( ) in Fig. 8 
In this scenario, using (15) , F7 is chosen to restore the power to zone 10. The updated values for Q 44 does not change since all the loads are restored and voltage drop is negligible.
It has been demonstrated through the obtained results that the proposed MAS design can find a sub-optimal target configuration in every case, using either mathematical optimization or learning knowledge, if it exists. It should be noted that the learning solutions are more reliable than the mathematical programming approach, because they will be updated over time as the system runs and reflects real-world experiences.
D. Performance Analysis
The restoration time is a significant index and the time consumed by agents to make restoration decisions matters. Restoration time depends on factors such as system architecture, communication media, communication protocol, etc. Among them system architecture is a crucial factor that determines the communication requirements and affect the number of required communication messages, systems reliability, etc.
Using the proposed MAS framework with learning capability, agents send fewer number of messages, which can improve the restoration time. The intended MAS structure is for PDSs that are technically advanced and where all agents are equipped with communication capabilities, processing units and switches that can be operated automatically. These type of systems can be operated centrally from the control center or can be operated using decentralized, hybrid or hierarchical approaches. Proposed MAS architecture is different from centralized [19] , decentralized [28] , [36] , hybrid [6] approaches presented in previous works for using a hierarchical MAS architecture and learning-based decision making. Table V shows the number of transmitted communication messages during the simulation of restoration process for centralized, decentralized, hybrid, and proposed approaches, assuming that the fault is located and all the zones are isolated. Fewer number of messages means less delay and computational burden for agents to manage the zones and can lead to a faster service restoration [3] .
The advantage of the proposed MAS design over hybrid and decentralized approaches is that each agent just transmits its own messages and does not carry the neighbor agents' messages. As the number of agents increase with the size of the system, it is seen from Table V that the proposed approach has the least number of communication messages. It should be noted that the proposed MAS design requires less communication messages transmitted than other approaches because the communications are goal driven and learning knowledge helps the agents prevent unnecessary communication operations. The distributed nature of the introduced design makes it scalable and it has the ability to be enlarged without increasing the agents communication and processing load. As the size of the PDS and number of agents increase, number of ZA in a feeder and FA in a substation is always limited.
VIII. CONCLUSION
In this paper, a new MAS design with learning capability (Q-learning) for PDSs automation is presented. The main contributions of this paper are using a distributed approach for FLI while using higher level agents with learning capabilities for service restorations. In this framework, agents communicate less messages and use their learning knowledge for decision making which can reduce the computational burden significantly and improve both cost and speed of distribution automation.
The proposed design was illustrated through a few case studies and the validity and effectiveness of the proposed design have been demonstrated by applying it to a practical distribution network (WVSC).
Our future work on this paper will focus on implementation of the MAS in a real-world application and testing the system in more complex scenarios.
