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In the last few decades, medical disciplines have become increasingly data-intensive. The advances in digital technology have led to an unprecedented growth in the size, complexity, and quantity of collected data, that is, medical reports and associated images. According to Damien McAullay (Damien, Graham, Jie, & Huidong, 2005) , "there are 5.7 million hospitals admissions, 210 million doctor's visits, and a similar number of prescribed medicines dispensed in Australia annually" (p. 381). All records are captured electronically. There are billions of healthcare records transaction that occur world wide every year.
On the other hand, patient-centered medical applications (e.g., electronic patient records, personal health record, electronic medical records, etc.) are also on the verge of becoming practical, further increasing data growth and leading to a data-rich but information-poor healthcare system. Thus, it has become crucial for data mining researchers to investigate and propose a novel approach that can appropriately utilize such valuable data to provide useful evidence as a basis for future medical practice. The paramount important factor is to utilize the collected data that suit specific and useful purposes which leads to enable the discovery of new "knowledge'' that provides insights to assists healthcare analyst and policy makers to make strategic decisions and predict future consequences by taking into account the actual outcomes of current operative values.
In addition, the world health organization (Gulbinat, 1997) identifies some possible needs for the discovery of knowledge from medical data repositories; this includes, but is not limited to, medical diagnosis and prognosis, patient health planning and development, healthcare system monitoring and evaluation, health planning and resource allocation, hospital and health services management, epidemiological and clinical research, and disease prevention.
Lately, this abundance of healthcare data has resulted in a large number of concerted efforts to inductively discover "useful" knowledge from the collected data, and indeed interesting results have been reported by many researchers. However, despite the noted efficacy of the knowledge discovery method-known as data mining (DM) algorithm-the challenge facing healthcare practitioners today is about data usability and impact, that is, the use of "appropriate" data mining algorithms with the right data to discover value-added "actionoriented" knowledge in terms of data-mediated decision-support services.
Notably, recent advances in data mining algorithms such as neural networks (NN), statistical modeling, evolutionary algorithms, and visualization tools have made it possible to transform any kind of raw data into high level knowledge. However, the main problem is that each method has its own approach to deal with data structure, shape, and validity. This limitation affects the performance of classification systems. Consequently, the need of a hybrid data mining approach is widely recognized by the data mining community (George, & Derek, 2004, p. 151) . The number of hybrid data mining endeavours has been initiated all over the globe. The limitations associated with many existing hybrid approaches are: (1) most of the existing approaches either heavily dependant on intelligent methods or statistical methods, barely ensembled to take the advantage of both computations, that is, intelligent and statistical; and most importantly (2), existing approaches generally do not utilize the data for "secondary purposes," such as organisation planning, decision making, forecasting, outcomes and trending, and so forth.
To this end, we argue that there is a need for a hybrid DM approach which is an effective combination of various DM techniques, in order to utilize the strengths of each individual technique and compensate for each other's weaknesses. The aim of this chapter is to present current state-of-art data mining algorithms and their applications and propose a new hybrid data mining approach for clustering and classification of medical data. This chapter aims to further explore the data mining intelligent and statistical machine learning techniques, including supervised and unsupervised learning techniques as well as some effective conventional techniques and systems commonly used in the medical domain.
rEVIEW OF ExIstING DAtA MINING ALGOrItHMs
In this section we discuss the theoretical and technical aspects of data mining and machine learning techniques, data mining algorithms, hybrid approaches, and their applications in medical domain.
Data Mining and Machine Learning
There is some confusion about the terms data mining and knowledge discovery in databases (KDD). Often these two terms are used interchangeably (Fayyad, Piatetsky-Shapiro, Smyth, & Uthurusamy, 1997, p. 154) . The term KDD can be denoted to overall process of turning low-level data into high-level knowledge, whereas data mining can be defined as the extraction of useful patterns from the raw data.
The data mining step usually takes a small part of overall KDD process. More specifically, data mining is not a single technique; it deploys various machine learning algorithms and any technique that can help to procure information out of the massive data is useful. Different algorithms serve different purposes; each algorithm offers its own advantages and disadvantages. However, the most commonly used methods for data mining are based on neural networks, decision trees, a-priori, regressions, kmeans, Bayesian networks, and so forth.
Before analyzing which machine learning (ML) technique works best for which problem domain and situations, it is important to have a good understanding of what machine learning is all about. ML is one of the disciplines of the AI research that deploys a variety of probability, statistical, and optimizations tools to learn from past data/examples and use that prior learning to classify new data and identify new trends in data (Fayyad et al., 1997, p. 154) . Beside heavily dependent on statistics, ML techniques also employ Boolean logic (AND, OR, NOT), absolute conditional (IF, THEN, ELSE), conditional probabilities (the probability of X given Y), and unconventional optimization strategies to model data or classify patterns. This provides ML with inference and decision making capabilities which cannot be achieved by using conventional statistical methods.
There are generally three types of machine learning techniques (Fayyad et al., 1997) : 1) supervised learning, 2) unsupervised learning, and 3) reinforcement learning. In supervised learning, a ML algorithm is provided with a labeled set of training data/example. These labeled data assist the algorithm to map the input data with the desired output data. In unsupervised learning, a ML algorithm is provided with set of training data/example only (without classes) and leaves the algorithm to learn and discover the similar patterns. Reinforcement learning (RL) is learning from interaction with an environment, from the consequence of actions, rather than from explicit supervision.
ML algorithms have been incorporated in DM systems for knowledge discovery and decisionmaking purposes. The choice and success of any particular algorithm is heavily dependent on the good understanding of the problem domain, quality of data sets, and the properly designed experiments. However, not all ML algorithms are created equal, some are better for certain kinds of problems while others are better for other kind of problems. Thus, it is always recommended to try more than one ML algorithm on any given training set. A common problem associated with the failure of any ML algorithm is called "curse of dimensionality" (Fayyad et al., 1997) , which occurs when too many variables and too few data sets are used to train the algorithm. A general rule is to reduce the number of variables (features) and increase the number of training samples. The sample-per-feature ratio should always exceed 5:1 (Fayyad et al., 1997) . Over training is also an important issue as over trained algorithm tends to produce ambiguous classification (poor results).
Data Mining tasks
The overall data mining process can roughly be classified into five mains tasks (Fayyad, & Shapiro, 1996) : clustering, classification, association, prediction, and visualization.
Given a set of data items, the clustering algorithms partition this set into a set of classes such that items with similar characteristics are grouped together. Clustering is best suited for finding groups of items that are similar in properties. For example, a doctor chain could mine patient diagnostic data to determine how often the patient has been smoking cigarettes and what treatment should be given to the patient.
Given a set of predefined classes, classifier algorithms determine to which of these classes a specific data item belongs to. For example, given classes of patients that correspond to medical treatment responses, the algorithms identify the form of treatment to which a new patient is most likely to respond.
Given a set of data items, the association algorithms identify relationships between attributes and items such that the presence of one pattern implies the presence of another pattern. These relations may be associations between attributes within the same data item (e.g., out of the patients who has heart problem, 90% also has cholesterol disease) or associations between different data items (e.g., every time a certain budget drops 5%, a certain other budget raises 13% between 6 and 12 months later). One may discover the set of symptoms often occurring together with certain kinds of diseases and this can lead to further study on the reason behinds them.
Given a data item and a predictive model, the prediction algorithms predict the value for a specific attribute of the data item. For example, patient billing information can be predicted by the length of the patient stay in the hospital and treatment provided to the patient or vice versa. Prediction can also be used to validate a discovered hypothesis.
The visualization model plays an important role in making the discovered knowledge understandable by humans. The visualization techniques may range from simple scatter plots to histogram plots over parallel to two dimension coordinates. DM algorithm can be coupled with a visualization tool that aids users in understanding the discovered knowledge. These coupling of DM algorithms and visualization algorithms provides added value. For instance, the result of the neural network classifier can be displayed using a network visualizer. A simple decision tree model can be displayed and manipulated using a tree visualizer.
Intelligent (Neural Network-based) Data Mining Algorithms
The intelligent data mining algorithms based on neural networks, also known as symbolic machine learning techniques, provide a different approach of data analysis and knowledge discovery from pure statistical methods. These algorithms, which are different in computation and behaviors, have shown promising capabilities for analyzing qualitative, symbolic, quantitative, and numeric data.
The most commonly used intelligent data mining algorithms are discussed below with their strengths and limitations.
Data Mining Using back Propagation Neural Network (bPNN)
Early development of neural networks gathered prominent attraction in the past decade (MariaLuiza, Zaïane, & Coman, 2001, p. 94) . Neural networks were originally designed to model the way the brain works with multiple neurons being interconnected to each other through multiple axon junctions. Neural networks use multiple layers (i.e., input, hidden, and output layers) to process their inputs and generate outputs. The inputs can be continuous/discrete, numerical/categorical values. The information learned by a neural network is stored in the form of a weight matrix (Аndreeva, Dimitrova, & Radeva, 2004, p. 148) . The information stored inside the weights consists of real-valued numbers and therefore neural network computing can be classified as a symbolic type of processing. The various types of neural networks such as feed forward, multilayer perceptron, and so forth have been proposed. The neural networks based on back propagation algorithm are the most popular and widely used neural networks for their unique learning capability (Michael, Patrick, Kamal, & David, 1994, p. 106) . Back propagation neural networks are fully connected, layered, feed-forward models. Activations flow from the input layer through the hidden layer, then to the output layer.
The strength of back propagation neural networks for data mining lies on its ability to perform a range of statistical (i.e., linear, logistic, and nonlinear regression) and logical operations or inferences (i.e., AND, OR, XOR, NOT, IF-THEN) as part of the classification process. Other dominant strengths of NN include (Michael et al., 1994, p. 106) : they are capable of handling a wide range of classification or pattern recognition problems and they represent compact knowledge in the form of weights and threshold values. They can also oper-ate with noisy or missing data and can generalize quite well to similar unseen data.
The main challenge in using neural networks is its input-output mapping, that is, how the real-world input/output (for instance image, a physical characteristic, a list of medical problems, and a prognosis) can be mapped to a numeric vector. There are other common limitations (Michael et al., 1994, p. 106) . They are considered as a "black-box" technology; the network structure can only be determined by experimentation which requires lengthy training times and may not necessarily reach to an optimal solution. The use of random weights initializations may lead to unwanted solutions. Neural network topology design is empirical, and that several attempts to develop an acceptable model may be necessary. NN have limited explanation facility which may prevent their use in certain applications. They are also difficult to understand as comprising of complex structure. Moreover, too many attributes can result in over fitting.
Some of the applications of BPNN with their performances in medical domain are listed in Chart 1.
Data Mining Using self Organization Map (sOM)
SOM is an unsupervised learning algorithm which includes such methods as self-organizing feature maps (SOFMs), hierarchical clustering, and k-means data mining algorithms to create clusters from raw, unlabeled, or unclassified data (Thiemjarus, Lo, Laerhoven, & Yang, 2004, p. 52) . These clusters can be used later to develop classification schemes or classifiers.
SOM is generally used to represent (visualize) high-dimensional unsupervised data (feature space) into low-dimensional data (feature space), yet preserving the graphical properties of the input patterns. In SOM, each input unit is connected to the each output (in a feed forward manner) through weight values. A SOM begins with a set of input units (neurons), random weights matrix, nearest neighborhood radius, output units, and map dimension (width and heights). The patterns are presented to each input nodes and are calculated (generally using Euclidean distance) with the weighted values of the output unit. The output node whose weights vector closest to the input pattern is considered as the winner (Husin-Chuan, Ching-Hsue, & Jing-Rong, 2007, p. 499) . When this node wins a competition, all the output units who fall in the region of defined neighborhood radius are considered as the neighbors of the wining unit. The entire neighbors unit modifies their weight with respect to wining unit weights values to form a cluster. The process repeats for each input pattern for a large number of repetitions until the SOM is capable of associating output nodes with specific groups or patterns in the input data set.
There are major advantages of SOM (Sakthiaseelan, Cheah, & Selvakumar, 2005, p. 336) . They are very simple in operation and easy to understand. They not only classify data accurately but are also easy to evaluate and analyze how good the maps are and how strong the similarities among the features. The basic limitation associated with SOM is getting Breast Cancer 97.89% Accuracy BPNN (Michael, Patrick, Kamal, & David, 1994) Breast Cancer 74% Accuracy
Chart 1. The performance of BPNN in medical domain
the right data, that is, a value for each feature from the training set is required in order to generate a map. Sometimes this problem leads towards highly misclassified data; this problem is also referred as missing data. Some of the applications of self-organizing map with their performances in medical domain are listed in Chart 2.
statistical Data Mining Algorithms
A number of statistical data mining algorithms has been developed and used in solving many real world data mining problems. These algorithms are used to examine quantitative data for the purposes of classification, clustering/association, hypothesis testing, trend analysis, and correlation between variables. These analysis techniques often rely on probabilistic assumptions and conditions, and complex mathematical functions. In the following subsections we provide an overview of some of the existing, yet advanced and widely used, data mining algorithms in detail.
support Vector Machine (sVM)
A SVM is somewhat a new emerging machine learning technique and received prominent attention in the recent years (Zheng & Kazunobu, 2006, p. 389) . They use supervised learning techniques for the classification and regression problems. The SVM algorithm creates a hyperplane, which is a subset of the points of the two classes, which is referred to as a support vector. This hyperplane separates the data into two classes with the maximum geometry margin, meaning that the distance between the hyperplane and the closest data sample is maximized; this helps to minimize the empirical classification errors. SVMs can be used to perform nonlinear classification using what is called a nonlinear kernel. A nonlinear kernel is a mathematical function that transforms the data from a linear feature space to a nonlinear feature space. Like NNs, a SVM can be used in a wide range of pattern recognition and classification problems, spanning from handwriting analysis, speech and text recognition, and protein function prediction to medical diagnosis problem (Zheng, & Kazunobu, 2006, p. 389) .
The benefits of a SVM include (Zheng, & Kazunobu, 2006, p. 389 ) the models' nonlinear class boundaries, computational complexity reduced to quadratic optimization problem, over fitting is unlikely to occur, and easy to control complexity of decision rule and frequency of error. On the other hand, the major limitations associated with a SVM include: training is slow compared to Bayes classifier and decision trees, it is difficult to determine optimal parameters when training data are not linearly separable, and the difficult to understand structure of an algorithm.
Some of the applications of support vector machine with their performances in medical domain are listed below.
Decision trees (Dt)
Decision tree is a special form of tree structure (flow chart or graphical diagram) that is generated 
Chart 2. The performance of SOM in medical domain
by a classifier system in order to evaluate associated patterns (Lim, Loh, & Shih, 1997) . The tree is structured in a way that represents sequence of problems or tasks. The solution associated to each problem is represented along the path down the tree, whereby the root of the tree determines the classification or prediction made by the classifier. The tree can be used to represent all sorts of complex problems and patterns relation in the data sets. The decision trees can either be designed through consultation with experts or can automatically be generated by providing labeled data sets (Lim et al., 1997) . A decision tree generally learns by randomly splitting the data into subsets based on a numerical or logical test. This process repeats in recursive manner until splitting stops and final classification is achieved.
The strengths of DTs are that they are simple to understand and interpret and require little data preparation (Lim et al., 1997) . They can also deal with many kinds of data including numeric, nominal (named), and categorical data. DT-generated models are easy to learn and can be validated using various statistical tests. However, DTs do not generally perform as well as NN in more complex classification problems.
A disadvantage of this approach is that there will always be information loss, because a decision tree selects one specific attribute for partitioning at each stage with a single starting point. The decision tree can present one set of outcomes, but not more than one set, as there is a single starting point. Therefore, decision trees are suited for data sets where there is one clear attribute to start with. Small errors in a training data set can also lead to very complex decision trees.
The decision tree model can be designed by using various data mining analytical tools such as CHisquared automatic interaction detector (CHAID), C4.5, ID3, and classification and regression trees (CART) (Lim et al., 1997) . Bearing both classification and regression processing methods, CART is recognized as one of the most powerful approaches to design, test, and use advanced mathematicallybased decision trees. The hierarchical representation of CART models also enable users to understand and interact with tree-based finding easily. The main advantage of CART over other above-mentioned models is that it offers superior speed and ease-ofuse and automatically provides insight into data and produces highly accurate, intelligible predictive models. The application for a CART algorithm in designing a healthcare predictive model is ranging from healthcare to nursing domain, such as CART used as a technique to recognize critical situations derived from specific laboratory results, quality, and safety issues of healthcare delivery and identification of nursing diagnosis.
Some of the applications of decision trees with their performances in medical domain are listed in Chart 3.
k-Means
k-Means is an unsupervised machine learning algorithm that partitions the data based on maximum interclass distance and minimum intraclass distance among the data/object (Abidi & Hoe, 2002, p. 50) . More specifically, a k-means algorithm clusters the data based on attributes into k partitions, where k is a predefined number of clusters (Abidi & Hoe, 2002, p. 50) . The algorithm starts by portioning (either randomly or heuristically) the input points into k initial sets and then calculates the mean point of each set. It constructs a new partition by associating data-entities to one of the K clusters. Then the means are recalculated for the new clusters, for each data-record compares the distance-measure to each of the K cluster-centers and associates the record to the closest cluster. The algorithm is repeated until convergence is achieved, which is obtained when the mean points are no longer changed (Abidi & Hoe, 2002, p. 50) .
A basic variation of the k-means algorithm are the "K-modes" algorithms (Derek, Alexey, Nadia, & Cunningham, 2004, p. 576) , the choice of which variant should be used depends on the nature of data. If the distance function is defined based on continuous data, the k-means algorithm is sufficient whereas for nominal distance function, the k-mode is a better choice.
There are advantages of using k-means (Derek et al., 2004, p. 576) . It is the fastest clustering algorithm and consumes the least memory and the algorithm can be run several times to achieve the best clustering.
The main drawback of the algorithm is that it requires predefined information regarding the number of clusters (i.e., k) to be found prior to start processing (Derek et al., 2004, p. 576) . If the data are not naturally clustered or the data size is quite large, the classification accuracy is always a question.
Some of the applications of K-means with their performances in medical domain are listed in Chart 4.
K-Nearest Neighbor (k-NN)
The working of K-NN is quite similar as SOM as the input patterns are mapped into multidimensional output feature space (Zeng, Tu, Liu, Huang, Pianfetti, Roth, et al., 2007, p. 424) . This output space is partitioned into regions with respect to class labels of the data patterns. When new data are presented for prediction, the distance (usually uses Euclidean distance) between K and similar records in the data set is found and the most similar neighbors are identified. The nearest neighbor method matches patterns between different samples of data with the given class. The class is identified as the nearest neighbor of k when it is predicted to be the class of the closest training sample (Zeng et al., 2007, p. 424) .
In terms of strength, the algorithm is easy to implement, but it is computationally intensive, especially when the size of the training set grows. The main advantages of k-NN includes (Zeng et al., 2007, p. 424 ) fast classification of instances, it useful for nonlinear classification problems, it is robust with respect to irrelevant or novel attributes, it is tolerant of noisy instances or instances with missing attribute values, and it can be used for both regression and classification.
This method sometimes retains a small portion of the complete data sets to compare with the given class. This not only causes memory wastage but also sometimes leads to inaccuracies in the final result (Zeng et al., 2007, p. 424) . The nearest neighbor approach is also more suited to numeric values rather than non-numeric data. The accuracy of the k-NN algorithm is also subject to the dimension/scale (Zizhen & Walter, 2006, p. 11) : it is slower to update a concept description neighbor and it makes the wrong assumption that instances with similar attributes will have similar classifications and attributes and will be equally relevant and too computationally complex as the number of attributes increases. Some of the applications of k-NN with their performances in medical domain are listed in Chart 5.
Naive bayes
The naive bayes (NB) is a probabilistic classifier (Langley, Iba, & Thompson, 1992, p. 223) . The Bayes classifier greatly simplifies learning by assuming that features are independent to a given class. Although, independence is generally a poor assumption which often has no bearing in realities, hence, it is deliberately naive. However, in practice, naive Bayes often competes well with more sophisticated classifiers.
Bayes classifiers are based on probability models which can be derived by using Bayes theorem, maximum like hood method (for parameters estimations), or Bayesian inference (Langley et al., 1992, p. 223) . In a supervised learning environment and depending on the nature of its probability model, a Bayes classifier can be trained very efficiently. Naive Bayes reaches its best performance in two opposite cases: completely independent features and functionally dependent features. Naive Bayes has its worst performance between these extremes. The accuracy of naive Bayes is not directly correlated with the degree of feature dependencies measured as the class conditional mutual information between the features. Instead, a better predictor of naive Bayes accuracy is the amount of information about the class that is lost because of the independence assumption (Langley et al., 1992, p. 223) .
There are some main advantages of the naive Bayes classifiers (Langley et al., 1992, p. 223) . Their foundation is based on statistical modeling. They are easy to understand and are efficient training algorithms. The order of training instances has no effect on training which make them useful across multiple domains. In terms of limitations (Langley et al., 1992, p. 223) , NB assumptions that are attributes are statistically independent and numeric attributes are distributed normally. In NB, redundant attributes and class frequencies can mislead classification and affect accuracy Some of the applications of naive bayes with their performances in medical domain are listed Chart 6.
Hybrid Data Mining systems
Various hybrid approaches have been proposed, implemented, and tested for different application domains (Dounias, 2003) . Neural network and fuzzy logic-based hybrid models have been widely reported in the literature (Dounias, 2003) . The model presented by Clarke and Wei (1998, p. 3384) focuses on an integration of the merits of neural and fuzzy approaches to build intelligent decision-making systems. It has the benefits of both "neural networks" like massive parallelism, robustness, and learning
Reference
Application Performance K-NN (Zeng et al, 2007) Predicting Protein Structure 75.53% Accuracy K-NN (Zizhen, et al, 2006) Gene Function Prediction 52% Accuracy K-NN (Rajkumar, Ognen, & Dong, 2005) Audio-Video Emotion Recognition 95.57% Accuracy
Chart 5. The performance of K-NN in medical domain
in data-rich environments, and "fuzzy logic," which deals with the modeling of imprecise and qualitative knowledge in natural/linguistic terms as well as the transmission of uncertainty. This hybrid approach has shown a high rate of success when applied in various complex domains of medical applications. For example, Clark and Wei (1998, p. 3384) present a neural fuzzy approach to measure radiotracers in vivo. In this application, fuzzy logic is the core part of the system, which deals with the modeling of imprecise knowledge (image degradation) due to the photon scattering through the collimated gamma rays. The neural networks and evolutionary algorithms (NN-EA) hybrid approach has also received prominent attention in the medical domain (Dounias, 2003) . In general, EA is used to determine the NN weights and architecture. In most cases NN are tuned (not generated) by the EA, but there are also appreciation when NN are tuned as well as generated by EA. Hussein and Abbas (2002, p. 265) , present an EA-NN hybrid approach to diagnose breast cancer, both benign and malignant. The other hybrid combination, fuzzy logic and genetic algorithms (FL-GA) has also been deployed successfully in various control engineering applications and complex optimisation problems. GA is used for solving fuzzy logical equations in medical diagnostic expert systems (Hussein & Abbas, 2002, p. 265) .
The another interesting hybrid combination examined in the literature is a decision trees and fuzzy logic (DT-FL) combination, where fuzzy logic is used to model uncertainty and missing decision attributes before these attributes are subjected to decision trees for classification and diagnosis tasks (Jzau-Sheng, Kuo-Sheng, & Chi-Wu, 1996, p. 314) . With regards to medical applications, this approach showed some great accuracy in diagnosing coronary stenosis and segmentation of multispectral magnetic resonance images (MRI) (Jzau-Sheng et al., 1996, p. 314) . Some authors have also proposed the combination of decision trees and evolutionary algorithms (DT-EA). In this hybrid approach, decision trees are generally used to extract relevant features from large datasets whereas EA algorithms are used to generalize the data (Jzau-Sheng et al., 1996, p. 314) . This approach overcomes the limitation of the EA which requires more time to process complex tasks. Pabitra and Sushmita (2001, p. 67) combine an evolutionary modular multilayer perceptron (MLP) with the ID3 decision tree algorithm for the staging of cervical cancer.
The hybridization of fuzzy decision tree (FDT) and neural network has also been investigated (Tsang, Wang, & Yeung, 2000, p. 601) . With the induction of fuzzy decision trees, they happened to perform well and generate comprehensive results, but learning accuracy was not very good. A new hybrid methodology with neural networks-based FDT weights training was proposed by Tsang et al. (2000, p. 601) , which lead to the development of hybrid intelligent systems with higher learning accuracy. This approach has been successfully tested on various databases and interesting results have been reported (Tsang et al., 2000, p. 601) .
Chart 7 lists of some of the proposed hybrid approaches and their performances in medical diagnosis. Bayesian (Michael et al., 1994) Breast Cancer 84% Accuracy
Chart 6. The performance of Naive Bayes in medical domain

PrOPOsED HybrID DAtA MINING APPrOAcH
In this section, we present the architectural and functional overview of our proposed hybrid data mining methodology, as depicted in Figures 1 and 2 . The proposed approach formulates a methodology whereby a number of data mining algorithms can be fused together to provide data mining decisionmaking services to healthcare practitioners. The concept of combining various clustering algorithms is an attempt to enhance the performance of learning classifiers. Functionally, we implement a computer process comprising of two functionally distinct layers. Each layer comprises a number of modules; each module is responsible to perform certain tasks. Figure 1 shows the functional architecture and the workflow of the proposed methodology. The following sections explain the basic steps/phases involved in formulating the proposed approach.
step 1: Procurement and transformation of a Patient-centered Data from Medical repositories
We emphasized on the "context of data" stored in medical repositories. The word context can be defined as the extract definition of a concept and its parameters associated with it, such as measure value, the unit value, and the precision of measure. More specifically, this phase is responsible for (i) procurement of patient-centered data from distributed repositories, (ii) cleansing and transformation of legacy data into XML-based structured database, and (iii) creation of medical data warehouses:
i.
This step involves the procurement of health data from multiple distributed data repositories such as electronic medical record (EMR), electronic patient record (EPR), and patient health record (PHR). ii. The procured health record are next cleansed by way of removing undesirable information and transformed into a XML-structured database (intermediate database). iii. Finally a data warehouse is created. The main reason for the creation of these data warehouses is that they are useful for quality improvement and decision making. Most importantly, it is also easier to query a data warehouse compare to electronic medical records because of its complex structure. Neural Network Combination-Evolutionary Algorithm (Xin & Yong, 1996) Diabetics 76.80 % Accuracy
Neural Network-Evolutionary Algorithm Combination (Xin & Yong, 1996) Heart Disease 84.60 % Accuracy
Evolutionary Algorithm-Fuzzy Logic Combination (Xin & Yong, 1996) Breast Cancer 94 % Accuracy Decision Tree-Evolutionary Algorithm (Spela, Peter, Vili, Milan, Matej, & Milojka, 2000) Metabolic Acidosis Classification 83.33 % Accuracy The main concern here is to identify what EMR features will be used in our domain to enable knowledge discovery.
When the data are preprocessed, they are fed into a data mining inductive learning unit, which is comprised of sets of machine learning algorithms (both intelligent and statistical), as shown in Figure  1 . To elaborate it further, Figure 2 provides the detail overview and workflow of a data mining inductive learning unit.
step2: Designing of a DM Inductive Learning Unit (ILU)
The proposed inductive learning unit deploys the variety of clustering algorithms, which varies in their methods of search and representation to ensure diversity in the errors of the learned models. The entire amount of medical data (i.e., data, text, and images features) is introduced to each clustering algorithm in the ILU. The soft clusters produced by each algorithm are recorded, combined, and fused into MLP in both serial and parallel fashion, as depicted in Figures 3 and 4 . The parallel fusion incorporates a multilayer perceptron for learning of soft clusters and classification into appropriate classes, as demonstrated in Figure 3 . In the serial approach, we first monitor the individual classifier performance and then train each classifier with the classified patterns of other classifiers and note its affect on overall system performance. The deployed algorithms vary in their methods of search and representation, which ensures diversity in the errors of the learned models. More specifically, the two types of hybrid combinations are investigated in this chapter, that is, parallel hybrid data mining and serial hybrid data mining, whereby each hybrid combination consists of four parts: 1) input data, 2) hybrid clustering, 3) fusion of clusters, and 4) data visualization.
Input Data
The input data contain raw data as well as extracted features which are used as an input to the data mining algorithms. The input data are normalized between 0-1. 
P a tie n t H isto ry
Data Mining Algorithms
Three data mining algorithms, that is, SOM, kmeans, and naive Bayes have been combined in conjunction with multilayer perceptron. SOM is self-organizing, map-based on Kohonen neural network. SOM consisted of 16 neurons partitioned in a single layer in a 2-D grid of 4x4 neurons. We construed and assigned the random reference input vectors (neuron weights) to each partition. For each input, the Euclidean distance between the input and each neuron was calculated. The reference vector with minimum distance is identified. After the most similar case is determined, all the neighbourhood neurons, connected with the same link, adjust their weights with respect to the reference vector to form a group in two dimensional grids. The whole process is repeated several times, decreasing the amount of learning rate to increase the reference vector, until the convergence is achieved. The SOM visualization offers the clear partition of data into discernable clusters.
In the k-means algorithm, we randomly partitioned the input data into k-cluster centers along with its all closest features. With each input feature, it calculates the mean point of each feature and constructs a new partition by associating dataentities to one of the k clusters. Cluster features are moved iteratively between k-clusters and intra and intercluster similarity. Distances are measured at each move. Features remained in the same cluster if they were closer to it, or they otherwise moved into a new cluster. The centers for each cluster are recalculated after every move. The convergence achieved when moving the object increases intracluster distances and decreases intercluster dissimilarity. Naive Bayes clustering is based on probability distribution. It accepts raw data or features as input and creates soft clusters which are later combined with the results generated by other data mining algorithms and passed into the fusion module.
Data Fusion
The workings of a data fusion model can be understood by its fusion hypothesis, which assumes that the more similar data a cluster contains, the more reliable the cluster is for decision making. The outputs of data mining algorithms are combined using serial fusion and parallel fusion. The parallel fusion is based on a MLP as shown in Figure 3 . A simple majority voting method is also used and compared with MLP.
step 3: Data Visualization
This process involves the designing of a data mining visualization model, coupled with all data mining methods to generate the knowledge, which is derived by the data mining inference engine, in the form of charts, graphs, and maps. These coupling of DM algorithms and visualization algorithms provide added value. The visualization techniques may range from simple scatter plots to histogram plots over parallel to two dimensions coordinates.
IMPLEMENtAtION AND ExPErIMENtAL rEsULts
The proposed data mining approach has been implemented in order to evaluate the performance and accuracy. The experiments were conducted on a benchmark dataset. The dataset and experimental results are described below.
benchmark Database
The dataset of digital mammograms is used in this chapter and it is adopted from digital database for screening mammography (DDSM) established by University of South Florida. The main reason to choose DDSM for the experiment purposes is that it is a benchmark dataset so the final results can be compared with published results by other researchers. The DDSM database contains approximately 2,500 case studies, whereby each study includes two images of each breast, along with some associated patient information (ie., age at time of study, breast density rating, subtlety rating for abnormalities, and keyword description of abnormalities) and image information (e.g., scanner, spatial resolution, etc.). The database contains a mixture of normal, benign, benign without callback, and cancer volumes selected and digitized. Images containing suspicious areas have associated pixel-level information about the locations and types of suspicious regions.
The data set consists of six features (measurements) from 200 mammograms cases: 100 benign and 100 malignant. The features include patients' age, density, shape, margin, assessment rank, and subtlety.
results and Discussion
The experimental results are presented below in Tables 1 and 2 . From the comparative results shown in Table 1 , it is observed that the proposed hybrid approach, a combination of statistical and intelligent techniques, provides better results than the stand alone individual technique. It is also noticed that the proposed approach outperforms all individual approaches in all main output categories (see Table  1 ), that is, classification accuracy, misclassification accuracy, and error rates. Out of the total of 100 digital mammogram cases of the test dataset, SOM made 12% misclassifications, k-means made 16% misclassifications, naive Bayes misclassified 10% cases, and proposed approach made 7.6923% misclassifications. This corresponds to classification accuracies achieved by SOM, K-means, naive Bayes, and the proposed approach, which are, 88%, 84%, 90% and 92.3%, respectively.
The experiments were also performed to compare the accuracies of algorithms by considering individual classes, both benign and malignant. For each class, the receiver operating characteristic (ROC) analysis attributes, such as true positive (TP) rate, false positive (FP) rate, and F-measure, are measured with particular algorithm as shown in Table 2 . It is noticeable that the attributes frequency measures for both benign and malignant are quite high with the proposed hybrid approach.
We created a confusion matrix to evaluate individual classifier performance by displaying the correct and incorrect pattern classifications. Typical confusion matrix can be represented as:
Where row x1 and x2 represents the actual patterns and column x1 and y1 represents the classified patterns for class a (malignant). The difference between the actual patterns and the classified patterns can be used to determine the performance of a classifier. To explicate it further, we draw the confusion matrix for each classifier to evaluate how many patterns in a given class are classified correctly/incorrectly. Note the 200 mammogram cases were used, 200 cases for training purposes and 100 for testing purposes. This SOM classifier successfully classified 88 cases out of 100 cases presented. The row values (48, 2) are the actual cases for the class malignant, and row values (10, 40) represent the actual class benign. However, the classified outputs are represented by column a (48, 10) and column b (2, 40). The comparison of these rows and columns, between actual pattern and classified patterns, can provide interesting insights. For instance, for the malignant class accuracy, we notice that the original malignant patterns were (48, 2) and the classifier indicates (48, 10). Thus, it classified 48% cases correctly as a malignant class and misclassified 2 cases. It is also noticeable that those two patients will be cleared when they were supposed to be treated like a cancer patients. Similarly, for the benign class accuracy, the actual cases are (10, 40) whereas the classifier indicates (2, 40). The 40% cases were classified correctly as a class benign and 10% cases were misclassified. In this scenario, those 10 patients who are not the victim of cancers will By applying the above-mentioned confusion matrix method on the k-means classifiers, the 38% cases that were classified correctly as a class malignant (11 cases were misclassified) and 46% cases that were classified correctly as a class benign (misclassified 5 cases) overall achieved 84% classification accuracy.
SOM Confusion Matrix
Naive Bayes Confusion Matrix a b <--------Classified as 43 7 | a = Malignant
The naive bayes classified 43% and 47% cases correctly as a class malignant and benign, respectively, with the ratio of 2 misclassified cases of a class malignant and 3 cases for a class benign, an overall computed 90% accuracy.
From the decision-making perspective, it is also noticeable that by fusing the outputs of all data mining algorithms, based on a simple voting method, we can get the final clusters which are more accurately classified. In this voting approach, the winner cluster is the one with the most votes from the classifiers. The experiments show that the proposed hybrid data mining approach is useful for the analysis of digital mammography data for the cancer diagnosis.
clustered Visualization
Figures 5(a) and 5(b); demonstrate the visualization of the SOM of mammography data.
From the above Figure 5 (a), the U-matrix, which shows the overall clustering structure of the SOM, is shown along with all six component planes. The clear separation of two classes, benign and malignant, cannot really be accessed by what U-matrix shows, but from the labels it seems that they correspond to two different parts of the cluster. By looking at the labels, it is easy to interpret that the first two rows of the SOM form a very clear cluster; it is immediately seen that this corresponds to the benign class. The other class, malignant, forms the other clear clusters which can be seen in last two rows. The rest of the middle layers are the combination of both clusters. The empty cluster indicates some missing information in the sample data. From the component planes in Figure 5(b) , it can be seen that the patient age, assessment rank, and subtlety features are very closely related to each other. Also some correlation exists between them and feature shape, margin, and density.
The variation in the colors of map units shows the similarities between the data vector. The grid scale used to measure these similarities is the normalized values of the variables used to represent one feature.
sIGNIFIcANcE AND FUtUrE trENDs
With the need for advance decision-support systems in the medical domain, this research on hybrid data mining system will set the new directions. The healthcare community is being overwhelmed with an influx of data that are stored in distributed repositories. Accessing data and extracting meaningful information requires a system with powerful analytical tools rather than traditional information retrieval methods.
In this chapter, we introduced a new hybrid approach, that is, clusters of various data mining algorithms that form the predictive model to generate effective knowledge which can assist healthcare practitioners to make future decisions about the patient treatments and organization policies. For instance, outcome measurement-a data mining technique to search previously unknown valuable information from distributed databases-can help healthcare parishioners by showing statistically-in the form of graph, charts, tables, and so forthwhich treatments have been most effective to the patient.
The procurement of data mining-specific knowledge (i.e., features extracted from data, text, and images) from routinely collected information will enhance the practicability of data mining systems in real-life applications, in particular for healthcare applications where a large corpus of medical data is routinely collected for clinical tasks. Thus, it is argued that the research on hybrid data mining system is very effective and significant. This research will impact both the fields of health informatics and data mining.
Figure 5(a). Data clustering based on similarities cONcLUsION
In this chapter, we presented a critical review of existing intelligent (neural network-based) and statistical-based data mining algorithms. The advantages and disadvantages of each algorithm and comparative performances have been substantiated. We also proposed a novel hybrid data mining approach, an approach that combines intelligent and statistical data mining algorithms such as SOM, kmeans, and naive Bayes in conjunction with a serial fusion and a multilayer perceptron-based parallel fusion. The approach was implemented and tested on a DDSM benchmark database. The proposed hybrid approach achieved over 92% classification accuracy on a test set, which is very promising. The proposed approach is also able to visualize the data which helps in interpretation of the results. 
