In this paper a novel method of noise reduction in color images is presented. The class of ÿlters introduced here utilizes fuzzy membership functions deÿned over vectorial inputs connected via digital geodesic paths. The e ciency of the new ÿlters is compared under a variety of performance criteria with the commonly used ÿlters, such as the vector median and the generalized vector directional ÿlter. It is shown that, compared to existing techniques, the ÿlters introduced here are better able to suppress impulsive, Gaussian as well as mixed-type noise. Furthermore, the computational analysis included in this work shows that some members of the new ÿlter family are computationally less demanding than the vector median ÿlter. ?
Introduction
Image noise reduction without structure degradation is perhaps the most important low-level image processing task [15, 21] . Several techniques have been proposed over the years. Among them are linear processing methods, whose mathematical simplicity and the existence of unifying theory make their design and implementation easy and attractive. However, not all ÿltering problems can be e ciently solved by using linear techniques. For example, conventional linear techniques cannot cope with nonlinearities of the image formation model and fail to preserve edges and image details.
To this end, nonlinear image processing techniques are introduced. Nonlinear techniques are able to suppress non-Gaussian noise and preserve important image elements, such as edges and details, and eliminate degradations occurring during image formation or transmission through nonlinear channels.
One of the most popular families of nonlinear ÿlters for noise removal is the order-statistics ÿlters family [7, 11, 14, 15, 21, 30] . Their theoretical framework is based on the robust statistics as these ÿlters utilize algebraic ordering of a windowed set to compute the output signal.
Let F(x) be a multichannel image and let W be a window of ÿnite size k (ÿlter length). The noisy image vectors inside the ÿltering window W are denoted as F j ; j = 0; 1; : : : ; k − 1. If the distance between two Nomenclature R real numbers set geodesic path point on the polygonal line dissimilarity measure along a digital path similarity function normalized similarity function ! number of geodesic paths connecting two distinct points number of all geodesic paths included in the window W which start from the window's center pixel distance function S geodesic distance deÿned over the path in set S H digital image lattice N neighborhood relation between lattice points cooling parameter in iterative ÿltering procedure ÿ new ÿlter design parameter regularization parameter for adaptive ÿlter design standard deviation vectors F i ; F j is denoted as (F i ; F j ) then the scalar quantity
is the aggregated distance associated with the noisy vector F i inside the processing window. Assuming, that a reduced ordering of the R i 's
implies the same ordering of the corresponding vectors F i
Nonlinear ranked-type multichannel ÿlters deÿne the vector F (0) as the result of the ÿltering operation. The best known member of the family is the so-called vector median ÿlter (VMF). The deÿnition of the multichannel median is a direct extension of the ordinary scalar median deÿnition with the L 1 or L 2 norm utilized to order vectors according to their relative magnitude di erences [1] .
Within the framework of ranked-type nonlinear ÿl-ters, the orientation di erence between color vectors can also be used to remove vectors with atypical directions. The basic vector directional ÿlter (BVDF) is a ranked order ÿlter, similar to the VMF, which uses the angle between two color vectors as the distance criterion. This criterion is deÿned as the scalar measure a(F i ; F j ) = cos −1
with
which assigns the corresponding aggregated distance to the noisy vector F i inside the processing window W . As in the case of vector median ÿlter, an ordering of the A i 's
The BVDF outputs the vector F (0) that minimizes the sum of angles with all the other vectors within the processing window. Since the BVDF uses only information about vector directions (chromaticity information) it cannot remove achromatic noisy pixels from the image. To overcome the deÿciencies of the BVDF, the generalized vector directional ÿlter (GVDF) was introduced [29] . The GVDF generalizes BVDF in the sense that its output is a superset of the single BVDF output. The ÿrst vector in (6) constitutes the output of the BVDF, whereas the ÿrst vectors constitute the output of the GVDF. In this way BVDF{F 0 ; F 1 ; : : : ; F k−1 } = F 0 ;
GVDF{F 0 ; F 1 ; : : : ; F k−1 } ={F 0 ; F 1 ; : : : ; F }; 1 6 6 k − 1:
The output of GVDF is subsequently passed through an additional ÿlter in order to produce a single output vector. In this step the designer may only consider the magnitudes of the vectors F 0 ; F 1 ; : : : ; F since they have approximately the same direction in the vector space. As a result, the GVDF separates the processing of color vectors into directional processing and then magnitude processing (the vector's direction signiÿes its chromaticity, while its magnitude is a measure of its brightness). The resulting cascade of ÿlters is usually complex and the implementations may be slow since they operate in two steps [9, 10] .
To improve the e ciency of the directional ÿlters, a new method called directional-distance ÿlter (DDF) was proposed [7] . DDF constitutes a combination of VMF and BVDF and is derived by simultaneous minimization of the their deÿning functions. Another ecient rank-ordered operation called hybrid directional ÿlter was proposed in [6] . This ÿlter operates on the directional and the magnitude of the color vectors independently and then combines them to produce a ÿ-nal output. This hybrid ÿlter, which can be viewed as a nonlinear combination of the VMF and BVDF ÿlters, produces an output according to the following rule:
where F BVDF is the output of the BVDF ÿlter, F VMF is the output of the VMF and · denotes the norm of the vector. All standard nonlinear ÿlters, such as those brie y described here, are local operators working with a ÿxed supporting window W of ÿnite length k that has in its center the pixel under consideration. Operation on the window involves examining the connections with other pixels. Ranked-type ÿlters, such as the VMF calculate the aggregated distances amongst all elements in the window in order to determine the ÿlters' output. However, such operations, which take place on a predeÿned supporting element, ignore the structural properties of the image resulting in oversmoothing and detail elimination. It is quite common during the application of such ÿlters to have pixels grouped together at the same support window, although they belong to di erent semantic objects or are on di erent sides of edges. This results in blurring or complete masking of the actual image structures especially in the case of large window sizes.
In the literature, a number of methods have been introduced to prevent excessive smoothing. The most common approach is to restrict the size of the supporting window to (k = 3 × 3) or (k = 5 × 5). In this way, ranked-type nonlinear ÿlters can remove additive Gaussian or impulsive noise and still preserve, relatively well, edges and other structural details in the image [21] . Another less common approach is to introduce heuristic modiÿcations to the basic ÿlter-ing structure by considering thresholds or pixel exclusions. Depending on predetermined parameters, a ÿl-tering structure is selectively applied to the same ÿxed supporting window [3, 8, 17] .
For example, the so called fast modiÿed vector median ÿlter (FMVMF) introduced in [25, 26] , excludes the center pixel from the calculations of the aggregated distances associated with pixels from its neighborhood. This approach yields excellent performance for images corrupted with impulsive noise but is not intended to suppress Gaussian noise or mixed-type noise.
In this paper, we propose a di erent approach. Instead of using a ÿxed window or selectively apply the ÿltering procedure, we propose to exploit possible connections between successive image pixels using the concept of geodesic paths. According to the proposed here methodology, image pixels are grouped together forming paths that reveal the underlying structural dynamics of the image. Depending on the design principles and the computational constraints imposed on the design, our framework allows for paths to be considered on the entire image or to be restricted in a predeÿned search area. In this work, we focus on the latter case. To facilitate comparison with existing ranked-type operations and to illustrate the computational e ciency of the proposed framework, we allow the path searching area to match the window W used by the ranked-type ÿlters. However, instead of the indiscriminately use of the window pixels, an approach advocated by all existing multichannel ÿlters, the proposed here framework allows for the formation of a number of geodesic paths which in turn are used to determine the weights of a weighted average type of ÿltering operation.
The path displacements evaluated over all possible geodesic paths, are used to derive fuzzy membership functions that quantify similarity between vectorial inputs. The proposed ÿltering structure is then using the function outputs to appropriately weight input contributions in order to determine the ÿlter result. The proposed ÿltering schemes parallelize the familiar structure of the adaptive multichannel ÿlter introduced in [18] and they can successfully eliminate Gaussian, impulsive as well as mixed-type additive noise. However, thanks to the introduction of the geodesic paths in its supporting element, the new ÿlters not only preserve edges and ÿne image details, but even enhance them, acting as an image sharpening operator.
This paper is organized as follows. In Section 2 the general concept of the geodesic paths is introduced and its application to the problem of the noise suppression is brie y discussed. In Section 3, the new ÿltering framework is presented. The motivation and design characteristics are discussed in details there and two di erent design approaches are analyzed. The complexity of the proposed ÿlters and related optimization issues are discussed in Section 4, while Section 5 presents simulation results of experiments performed on artiÿcial test images as well as on natural color images. Comparisons, in terms of image restoration performance, with commonly used multichannel ÿl-ters are reported there. Finally, Section 6 summarizes this paper.
Geodesic paths approach
Let us assume, that R 2 is the Euclidean space, S is a planar subset of R 2 (S ⊂ R 2 ) and x; y are points belonging to set S. A path from x to y is a continuous mapping : [a; b] → S, such that (a) = x and (b) = y. The point x is considered as the starting point while y is the ending point on the path [4, 5] .
An increasing polygonal line P on the path is any polygonal line such that P = { ( i )} n i=0 ; a = 0 ¡ · · ·¡ n = b. The length of the polygonal line P is considered to be the total sum of its constitutive line segments L(P) = n i=1 ( ( i−1 ); ( i )), where (x; y) is the distance between the points x and y, when a speciÿc metric is adopted. A path from x to y is called rectiÿable, if and only if L(P), where P is an increasing polygonal line, is bounded. Its upper bound is called the length of the path . The geodesic distance S (x; y) between points x and y is the lower bound of the length of all paths leading from x to y which are totally included in S. If such paths do not exist, then the value of the geodesic distance is set to ∞. In general S (x; y) ¿ (x; y). However, if the set S is convex, meaning that there are no points on the line between x and y that are not members of S, the geodesic distance veriÿes S (x; y)= (x; y). The notion of a path can be extended to a lattice, which is a set of discrete points on the plane, in our case the spatial locations of the image pixels. Let a digital lattice H = (F; N) be deÿned by F, which is the set of all points of the plane (pixels of a color image) and a neighborhood relation N between the lattice points [22, 23] . In the case of the ranked-type nonlinear ÿlters the processing window W forms a lattice where N is deÿned through the window size.
A digital path P = {p i } n i=0 deÿned on the lattice H is a sequence of neighboring points (
The length L(P) of the digital path P is simply
H (p i−1 ; p i ), where H denotes the distance between two neighboring points of the lattice H.
Constraining the paths to be totally included in a predeÿned set W ∈ F yields the digital geodesic distance
W . An 8-neighborhood system is considered in this work with a topological distance of 1 assigned between two neighboring points. In this case the set W is simply the well-known supporting window used in ranked-type ÿlters. All paths considered here are included in the neighborhood W (Fig. 1) .
Two pixels which are located at spatial coordinates (i; j) and (k; l) are called connected (hereafter denoted as (i; j) ⇔ (k; l)), if there exists a geodesic path P W {(i; j); (k; l)} contained in the set W starting from (i; j) and ending at (k; l).
If two pixels (i 0 ; j 0 ) and (i n ; j n ) are connected by a geodesic path P Fig. 1 . Geodesic paths of ÿnite length: (a) n = 2, (b) n = 3, connecting two neighboring points within a predeÿned window W when the 8-neighborhood system is applied. where m is the path index, is a measure of dissimilarity between pixels (i 0 ; j 0 ) and (i n ; j n ), along a speciÿc geodesic path P W m joining (i 0 ; j 0 ) and (i n ; j n ) [5, 28] . If a path joining two distinct points x; y, such that F(x)= F(y) consists of lattice points of the same channel values, then W; n (x; y) = 0 otherwise W; n (x; y) ¿ 0. In general, two distinct pixel's locations on the image lattice can be connected by many paths. Moreover the number of possible geodesic paths of certain length n connecting two distinct points depends on their locations, length of the path and the neighborhood system used ( Figs. 1 and 2 ).
Let us now deÿne a similarity function, analogous to a membership function used in fuzzy systems, between two pixels connected through all possible geodesic digital paths leading from (i; j) to (k; l) as follows:
where ! is the number of all paths connecting (i; j) and (k; l); W; n m {(i; j); (k; l)} is a dissimilarity value along a speciÿc path m from the set of all ! possible paths leading from (i; j) to (k; l) and g(·) is a smooth function of W; n m . By deÿnition W; n {(i; j); (k; l)} returns a value evaluated over all possible routes linking the starting point (i; j) to the endpoint (k; l).
The smooth function g : (0; ∞] → R should satisfy the following conditions:
Several functions satisfying the above conditions have been proposed in the literature [13, 21, 24] (19) In this work the exponential function of (13) is used, as it proved to yield very good results. Therefore,
where ÿ is the ÿlter design parameter. For n = 1 and a square (3 × 3) window W the similarity function is deÿned as follows: 
and then if F(
Fig . 3 illustrates the calculation of the similarity function between two points connected by two geodesic paths of length n = 2. In this case
with d are similarly deÿned on 2 . The total similarity can be expressed as follows:
A normalized form of the similarity function can be deÿned as follows:
where (l; m) ⇔ (i; j) denotes all points (l; m) connected by digital geodesic paths with (i; j). It is clearly seen from (24) that the normalized similarity function satisÿes the following property:
Assuming that the pixel located at position (i; j) is the pixel under consideration, with F(k; l) representing the (k; l) pixel included in the supporting element W which is connected to (i; j) via a geodesic path, the ÿltering resultF(i; j) is given as follows:
As can be easily noticed,F is the weighted average of all points connected by geodesic paths to the central pixel (i; j).
Geodesic path based ÿlters

Digital path concept
The performance of the new ÿlters strongly depends on the type of digital paths selected. Di erent models of paths result in application-speciÿc ÿlters, which are able to suppress certain types of noise. In this paper we concentrate on the self-avoiding path model (SAP), which provides a model suitable for image processing applications [27] .
The SAP is a special type of path taken along the image lattice so that adjacent pairs of edges in the sequence share a common vertex of the lattice. In the SAP approach no vertex is visited more than once resulting in a trajectory that never intersects itself. In other words the SAP is a path that does not pass through the same lattice point twice (Fig. 4a) . Given the fact that on the two-dimensional lattice, a digital path is a ÿnite sequence of distinct lattice points (i 0 ; j 0 ); (i 1 ; j 1 ); : : : ; (i n ; j n ), which are in a neighborhood relation N, the (SAP) should satisfy the following condition:
Based on the concept of SAPs a family of image processing ÿlters will be introduced.
The ÿrst member of the family, hereafter denoted as SAP ÿlter, allows for the formulation of paths of size n, where n is the ÿxed length of the digital path. Given a path of length n, a supporting window W of size (k × k), with k = 2n + 1, is considered with the point under consideration in its center. It should be emphasized that the number of possible paths ! leading from the center pixel to its neighbors inside the window W depends on the particular location of the neighborhood pixel. In this way for ÿlters based on paths of length 1; 2; 3 processing window of size (3 × 3); (5 × 5); (7 × 7), respectively, will be used. This is illustrated in Fig. 4b when path length n = 2 deÿnes the size of processing window W . In this case weights used in (26) associated with points located far from the center are relatively small.
The computational complexity of the SAP ÿlter depends on the path length n and the number of paths, which can be constructed in the supporting window W of size (k × k). It is not hard to see that for large k, which may be the case in certain applications, the computational complexity of the ÿlter renders it inapplicable. To decrease the computational burden, another member of the family is introduced. In this new algorithm, called fast random walk approach (FRWA), the size of the supporting window (mask) W is set to (3 × 3) independently of the geodesic path's length (Fig. 1 ).
Iterative behavior of the new ÿlter class
The parameter ÿ in (13) regulates the smoothness of the similarity function. Since the ÿltering structure of (26) is a regression estimator, which provides a smooth interpolation among the observed, noise-corrupted image vectors, the parameter ÿ provides the required balance between smoothing and detail preservation. Therefore, it is not surprising that the best results are obtained when the smoothing operatorF in (26) is applied in an iterative way.
Starting with a low value of ÿ enables the smoothing of the image noise components. At each iteration step the parameter ÿ is increased. In particular, ÿ can be modiÿed as follows:
where Ä is the iteration number. However, in this case two parameters and ÿ are needed to regulate the performance of the ÿlter. In order to make the new ÿlter less dependent on the initial parameter values, an adaptively determined ÿ was introduced. The estimation of ÿ is based on the assumption that in noisy images sample pixels values are varying heavily. Therefore, some measure of dispersion of the pixel values should be used for the calculation of ÿ.
In this paper the parameter ÿ is determined adaptively from the noise corrupted image data available through the ÿxed ÿlter processing window W . Since the parameter ÿ is by construction inversely proportional to the generalized standard deviation of samples in W , its estimated value is obtained as follows: (29) where N is the number of pixels in the processing window W; L is the dimensionality of the image vectors (in the RGB color space L = 3); F l denotes the mean value of the lth component in window W and is a normalizing parameter. The only free parameter in (29) is the design parameter . This parameter adds an extra degree of control over the detail preservation nature of the ÿlter. For example using small values we obtain at, more homogeneous images while increasing this value preserves sharp edges and ÿne details. Experimentation with a wide range of synthetic and natural images revealed that the best results are obtained for values of ∈ [4; 10] while a value of = 6 results in good performance regardless of the speciÿcs of the input image.
Computational complexity and fast ÿlter design
Apart from the numerical behavior of any proposed algorithm, its computational complexity is a realistic measure of its practicality and usefulness, since it determines the required computing power and processing (execution) time. A general framework to evaluate the computational requirements of image ÿltering algorithms based on ÿxed processing window is given in [2, 20] . The requirement of this approach is that the ÿlter window W is symmetric (k × k) and contains k 2 vector samples of dimension L. In most image processing applications a value k = 3 is considered, while for color RGB images L = 3.
The computational complexity of a speciÿc ÿlter is given in terms of the total execution time needed for a complete ÿltering cycle. The total time T is calculated as
where # k is the number of particular operations required for a complete cycle, and k is the relative weight of this operation. In our analysis the following operations are used: ADDS (additions), MULTS (multiplications), DIVS (divisions), SQRTS (square roots), COMPS (comparisons), ARCCOS (arc cosines) and EXPS (exponents). The determination of the weights k of different operations in (30) is beyond the scope of this work, (we assume k = 1).
Since the structure of the new ÿlters is not based on ÿxed window the methodology presented in [2, 20] cannot be directly applied to evaluate the new ÿl-ters' complexity. The complexity of the proposed here ÿlters depends mostly on the number of possible geodesic paths, which in turn depends on the path type and its length.
For the general SAP ÿlter the number of all possible geodesic paths is application dependent. However for given path length n, the number of geodesic paths can be evaluated experimentally (there is no rigorous mathematical theory of self-avoiding walks [12] ) and thus ÿlters with predeÿned path length are considered here in order to facilitate the comparison with the existing rank-ordered nonlinear ÿlters. In the sequence it is assumed that is a number of all possible paths, n is the path length and L is the vector space dimension, with Table 1 depicting the number of possible paths corresponding to the SAP and FRWA ÿlters considered in this comparison. Based on the above assumptions the complexity of the SAP and FRWA ÿlters can be determined as follows:
(1) Filtering of 1 pixel requires computation of all weights W;n (see point 2), L( − 1) additions and L multiplications. Thus the total number of operations needed to implement the ÿlters is
Using the framework in [2] and assuming that size of the processing window is (k × k) the computational complexity for the VMF, BVDF and DDF can be evaluated. Assuming that the L 2 norm is used, the number of basic operations required to calculate single VMF output is
In the BVDF, instead of the L 2 norm, the angular distance is utilized, therefore
Finally for the DDF ÿlter which utilizes both the angular and the L 2 distance the total number of operations needed for a complete ÿltering cycle is
It should be emphasized at this point that the computational complexity analysis of the new ÿlter is based on a straightforward application of the described algorithms without any consideration of a particular implementation. However, it is possible to reduce the computational complexity of the proposed ÿlters. To illustrate this the FRWA ÿlter is considered. The analysis of the ÿltering equation reveals that the L 2 distance should be evaluated n times for each path of length n. If the total number of paths in the supporting window is , the number of L 2 norm evaluations is ( n). However, most of these calculations are unnecessary, since values already computed for other paths can be used. For example in a (3×3) window there are only 20 possible distances to be calculated (Fig. 5a) . These values can be computed once and stored in a look-up table which can be used to determine the path related weights. Furthermore, other techniques used to improve the performance of the VMF presented in [2] can be applied in the SAP or FRWA ÿlter design, (Fig. 5b) . Finally, it should be noted that the adaptive determination of the parameter ÿ requires: Table 2 summarizes the total number of operation for di erent ÿlters, with SAP n denoting the SAP algorithm with path of length n; FRWA n denoting straightforward application of FRWA algorithms and FRWA * n the optimized version of FRWA. Finallyÿ k×k is used to indicate an adaptive determination of ÿ through (29) in a window W of size k × k.
As it can be observed, the fast implementation of the proposed ÿlter is computationally more attractive than the VMF and it signiÿcantly outperforms the ÿlters based on angular distances.
Simulation results
In this section we evaluate the performance of the new class of ÿlters and compare them with a number of image processing ÿlters listed in Table 4 using a set of synthetic and natural images corrupted by additive noise.
Noise model
A number of simpliÿed models has been introduced recently, to assist in the performance evaluation of the di erent color image ÿlters. The impulsive noise model considered in this paper is as follows [21, 31] : T is the noise-free color vector, d is the impulse value and 4 i=1 p i = 1. Impulse d can have either positive or negative values. We further assume that |d|F 1 ; F 2 ; F 3 . Thus, when an impulse is added or subtracted, forcing the pixel value outside the [0,255] range, clipping is applied to move the corrupted noise value into the integer range speciÿed by the 8-bit arithmetic.
In many practical situations an image is often corrupted by both additive Gaussian noise due to faulty sensors and impulsive transmission noise introduced by environmental interferences or faulty communication channels. An image can therefore be thought of as being corrupted by mixed noise according to the following model:
F + F G with probability (1 − p I );
where F is the noise-free color signal with the additive noise F G modelled as zero mean white Gaussian noise and F I transmission noise modelled as multivariate impulsive noise with p I = (p; p 1 ; p 2 ; p 3 ) determining the intensity and distribution of the impulsive noise contamination [21] .
Application to artiÿcial images
The use of nonlinear ÿlters in color image processing is motivated primarily by the good performance of the ÿlters near edges and other sharp signal transitions. Edges are basic images features which carry valuable information, useful in image analysis and object classiÿcation. Therefore, any nonlinear processing operator is required to preserve edges and smooth out noise without altering sharp signal transitions.
Simple examples are introduced in this section to illustrate the e ectiveness of the proposed ÿltering operations near noisy edges. The self-avoiding walk (SAP) and the fast random walk (FRWA) algorithms are compared in terms of their performance with the VMF and the arithmetic mean ÿlter (AMF). Predeÿned constant ÿlter parameters were used in all experiments. The SAP and FRWA ÿlters use paths of length 2 with ÿ = 20 and = 1:2. The AMF and VMF operate on a ÿltering window of size (3 × 3). It should be pointed that those parameters used for the FRWA and SAP ÿlters are not optimal and in the most cases better results could be obtained. Especially, optimal values for images corrupted with "pure" impulsive noise differ signiÿcantly, however in practical situations optimal values of design ÿlter parameters are not known, and therefore we decided to use ÿxed values of these parameters.
To quantitatively evaluate the behavior of the algorithms, simple three-channel synthetic images were prepared. For simplicity results obtained for the green channel are presented.
To examine the performance of the ÿlter in the case of an artiÿcial edge, the synthetic test image "pyramid" was constructed. The three-channel image of size (90 × 90) contains a top-cut pyramid, which is used to emulate a "ramp-edge" scenario. Fig. 6a shows image Figs. 7 and 8 depict the edge preservation property of the various ÿlters under consideration when they are applied to the noise-free pyramid image.
In the sequence, the test image was corrupted by multivariate impulsive noise following the model in (31) p = 0:1 and p 1 = p 2 = p 3 = 0:25. Fig. 9 depicts the corrupted pyramid image, while ÿltering results are shown in Figs. 10 and 11 .
In the next experiment the test examines the ÿlter e ciency in the presence of Gaussian noise near slope edges. The test image was contaminated by additive zero mean Gaussian noise with standard deviation = 10. Fig. 12 shows the corrupted pyramid image, while Figs. 13 and 14 summarize ÿltering results.
Finally, in a last experiment all algorithms were tested on an image containing a ramp edge corrupted with mixed Gaussian and impulsive noise. The pyramid image was contaminated by additive zero mean Gaussian noise with standard deviation = 10 and then with 10% impulsive noise (p=0:1 and p 1 =p 2 = p 3 = 0:25) (Figs. 15-17) .
All tested ÿlters, with the exception of the arithmetic mean ÿlter, preserve to a certain degree the uncorrupted image step edge. However, di erences in performance could be observed near the corners of the top-cut pyramid. The new ÿlters introduced here are based on weighted averages, and thus the distortion that is introduced at the top-cut corners is less than the one introduced by the VMF. Despite the fact that this seems unlikely, it is easy to understand why it is happening. Pixels on di erent sides of the edge are weakly connected by any geodesic path, due to the fact that the distance function along a path crossing an edge is very high resulting in a minimal weight. On the other hand, the VMF outputs the most centrally located pixel, and it is possible that at corners it may replace a pixel value with a background sample. In the slope edges in the pyramid image, the geodesic path ÿlters introduce a slight blur (this could be improved by increasing the ÿ value), while the VMF provides the most crispy output leaving much of the structure unchanged (Figs. 7 and 8) .
When it comes to edge preservation in noise corrupted images, as it was excepted, the VMF gives best results for images corrupted with impulsive noise only, while results obtained for the AMF are the worst in this case. However, results obtained for the SAP and FRWA ÿlters especially for the top-cut square in the pyramid image are very close to the original (see Figs.  10 and 11) .
On the other hand for images corrupted with Gaussian noise, the AMF as expected gave much better results than the VMF, especially in the at homogeneous regions, but it blurred object edges. Our ÿltering structure gives superior results in at regions and near the edges of the image regions (see Figs. 13 and 14) .
For images corrupted with mixed Gaussian and impulsive noise neither the VMF nor AMF provide acceptable results. The FRWA and SAP ÿlters performance is excellent. The new ÿlters remove outliers introduced by impulsive noise (weights associated with such pixels are close to zero) and smooth at regions leaving the edges of the object almost unchanged (see Figs. 16 and 17 ).
In conclusion, based on the above simulation studies, the following conclusions can be drawn:
(1) The vector median algorithm works little better than the new ÿlter class near slope edges when applied to noise-free images and if only impulsive noise is present. (5) The proposed ÿlters induce smoothing e ects in the vicinity of edges, stronger near slope edges, and its step edge preservation properties are close to ideal.
Application to natural color images
A number of experiments has been performed in order to evaluate the new ÿltering framework presented in this paper. The noise attenuation properties of the di erent ÿlters were examined by utilizing the color test images LENA and PEPPERS (Fig. 23) . The test images have been contaminated using various contamination models in order to assess the performance of the ÿlters under di erent noise scenarios (see Table 3 ).
The root mean squared error (RMSE), the signal-to-noise ratio (SNR), the peak signal-to-noise ratio (PSNR), the normalized mean square error (NMSE) and the normalized color di erence (NCD) [21] were used for the analysis. All those standard objective quality measures, widely used in color image processing, are deÿned by the following formulas: 
SNR = 10 log
where M; N are the image dimensions, and F l (i; j) and F l (i; j) denote the lth component of the original image vector and its estimation at pixel (i; j), respectively.
The NCD perceptual measure is evaluated over the uniform L * u * v * color space. This di erence measure is deÿned as follows:
where
1=2 is the perceptual color di erence and
1=2 is the norm or magnitude of the uncorrupted original image pixel in the L * u * v * space. The performance of new ÿlters is compared with the performance of a number of standard color image processing ÿlters listed in Table 4 .
Results obtained using the new ÿltering techniques in comparison with the standard ÿltering algorithms are collected in Tables 5-10 In the tables, following notation is used: SAP-2, 3 denote the SAP ÿlter with 2 and 3 steps, respectively, SAP-AD denotes the adaptive version of SAP-2 (n=2) while FRWA-2, 3 denote the FRWA ÿlter, FRWA-AD denotes adaptive version of FRWA-2. Subscripts denote the number of performed iterations. For all reference ÿlters the best iteration in terms of PSNR is presented. In all test images predeÿned parameter values were used. Namely, the parameter values ÿ = 13; = 1:2 were used in the SAP-2, SAP-3 and in the FRWA. The SAP-AD and FRWA-AD ÿlters use = 6.
Additionally in Tables 6 and 9 presenting results of applying tested ÿlters to images corrupted with impulsive noise SAP-2 * and FRWA-2 * denote appropriate ÿlters when optimal values of parameters were used.
In our experiments a wide range of ÿlter parameters was evaluated. Figs. 18 and 19 depict the e ciency of the proposed algorithms in terms of PSNR and NCD quality measures, as a function of the design parameters and ÿ. It can be easily noticed that both algorithms yield comparable results with a at maximum of PSNR (minimum of NCD), which ensures their robustness to optimal parameter settings. The comparison of the new ÿlter e ciency with some standard noise suppression techniques is presented in Fig. 20 , where the PSNR and NCD dependency on the amount of mixed impulsive and Gaussian noise is shown. For all compared ÿlters the best restoration result obtained in a series of iterations was chosen.
Figs. 21 and 22 show the PSNR, SNR, NMSE and NCD dependence on the design parameter for adaptive versions of our ÿlter (SAP-AD and FRWA-AD), when applied to LENNA and PEPPERS test images with mixed Gaussian and impulsive noise, respectively (Figs. 24b and 25b) . Tables 5-10 indicate that the new ÿlters outperform existing ÿlters for the Gaussian as well as Gaussian and impulsive noise. The best results for Gaussian noise attenuation for the majority of existing ÿlters are obtained after many iterations, while for ÿlters based on the geodesic paths' concept the best results are obtained after two or three iterations. The new ÿltering techniques give superior results in terms of objective quality measures and in terms of visual appearance. In addition to excellent noise attenuation properties, our ÿlters produce images with well-preserved and even enhanced edges, while ÿlters such as the VMF produce visible color clusters (Figs. 24 and 25) .
The e ectiveness of the new ÿlters is particularly clear in the case of mixed noise corruption (see Tables  7 and 10 and Figs. 26 and 27) , where the new ÿlters are compared with the VMF and DDF using three color test images: LENA, PEPPERS and GOLDHILL. It should be pointed out that in case of images slightly corrupted by Gaussian or mixed Gaussian and impulsive noise, the AMF obtains the best quantitative results. However, visual inspection reveals that results obtained via our methods look subjectively better. As the intensity of noise increases, the quantitative results obtained through our ÿlters become signiÿcantly better than those obtained by any other ÿlter (see Fig. 20 ).
For impulsive noise as expected the VMF utilizing L 2 norm gives best results, although the FRWA ÿlter utilizing a path of length n = 2 is in some cases as good as VMF. This is due to the fuzzy construction of the new ÿlter class, which is not well suited for pure, low intensity impulsive noise removal, due to the lack of incorporated noise detecting module. Filters based on a larger supporting element W , such as the SAP ÿlter, yield worse performance for impulsive noise but give superior results for images contaminated with Gaussian noise. This is a well-known property of ranked-order ÿlters which also applies to our ÿltering schemes. In general larger in size supporting window W , and thus a larger geodesic path, will result in extensive smoothing. However, unlike ÿxed window, ranked-type ÿlters, the proposed here ÿlters control the degree of smoothing by changing appropriately the parameter ÿ during successive iterations. For example, a high ÿ value in the ÿrst iteration, results in aggressive outlier removal at the expense of lower performance in terms of quality measures such as PSNR or NCD. However, using a cooling value ¡ 1, which leads to lower ÿ values in subsequent iterations, visually sharpened images and excellent quantitative results are obtained. Similar behavior can be obtained by tuning the parameter value when the adaptive version of the algorithm is considered (see Tables 6  and 9 ).
In conclusion, from the results listed in the tables, it can be easily seen that the new ÿlters, especially the FRWA ÿlter, provide consistently good results in all types of the noise, outperforming the other multichannel ÿlters under consideration. The FRWA ÿlter could be used as universal ÿlter able to attenuate di erent types of noise with image detail and edge preservation.
Conclusions
In this paper a new class of algorithms for ÿl-tering color image data has been introduced. These ÿlters utilize fuzzy membership functions over vectorial inputs connected via geodesic paths to adapt to local image features. The behavior of the new ÿlters was analyzed and their performance was compared with the commonly used color image ÿlters.
Experiments on the synthetic and natural images reveal that the new ÿlters induce slight smoothing e ect in the vicinity of edges, but its strength depends on the type of edge: stronger smoothing e ect can be observed near slope edges and very weak near step edges and this process is not signiÿcantly ampliÿed when iterating, moreover, step edges are going to be sharpened during the iteration process
The new ÿlters, while iterating, yield piecewise constant solutions, but it does not induce edge dislocation e ects, as the proposed method can be seen as a special case of anisotropic di usion, which has the nice property of not dislocating edges, in contrast to the scale-space approaches. The new ÿlter class based on digital paths and connection cost can be seen as a powerful generalization of the multichannel anisotropic di usion presented [3, 13] and an extension of the fuzzy adaptive ÿlters [18, 19] .
The path connection costs evaluated over all possible digital paths, are used to derive fuzzy membership functions that quantify the similarity between vectorial inputs. The proposed ÿltering structure is then using the function outputs to appropriately weight input contributions in order to determine the ÿlter-ing result. The proposed ÿltering schemes parallelize the familiar structure of the adaptive multichannel ÿlter introduced in [18] and they can successfully eliminate Gaussian, impulsive as well as mixed-type noise.
Simulation results indicate that the proposed ÿl-ters' performance expressed through standard image restoration measures is superior to the examined ÿl-ters for the noise models under consideration. Moreover, the analysis of the computational complexity shows that some of the presented ÿltering techniques are faster than the optimized version of the vector median ÿlter. 
