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Introduction
In annular flow, the interface between the liquid and the vapor core is characterized by interfacial waves which play a dominant role in governing the system parameters. As described by Hall-Taylor et ai. (1963) , there are two types of waves: disturbance or roll waves, and small surface ripples, which act to both increase the interfacial shear stress and introduce droplets into the gas core.
B y considering that the waves on the interface act as roughness elements, a two-phase friction factor similar to the pipe friction factor for single-phase flow can be developed. The liquid f i l m is treated as a rough surface and can be expressed in terms of an equivalent sand roughness. G i l l (1963) calculated the equivalent sand roughness fiom the pressure drop and gas Reynolds number in &-water flows using a single-phase friction factor chart. The roughness height appears to vary quadratically w i t h the f i l m thiclmess and is approximately independent of the film ffow rate.
Although this deduction was made with limited data, the data showed at least qualitatively that the interfacial shear increased with increasing f i l m thickness.
The most widely used model for interfacial shear using a friction factor was proposed by Wallis (1969) who defined an interfacial friction factor, fi, as fi = fsp( 1 + 3 0 0 : ) where 6 is the film thickness and fw is the single-phase friction factor taken to be 0.005. Despite its popularity, Wallis' correlation does not predict interfacial shear in ripple-wave dominated airwater flows [Sekoguchi et Hewitt (1991) , Dobran (1983) and others. However, either they attempted to predict the friction factor from a logarithmic profile or they used it to evaluate the momentum diffusivity as a 4 function of f i l m thickness. None of the authors applied the law of the wall directly to calculate I interfacial shear. Further, no attempt was made by any of these authors to apply the interfacial I shear model in a multidimensional prediction.
From a review of the existing models, it is apparent that there is a need to develop a physically based model for interfacial shear that can be applied to a multidimensional prediction and that has the capability to include the wave characteristics. In the current paper, a law of the interface has been introduced to determine the interfacial shear and has been applied in a fully developed annular flow using a two-dimensional, two-fluid pressure-based finite volume code. The flow is divided into four fields (continuous liquid (cl), dispersed vapor (dv), dispersed liquid (dl), and continuous vapor (cv)). This four field prediction capability was previously described by Siebert et al. (1995) and has been found to be superior to the traditional two fluid model in capturing the true behavior of the flow. Void fraction and droplet velocity profiles have been obtained using the new interfacial model and have been compared with experimental data.
Governing Equations
The ensemble averaged phasic governing equations for the four fields are given in the following Cartesian tensor form. 
EntrainmentlDeposition Models
The entrainment and deposition models of Kataoka and ISM (1982) were adapted to -8 multidimensional predictions by extending the original one-dimensional models onto a local basis. This was done by using local parameters in the definitions of the film Reynolds number, R e f , liquid Reynolds number, Refl, and Weber number, We, as
The local entrainment and deposition rates were calculated using these paramems in the original correlations.
Interfacial Area Density
In order to model the cv-cl interfacial area density, some assumptions about the interface must be made. For this analysis, the continuous liquid is assumed to flow as a film along the wall. The w a l l is assumed to be completely wetted (%1 = 1.0 at the wall), and the cl volume fraction decreases rapidly in the first few computational nodes away from the wall. In the real flow, the steepness of the transition from the wall (ql = 1 to the core ac14) is determined by the film thickness and wave characteristics of the interface. This waviness is determined by the flow rates, heat fluxes, and momentum forces acting on the interface. In this modeling, the smooth transition in q.l may be interpreted as the effect of a wavy interface on the mean void distribution, although the details of the wavy structure of the interface are not captured in the modeling.
For smooth films flowing parallel to the walls, the interfacial area density can be calculated from the gradient normal to the wall in the cl void fraction, or
ii is a vector normal to the wall. In the computational cells adjacent to the walls, the gradient was calculated assuming that the cl void fraction is 1 .O at the wall.
Development of Law of the cl-cv Interface
The two-phase mean velocity profiles for given flow conditions plotted as Um vs. log(y/Ro) have been found to be linear as in single-phase velocity profiles [ G i l l (1964)l. The mean velocity profile slopes, i.e., the gradient of um with respect to log(y/Ro) change with changing flow conditions. In single-phase flow, the slope of the curve remains constant for rough walls with the profiles shifting downward a constant amount depending upon the roughness factor [Clauser (1956) 
where C is 0.3 in single-phase flows, and is as yet undetermined in two-phase flows.
Justification of the Non-Dimensional Parameters
The non-dimensional quantities are defined relative to the wall conditions in single-phase flows. In the vapor core in annular two-phase flow, it is more appropriate to non-dimensionalize the velocity using interfacial conditions. Thus, where u* = JKv and Ui is the average interface velocity. The non-dimensional distance, y+ , from the interface is defined in terms of ( y -6 ) where 6 is the distance from the wall to the interface. The definition of y+ and u+ require that the interfacial velocity and the interface distance be known a priori. Due to distortion of the interface by waves of small and large amplitudes, it is difficult to define 6. The air-water experiments of Chien and Ibele (1964) extends from the w a l l to the wave troughs, and the disturbed wavy layer of thickness from the crests to the troughs of the waves. In the continuous Iayer of the liquid film, the turbulent momentum diffusion is governed by the conditions near the wall, and the effective momentum film, the diffusion distance is proportional to the wave height [Dobran(1983) ]. The use of a nondimensional parameter involving 6 may not be appropriate. Furthermore, the difficulty in identifying 6 makes implementation difficult.
Because the interface is covered by small ripples and disturbance waves, it can be characterized by patches of rough and smooth surfaces of liquid of varying thickness. Based on these observations and previous discussions, in a discretized domain for numerical simulation, it is justified to assume that the interface exists at every node. Following Figure 1 , the interface exists at node i. On this node i, the interfacial shear can be calculated using quantities at node p, one node away from the interface node i. Thus, (y-8) is proportional to Ay, and ui becomes ucl.
The non-dimensional parameters are rewritten as and where KAY is the distance between the interface node and the next node perpendicular to the wall where continuous vapor quantities kill be used for computation. To allow for the patches of rough and smooth film surfaces, a factor of intermittency, K, based on the wave frequency and the wave height may be used. In this paper, K is taken to be 1.
Interfacial Shear Model
Near the interface, the interfacial stress is related to the turbulence kinetic energy by This relationship, with the friction velocity, can be used to redefine the scaled variable, y+, as
The wall function type approximation requires that the velocity normal to the interface is zero in the neighborhood of the wall, and the velocity parallel to the interface is related linearly to the interfacial shear stress. Therefore, the interfacial shear stress can be written as where The non-dimensional velocity, u i , can be obtained from Eq. (10) and recast as where E and IC are new constants to be determined for two-phase flows. Equations (17), (18), and (19) provide the interfacial shear stress at node i in terms of the neighboring node p away from the wall. It is calculated at every nodal point in the flow field including the nodes in the vapor core where there is no cl-cv interface. The local implementation of this is described in the next section.
respectively, in single-phase flows, but may vary in two-phase flows.
Wall Roughness
The current model differs from the Wallis model by considering the turbulent interface rather than calculating an overall friction factor. To obtain the modeling constants and compare them with previous models, the interfacial shear stress was converted to a friction factor. Although
Wallis developed his correlation based on air-water data for selected flow conditions, such a comparison provides a useful estimate of the modeling coefficient to a first approximation.
The modeling constant, E, in Eq. (19) depends on the value of C in Eq. (11). As a first approximation, these values can be estimated by comparing the friction factor from the current model with the W a l l i s model. The duct Reynolds number is written as
The interfacial friction factor, 4, becomes
Re:
Using the above equations, the following relationship for friction factor can be obtained (see
The factor (4f) is the Darcy friction factor, A. The quantity within brackets is Ey+. In two-phase flow, the E-value is dependent on the wave roughness which in turn depends on the wave frequency and wave velocity. It is two orders of magnitude smaller than that for single-phase flow, reducing the value of u i by at least an order of magnitude, and increases the interfacial shear. For example, for k:-30, and y+--lOO, the shear calculated with wall roughness is about 7.58 times that for the smooth wall. A value of 7.0 was used in the present calculations which provided the same exit volume fraction as Wallis' model for the same inlet conditions.
Discussion of Results
The current %ode1 was implemented into the multi-field, multidimensional solver, and the results were compared with adiabatic annular flow data obtained in a refrigerant (R-134A) test facility. Averaged void fraction data and droplet velocity were obtained using a gamma densitometer and a laser Doppler velocimeter, respectively. Table 1 provides the flow conditions for which the computational results were obtained. A 16x16 grid was used for low void fraction cases, and the results were grid independent. For grid independent results at higher void fractions, denser grids of 16x28 or 16x32 were required to resolve the thin films.
The axial development of the phasic volume fractions is shown in Figure 2 . The annular flow structure develops very rapidly, and the annular film develops and reaches a fully developed condition within the first half of the axial flow length. However, the development of the droplet flow in the core takes a slightly longer development length.
Results have been obtained using both Wallis' model and the current model. When Wallis'
interfacial shear is applied on a local basis, it must be modified to account for the effect of averaging on the model. In the formulation of the interfacial shear, the magnitude of the shear depends on V'R. In the original one-dimensional model, this relative velocity is the difference between the average liquid film velocity and the average vapor core velocity. In the local formulation, the relative velocity is the difference between the local liquid and vapor velocities, the difference being much smaller. The relative velocity has been multiplied by a distribution parameter of 1.34 to account for the effect of this difference. A comparison of the local prediction and the equivalent one-dimensional interfacial shear rate using this distribution parmeter is shown in Figure 3 . From this figure, it appears that the distribution parameter should increase slightly with the mass flux to properly capture the effects of averaging, but for this analysis it has been maintained as a constant. It should be noted that such a distribution parameter was not used in the law-of-the-interface model to predict interfacial shear.
The friction factor for the current model was obtained and matched with the Wallis correlation. The non-dimensional roughness factor, k,' , or alternatively, T , , given in Eq. 18, was obtained by matching the inlet and the exit void fractions using both models. Although the same value of kf was used for the rest of the runs, at high void fractions and high flow rates, this value
In Table 1 , the test conditions are provided along with the computed values of the interfacial shear stress, the average velocities in the cl, dl and cv fields and the test section pressure drop from the current model. For the four cases predicted here, the interfacial shear and pressure drop in the test section decrease with increasing void fraction. This behavior is consistent with the available one-dimensional models. The interfacial shear stress calculated from the current model differed from Wallis' model predictions by 6% to 8%.
A comparison of the measured and predicted pressure drop for these flows is shown in figure   4 . The predicted pressure drop for the smooth wall is seen to be 15% to 20% lower than the measured values. This is due to the application of the standard, single-phase turbulent smooth
wall function boundary conditions used in the momentum equations. It is apparent from this analysis that the wall shear is larger in the film than is predicted by the wall functions and requires some modification. The law of the wall has been modi6ed to account for roughness (60 e k : c loo), and predicts pressure drop much better.
The droplet velocity and the void fraction profiles were available from the refrigerant test facility, and they have been compwed with the current model and Wallis' model (Figures 5   through 8 ). In every case, the two models predict very similar void profiles, but tend to overpredict the void data, in general. As the average void fraction increases, the two models tend to predict the experimental data better, with the best agreement for -92%. Since both models were run with the same entrainment/deposition models and the same droplet size of 0.5 mm, the conclusion one may draw from these overpredictions of a, is that the entrainment model used is not adequate. It should be noted that no entrainment data are currently available to validate the entrainment model that is adapted for the duct using circular tube data.
The striking difference in the predictions between the current model and Wallis' model appears in the droplet velocity prediction. In almost every case, the current model predicts much lower velocity than Wallis' model, and predicts the data much better. In the current model, the shear stress is calculated using the cl and cv velocities at neighboring nodes, i.e., across the
interface. This appears to be a more appropriate way to calculate the interfacial shear in annular flow. In addition, the average relative velocity in the cv-dl fields is much higher in the current model compared to Wallis' model. For example, the average cv-dl velocity difference in the current model is nearly 40% for Case 1, whereas it was less than 10% using Wallis' model. Additional data on the interfacial wave frequency, amplitude and velocity will be needed to support further development of the proposed interfacial shear model. The current model allows wave characteristics which should be incorporated. The quantity within brackets is Ey+. In single-phase flows, E is approximately 9.0. In two-phase flow, the above expression shows that E is at least two orders of magnitude smaller than that for single-phase flow, reducing the value of ui by at least an order of magnitude. This increases the interfacial shear which varies as the inverse of ui.
