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Degradable quantum channels are an important class of completely positive trace-
preserving maps. Among other properties, they offer a single-letter formula for the quantum
and the private classical capacity and are characterized by the fact that a complementary
channel can be obtained from the channel by applying a degrading channel. In this work
we introduce the concept of approximate degradable channels, which satisfy this condition
up to some finite ε ≥ 0. That is, there exists a degrading channel which upon composition
with the channel is ε-close in the diamond norm to the complementary channel. We show
that for any fixed channel the smallest such ε can be efficiently determined via a semidefinite
program. Moreover, these approximate degradable channels also approximately inherit all
other properties of degradable channels. As an application, we derive improved upper bounds
to the quantum and private classical capacity for certain channels of interest in quantum
communication.
1. INTRODUCTION
The highest rate at which quantum information can be transmitted asymptotically reliably per
channel use is called quantum capacity. The private classical capacity of a quantum channel charac-
terizes the highest possible rate at which classical information can be transmitted asymptotically
reliably per channel use such that no information about the message leaks to the environment.
Both of these quantities are mathematically characterized by a multi-letter expression, using reg-
ularization, that is complicated to evaluate — as a matter of fact, it is not even known to be
computable [11, 17]. In general, it is even difficult to derive good upper and lower bounds that can
be evaluated efficiently for the two capacities.
For degradable channels, which are characterized by the feature that the complementary chan-
nel can be written as a composition of the main channel with a degrading channel, the channel’s
coherent and private classical information are additive and coincide. As a result, the regularized
expressions describing the quantum and private classical capacity reduce to the same single-letter
formula for degradable channels [14, 35]. This simplifies the task of computing the capacity enor-
mously and it happens that for some degradable channels the two capacities can be computed
analytically.
Degradable channels form an important class of channels for which, thanks to the induced
additivity properties, there is a good understanding of their quantum and private classical capacity.
At the same time, the notion of a degradable channel seems to be fragile as a tiny perturbation
of a degradable channel may not be degradable anymore. Furthermore, it is unknown whether
a channel for which the degradability condition is approximately satisfied (up to some ε ≥ 0
with respect to the diamond norm) is close to a degradable channel or not. Here, we introduce
a robust generalization of the concept of a degradable channel. We call a channel ε-degradable
if the degradability condition with respect to the diamond norm is satisfied up to some ε ≥ 0.
(The precise definition is given in Definition 3.1.) We show that these ε-degradable channels
approximately inherit all the desirable properties that degradable channels have, such as additivity
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2of the channel’s coherent and channel private information. We further show that for an arbitrary
channel, the smallest ε ≥ 0 such that the channel is ε-degradable can be efficiently computed via
a semidefinite program. This offers a universal method to compute efficiently upper bounds to the
quantum and private classical capacity. This will be demonstrated by concrete examples, including
the depolarizing channel.
Structure. The remainder of this article is structured as follows. Section 2 introduces a few
preliminary results and gives an overview of what is known for degradable channels. Section 3
presents our main contribution which is a definition of approximate degradable channels that
approximately inherits all the desirable properties degradable channels have. We show that for an
arbitrary channel the smallest possible ε such that the channel is ε-degradable can be computed
efficiently via a semidefinite program. Section 4 shows how the concept of approximate degradable
channels can be used to derive powerful upper bounds to the quantum and private classical capacity.
In Section 5 we discuss some examples and show that the upper bounds based on approximate
degradable channels can be very tight. In Appendix A we discuss an alternative definition of
approximate degradability, based on closeness to a degradable channel, and compare this to our
definition, based on the degradability condition being approximately satisfied. We will argue that
our choice leads to a more natural and ultimately more useful notion.
2. PRELIMINARIES
Notation. The logarithm with base 2 is denoted by log(·) and the natural logarithm by ln(·).
For k ∈ N, let [k] := {1, . . . , k}. The space of Hermitian operators on a finite-dimensional Hilbert
space H is denoted by Hn, where |H| is the dimension of H. The cone of positive semidefinite
Hermitian operators of dimension n is denoted by Hn+. The space of trace class operators acting
on some Hilbert space H is denoted by S(H). A quantum channel from a system A to a system B
is represented by a completely positive trace-preserving (cptp) linear map Φ : S(A) → S(B). For
ρ ∈ D(H), where D(H) := {ρ ∈ Hn+ : tr[ρ] = 1} denotes the space of density operators on H, the
von Neumann entropy is defined as H(ρ) := −tr[ρ log ρ]. For a bipartite state ρAB ∈ D(A ⊗ B)
we define the conditional entropy as H(A|B)ρ := H(AB)ρ −H(B)ρ and the mutual information
as I(A : B)ρ := H(A)ρ + H(B)ρ − H(AB)ρ. For a state φAA′ ∈ D(A ⊗ A′) and a channel
Φ : S(A′) → S(B) let ρAB := Φ(φAA′). Then an equivalent characterization of the coherent
information defined by Ic(ρ,Φ) := H(Φ(ρ)) − H(Φc(ρ)), where Φc is a complementary channel
(that is defined just below) is I(A〉B)ρ := H(B)ρ − H(AB)ρ. For a matrix A,B ∈ Cm×n, we
denote the Frobenius inner product by 〈A,B〉F := tr
[
A†B
]
and the induced Frobenius norm by
‖A‖F :=
√〈A,A〉F . The trace norm is defined as ‖A‖tr := tr[√A†A]. The operator norm is
denoted by ‖A‖op := supX{‖AX‖F : ‖X‖F = 1}. For a linear map Φ : S(A)→ S(B) its diamond
norm is defined by ‖Φ‖⋄ := ‖Φ⊗ IA‖tr, where ‖·‖tr denotes the trace norm for resources which
is defined as ‖Φ‖tr := maxρ∈D(A) ‖Φ(ρ)‖tr and IA denotes the identity map on A. We denote
the standard n−simplex by ∆n := {x ∈ Rn : x ≥ 0,
∑n
i=1 xi = 1}. The binary entropy function is
defined as h(α) := −α log(α)− (1− α) log(1− α), for α ∈ [0, 1].
Quantum channels. A completely positive trace-preserving map Φ : S(A) → S(B) can
be represented in different ways. In this article we will use three different representations that
are known as Stinespring, Kraus operator, and Choi-Jamio lkowski representation. Stinespring’s
representation theorem [40] ensures that every quantum channel Φ : S(A)→ S(B) can be written
in terms of an isometry V from A to the joint system B ⊗E followed by a partial trace such that
Φ(ρ) = trE
(
V ρV †
)
for all ρ ∈ S(A). Tracing out system B instead of E defines a complementary
channel Φc(ρ) = trB
(
V ρV †
)
for all ρ ∈ S(HA). Let |A| := dimA and |B| := dimB denote the
3input and output dimension of the quantum channel, respectively, and suppose the environment
has dimension |E| := dimE. The Kraus representation theorem ensures that for every cptp map
Φ : S(A) → S(B) there exists a family {Fx}x of operators Fx that map from A to the B system,
such that
Φ : S(HA) ∋ ρ 7→ Φ(ρ) =
∑
x
FxρF
†
x ∈ S(HB)
and ∑
x
F †xFx = idA .
The Choi-Jamio lkowski representation of the channel Φ : S(A) → S(B) is the operator J(Φ) ∈
S(B ⊗A) that is defined as
J(Φ) := |A| (Φ⊗ IA) (|Ω〉〈Ω|) =
∑
1≤i,j≤|A|
Φ(Eij)⊗ Eij ,
where |Ω〉 = 1√
d
∑d
j=1 |jj〉 denotes a maximally entangled state and Eij is a (|A| × |A|) matrix
with a one entry at position (i, j) and zeros everywhere else. It is well known that the mapping
Φ is completely positive if and only if J(Φ) ≥ 0 and that Φ is trace-preserving if and only if
trB(J(Φ)) = 1A. Using the Choi-Jamio lkowski representation, the action of the channel Φ can be
written as
Φ(ρ) = trA(J(Φ) (idB ⊗ρ⊤)) ,
for ρ ∈ S(A) where the transpose is with respect to the basis chosen for the maximally entangled
state |Ω〉.
An important class of cptp maps with beneficial properties are the so-called degradable and
anti-degradable channels that were introduced in [14].
Definition 2.1 (Degradable and anti-degradable channels). A channel Φ : S(A)→ S(B) is called
degradable if there exists a cptp map Ξ : S(B) → S(E) such that Φc = Ξ ◦ Φ. The channel Φ is
called anti-degradable if there exists a cptp map Θ : S(E)→ S(B) such that Φ = Θ ◦ Φc.
Note that Φ is anti-degradable if and only if Φc is degradable. Furthermore, the set of anti-
degradable channels is convex and contains the set of entanglement-breaking channels (which is a
set with positive volume under the set of all channels) [12].
Quantum and private classical capacity. The highest rate at which quantum information
can be transmitted asymptotically reliably per channel use is called quantum capacity and is
mathematically characterized by the celebrated LSD formula [13, 26, 34] (see also [4, 5, 32, 33])
Q(Φ) = lim
k→∞
1
k
Q(1)(Φ⊗k) , (1)
with
Q(1)(Φ) := max
ρ∈D(A)
Ic(ρ,Φ) (2)
:= max
ρ∈D(A)
H
(
Φ(ρ)
)−H(Φc(ρ)) , (3)
4where Ic(ρ,Φ) denotes the coherent information, Q
(1)(Φ) is called channel coherent information,
and Φc is a complementary channel to Φ.
Due to the regularization in (1), the quantum capacity is difficult to compute. As a consequence,
it is of interest to derive good lower and upper bounds to Q(Φ). It is immediate to verify that
Q(1)(Φ) ≤ Q(Φ) is valid for every channel Φ, i.e., the channel coherent information is always a
lower bound for the quantum capacity. However in general, this lower bound is not tight, i.e.,
there exist channels Φ such that Q(1)(Φ) < Q(Φ) [15, 37]. To derive generic upper bounds for the
quantum capacity that can be computed efficiently turns out to be difficult. Beside a few channel
specific techniques [38, 39, 45] that will be discussed in Section 4, generic upper bounds have been
introduced based on a no-cloning argument [6, 8, 10] or semidefinite programming bounds [28, 29].
However, none of these generic upper bounds is expected to be particularly tight as explained in
[39]. It is thus fair to say that the quantum capacity is still poorly understood in general — even
for very low-dimensional channels. For degradable channels it has been shown that the channel
coherent information is additive, i.e., that Q(Φ) = Q(1)(Φ) [14]. In general for a given channel
Φ, the function ρ 7→ Ic(ρ,Φ) is not concave which complicates the task of computing Q(1)(Φ)
defined in (3). However, Φ being degradable implies that ρ 7→ Ic(ρ,Φ) is concave [46, Lem. 5]
and as such Q(1)(Φ), and hence Q(Φ), is characterized via a finite-dimensional convex optimization
problem. We also note that due to a no-cloning argument, anti-degradable channels must have a
zero quantum capacity, i.e., Q(Φ) = 0 [6, 18].
The private classical capacity of a quantum channel characterizes the highest possible rate at
which classical information can be transmitted asymptotically reliably per channel use such that
no information about the message leaks to the environment. It is mathematically characterized by
the regularized private channel information [9, 13], i.e.,
P (Φ) = lim
k→∞
1
k
P (1)(Φ⊗k) , (4)
with channel private information
P (1)(Φ) := max
{ρi,pi}
{
H
(∑
i
piΦ(ρi)
)
−
∑
i
piH
(
Φ(ρi)
)−H(∑
i
piΦ
c(ρi)
)
+
∑
i
piH
(
Φc(ρi)
)}
.
Similar to the quantum capacity, the regularization arising in (4) complicates the task of evaluating
the private classical capacity and the channel private information P (1)(Φ) is always a lower bound
to P (Φ) which however in general is not tight [36]. Finding generic upper bounds to the private
classical capacity again turns out to be difficult. For degradable channels it has been shown that
P (1)(Φ) = P (Φ), whereas for anti-degradable channels P (Φ) = 0 holds [35].
There is a close connection between the quantum capacity and the private classical capacity
of a quantum channel. Since fully quantum communication is necessarily private, Q(Φ) ≤ P (Φ)
for every channel Φ. It can further be shown that Q(1)(Φ) ≤ P (1)(Φ) for all channels Φ [9, 13]
(see also [42, Thm. 12.6.3]). For degradable channels we have Q(Φ) = Q(1)(Φ) = P (1)(Φ) = P (Φ)
[14, 35], while for anti-degradable channels we have seen that Q(Φ) = P (Φ) = 0 [18, 35].
In the following we will oftentimes use two continuity results for the von Neumann entropy. The
first one is known as the Fannes-Audenaert inequality.
Lemma 2.2 ([3]). For any states ρ ∈ D(A) and σ ∈ D(A) such that 12 ‖ρ− σ‖tr ≤ ε ≤ 1,
|H(ρ)−H(σ)| ≤ ε log(|A| − 1) + h(ε) .
The second statement we will oftentimes use is a continuity result of the conditional von Neu-
mann entropy which is a recent strengthening of the Alicki-Fannes inequality [1] by one of the
authors (AW), partly motivated by a first version of this contribution.
5Lemma 2.3 ([43, Lemma 2]). For any states ρAB ∈ D(A ⊗ B) and σAB ∈ D(A ⊗ B) such that
1
2 ‖ρAB − σAB‖tr ≤ ε ≤ 1,
|H(A|B)ρ −H(A|B)σ | ≤ 2ε log(|A|) +
(
1 + ε
)
h
( ε
1 + ε
)
.
3. APPROXIMATE DEGRADABLE CHANNELS
In this section we precisely define the concept of an approximate degradable channel. The-
orem 3.4 then shows that the desirable additivity properties of degradable channels are approx-
imately inherited by ε-degradable channels. Proposition 3.6 shows that the smallest possible ε
such that a given channel is ε-degradable can be efficiently computed via a semidefinite program.
Finally we show that in the same spirit we can also define ε-anti-degradable channels (as done in
Definition 3.7) which approximately inherit the properties of anti-degradable channels (cf. Theo-
rem 3.8).
Definition 3.1 (ε-degradable). A channel Φ : S(A) → S(B) is said to be ε-degradable if there
exists another channel Ξ : S(B)→ S(E) such that ‖Φc − Ξ ◦ Φ‖⋄ ≤ ε.
According to Definition 3.1, we call a channel ε-degradable if the degradability condition is ap-
proximately satisfied. We note that a possible alternative characterization of approximate degrad-
able channels is to call a channel ε-close-degradable if it is close to a degradable channel (cf.
Definition A.1). Within this article, we will focus on the first definition of approximate degradable
channels. The latter approach is discussed in Appendix A where we also mention major differences
between these two definitions of approximate degradable channels which will justify why we favor
ε-degradable channels over ε-close-degradable channels.
By Definition 3.1, every channel is ε-degradable for some ε ∈ [0, 2] since ‖Φc − Ξ ◦ Φ‖⋄ ≤ ‖Φc‖⋄+
‖Ξ ◦ Φ‖⋄ ≤ 2. The following theorem (Theorem 3.4) ensures that ε-degradable channels inherit the
desirable additivity properties of the channel coherent and the channel private information that
degradable channels offer, up to an error term that vanishes in the limit ε→ 0.
For a channel Φ from A to B and a degrading channel Ξ from B to E˜ ≃ E, choose Stinespring
isometric dilations V : A →֒ B ⊗ E and W : B →֒ E˜ ⊗ F , respectively. Then, define
UΞ(Φ) := max
ρ∈D(A)
{H(F |E˜)ω : ωEE˜F = (W ⊗ 1 )V ρV †(W ⊗ 1 )†} . (5)
Proposition 3.2. If Φ : S(A) → S(B) is an ε-degradable channel with a degrading channel
Ξ : S(B)→ S(E), then ∣∣Q(1)(Φ)− UΞ(Φ)∣∣ ≤ ε
2
log(|E| − 1) + h
( ε
2
)
.
Note that for degradable Φ, i.e., ε = 0, this reproduces the main observation of Devetak and
Shor [14]. The significance of UΞ(Φ) is hence that it approximates Q
(1)(Φ) — with equality for
ε = 0 [14] —, and at the same time it is given by a convex optimization problem, which in general
considerably simplifies the task of computing it [7]. Furthermore, UΞ(Φ) itself is additive.
Lemma 3.3. Let Φ1,Φ2 : S(A) → S(B) be channels and Ξ1,Ξ2 : S(A) → S(E) be degrading
channels. Then
UΞ1⊗Ξ2(Φ1 ⊗ Φ2) = UΞ1(Φ1) + UΞ2(Φ2) . (6)
6Proof. This proof follows the original argument of Devetak and Shor for degradable channels [14,
App. B]. Indeed, first, for channels Φi and degrading channels Ξi (i = 1, 2), we have
UΞ1⊗Ξ2(Φ1 ⊗Φ2) ≥ UΞ1(Φ1) + UΞ2(Φ2) ,
by choosing a product input state. Second, for a state ρA1A2 and the corresponding ωE1E˜1F1E2E˜2F2 ,
H(F1F2|E˜1E˜2) ≤ H(F1|E˜1E˜2) +H(F2|E˜1E˜2)
≤ H(F1|E˜1) +H(F2|E˜2) ,
by applying strong subadditivity1 three times. Hence maximizing over input states we get (6).
Proof of Proposition 3.2. The single-letter coherent information is
Q(1)(Φ) = max
ρ∈D(A)
H
(
Φ(ρ)
)−H(Φc(ρ))
= max
ρ∈D(A)
H(E˜F )ω −H(E)ω ,
with respect to the state ω introduced in (5). Since by assumption Φ is ε-degradable, ‖ωE − ωE˜‖1 ≤
ε, and invoking the Fannes-Audenaert inequality (see Lemma 2.2) to replace H(E) by H(E˜), the
claim follows.
Theorem 3.4 (Properties of ε-degradable channels). If Φ : S(A) → S(B) is an ε-degradable
channel with a degrading channel Ξ : S(B)→ S(E), then
(i) Q(1)(Φ) ≤ Q(Φ) ≤ Q(1)(Φ) + ε2 log(|E| − 1) + h( ε2 ) + ε log |E|+
(
1 + ε2
)
h
(
ε
2+ε
)
,
(ii) Q(Φ) ≤ UΞ(Φ) + ε log |E|+
(
1 + ε2
)
h
(
ε
2+ε
)
,
(iii) P (1)(Φ) ≤ P (Φ) ≤ P (1)(Φ) + ε2 log(|E| − 1) + h( ε2 ) + 3ε log |E|+ 3(1 + ε2 )h( ε2+ε) ,
(iv) Q(1)(Φ) ≤ P (1)(Φ) ≤ Q(1)(Φ) + ε2 log(|E| − 1) + h( ε2 ) + ε log |E|+
(
1 + ε2
)
h
(
ε
2+ε
)
.
By combining the four statements given in the theorem above we can generate other interesting
upper bounds such as
P (Φ) ≤ P (1)(Φ) + ε
2
log(|E| − 1) + h
(ε
2
)
+ 3ε log |E|+ 3
(
1 +
ε
2
)
h
(
ε
2 + ε
)
≤ Q(1)(Φ) + ε log(|E| − 1) + 2h
( ε
2
)
+ 4ε log |E| + 4
(
1 +
ε
2
)
h
(
ε
2 + ε
)
≤ Q(Φ) + 3ε
2
log(|E| − 1) + 3h
( ε
2
)
+ 5ε log |E|+ 5
(
1 +
ε
2
)
h
(
ε
2 + ε
)
≤ UΞ(Φ) + 3ε
2
log(|E| − 1) + 3h
( ε
2
)
+ 6ε log |E|+ 6
(
1 +
ε
2
)
h
(
ε
2 + ε
)
,
where we used statements (iii), (iv), (i), and (ii).
We note that there exist different ways to prove the statements (i)-(iv) of Theorem 3.4. On
the one hand, they follow easily by exploiting the properties of the quantity UΞ(Φ). On the other
hand, they could also be shown by a telescoping sum technique, which we here use to prove the
1 Recall that the celebrated strong subadditivity of quantum entropy [24, 25] ensures that for any state ρABC we
have H(A|B)ρ ≥ H(A|BC)ρ.
7statement (iii). A similar result would also follow by combining (ii) and (iv), but would give slightly
worse bounds. To prove statement (iii), we need two preliminary lemmas. To simplify notation,
let us define a multivariate mutual information for n quantum systems A1, . . . , An and a state
ρA1A2...An ∈ D(⊗ni=1Ai) as I(A1 : A2 : . . . : An)ρ :=
∑n
i=1H(Ai)ρ −H(A1A2 . . . An)ρ.
Lemma 3.5. Let ε ≥ 0, Φ : S(A) → S(B) and Ξ : S(B) → S(E) be two channels such that
‖Φc − Ξ ◦Φ‖⋄ ≤ ε. Let j ∈ [n] and consider states ρA1...An , σA1...Aj−1BjAj+1...An := ΦAj→Bj (ρA1...An),
ηA1...Aj−1EjAj+1...An := Φ
c
Aj→Ej(ρA1...An) and νA1...Aj−1EjAj+1...An := ΞBj→Ej ◦ ΦAj→Bj (ρA1...An) =
ΞBj→Ej(σA1...Aj−1BjAj+1...An). Then,
I(A1 : . . . :Aj−1 :Bj :Aj+1 : . . . : An)σ − I(A1 : . . . :Aj−1 :Ej :Aj+1 : . . . : An)η
≥ −ε
2
log(|E|−1)−h
( ε
2
)
−ε log(|E|)−
(
1+
ε
2
)
h
( ε
2+ε
)
.
Proof. By definition of the multivariate mutual information and since H(Ai)σ = H(Ai)η for i 6= j
we obtain
I(A1 : . . . : Aj−1 : Bj : Aj+1 : . . . : An)σ − I(A1 : . . . : Aj−1 : Ej : Aj+1 : . . . : An)η
= H(Bj)σ −H(Ej)η −H(A1 . . . Aj−1BjAj+1 . . . An)σ +H(A1 . . . Aj−1EjAj+1 . . . An)η
= H(Bj)σ −H(Ej)η −H(Bj|A1 . . . Aj−1Aj+1 . . . An )σ +H(Ej |A1 . . . Aj−1Aj+1 . . . An )η
≥ H(Bj)σ −H(Ej)ν −
ε
2
log(|E| − 1)−H(Bj |A1 . . . Aj−1Aj+1 . . . An )σ − h(ε/2)
+H(Ej |A1 . . . Aj−1Aj+1 . . . An )ν − ε log |E| −
(
1 +
ε
2
)
h
( ε
2 + ε
)
= I(Bj : A1 . . . Aj−1Aj+1 . . . An)σ − I(Ej : A1 . . . Aj−1Aj+1 . . . An)ν −
ε
2
log(|E| − 1)
− h(ε/2) − ε log |E| −
(
1 +
ε
2
)
h
( ε
2 + ε
)
≥ −ε
2
log(|E| − 1)− h(ε/2) − ε log |E| −
(
1 +
ε
2
)
h
( ε
2 + ε
)
,
where the second equality uses that
H(A1 . . . Aj−1Aj+1 . . . An)σ = H(A1 . . . Aj−1Aj+1 . . . An)η .
The first inequality follows from Fannes-Audenaert inequality (cf. Lemma 2.2) and the Alicki-
Fannes inequality (cf. Lemma 2.3). The final inequality follows from monotonicity of mutual
information under local channels, which is also known as the data processing inequality for mutual
information.
Proof of Theorem 3.4. We start by proving claim (ii). For n uses of the channel Φ, consider
an input state ρ on An = A1 . . . An and the corresponding ω on E
nE˜nFn. Then, the coherent
information of the channel equals
H(E˜nFn)−H(En) = H(E˜nFn)−H(E˜n) +H(E˜n)−H(En)
= H(Fn|E˜n) +
n∑
t=1
[
H(E˜t|E˜<tE>t)−H(Et|E˜<tE>t)
]
,
“telescoping” the difference into a sum of “local” differences. Each term in the latter sum has
its modulus bounded by δ := ε log |E| + (1 + ε2)h( ε2+ε), via Lemma 2.3. Maximizing over input
states and using the additivity of UΞ(Φ), Equation (6), yields
Q(1)
(
Φ⊗n
) ≤ nUΞ(Φ) + nδ .
8Dividing by n and taking the limit n→∞ gives the statement of claim (ii).
We next prove claim (i). The lower bound Q(1)(Φ) ≤ Q(Φ) is immediate. Combining claim (ii)
with Proposition 3.2 immediately proves claim (i). Appendix B presents an alternative proof for
claim (i).
We next prove claim (iii). Note that P (1)(Φ) ≤ P (Φ) for an arbitrary channel Φ is proven in
[42, p. 323], therefore only the upper bound on P (Φ) needs to be shown. Let ξ1 := 2ε log |E| +
2(1 + ε2 )h(
ε
2+ε), ξ2 :=
ε
2 log(|E| − 1) + h(ε/2) + ε log |E|+
(
1 + ε2
)
h
(
ε
2+ε
)
and suppose ρXA′1...A′n is
the state that maximizes P (1)(Φ⊗n), where
ρXA′1...A′n :=
∑
x∈X
PX(x) |x〉〈x|X ⊗ ρxA′1...A′n ,
and let
ρXB1E1...BnEn :=
(
n⊗
i=1
V iAi→BiEi
)
ρXA′1...A′n
(
n⊗
i=1
V iAi→BiEi
)†
be the state that arises when sending ρXA′1...A′n through Φ
⊗n, with V iAi→BiEi denoting the iso-
metric extension of the i-th channel Φ. Consider a spectral decomposition of each state ρx
A′1...A
′
n
as ρx
A′1...A
′
n
=
∑
y∈Y PY |X(y|x)ϕx,yA′1...A′n , where each state ϕ
x,y
A′1...A
′
n
is pure. Let σXYA′1...A′n be an
extension of ρXA′1...A′n with
σXY A′1...A′n :=
∑
x∈X , y∈Y
PY |X(y|x)PX (x) |x〉〈x|X ⊗ |y〉〈y|Y ⊗ ϕx,yA′1...A′n
and let
σXY B1E1...BnEn :=
(
n⊗
i=1
V iAi→BiEi
)
σXY A′1...A′n
(
n⊗
i=1
V iAi→BiEi
)†
be the state that arises when sending σXY A′1...A′n through Φ
⊗n. By assumption
P (1)(Φ⊗n) = I(X : B1 . . . Bn)ρ − I(X : E1 . . . En)ρ
= I(X : B1 . . . Bn)σ − I(X : E1 . . . En)σ (7)
= I(XY : B1 . . . Bn)σ−I(XY : E1 . . . En)σ
− (I(Y : B1 . . . Bn|X )σ−I(Y : E1 . . . En|X )σ)
≤ I(XY : B1 . . . Bn)σ−I(XY : E1 . . . En)σ + nξ1 (8)
= H(B1 . . . Bn)σ −H(B1 . . . Bn|XY )σ
−H(E1 . . . En)σ +H(E1 . . . En|XY )σ + nξ1
= H(B1 . . . Bn)σ −H(B1 . . . Bn|XY )σ
−H(E1 . . . En)σ +H(B1 . . . Bn|XY )σ + nξ1 (9)
= H(B1 . . . Bn)σ −H(E1 . . . En)σ + nξ1
=
n∑
i=1
(
H(Bi)σ −H(Ei)σ
)− (I(B1 : . . . : Bn)σ − I(E1 : . . . : En)σ)+ nξ1
≤
n∑
i=1
(
H(Bi)σ −H(Ei)σ
)
+ n(ξ1 + ξ2) (10)
9≤ nQ(1)(Φ) + n(ξ1 + ξ2) (11)
≤ nP (1)(Φ) + n(ξ1 + ξ2) , (12)
where (7) is valid since ρXB1E1...BnEn = trY (σXY B1E1...BnEn). Inequality (8) follows by applying
n times in sequence the strengthened Alicki-Fannes inequality (cf. Lemma 2.3) for the quantum
mutual information, followed by the data processing inequality together with the fact that X is
classical and the assumption that ‖Φc − Ξ ◦ Φ‖⋄ ≤ ε. More precisely, for i ∈ [n] let
ηiXY E1...En :=
(n−1⊗
j=1
Φc
)
⊗
( i⊗
k=1
ξ ◦Φ
) (σXY A′1...A′n) .
By assumption, for all i = 2, . . . , n we have ‖ηi − ηi−1‖tr ≤ ε. Thus
|I(Y : E1 . . . En|X )ηi − I(Y : E1 . . . En|X )ηi−1 |
= |I(Y : Ei|X,E1 . . . Ei−1Ei+1 . . . En )ηi − I(Y : Ei|X,E1 . . . Ei−1Ei+1 . . . En )ηi−1 | (13)
≤ ξ1 , (14)
where (13) follows since by construction the states ηi and ηi−1 differ only on subsystem Ei and
(14) is a consequence of applying the strengthened Alicki-Fannes inequality (cf. Lemma 2.3) twice.
Applying the argument described by (13) and (14) n times in sequence shows that
− I(Y : B1 . . . Bn|X )σ + I(Y : E1 . . . En|X )σ
≤ −I(Y : B1 . . . Bn|X )σ + I(Y : E1 . . . En|X )ηn + nξ1 (15)
≤ nξ1 , (16)
where the final step uses the data processing inequality. Equation (9) holds as σ is pure on
B1E1 . . . BnEn when conditioning on XY . The second inequality (10) follows by n times applying
Lemma 3.5 and (11) holds as ρ is not necessarily that state maximizing the coherent informa-
tion. Finally, (12) follows from the fact that Q(1)(Φ) ≤ P (1)(Φ) is true for all channels Φ [42,
Theorem 12.6.3]. This then proves claim (iii).
We finally prove claim (iv) of Theorem 3.4. Note that Q(1)(Φ) ≤ P (1)(Φ) is true for all channels
Φ [42, Theorem 12.6.3], hence only the upper bound for P (1)(Φ) needs to be shown. Consider a
classical-quantum state ρXA′ =
∑
x∈X PX(x) |x〉〈x|X⊗ρxA′ and let σXBE = VA′→BEρXA′(VA′→BE)†,
where VA′→BE is the isometric extension of Φ. Each state ρxA′ can be decomposed as ρ
x
A′ =∑
y∈Y PY |X(y|x)ϕx,yA′ , where each state ϕx,yA′ is pure. Consider the following extension of the state
σXBE
ηXY BE :=
∑
x∈X , y∈Y
PY |X(y|x)PX (x) |x〉〈x|X ⊗ |y〉〈y|Y ⊗ VA′→BEϕx,yA′ (VA′→BE)† .
Suppose that σXBE maximizes the private information and let ξ :=
ε
2 log(|E|−1)+h( ε2 )+ε log |E|+(
1 + ε2
)
h
(
ε
2+ε
)
, then
P (1)(Φ) = I(X : B)σ − I(X : E)σ
= I(X : B)η − I(X : E)η (17)
= I(XY : B)η − I(Y : B|X )η − I(XY : E)η + I(Y : E|X )η (18)
= I(XY : B)η − I(XY : E)η −
(
I(Y : B|X )η − I(Y : E|X )η
)
10
≤ I(XY : B)η − I(XY : E)η + ξ
= H(B)η −H(B|XY )η −H(E)η +H(E|XY )η + ξ
= H(B)η −H(B|XY )η −H(E)η +H(B|XY )η + ξ (19)
= H(B)η −H(E)η + ξ
≤ Q(1)(Φ) + ξ ,
where (17) follows since σXBE = trY (ηXY BE) and (18) is a simple application of the chain rule.
The inequality step follows from Lemma 3.5 for n = 2 and since X is a classical system. Equation
(19) is true since η is pure on EB when conditioning on XY . The final inequality follows since η
is not necessarily the state that maximize the coherent information. This proves statement (iv) of
Theorem 3.4.
By Definition 3.1 it can be verified immediately that if a channel Φ is ε-degradable it is also
ε′-degradable for all ε′ ≥ ε. The smallest possible parameter ε such that Φ is ε-degradable is given
by
εΦ := inf
Ξ
‖Φc − Ξ ◦ Φ‖⋄
s. t. Ξ : S(B)→ S(E) is cptp .
(20)
Proposition 3.6. The optimization problem (20) can be expressed as a semidefinite program.
Proof. Watrous proved [41, Sec. 4] that for two channels Θ1,Θ2 : S(A)→ S(B) the diamond norm
of their difference, i.e., ‖Θ1 −Θ2‖⋄ can be expressed as a semidefinite program (SDP) of the form
‖Θ1 −Θ2‖⋄ =2 inf
Z
‖trB(Z)‖∞
s. t. Z ≥ J(Θ1 −Θ2)
Z ≥ 0 ,
(21)
where J(Θ1 − Θ2) denotes the Choi-Jamio lkowski representation of Θ1 − Θ2.2 Since the Choi-
Jamio lkowski representation is linear we obtain
εΦ = inf
Ξ
‖Φc − Ξ ◦ Φ‖⋄
s. t. Ξ : S(HB)→ S(HE) is cptp
(22)
By using (21) this can be rewritten as
εΦ =2 inf
Ξ
inf
Z
‖trE(Z)‖∞
s. t. Z ≥ J(Φc)− J(Ξ ◦ Φ)
Z ≥ 0
J(Ξ) ≥ 0
trE(J(Ξ)) = 1B
(23)
2 Note that ‖X‖
∞
can be expressed as inf{µ ∈ R : X ≤ µ1 }.
11
where the two final constraints in (23), i.e., J(Ξ) ≥ 0 and trE(J(Ξ)) = 1B ensure that Ξ is
completely positive and trace-preserving. Since two minimizations can be always interchanged we
can reformulate the optimization problem such that we obtain
εΦ =2 inf
Z,J(Ξ)
‖trE(Z)‖∞
s. t. Z ≥ J(Φc)− J(Ξ ◦ Φ)
Z ≥ 0
J(Ξ) ≥ 0
trE(J(Ξ)) = 1B .
(24)
It is now easy to see that (24) is a semidefinite program. Note that for any cptp map Φ : S(A)→
S(B) we can reshuffle the Choi-Jamio lkowski operator J(Φ) to a transfer matrix T (Φ) defined by
the involution 〈ij| T (Φ) |kℓ〉 = 〈ik| J(Φ) |jℓ〉. Concatenating channels can be reduced to multiplying
transfer matrices, i.e., the transfer matrix corresponding to the channel Ξ ◦ Φ can be written as
T (Ξ ◦ Φ) = T (Ξ)T (Φ) [44]. Expressing (24) in terms of transfer matrices thus shows that it is a
semidefinite program.
Semidefinite programs (SDPs) can be solved efficiently, i.e., in time that is polynomial in the
program description size [19]. We note that nowadays there exist several different algorithms that
in practice solve SDPs very efficiently. A good overview can be found, e.g., in [7, 31]. Therefore,
for an arbitrary channel Φ its parameter εΦ (given in (20)) that defines how close it is to being
degradable can be evaluated efficiently.
The conceptual idea we used above to derive upper bounds on the quantum and the private
classical capacity is that a channel that is close to being degradable should have a channel co-
herent and channel private information that is nearly additive. The same idea can be applied to
approximate anti-degradable channels.
Definition 3.7 (ε-anti-degradable). A channel Φ : S(A)→ S(B) is said to be ε-anti-degradable if
there exists a channel Ξ : S(E)→ S(B) such that ‖Φ− Ξ ◦ Φc‖⋄ ≤ ε.
Theorem 3.8 (Properties of ε-anti-degradable channels). If Φ : S(A) → S(B) is an ε-anti-
degradable channel, then
Q(Φ) ≤ P (Φ)
≤ ε
2
log(|B| − 1) + ε log |B|+ h
(ε
2
)
+
(
1 +
ε
2
)
h
( ε
2 + ε
)
.
Proof. The inequality Q(Φ) ≤ P (Φ) is straightforward since full quantum communication is nec-
essarily private [42, Thm. 12.6.3]. Consider a cq state φXA′1...A′n and for i ∈ [n] let V iA′i→BiEi
denote the isometric extension of the i-th channel Φ and U i
A′i→BiEi denote the isometric ex-
tension of the i-th channel Ξ ◦ Φc. Let ρXB1E1...BnEn := (
⊗n
i=1 V
i)φ(
⊗n
i=1 V
i†) and σ(i) :=
(U1⊗ . . .⊗U i⊗V i+1⊗ . . .⊗V n)φ (U1†⊗ . . .⊗U i†⊗V i+1†⊗ . . .⊗V n†). Suppose ρXB1E1...BnEn is
the state that maximizes P (1)(Φ⊗n) and let ξ := ε2 log(|B|−1)+ε log(|B|)+h(ε/2)+(1+ ε2)h( ε2+ε ),
then
P (1)(Φ⊗n) = I(X : B1 . . . Bn)ρ − I(X : E1 . . . En)ρ
≤ I(X : B1 . . . Bn)σ(1) − I(X : E1 . . . En)σ(1) + ξ
≤ I(X : B1 . . . Bn)σ(n) − I(X : E1 . . . En)σ(n) + nξ (25)
12
≤ nξ ,
where the first inequality follows by the strengthened Alicki-Fannes inequality (see Lemma 2.3)
together with the Fannes-Audenaert inequality (see Lemma 2.2) and the fact that
∥∥ρ− σ(1)∥∥
tr
≤ ε
which follows by the assumption ‖Φ− Ξ ◦Φc‖⋄. The inequality (25) follows by applying the same
argument in sequence for all 1 ≤ i ≤ n. Note that by assumption ∥∥σ(i) − σ(i+1)∥∥
tr
≤ ε for all
i ∈ [n − 1]. The final inequality uses that by construction the state σ(n) is generated by sending
φ through n copies of an anti-degradable channel. Anti-degradable channels are known to have a
private capacity that is zero [35].
Similar as for ε-degradable channels, given a channel Φ : S(A)→ S(B) we can consider
ε¯Φ :=
{
inf
Ξ
‖Φ− Ξ ◦Φc‖⋄
s. t. Ξ : S(B)→ S(E) is cptp , (26)
which defines the smallest possible parameter ε such that the channel Φ is ε-anti-degradable. Since
(Φc)c = Φ we have ε¯Φ = εΦc . Proposition 3.6 thus implies that (26) can also be phrased as an
SDP. Theorem 3.8 of course is valid for ε¯Φ.
4. UPPER BOUNDS VIA CONVEX DECOMPOSITIONS OF CHANNELS
In this section we show how to combine the concept of ε-degradable channels with a standard
technique to derive upper bounds to the quantum capacity that is based on the idea of decomposing
an arbitrary channel Φ into a convex sum of approximate degradable channels.
It has been shown that for an arbitrary quantum channel Φ the mapping Φ 7→ Q(Φ) is convex
if Φ is (anti-)degradable [45]. Therefore, if a channel Φ can be written as a convex combination of
(anti-)degradable channels, i.e., Φ =
∑n
i=1 piΞi, where p ∈ ∆n and {Ξi}ni=1 are (anti-)degradable,
Q(Φ) ≤∑ni=1 piQ(Ξi) =∑ni=1 piQ(1)(Ξi) which describes a single-letter upper bound to the quan-
tum capacity of Φ that can be powerful as demonstrated in [38, 39]. A drawback of this technique
is that it is channel specific, i.e., the convex decomposition into degradable channels has to be
reconstructed from scratch for every different channel. In addition, for an arbitrary channel, it is
unclear how to efficiently find a convex decomposition of degradable channels — even worse it is
highly questionable if this is even possible in general. The extreme points of the set of all qubit
channels have been shown to be degradable or anti-degradable channels [12, 45] and therefore for
qubit channels a convex decomposition into (anti-)degradable channels does exist, even if it might
be difficult to find. However, a characterization of the extreme points of quantum channels with an
input dimension larger than two is unknown [30] and as such there is no reason to believe that an
arbitrary quantum channel can be written as a convex combination of (anti-)degradable channels.
Recall the definitions of the symmetric side-channel assisted quantum and private classical
capacities [35, 39]:
Qss(Φ) := sup
Θ
Q(Φ⊗Θ) = sup
Θ
Q(1)(Φ⊗Θ) (27)
Pss(Φ) := sup
Θ
P (Φ⊗Θ) = sup
Θ
P (1)(Φ ⊗Θ) , (28)
where Θ ranges over so-called symmetric channels, i.e. those with Θ = Θc. By definition, Q(Φ) ≤
Qss(Φ) and P (Φ) ≤ Pss(Φ). The important insights of [35, 39] were that both Qss and Pss have
single-letter formulas, respectively; both are convex in the channel; and both coincide with Q(1)
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for degradable channels. The following theorem extends this insight to approximate degradable
channels.
Theorem 4.1. If Φ is an ε-degradable channel, with a degrading channel Ξ, then
(i) Qss(Φ) ≤ UΞ(Φ) + ε log |E| + (1 + ε2 )h( ε2+ε) ,
(ii) Pss(Φ) ≤ UΞ(Φ) + ε(2 log |E|+ 12 log |F |) + 52(1 + ε2)h( ε2+ε ) .
We note that the statement (i) of Theorem 4.1 implies the statement (ii) of Theorem 3.4.
Proof. Optimizing over symmetric side channels with generic isometry U : A′ →֒ B′ ⊗ E′, and
input states ρAA′ (or rather its purification), we have (using the same notation as in the proof of
Theorem 3.4 otherwise for the approximate degrading channel):
Qss(Φ) = sup I(AA
′〉BB′) , (29)
where the supremum is over all input states ρAA′ and over all symmetric side channels (see (27)).
With the same notation we then find
Qss(Φ) = supH(BB
′)−H(EE′) (30)
= supH(B|E′)−H(E|E′) (31)
≤ supH(FE˜|E′)−H(E˜|E′)+ ε log |E|+ (1 + ε
2
)
h
(
ε
2 + ε
)
(32)
= supH
(
F |E˜E′)+ ε log |E|+ (1 + ε
2
)
h
(
ε
2 + ε
)
(33)
= supH
(
F |E˜)+ ε log |E|+ (1 + ε
2
)
h
(
ε
2 + ε
)
. (34)
Here, the first two lines are by definition, the third by the symmetry between B′ and E′; in the
fourth we use the Stinespring isometry W of the approximate degrading channel and Lemma 2.3;
in the fifth line we rewrite the difference of conditional entropies using the chain rule, and in the
last line we have “≤” by strong subadditivity, but equality is achieved with a trivial symmetric
side channel. But now, supH
(
F |E˜) contains only the maximization over input states ρA, giving
UΞ(Φ).
The proof for Pss is similar, cf. Theorem 3.4.
The significance of Theorem 4.1 is that Qss is convex, unlike Q (and likewise Pss, in contrast
to P ). As a result, we even get strengthened upper bounds by taking the convex hull of the bound
in Theorem 3.4 and other upper bounds on Qss [27, 39]. This is done in Section 5 to derive upper
bounds for the capacity of a depolarizing and a BB84 channel.
5. APPLICATIONS
We now illustrate the power of the bounds derived in the previous sections on three examples.
Recall that the upper bounds for the quantum and the private classical capacity derived in Sec-
tions 3 and 4 are valid for arbitrary channels Φ. As the parameter εΦ given in (20) is described
via an SDP, it can be evaluated efficiently for every possible channel. Thus our upper bounds
can be immediately applied and efficiently evaluated for arbitrary channels, whereas most previous
upper bounds rely on channel specific constructions which can be different for each channel and
are usually difficult to find [38, 39]. As we will see in this section, we can also combine different
upper bounds, i.e., taking the best known upper bounds for every scenario.
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A. Depolarizing channel
Consider a depolarizing channel Dp : S(A) ∋ ρ 7→ (1 − p)ρ + p3(XρX + ZρZ + Y ρY ) ∈ S(B)
with dimA = dimB = 2 and p ∈ [0, 1]. Its channel coherent information is maximized on a Bell
state as input, and hence evaluates to [6, 15] (see also [42, p. 575])
Q(1)(Dp) = 1 + (1− p) log(1− p) + p log
(p
3
)
. (35)
A well-known upper bound to Q(Φ) has been derived in [38, Cor. 7] (see also [27, Thm. 5.5]) and
is given for 0 ≤ p ≤ 14 and γ(p) := 4(
√
1− p− 1 + p) by
Q(Dp) ≤ conv
{
1− h(p), h
(
1 + γ(p)
2
)
− h
(γ(p)
2
)
, 1− 4p
}
. (36)
Combining Theorem 3.4 and Theorem 4.1 we obtain the upper bound
Q(Dp) ≤ conv
{
UΞ(Dp), 1 − h(p), h
(
1 + γ(p)
2
)
− h
(
γ(p)
2
)
, 1 − 4p
}
. (37)
We recall that UΞ(Dp) is given via a convex optimization problem. In order to further simplify our
upper bound, using the structure of the depolarizing channel we further bound UΞ(Dp) with the
help of Proposition 3.2.
Q(Dp) ≤ conv
{
Q(1)(Φ) +
εp
2
log(|E| − 1) + h
(εp
2
)
+ εp log |E|+
(
1 +
εp
2
)
h
(
εp
2 + εp
)
,
1− h(p), h
(
1 + γ(p)
2
)
− h
(
γ(p)
2
)
, 1− 4p
}
. (38)
Figure 1 compares the new upper bound given by (38), for εp as in (20), with the upper bound
given by (36). We note that the upper bound (37) can be potentially considerably better than (38),
however one has to solve a convex optimization problem that defines UΞ(Dp).3
It can be shown that for two copies of an arbitrary quantum channel Φ we have εΦ⊗Φ ≤ 2εΦ.
To see this, we assume without loss of generality that Ξ denotes the optimizer in (20). Since Ξ⊗Ξ
is a feasible degrading channel, we obtain
εΦ⊗Φ ≤ ‖Φc ⊗ Φc − (Ξ ◦ Φ)⊗ (Ξ ◦ Φ)‖⋄
= ‖(Φc − Ξ ◦ Φ)⊗ Φc − (Ξ ◦ Φ)⊗ (Ξ ◦ Φ− Φc)‖⋄
≤ ‖Φc − Ξ ◦Φ‖⋄ ‖Φc‖⋄ + ‖Ξ ◦ Φ‖⋄ ‖Φc − Ξ ◦Φ‖⋄
≤ 2εΦ ,
where we used that the diamond norm is multiplicative under the tensor product. It could happen
that εΦ⊗Φ is considerably smaller than 2εΦ, i.e., the tensor channel Φ ⊗ Φ would be noticeably
closer to being degradable than Φ. Numerics for the depolarizing channel however show that this
is not the case (we observe that εΦ⊗Φ is always close to 2εΦ).
3 Very recently after this paper, Leditzky et al. presented a new upper bound for the depolarizing channel [21] that
outperforms (38) in the high noise regime. See [21] for a comparison of the new bound with (38).
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FIG. 1. This plot depicts upper and lower bounds for the quantum capacity Q(Dp) of a qubit depolarizing
channel Dp. The channel coherent information given in (35) denotes a lower bound on Q(Dp) (cf. solid green
curve). The dashed blue curve denotes an upper bound on Q(Dp) given in (36). The dotted red line depicts
the upper bound given by (38) with εp as given in (20).
B. BB84 channel
Consider a qubit Pauli channel with independent bit flip and phase flip error probability where
pX ∈ [0, 12 ] denotes the bit flip and pZ ∈ [0, 12 ] the phase flip probability. Due to its relevance for the
BB84 protocol this channel is often called BB84 channel. More formally this is a channel BpX ,pZ :
S(A) ∋ ρ 7→ (1−pX−pZ+pXpZ)ρ+(pX−pXpZ)XρX+(pZ−pZpX)ZρZ+pXpZY ρY ∈ S(B) with
dimA = dimB = 2. It is immediate to verify that a Bell state maximizes the coherent information
and therefore the channel coherent information of the BB84 channel is given by Q(1)(BpX ,pZ ) =
1− h(pX)− h(pZ). For the case where pX = pZ =: p it has been shown that [38]
Q(Bp,p) ≤ h
(1
2
− 2p(1 − p)
)
− h(2p(1− p)) . (39)
Combining Theorem 3.4 and Theorem 4.1 we obtain the upper bound
Q(Bp,p) ≤ conv
{
Q(1)(Bp,p) + εp
2
log(|E| − 1) + h
(εp
2
)
+ εp log |E|+
(
1 +
εp
2
)
h
(
εp
2 + εp
)
,
h
(
1
2
− 2p(1 − p)
)
− h(2p(1− p))} , (40)
which is strictly better than (39). Figure 2 compares the upper bound of the quantum capacity
derived in Theorem 3.4, for εp as in (20), with previously known upper bounds. In the high-noise
regime (39) outperforms (40). In most quantum key distribution protocols the secret-key rate is
given by the difference of a min-entropy term and a term that comes from the error correction
step (which corresponds to the quantum capacity). Oftentimes these two terms are of the same
magnitude and therefore the improvement of (40) compared to (39) which looks small on Figure 2
can be very relevant for bounding the secret-key rate. We note that the upper bound (40) can be
slightly improved by using the UΞ(Bp,p) quantity.
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FIG. 2. This plot compares upper and lower bounds on Q(BpX ,pZ ) derived in (40) and in Theorem 3.4, for
εpX ,pZ as in (20), with the best previously known upper bounds. We consider two different setups of pX/pZ.
C. Randomizing channels
A quantum channel Φ : S(A) → S(B) is called ε-randomizing if for any state ρ ∈ D(A),
‖Φ(ρ)− 1|B|1B‖op ≤ ε|B| , where 1|B|1B is the maximally mixed state on the system B. Consider a
channel Φ : S(A) → S(B) whose complementary channel is Φc : S(A) ∋ ρ 7→ 1|B|
∑|B|
i=1 Ui ρU
†
i ∈
S(E), where {Ui}|B|i=1 are independent random matrices Haar-distributed on the unitary group
U(|A|) with |A| = |E|. Consider the fully mixing channel Ξ : S(B) ∋ ρ 7→ tr[ρ] 1|E|1E ∈ S(E).
Proposition 5.1 ([2]). If |B| ≥ C |E|3
ε2
for some constant C > 0 and 0 < ε < 1, then with high
probability the channel Φ is ε-degradable.
Proof. Consider the two channels Φ and Ξ as defined above. We show that if |B| ≥ C |E|3
ε2
, with
high probability ‖Φc − Ξ ◦ Φ‖⋄ ≤ ε. This follows directly from [2, Thm. 1] together with the fact
that for two arbitrary cptp maps Θ1,Θ2 : S(A)→ S(B),
‖Θ1 −Θ2‖⋄ ≤ |B| max
ρ∈D(A)
‖Θ1(ρ)−Θ2(ρ)‖tr
≤ |B|2 max
ρ∈D(A)
‖Θ1(ρ)−Θ2(ρ)‖op .
We thus can use Theorem 3.4 to estimate Q(Φ) and P (Φ) from above for most of the random
unitary channels Φ as defined above that have an environment that is considerably smaller than
the output system. As shown in [2], it can be verified that the constant C in Proposition 5.1 can
be chosen, e.g., as C = 150.
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6. DISCUSSION
We have seen that the concept of degradable channels can be generalized to the more robust
notion of approximate degradable channels such that the beneficial additivity properties degradable
channels offer are approximately preserved. As it can be efficiently determined how close in the
diamond norm an arbitrary channel satisfies the degradability condition (by solving an SDP), the
framework of approximate degradable channels can be used to derive upper bounds to the quantum
and private classical capacity that can be evaluated efficiently. Unlike previous attempts to derive
upper bounds, our method does not rely on channel specific arguments and therefore can be applied
to all channels.
For future work it would be of interest to better understand the differences between ε-degradable
channels and ε-close-degradable channels (as introduced in Appendix A). A problem that is left
open is the question if a converse statement to Proposition A.5 is possible, i.e., if an ε-degradable
channel must be also θ(ε)-close-degradable for some function θ : R≥0 ∋ ε 7→ θ(ε) ∈ R≥0. Another
question that deserves further investigation is if the optimization problem (A1) can be solved (or
at least approximated) efficiently.
The concept of approximate degradable channels could also be useful in classical information
theory. We note that to some extent, the current understanding about the capacity region of a
classical broadcast channel is comparable to the knowledge about the quantum and private classical
capacity — no single-letter formula is known, except in the case of a degradable broadcast channel
[16]. As such it could be promising to apply the framework of approximate degradable quantum
channels, introduced in this article, to classical broadcast channels.
Very recently, the bounds for approximate degradable channels derived in this article have been
applied to determine the quantum and the private capacity of low-noise quantum channels to
leading orders in the channels distance to the perfect channel [22].
ACKNOWLEDGMENTS
We would like to thank Omar Fawzi, Philipp Kammerlander, Graeme Smith, Marco Tomamichel,
and Michael Wolf for helpful discussions and pointers to references. We further thank the associate
editor Mark M. Wilde for constructive feedback.
This project was supported by the Swiss National Science Foundation (through the National
Centre of Competence in Research ‘Quantum Science and Technology’), by the European Research
Council (grant No. 258932), and by the Air Force Office of Scientific Research (AFOSR) via grant
FA9550-16-1-0245. VBS acknowledges support by an ETH postdoctoral fellowship. AW’s work was
supported by the EU (STREP “RAQUEL”), the ERC (AdG “IRQUAT”), the Spanish MINECO
(grant FIS2013-40627-P) with the support of FEDER funds, as well as by the Generalitat de
Catalunya CIRIT, project 2014-SGR-966.
Appendix A: Approximate degradabiliy versus closeness to degradable channels
The operational meaning behind Definition 3.1 is that a channel is called ε-degradable if the
degradability condition is approximately (up to an ε) satisfied. An alternative approach is to
consider the distance to degradable channels.
Definition A.1 (ε-close-degradable). A channel Φ : S(A)→ S(B) is said to be ε-close-degradable
if there exists a degradable channel Ψ : S(A)→ S(B) such that ‖Φ−Ψ‖⋄ ≤ ε.
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By Definition A.1 and since the identity channel is degradable, it follows that every channel
Φ : S(A) → S(B) is ε-close-degradable with respect to some ε ∈ [0, 2]. The following proposition
proves that ε-close-degradable channels, similar as ε-degradable channels, inherit the additivity
properties of degradable channels with an error term that vanishes in the limit ε→ 0.
Proposition A.2 (Properties of ε-close-degradable channels). Let Φ : S(A)→ S(B) be a quantum
channel that is ε-close-degradable (with respect to a degradable channel Ψ : S(A)→ S(B)), then
(i) |Q(Φ)−Q(1)(Ψ)| ≤ ε log |B|+ (2 + ε)h( ε2+ε) ,
(ii) |P (Φ)−Q(1)(Ψ)| ≤ 2ε log |B|+ 2(2 + ε)h( ε2+ε) .
Proof. We first prove statement (i) of the proposition. Since the coherent information is additive
for degradable channels,
|Q(Φ)−Q(1)(Ψ)| = |Q(Φ)−Q(Ψ)|
≤ ε log |B|+ (2 + ε)h
( ε
2 + ε
)
,
where the inequality is due to [23, Cor. 2] together with Lemma 2.3.
Statement (ii) of the proposition can be proven as follows. As Ψ is degradable we have P (Ψ) =
Q(1)(Ψ) which gives
|P (Φ)−Q(1)(Ψ)| = |P (Φ)− P (Ψ)|
≤ 2ε log |B|+ 2(2 + ε)h
( ε
2 + ε
)
,
where the inequality follows from the proof of [23, Cor. 3] with Lemma 2.3.
As mentioned in Section 2, the function ρ 7→ Ic(ρ,Ψ) is concave if Ψ is degradable which can
be helpful when computing the channel coherent information given in (3) (see Proposition A.2).
We emphasize that the proofs of Theorem 3.4 and Proposition A.2 are different although they
both prove a similar statement, however under different assumptions. The proof of Theorem 3.4
generalizes Devetak and Shor’s proof for additivity of degradable channels [14], whereas the proof
of Proposition A.2 is based on continuity properties of channel capacities, following [23] and using
the improved Alicki-Fannes inequality (Lemma 2.3).
Definition A.1 directly implies that if a channel Φ : S(A)→ S(B) is ε-close-degradable it is also
ε′-close-degradable for all ε′ ≥ ε. The smallest possible value ε such that Φ is ε-close-degradable
is given by
εˆΦ :=

inf
Ψ,Θ
‖Φ−Ψ‖⋄
s. t. Ψc = Θ ◦Ψ
Ψ : S(A)→ S(B) is cptp
Θ : S(B)→ S(E) is cptp .
(A1)
Note that unlike the optimization problem (20) which can be phrased as an SDP and as a conse-
quence can be solved efficiently, it is unclear if εˆΦ can be computed efficiently. The optimization
problem (A1) is clearly not an SDP as the constraint Ψc = Θ ◦Ψ is not linear in (Ψ,Θ).
Similarly to an ε-close-degradable channel being defined via being close to a degradable channel
we can define an ε-close-anti degradable channel as being close to an anti-degradable channel.
Definition A.3 (ε-close-anti-degradable). A channel Φ : S(A)→ S(B) is said to be ε-close-anti-
degradable if there exists an anti-degradable channel Ξ : S(A)→ S(B) such that ‖Φ− Ξ‖⋄ ≤ ε.
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Corollary A.4 (Properties of ε-close-anti-degradable channels). Let Φ : S(A) → S(B) be a
quantum channel that is ε-close-anti-degradable, then Q(Φ) ≤ P (Φ) ≤ 2ε log |B|+ 2(2 + ε)h( ε2+ε).
Proof. This corollary follows immediately from [23, Cor. 3] together with Lemma 2.3 and the fact
that anti-degradable are known to have a private capacity that is zero [35].
Similar as above, given a channel Φ : S(A) → S(B) the smallest parameter ε such that Φ is
ε-close-anti-degradable is given by
ε˜Φ :=

inf
Ξ
‖Φ− Ξ‖⋄
s. t. Ξ = Θ ◦ Ξc
Ξ : S(A)→ S(B) is cptp
Θ : S(E)→ S(B) is cptp .
The close connection between anti-degradability and 2-extendibility may be helpful to (efficiently)
compute the quanitity ε˜Φ (see [21, Lemma B.1]).
4 Corollary A.4 implies that for an arbitrary
channel Φ : S(A) → S(B) with |B| := dimB, we have Q(Φ) ≤ 2ε˜Φ log |B| + 2(2 + ε˜Φ)h
(
ε˜Φ
2+ε˜Φ
)
.
There is a close connection between the two concepts of an ε-degradable and an ε-close-degradable
channel as stated in the following proposition.
Proposition A.5 (Relation between ε-close-degradable and ε-degradable). Let Φ : S(A)→ S(B)
be a quantum channel that is ε-close-degradable, then Φ is (ε+ 2
√
ε)-degradable.
Proof. Let Φ1,Φ2 : S(A) → S(B) be two channels such that ‖Φ1 − Φ2‖⋄ ≤ ε. Then, by the
continuity of Stinespring’s representation [20, Equation (2)] it follows that there exist two comple-
mentary channels Φc1 and Φ
c
2 such that ‖Φc1 −Φc2‖⋄ ≤ 2
√
ε. By assumption there exist two channels
Ξ : S(A) → S(B) and Θ : S(B) → S(E) such that ‖Φ− Ξ‖⋄ ≤ ε with Ξc = Θ ◦ Ξ. As explained
above, the continuity of Stinespring’s representation implies that
‖Φc −Θ ◦ Ξ‖⋄ = ‖Φc − Ξc‖⋄ ≤ 2
√
ε .
Using the triangle inequality gives
‖Φc −Θ ◦ Φ‖⋄ ≤ ‖Φc −Θ ◦ Ξ‖⋄ + ‖Θ ◦ Ξ−Θ ◦ Φ‖⋄
≤ 2√ε+ ‖Ξ− Φ‖⋄
≤ 2√ε+ ε ,
which proves the assertion.
It is unclear whether a converse statement to the one given in Proposition A.5, i.e., that a channel
being ε-degradable implies that it is θ(ε)-close-degradable for some function θ : [0, 1] → R≥0, is
valid. This seems to be difficult to prove (if possible at all) as the structure of the set of degradable
channels is poorly understood. (It is known that the set of degradable channels is not convex [12],
however it is unknown how large this set is.)
4 We would like to thank one referee for pointing this out.
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Appendix B: Alternative proof of claim (i) of Theorem 3.4
For the sake of completeness we present here an alternative proof of claim (i). The lower bound
Q(1)(Φ) ≤ Q(Φ) is immediate. Consider a pure state φAA′1...A′n and for i ∈ [n] let V iA′i→BiEi denote
the isometric extension of the i-th channel Φ. For i ∈ [n] let σi := V iφ(V i)†, ρAB1E1...BnEn :=
(
⊗n
i=1 V
i)φ(
⊗n
i=1 V
i†) and define
ξ :=
ε
2
log(|E| − 1) + h(ε/2) + ε log |E|+
(
1 +
ε
2
)
h
( ε
2 + ε
)
.
Assuming that ρAB1E1...BnEn is the state that maximizes Q
(1)(Φ⊗n) gives
Q(1)(Φ⊗n) = I(A〉B1 . . . Bn)ρ
= H(B1 . . . Bn)ρ −H(AB1 . . . Bn)ρ
= H(B1 . . . Bn)ρ −H(E1 . . . En)ρ (B1)
=
n∑
i=1
H(Bi)ρ −H(Ei)ρ − (I(B1 : B2 : . . . : Bn)ρ − I(E1 : E2 : . . . : En)ρ)
≤
n∑
i=1
H(Bi)ρ −H(Ei)ρ + nξ (B2)
=
n∑
i=1
H(Bi)σi −H
(
ABiA
′
1 . . . A
′
i−1A
′
i+1 . . . A
′
n
)
σi
+ nξ (B3)
=
n∑
i=1
I(AA′1 . . . A
′
i−1A
′
i+1 . . . A
′
n〉Bi)σi + nξ
≤ nQ(1)(Φ) + nξ ,
where (B1) follows since the state ρ is pure on the system AB1E1 . . . BnEn. Inequality (B2) follows
by n times applying Lemma 3.5. Equation (B3) is true since the entropies of ρ and {σi}ni=1 on
the given reduced systems are equal and σi is pure on AA′1 . . . A
′
i−1BiEiA
′
i+1 . . . A
′
n. The final
inequality follows as the states {σi}ni=1 are not necessarily the optimizers for the corresponding
coherent informations. This proves statement (i) of Theorem 3.4.
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