Deep models are capable of fitting complex high dimensional functions while usually yielding large computation load. There is no way to speed up the inference process by classical lookup tables due to the high-dimensional input and limited memory size. Recently, a novel architecture (Point-Net) for point clouds has demonstrated that it is possible to obtain a complicated deep function from a set of 3-variable functions. In this paper, we exploit this property and apply a lookup table to encode these 3-variable functions. This method ensures that the inference time is only determined by the memory access no matter how complicated the deep function is. We conduct extensive experiments on ModelNet and ShapeNet datasets and demonstrate that we can complete the inference process in 1.5 ms on an Intel i7-8700 CPU (single core mode), 32× speedup over the PointNet architecture without any performance degradation.
INTRODUCTION
Learning representations directly from 3D point clouds is very attractive considering the intrinsic advantages of being less sensitive to pose and light changes. Deep neural models have demonstrated powerful ability of learning complicated functions on point cloud tasks [1, 2, 3, 4] . However, such ability often comes at the cost of high computational demand which is prohibitive for applying deep 3D models on a wide range of devices. Therefore it is very desirable to reduce the computation complexity. Typical approaches include quantization or simplification of network architectures [5, 6, 7] . Nevertheless, such approaches are still complicated and not fast enough for devices with limited computing capability.
Apart from the recently proposed speedup methods for deep models, lookup table is a more classical and faster means to approximate complicated function values. This technique essentially divides the input space into non-overlapping regions and uses one single value to represent the function value † indicates equal contributions and * indicates the corresponding author. for each region. Unfortunately, it is not applicable for general deep models due to the high-dimensional input and limited memory size.
Recently, Qi et al. [1] proposed a deep architecture, i.e. PointNet [1] which showed that it is possible to learn a set of optimization functions and use max pooling operation to select the informative points of the point cloud. The basic architecture of PointNet [1] is extremely simple as each point is just represented by its three coordinates and each point is processed identically and independently by a multi-layer perception, which can be viewed as a set of 3-variable functions from a mathematical perspective.
Inspired by this work, we propose to apply the lookup table to approximate these 3-variable functions. More precisely, we first train a point-wise architecture to obtain a set of 3-variable functions. After that, we subdivide the fixedsize input space into equally spaced voxels and use one single value to encode the actual function value for each voxel. Hence we can directly apply the lookup table to retrieve the approximate function value from memory rather than network inference.
Furthermore, we fine-tune model to adapt to the approximate function value so as to avoid the performance drop. We conduct extensive experiments on different benchmark datasets. Experiments show that we can complete the inference process in 1.5 ms using only 15MB memory, 32× speedup over PointNet [1] while maintaining almost the same performance.
One concern with the point-wise architecture is that it lacks of the ability of capturing local structures. We argue that the point-wise architecture can implicitly learn local structures to some extent, which is automatically achieved by max pooling operation. More interestingly, it turns out that the point-wise architecture can learn to enable the level sets (isosurfaces) of learned functions to be tangent to the object shape owing to the max pooling operation, thus carrying the local structure information.
In summary, the key contributions of this paper are as follows: process with lookup table techniques for the point-wise deep architecture.
• A novel geometric interpretation for the point-wise deep architecture which can help understand the effectiveness of this architecture.
• Extensive experiments that demonstrate the correctness and effectiveness of our method.
RELATED WORK

Deep Learning on 3D Point Cloud
PointNet [1] is the pioneer to apply deep neural networks to directly process unordered point clouds. To address the problem, it adopted spatial transform networks and a symmetry function to maintain the invariance of permutation. After that, many recent works mainly focus on how to efficiently capture local features based on PointNet [1] . For instance, Point-Net++ [2] applied PointNet [1] structure in local point sets with different resolutions and accumulated local features in a hierarchical architecture. In DGCNN [3] , EdgeConv was proposed as a basic block to build networks, in which the edge features between points and their neighbors were exploited. SO-Net [4] explicitly modeled the spatial distribution of input points and systematically adjusted the receptive field overlap to perform hierarchical feature extraction.
Deep Model Compression and Acceleration
During the past few years, tremendous progress has been made in how to perform model compression and acceleration in deep networks without significantly degrading the model performance. To begin with, Han et al. [5] first pruned the unimportant connections and retrained the sparsely connected networks. Then they quantized the linked weights using weight sharing and applied Huffman coding to the quantized weights. Moreover, low-rank approximation and clustering schemes for the convolutional kernels were proposed in [6] . They achieved 2× speedup for a single convolutional layer with 1% drop on classification accuracy. Another well known method is Knowledge Distillation (KD), which has been recently adopted in [7] to compress deep and wide networks into shallower ones, where the compressed model mimics the function learned by the complex model. In this paper, we adopt an extremely simple strategy to dramatically speed up the inference process by a lookup table for a particular network architecture, i.e. point-wise architecture, without complicated pruning and quantization.
PROPOSED METHOD
The main idea of our method is to train a point-wise architecture for point cloud to get the point-wise function F and then Fig. 1 . Overview of our method. During the training stage, we use a multi-layer perception (MLP) module to implement each 3-variable function h s (1 ≤ s ≤ 1024) and then apply max pooling to obtain F. For a specific point cloud task, we subsequently stack the model M on F with a task-oriented loss function and jointly optimize the end-to-end network to obtain F. Once we get F, we can approximate all h s by a lookup table and then quickly get the approximate functionF during the testing stage. Furthermore, we fine-tune the model M to adapt to the approximate functionF.
use lookup table techniques to quickly obtain the approximate functionF with a simple array indexing operation and max operation.
Formally
represents the point cloud and each x p encodes the coordinates of a single point. We requires our F(X ) as following :
The H is implemented by a shared multi-layer perception of 5 layers with layer output sizes 64, 64, 64, 128, 1024 respectively. Note that the value of h s (x p ) is defined as the s th output of the final layer.
In order to learn F, we further apply another model M on F(X ) with a task-oriented loss function, e.g. softmax loss or triplet loss and jointly optimize the end-to-end network to obtain F. Once F has been learned, we subsequently construct a lookup table to approximate H so as to obtain the approximate functionF.
It is obvious to see that the crucial step is to construct a lookup table for H. For convenience, we assume the input is scaled to a fixed-size volume V where V = [−1, 1] 3 and subdivide V into S 3 equally spaced voxels with voxel length δ = 2/S. Therefore the input volume V is divided as:
We further construct a lookup 
Through this lookup table, given a point (u, v, w), we first calculate its index (i, j, k) as : (u, v, w) . Therefore the calculation ofĤ will be extremely fast which can be only determined by memory access time no matter how complex it is. By doing this forĤ, we can quickly obtain a final approximate functionF by simple max operation onĤ.
Obviously, we might suffer from performance drop if we directly feedF to the trained model M asF does not exactly equal F while M is optimized for F. So in order to keep the performance, we need to fine-tune M based onF after we construct a look table. This operation dramatically improves the performance and we can even achieve comparable performance with S = 25. Fig. 1 shows howF is implemented by our method.
It is evident that in order to construct a lookup table for H, the overall memory demand will be mLS 3 bits where L represents the bits of the element used to store the function value.
Therefore we can efficiently reduce the memory demand by quantizing the function value, i.e. decrease L. Suppose the minimum and maximum values of h s in the input volume are MIN and MAX respectively. Then we quantize an original real value r to a quantized level q as follows:
Conversely given a quantized level q, we obtain its approximate valuer by:
In our experiments, we have found that our method can still achieve comparable performance with L = 8.
It's worth mentioning that apart from the point-wise architecture, PointNet [1] also designs two T-Net modules (input transform and feature transform) to improve the model capability. The T-Net parameters are actually learned from the max-pooled features, which pays more attention to the global information and loses the point-wise property. Hence we cannot apply the lookup table techniques to speed up the inference process once we introduce the T-Net modules.
GEOMETRIC INTERPRETATION
One concern with the point-wise architecture is that it lacks of the ability of capturing the local structure as the key processing step is point-wise without using any neighborhood information explicitly. However, it still gains impressive results on 3D vision tasks. We argue that the point-wise network can indeed implicitly learn local structures. We explain this from a geometrical perspective. Use the aforementioned h s (x) (1 ≤ s ≤ m) to denote the 3-variable function. Evidently, the level set of h s (x), i.e. the set of points whose values are equal to a fixed value is a level set (an isosurface) in 3D space. The max pooling operation for each function h s can be considered as growing the level set until it touches the object shape at the critical point. It is not hard to see that at this critical point, the level set is tangent to the shape, thus capturing the local information surrounding the critical point to some extent. Furthermore, when the number of h s (x) is large enough, the collection of nearby level sets can also encode the local structure. Fig. 2 shows how the level set of h s (x) captures the local structure of point cloud.
EXPERIMENT
In this section, we first describe implementation details and datasets used for training and testing our method. Next, we compare our method with a number of state-of-the-art methods on different benchmark datasets for 3D object classification and retrieval tasks. Finally, we provide detailed experiments under different numbers of voxels and further analyse our method's performance as we change the number of input points.
Implementation Detail
We first train a point-wise network to obtain a set of 3-variable functions for point cloud normalized to a fixed-size volume V where V = [−1, 1] 3 . For simplicity, we call the point-wise network as PointWise. Next, we set S = 200 and subdivide V into 200 × 200 × 200 equally spaced voxels and apply a lookup table to encode the 3-variable functions we have obtained. Hence, during the testing phase we only need to retrieve function values from a lookup table instead of network inference, which we denote as Sampled PointWise. In Table 1 . 3D object classification results on ModelNet. The inference time for GPU is acquired with a batch size of 8 on a NVIDIA GTX1080 and the inference time for CPU is tested on an Intel i7-8700 CPU (single core mode) with a batch size of 1.
Method
Representation Input Inference Time ModelNet10 ModelNet40 GPU (ms) CPU (ms) avg.class overall avg.class overall PointNet++, [2] points + normal 5000 × 6 163. [8] 87.40 83.50 DeepPano, [9] 84.18 76.81 PVNet, [10] -89.50 SeqViews2SeqLabels, [11] 91.43 89.09 PANORAMA-ENN, [12] 93.28 86.34 GIFT, [13] 91 the end, in order to avoid performance drop we fine-tune the model M to adapt to the approximate function values, which we call Sampled PointWise f .
DataSets for Training and Testing
Two variants of the ModelNet [14] , i.e. ModelNet10 and ModelNet40, are used as the benchmarks for the classification task in Sec. 5.3 and the retrieval task in Sec. 5.4. The Model-Net40 contains 12,311 models from 40 object categories, and the ModelNet10 contains 4,899 models from 10 object categories. In our experiment, we split ModelNet40 into 9,843 for training and 2,468 for testing and split ModelNet10 into 3,991 for training and 908 for testing. We also conduct experiments on ShapeNet-Core55 [15] for the retrieval task in Sec. 5.4. ShapeNet-Core55 [15] benchmark has two evaluation datasets: normal and perturbed. For normal dataset, all model data is consistently aligned while in perturbed dataset each model has been randomly rotated by a uniformly sampled rotation. In this paper, we only consider normal dataset which contains a total of 51,190 3D models with 55 categories. 70% of the dataset is used for training, 10% for validation, and 20% for testing.
3D Object Classification
For 3D object classification tasks, we stack classification model M (a multi-layer perception with 3 layers) on F with softmax loss function. We evaluate our method on the Mod-elNet10 and ModelNet40 shape classification benchmarks.
In Table 1 we show our Sampled PointWise f can gain a strong lead in speed while achieving comparable performance among methods based on 3D point cloud. Our inference time only needs 1.5ms by using 1024 points, 32× speedup over PointNet [1] on an Intel i7-8700 CPU (single core mode) while maintaining the same performance. Indeed, we can obtain a finalF through our lookup table in 0.9 ms while the time for the model M (classification module) is 0.6 ms. Note that the basic architecture of our method is derived from PointNet [1] and even more simple by removing two transform nets. Furthermore, our Sampled PointWise f achieves at least 100× speedup over PointNet++ [2] , DGCNN [3] and SO-Net [4] at the cost of 2% − 4% performance drop.
3D Object Retrieval
For 3D object retrieval tasks, we stack metric learning model M (a multi-layer perception with 3 layers) on F with joint supervision of triplet loss and softmax loss. We use the output of the layer before the score prediction layer as our feature vector. We conduct the experiments under three large-scale 3D shape benchmarks, including ModelNet40, ModelNet10 and ShapeNet-Core55 [15] .
ModelNet. In Table 2 , we compare our method with other state-of-the-art methods 1 in terms of mean average precision (mAP) on ModelNet10 and ModelNet40 benchmarks.
Apart from our methods, other methods are based on multi 2D views. In addition, PVNet [10] even integrates both the point cloud and the multi-view data as the input. However, we demonstrate that our Sampled PointWise f can still achieve comparable performance on 3D object retrieval tasks although we only take point cloud as our input while gaining a remarkable lead in speed. There is still a small gap between our method and other multi-view based methods, which we think is due to the loss of fine geometry details that can be captured by rendered images.
ShapeNet. SHREC17 [15] provides several evaluation metrics including Precision, Recall, F1, mAP, normalized dis- Table 3 . Results and best competing methods for the SHREC17 competition. These metrics are computed under micro context.
Method
Representation P@N R@N F1@N mAP NDCG RotationNet, [16] multi 2D views 0.810 0.801 0.798 0.772 0.865 Improved GIFT , [15] multi 2D views 0.786 0.773 0.767 0.722 0.827 MVCNN , [17] multi 2D views 0.770 0.770 0.764 0.735 0.815 REVGG, [15] multi 2D counted cumulative gain (NDCG). We evaluate our methods using the official metrics and compare to the top four competitors.
As shown in Table 3 , our Sampled PointWise f is about 4% worse than RotationNet [16] (best perfomance) but only about 1% worse than Improved GIFT [15] , MVCNN [17] and REVGG [15] in terms of F1, mAP, NDCG metrics. The main four competitors use multi-2D views as input representations and their network architectures are complicated that are highly specialized to the SHREC17 [15] task. Given the rather simple architecture of our model and the lossy input representation we use(only point cloud), we interpret our performance as strong empirical support for the effectiveness of our method. More importantly, our method is extremely fast with only a fraction of computational complexity.
Effects of Number of Voxels
Here we show how our model's performance changes on ModelNet40 for 3D object classification with regard to the number of voxels. As shown in the Fig. 3 (a) , we can see that performance grows as we increase the number of voxels. When S = 200, the accuracy of Sampled PointWise is only 0.1% worse than PointWise. Moreover, after we finetune the model M (classification module), no matter what the number of voxels is, the performance of Sampled PointWise f can achieve almost the same accuracy as PointWise and even 1% − 2% better than PointWise. It means that we can use less voxels, i.e. less memory demand on condition of maintaining comparable performance. In our experiments, it turns out that even with S = 25, our Sampled PointWise f can achieve 88.86% recognition rate with only 15MB memory occupied while the performance merely drops 0.4% compared with PointNet [1] . In Table 4 , we use 8 bits to encode the function value as we have explained in Sec. 3 and summarize the comparisons of memory demand under different numbers of voxels.
Effects of Number of Input Points
To evaluate the importance of number of input points, we compare our method on ModelNet40 for classification by using different numbers of points as input. In Fig. 3 (b) , we can find that performance grows as we increase the number of input points however it saturates at around 1024 points.
Meanwhile, we fine-tune the classification module and demonstrate that we can achieve the same accuracy as the PointNet [1] by only using 500 points. More surprisingly even with 64 points as input, our method can still show comparable performance, only 2% worse than PointNet [1] .
LIMITATION
Currently, our method requires that the deep architecture must be point-wise. It is not applicable for recently proposed deep architectures such as DGCNN [3] and SO-Net [4] . Considering its simplicity and speedup performance, how to mine more local information from the point-wise architecture remains to be an attractive and challenging problem. We leave this problem for the future work.
CONCLUSION
In this paper, we propose to apply a classical lookup table to speed up the inference process for a particular deep architecture for 3D point cloud tasks. This architecture implements a deep function from a set of 3-variable functions by max pooling operation. Our method can ensure the inference time be determined by the memory access no matter how complicated the deep function is. The experiments show that we can achieve almost the same performance with only 15MB memory while gaining 32× speedup over the original PointNet [1] architecture during the inference process.
