A Superdeterministic Toy Model by Donadi, Sandro & Hossenfelder, Sabine
A Superdeterministic Toy Model
Sandro Donadi, Sabine Hossenfelder
Frankfurt Institute for Advanced Studies
Ruth-Moufang-Str. 1, D-60438 Frankfurt am Main, Germany
Abstract
A superdeterministic toy model for quantum mechanics is introduced and discussed.
It is demonstrated that, when averaged over the hidden variables, the model produces the
same predictions as quantum mechanics. In the model considered here, the dynamics de-
pends only on the settings of the measurement device at the detection time, not how those
settings were chosen. This provides a counter-example to the claim that superdeterminism
is fine-tuned and unscientific.
1 Introduction
Superdeterminism [1] is the only known consistent, local, and deterministic completion of quan-
tum mechanics. Despite having surfaced in literature already in the 1950s as a solution to the
measurement problem, the option never received much attention, largely because it is widely
believed to be a “conspiracy” that requires “fine-tuning”. Those arguments were already ad-
dressed in [1, 2]. The purpose of this paper is to enrich the discussion with a simple toy model
that demonstrates just why these fine-tuning arguments are misleading. What we mean by “fine-
tuning” here is that the model requires one to specify such a large amount of details to make a
prediction that it becomes scientifically useless.
Several superdeterministic toy models have previously been put forward in the literature
[3, 4, 5, 6, 7, 8] (for a review, see [9]). The one introduced here has the advantage that it can
be applied to any kind of quantum mechanical system with a finite dimensional Hilbert space.
This new model should not be taken too seriously as a viable description of nature. It is neither
pretty nor does it make sense as a fundamental theory for reasons that will be discussed later.
However, it will serve as a proof of principle to show that superdeterministic theories are not
necessarily fine-tuned and that Bell-type tests cannot rule them out.
Before we get to the equations, here is a general argument for why superdeterminism does
not need to be fine-tuned: The hallmark of a superdeterministic model is that the outcome of a
quantum measurement depends on the detector settings at the time of measurement1. The typi-
cal argument against superdeterminism is that there are many ways to choose detector settings,
1If you find this confusing, you should start with the accompanying paper “Superdeterminism: A Guide for the
Perplexed” [2].
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and the superdeterministic model must work for all of them. This, it is then argued, requires that
the model specifies what happens for a huge number of different cases and must still reproduce
quantum mechanics on the average.
The problem with this argument is that there is no reason why, in a superdeterministic
model, the measurement outcome should depend on how the detector settings were chosen any
more than this is the case in quantum mechanics. The settings at the time of measurement alone
are enough to get the correct average predictions. What happens in the brain of the experimenter
(or with any other mechanism used to determine detector settings [10, 11, 12]) does not matter;
the only thing that matters is the setting of the measurement device at the time of measurement.
It follows that the average outcome is insensitive to the details, hence not fine-tuned.
We already know this is possible because it’s what we do in quantum mechanics itself: We
predict average measurement outcomes from the detector settings alone. The next section will
support this idea with a concrete example. We will use units in which c= h¯= 1.
2 The Toy Model
Suppose we have a quantum mechanical system described by a state |Ψ〉 and a Hamiltonian H
in a N-dimensional Hilbert space. We want to measure an observable with N eigenstates |I〉,
I ∈ {1, ..,N}, each one corresponding to a different state of the detector at the time of detection2.
The system could be a composite system and the detector could be distributed over different
locations; the following will not depend on these details. If there are multiple detectors, we
choose the space-time slicing so that the measurement takes place at the same coordinate time
for all detectors.3
We then postulate that all the states in the Hilbert-space except the eigenstates of the mea-
surement observable are unstable under any kind of disturbance that comes from the hidden
variables. That is, we will introduce a deviation from quantum mechanics quantified by a
parameter, κ > 0, which collapses arbitrary initial states into detector eigenstates. The mea-
surement outcome will then be determined by the initial state of the system and the value of the
hidden variables. When we average over these hidden variables, only the dependency on the
initial state remains and the probabilistic outcome agrees with that of quantum mechanics. The
reader can think of these variables as encoding the detailed degrees of freedom of the detector
because that is the most minimal possibility, but it could be more complicated.
In the next subsection, we will start with the case N = 2 to demonstrate the general idea,
and then generalize to larger N.
2Strictly speaking, of course, detection does not happen in a single moment but during a finite time-interval. This
distinction, however, does not matter for the purposes of this toy model as will become clear later.
3If there is no space-like slice that can accommodate all the detectors, then they are causally related, in which
case the later detectors can be ignored because the state is already “collapsed”.
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2.1 N = 2
For N = 2 we have
|Ψ(t)〉 := a1(t)|1〉+a2(t)|2〉 , (1)
with complex factors a1(t) and a2(t) that fulfill |a1(t)|2 + |a2(t)|2 = 1. We will denote the
time of system preparation with tp and that of measurement with td. Let us further denote with
|Ψ∗(t)〉 the solution to the normal Hamiltonian evolution
|Ψ∗(t)〉 := exp(−iH(t− tp))|Ψ(tp)〉 . (2)
It will also be handy to define the coefficients of the eigenvectors at the time of measurement
under the usual Hamiltonian evolution:
αI := 〈I|Ψ∗(td)〉 . (3)
We know that in quantum mechanics the probability of measuring the I-th outcome is |αI|2, so
the superdeterministic theory must reproduce this on the average. These numbers can be calcu-
lated from H alone, so the underlying dynamics that we are about to construct is unnecessary
to make the probabilistic predictions, but this isn’t the point. The point of having a superdeter-
ministic model is to give a proper statistical interpretation to Born’s rule and to get rid of the
collapse postulate.
As hidden variables we use complex numbers that are uniformly distributed inside the com-
plex unit circle. The radius of the distribution could be chosen differently for each of these
variables, but this would just add unnecessary parameters. We will denote the random variable
as λ2, where the index 2 on λ2 refers to N = 2.
With that, we construct, as usual, the density matrix ρ(t) := |Ψ(t)〉〈Ψ(t)| but change the
dynamical law to
∂tρ(t) =−i [H,ρ(t)]+κ
(
L†21ρ(t)L
†
21−
1
2
{ρt ,L†21L†21}
)
. (4)
Here, κ is a constant of dimension energy (for the interpretation, see Section 3), the curly
brackets denote the anti-commutator and
L†21 := θ(σ2)|2〉〈1|+θ(−σ2)|1〉〈2| , (5)
σ2 := |λ2α2|2− (1−|λ2|2)|α1|2 . (6)
Again, the indices on L21 and σ2 refer to the case N = 2 and are merely there to make it easier
to later generalize to higher N. θ(·), as usual, denotes the Heaviside-function which we define
as θ(x) = 0 for x ≤ 0 and θ(x) = 1 otherwise. It must be emphasized that the ρ(t) in Eq. (4) is
not the density matrix of quantum mechanics. To get the density matrix of quantum mechanics,
we have to average over the hidden variable λ2.
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The dynamical law (4) has the Lindblad-form [13, 14]. It is the master-equation for one of
the most common examples of decoherence, that of amplitude damping in a two-level system
[15]. We will in the following work in the limit where κ is much larger than the largest eigen-
value of H, which we will denote as Emax. In this limit, κ Emax, it is then easy to explicitly
solve (4). This solution (for details, see Section 4) has the following asymptotic behavior
lim
κt→∞ρ(t) =
(
0 0
0 1
)
for σ2 > 0 , (7)
lim
κt→∞ρ(t) =
(
1 0
0 0
)
for σ2 ≤ 0 . (8)
This toy model, importantly, is not a model of spontaneous collapse [16] or, more generally
a model of a stochastic process [17], because there is no stochasticity in the dynamics. The
dynamics is determined by the time-independent random variable and not a random walk. If
one selects a specific λ2, then one knows for certain what σ2 is and one knows what the outcome
of the evolution is.
We now have to show that the probabilities for the state to evolve to |1〉 and |2〉 come out
correctly. As we just saw, in the limit where κ Emax an initial state |Ψ(t)〉 will go to |2〉 if
σ2 > 0. We therefore have
P(|2〉) = P(σ2 > 0) , (9)
where the P here and in the following denotes a probability. In terms of the random variable λ2,
we can write the condition σ2 > 0 as
|λ2α2|2 > (1−|λ2|2)|α1|2
⇔ |λ2α2|2 > (1−|λ2|2)(1−|α2|2)
⇔ |λ2|2 > 1−|α2|2 . (10)
Since λ2 is uniformly distributed in the unit circle, this means we are asking for the area of the
ring between the radii
√
1−|α2|2 and 1 relative to the area of the whole disk. The area of the
ring and the disk scale with the square of the radius, so the fraction is 1−1+ |α2|2 = |α2|2, and
we have
P(|2〉) = |α2|2 . (11)
It follows that the probability of the state to evolve to |1〉 is |α1|2. This is exactly Born’s rule.
It may appear irrelevant that the random variable is complex-valued, but note that if it was not,
the probabilities would not scale with the area, hence not give Born’s rule.
2.2 N > 2
To generalize from N = 2 to larger N, it helps to have a physical description of the process
that the dynamical law (4) is commonly used to describe. For the case σ2 > 0, the state |1〉 is
4
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unstable and decays to |2〉, while for σ2 < 0, it is the other way around, |2〉 decays to |1〉. The
constant κ determines the decay time. Provided that the contribution from the Hamiltonian can
be neglected, this leads asymptotically to the limits in (8).
For N > 2 one then iteratively adds more random vectors λN , each of which is independently
uniformly distributed on the unit disk and defines
σN := |αNλN |2−
N−1
∑
I=1
|αI|2(1−|λN |2) . (12)
With that, we construct the Lindblad-operators recursively for higher N by drawing on the
comparison with decaying states. In the step from N−1 to N, we introduce N−1 new operators
LNM := θ(σN)|N〉〈M|+θ(−σN)|M〉〈N| for M ∈ {1..N−1} . (13)
This means that we have in total N(N−1)/2 Lindblad-operators LKM for N dimensions, and by
convention we have labelled them so that the second index is always strictly smaller than the
first. With that, the master equation can be written as
∂tρ(t) =−i [H,ρ(t)]+κ
N
∑
K>M=1
(
L†KMρ(t)L
†
KM−
1
2
{ρ(t),L†KML†KM}
)
. (14)
As above for the case N = 2, we obtain the density matrix of quantum mechanics by averaging
the ρ from Eq. (14) over the hidden variables.
Before we move on, let us briefly interpret the structure of the Lindblad-operators that we
have constructed. The N − 1 new operators that we add in each step N − 1 to N have the
property that they either take any initial state |K〉 with K < N and asymptotically convert it to
|N〉 (if σN > 0) or they take the initial state |N〉 and distribute it evenly on the states |K〉 with
K < N (if σN < 0). This is illustrated in in Fig. 1.
So, if σN > 0, we know that the result will be |N〉. Let us then look at the case σN ≤ 0.
Once the state |N〉 is cleared out and distributed over the subspace spanned by |1〉...|N−1〉, the
same thing happens again for the remaining states, but this time depending on the sign of σN−1:
If σN−1 > 0, then all remaining states go to |N−1〉, if σN−1 < 0, then they will be distributed
over the subspace spanned by |1〉...|N−1〉, and so on.
Having said that, we can now show that the generalization to N > 2 still fulfills Born’s rule.
This is straight-forward to see for the eigenstate |N〉. As just explained, if σN > 0, then the
operators LNK will convert any initial state |K〉 with K < N into the state |N〉. One can calculate
the probability for this the same way as above in (10) and easily finds
P(|N〉) = P(σN > 0) = |αN |2 . (15)
Correspondingly, the probability that the state goes to any one of the other N−1 eigenstates is
1−|αN |2.
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Figure 1: The dynamics induced by the Lindblad terms involving the operators LNM with M= 1,2, ...N−
1. For σN > 0 each state will evolve to the state |N〉. For σN < 0, the state |N〉 will evolve evenly into
the states |1〉, ...|N−1〉.
To obtain the probability that an initial state asymptotically goes to |N−1〉, one then needs
to calculate the probability for
P(|N〉) = P(σN < 0∧σN−1 > 0) = P(σN < 0)P(σN−1 > 0) , (16)
because the random variables are by assumption uncorrelated.
For this, one has to take into account that for N−1 basis states∑N−1i=1 |αi|2≤ 1, and therefore
the probability for σN−1 to be larger or smaller than one has to be divided by this sum. One sees
this by rewriting the requirement σN−1 > 0 as
|λN−1αN−1|2 > (1−|λN−1|2)
N−2
∑
I=1
|αI|2
⇔ |λN−1|2 |αN−1|
2
∑N−1I=1 |αI|2
> (1−|λN−1|2)
(
1− |αN−1|
2
∑N−1I=1 |αI|2
)
⇔ |λN−1|2 > 1− |αN−1|
2
∑N−1I=1 |αI|2
. (17)
So, by the same argument as before, the probability for σN−1 > 0 is now |αN−1|2/∑N−1i=1 |αi|2
(instead of just |αN−1|2, as it was for N−1 states). Hence we have
P(|N−1〉) = (1−|αN |2) |αN−1|
2
∑N−1i=1 |αi|2
= |αN−1|2 , (18)
which is what Born’s rule requires.
It works the same way for all remaining eigenstates. For example, the probability of an
initial state to go to |N−2〉 is given by
P(|N−2〉) = P(σN < 0∧σN−1 < 0∧σN−2 > 0)
= P(σN < 0)P(σN−1 < 0)P(σN−2 > 0) , (19)
which is
(1−|αN |2)
(
1− |αN−1|
2
∑N−1i=1 |αi|2
)
|αN−2|2
∑N−2i=1 |αi|2
= |αN−2|2 . (20)
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In general, then, the probability for any initial state to asymptotically come out as |K〉 is
P(|K〉) = P(σN < 0∧ ...∧σK+1 < 0∧σK > 0)
= (1−|αN |2)
K+1
∏
J=N−1
(
1− |αJ|
2
∑JI=1 |αI|2
)( |αK |2
∑KI=1 |αI|2
)
= |αK |2 . (21)
This completes our proof that Born’s rule is fulfilled for all N.
The way we have defined the N-dimensional case depends on the order of the basis-states.
Since the order is arbitrary, this seems unphysical. It does not really matter for the purposes of
this model because the resulting probability distribution is independent of the ordering. How-
ever, one could make the model explicitly independent of the ordering by summing over all
possible permutations.
One may note that this distribution fulfils the requirements for Born’s rule laid out in [18].
3 Finetuning, Absence Of
One should not think of this model as a viable description of nature because the way that the
random variables enter the dynamics has no good motivation. It is a toy model for an effective
limit of a more fundamental theory. The parameter κ, for example, defines a time-scale like for
decoherence and should be understood as induced by the interaction with a larger system that
has been integrated out. That is, κ scales with the total size of the system and in the limit when
the prepared state has no further interaction, κ= 0, one just has normal quantum mechanics.
This is also why the model is not Lorenz-invariant: The environment defines a preferred
frame, yet the environment does not explicitly appear. The model further violates energy con-
servation. Again, this is because it stands in for an effective description that, among other things,
does not take into account the recoil (and resulting entanglement with) parts of the experimental
equipment. For the same reason, as mentioned in footnoote 2, the time of measurement is not
really the time of measurement, but a time at which we would for all practical purposes say the
measurement has been completed.
Furthermore, since the operators LNK are defined in terms of the eigenstates of the observ-
able measured at the time of detection, we have still used an external definition of detection that
is not included in the definition of the model. Now, the pointer basis defining these operators
can be identified using the einselection methods introduced by Zurek [19] when one includes
an environment, so this is not a problem per so. However, a more fundamental model is needed
to explain how these operators come to couple to the prepared state the way that they do.
All these issues are resolvable in principle, but given that this model is not intended to
make a lot of sense, putting more effort into it seems not a good time-investment. The reason
for this little exercise was merely to demonstrate that there is nothing to fine-tune here. For a
Hilbert-space of dimension N, we have N−1 uniformly distributed, complex, random variables.
Picking a set of specific values for these variables will in the limit κt→∞ lead to one particular
detector eigenstate: No collapse postulate necessary. But if we do not know what the values of
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the random variables are, we average over all possible values and get Born’s rule. The model
has one free parameter, κ, but its value doesn’t matter as long as it’s Emax. You may not like
this construction for one reason or the other, but clearly there is no huge number of details to be
specified here.
This works regardless of what the Hamiltonian is, how large the system is, how many de-
tectors there are, or what observable is being measured. It will work for the double-slit4, for
Stern-Gerlach, and for EPR-type experiments, no matter how the settings were chosen. In ad-
dition, the dynamical law that we have made up here is both deterministic and local: It’s not
like the prepared state actually interacts with the detector before measurement, it just has the
required information already in the dynamical law. It appears that we have done the seem-
ingly impossible: We have found a local, deterministic, hidden variable model that reproduces
quantum mechanics on the average without a hint of conspiracy. How can this possibly be?
The reason this works is that the dynamical law explicitly depends on the measurement
settings at the time of measurement. This may appear as if it goes against the arrow of time, but
note that one could express the measurement settings at the time of measurement by the settings
at the time of preparation, it’s just that the relation between the two might be very difficult.5
Causality is not violated because there is no time-like direction of communication singled out
in this setup, there is merely a correlation. The consequence of this, however, is that while
the distribution of the hidden variables, λJ , does not depend on the settings, the distribution of
the σJ , which accounts for the outcomes of the experiment, depends on the initial state of the
system, the λs, and the detector settings at the time of the measurement. So, the model violates
Statistical Independence; it is “superdeterministic” to use the common term. Therefore, one of
the assumptions for Bell’s theorem is not fulfilled and there is nothing contradictory about this
hidden variable theory reproducing quantum mechanics.
Now, for what the economy of this model is concerned, one may debate whether replacing
the collapse postulate with random variables is a good trade-off. It certainly is a conceptual
advantage, because it gives a well-defined probabilistic interpretation to quantum mechanics.
However, if we merely count axioms, our toy model has no advantage over quantum mechanics.
This is not surprising: If one believes in “shut up and calculate” and a probabilistic prediction
is all one wants, then one can as well stick with quantum mechanics.
But the collapse postulate in quantum mechanics is ambiguous, as emphasized already by
Scho¨dinger [20] and later stressed by Bell [21]: The collapse postulate has it that a measurement
induces wave-function collapse, but it does not define just what a “measurement” is to begin
with.
Let us also recall that re-deriving quantum mechanics was not the reason for discussing this
model. The reason for discussing this model was to demonstrate that superdeterminism is a
viable completion of quantum mechanics, and so it may open doors to the development of a
4Double slit experiments are typically described using infinite Hilbert-spaces, which we did not consider here.
However, in reality one never actually measures the particle position with infinite precision; one always has a finite
grid of positions. Therefore, while it may be mathematically more convenient to use an infinite-dimensional Hilbert-
space, the system can in principle be described using a finite Hilbert space.
5It is not only difficult, it is also unnecessary, as we just saw.
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more fundamental theory in which the variables, rather than being random, are determined by
a to-be-found law of nature.
Our toy model is local in the sense of respecting “continuity of action” as defined in [22].
It avoids non-local interactions by hard-coding the dependence on the detector settings into the
evolution law. This is another reasons why one should not take this model too seriously: A
good, fundamental, model should allow us to derive that the effective law for the prepared state
depends on the detector settings. This requires that the to-be-found fundamental model includes
the detectors and the environment and possibly other transformation devices that are part of the
experimental setup. This has to be the case because otherwise we would lack information to
define what the detector eigenstates are.6
4 Superluminal Signalling, Absence Of
It has been argued in the literature that superdeterministic models require fine-tuning to prevent
that entanglement can be exploited for superluminal signalling [23, 24, 25, 26]. Given that there
is no finetuning in our model, we will therefore now have a close look at this issue. Ahead, one
may notice that chances are good the toy model proposed here does not allow for superluminal
signalling because the master equation (14) is linear in the density matrix. The model hence
does not suffer from the problem discussed in [27, 28]7. However, we wish to study this more
explicitly using the common example of spin entanglement.
We will concretely look at a singlet state, shared between two – potentially very distant –
observers, Alice (A) and Bob (B), who measure the spin of a particle, which is either up (↑) or
down (↓) in their basis. We will chose the weights of the entangled state to be q and
√
1−q2,
respectively, (instead of using 1/
√
2 for both) to make sure cancellations between terms do not
occur because of the symmetry of the state.
The total dimension of the Hilbert space is N = 22 = 4. To connect the notation of the
previous section with the common notation, we define:
|1〉 := | ↓A〉⊗ | ↑B〉 ≡ | ↓A↑B〉 , |2〉 := | ↑A〉⊗ | ↓B〉 ≡ | ↑A↓B〉 ,
|3〉 := | ↓A〉⊗ | ↓B〉 ≡ | ↓A↓B〉 , |4〉 := | ↑A〉⊗ | ↑B〉= | ↑A↑B〉 . (22)
The prepared state at time t = tp is
|Ψ(tp)〉= q| ↑A↓B〉−
√
1−q2| ↓A↑B〉= q|1〉−
√
1−q2|2〉 , (23)
and has the density matrix
ρ(tp) = q2|1〉〈1|+(1−q2)|2〉〈2|−q
√
1−q2 (|1〉〈2|+ |2〉〈1|) . (24)
6Whatever the underlying model, it most likely will have a future-input dependence [22]. For more about this,
see [2].
7It should be mentioned that [27, 28] were concerned with a different question than the one investigated here,
namely whether non-linear generalizations of the Schro¨dinger-equatifon allow for superluminal signalling. Their
answer is “Yes” for deterministic evolutions and “in some cases” for stochastic dynamics. But the equation we use
here is neither non-linear nor is it a Schro¨dinger-equation.
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Our task is now to solve the master-equation (14) for the density matrix with the initial value
(24) and then take the average over the hidden variables to get
ρ(t) :=
∫
ρ(t)
N
∏
I=2
dλI . (25)
For a 4-dimensional Hilbert-space, we have 6 Lindblad-operators, one for each entry above
the diagonal. For the singlet state under consideration, α21 = q2,α2 = 1− q2,α23 = α24 = 0, so
we have
σ2 = |λ2|2−q2 , σ3 = |λ3|2−1 , σ4 = |λ4|2−1 . (26)
Since the λ’s all lie within the unit circle, we see that σ3 and σ4 are both ≤ 0. This reflects the
fact that the probability to end up in the state |3〉 or |4〉 should be zero.
One can then integrate the master-equation (see Appendix), using the initial state (24), from
which one obtains the evolution for the matrix elements ρi j(t) := 〈i|ρ(t)| j〉
ρ11(t) = θ(σ2)q2e−κt +θ(−σ2)
(
1− (1−q2)e−κt) ,
ρ22(t) = θ(σ2)(1−q2e−κt)+θ(−σ2)
(
1−q2)e−κt ,
ρ12(t) = ρ22(t) = q
√
1−q2e−κt/2 . (27)
and all the other matrix elements are equal to zero. Note that Tr(ρ) = 1 for all times.
We already know that
P(σ2 < 0) = q2 , P(σ2 > 0) = 1−q2 . (28)
So for the average of the density matrix we have
ρ11(t) = (1−q2)q2e−κt +q2
(
1− (1−q2)e−κt)= q2 ,
ρ22(t) = (1−q2)(1−q2e−κt)+q2
(
1−q2)e−κt = 1−q2 ,
ρ12(t) = ρ22(t) = q
√
1−q2e−κt/2 . (29)
This means the only thing the Lindblad-operators do is to exponentially suppress the off-
diagonal terms in the density matrix. We can now take the partial traces
ρA = TrB(ρ) = q
2| ↑A〉〈↑A |+(1−q2)| ↓A〉〈↓A | , (30)
ρB = TrA(ρ) = q
2| ↓B〉〈↓B |+(1−q2)| ↑B〉〈↑B | . (31)
This is exactly the same result as in quantum mechanics. We thus see that if one treats the
random variables in the above discussed toy model as truly random then superluminal signalling
is not possible.
However, one may object that if the hidden variables are really random, then the model is
not superdeterministic because it is not deterministic in the first place. Indeed, in a superdeter-
ministic model, the randomness should not be fundamental but merely a consequence of lacking
10
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detailed information – as one expects in a ‘hidden variables’ theory. Thus, the distribution of
the hidden variables should in certain circumstances deviate from being completely uniform. In
this case, taking the average over the hidden varables will not give the same result as in quantum
mechanics. This is apparent from Eqs. (27) which, when averaged with probabilities other than
(28) will not give (29), but have correction terms in whatever is the deviation of the distribution
of the λ’s from uniformity.
This per se does not constitute an opportunity for signalling, because to exploit this channel
one of the observers would have to be able to skew the distribution of hidden variables so that
the measurement outcome for the other observer would be correlated with information they
desire to send. What it takes to do that is, again, a question this toy model cannot address
because it does not specify the origin of the randomness. However, that so far no experiment
has revealed any deviations from Born’s rule suggests it is not easy to prepare a system in a
state where the distribution of hidden variables does not reproduce quantum mechanics.
5 Conclusion
We have shown that fine-tuning, which has frequently been used as an argument against su-
perdetermism, it unnecessary: To make predictions with this model one does not need to intro-
duce a huge number of delicately chosen parameters. This toy model shows that superdeter-
minism is a scientifically sound option for resolving the quantum measurement problem.
The model, when averaged over the uniformly distributed hidden variables, λ, reproduces
the quantum mechanical predictions. If the variables were not uniformly distributed, for exam-
ple because the sample space is not large enough, this model would give predictions that differ
from quantum mechanics. That is, even in an experiment where one expects to have a good
enough sampling to reproduce Born’s rule with only small statistical deviations, the observed
distribution could still be heavily skewed in the space of hidden variables, hence not approxi-
mate Born’s rule as expected. This makes clear that superdeterminism is not an interpretation of
quantum mechanics; it is a concrete possibility for replacing quantum mechanics with a better
theory and more effort should be made to experimentally test it.
For example, following [29], consider the case in which the values of the hidden variables
are determined by the degrees of freedom of the measurement device (other than the measure-
ment setting itself). Then, if we perform multiple measurements of non-commuting observables
using the same setup, but the degrees of freedoms of the device which determine the λs only
change very slowly between the measurements, we might end up sampling always the same
region of the parameter space of the λs, hence observing results which are more strongly corre-
lated than quantum mechanics predicts.
Exactly when the deviations from quantum mechanics become non-negligible depends on
what the hidden variables are; the above introduced toy model cannot answer this question.
The toy model is therefore, strictly speaking, untestable, because it does not specify where the
distribution of hidden variables comes from. But, as pointed out above and in more detail in
[29, 1], if the hidden variables are the degrees of freedom of the detector, it is reasonable to
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expect that minimizing the variation in the detectors’ degrees of freedom between consecutive
measurements will reveal deviations from Born’s rule which cannot be detected by Bell-type
experiments [10, 11, 12], no matter how ingeniously conceived and executed.
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Appendix: General Solution for N = 4
As previously, we work in the limit κ Emax and therefore set H = 0. We begin with rewriting
Eq. (14) more explicitly inserting Eq. (13):
∂tρ(t) = κ
4
∑
M>K=1
(
L†MKρ(t)L
†
MK−
1
2
{ρ(t),L†MKL†MK}
)
= κ
4
∑
M>K=1
[
θ(σM)
(
|M〉〈K|ρ(t)|K〉〈M|− 1
2
{ρ(t), |K〉〈K|}
)
+ θ(−σM)
(
|K〉〈M|ρ(t)|M〉〈K|− 1
2
{ρ(t), |M〉〈M|}
)]
. (32)
We now introduce the notation ρIJ(t) := 〈I|ρ(t)|J〉 by use of which the master-equation takes
the form
∂tρIJ(t) = κ
4
∑
M>K=1
[
θ(σM)
(
δIMδMJρKK(t)− 12δKJρIK(t)−
1
2
δIKρKJ(t)
)
+ θ(−σM)
(
δIKδKJρMM(t)− 12ρIM(t)δMJ−
1
2
δIMρMJ(t)
)]
. (33)
To apply the Kronecker delta, we recall that the double sum can be equivalently written as:
4
∑
M>K
=
4
∑
M=2
M−1
∑
K=1
=
3
∑
K=1
4
∑
M=K+1
. (34)
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Using this, we obtain for I = J
∂tρJJ(t)/κ =
4
∑
M=2
M−1
∑
K=1
θ(σM)δJMδMJρKK(t)− 12
3
∑
K=1
4
∑
M=K+1
θ(σM)δKJρJK(t)
− 1
2
3
∑
K=1
4
∑
M=K+1
θ(σM)δJKρKJ(t)+
3
∑
K=1
4
∑
M=K+1
θ(−σM)δJKδKJρMM(t)
− 1
2
4
∑
M=2
M−1
∑
K=1
θ(−σM)ρJM(t)δMJ− 12
4
∑
M=2
M−1
∑
K=1
θ(−σM)δJMρMJ(t)
= (1−δJ1)θ(σJ)
J−1
∑
K=1
ρKK(t)− 12(1−δJ4)ρJJ(t)
4
∑
M=J+1
θ(σM)
− 1
2
(1−δJ4)ρJJ(t)
4
∑
M=J+1
θ(σM)+(1−δJ4)
4
∑
M=J+1
θ(−σM)ρMM(t)
− 1
2
(1−δJ1)
J−1
∑
K=1
θ(−σJ)ρJJ(t)− 12(1−δJ1)
J−1
∑
K=1
θ(−σJ)ρJJ(t)
= (1−δJ1)
(
θ(σJ)
J−1
∑
K=1
ρKK(t)−
J−1
∑
K=1
θ(−σJ)ρJJ(t)
)
+ (1−δJ4)
(
4
∑
M=J+1
θ(−σM)ρMM(t)−ρJJ(t)
4
∑
M=J+1
θ(σM)
)
= (1−δJ1)
[
θ(σJ)
J−1
∑
K=1
ρKK(t)−θ(−σJ)ρJJ(t)(J−1)
]
+ (1−δJ4)
4
∑
M=J+1
[θ(−σM)ρMM(t)−θ(σM)ρJJ(t)] . (35)
This can be written explicitly as
∂tρ11(t)/κ = θ(−σ2)ρ22(t)+θ(−σ3)ρ33(t)+θ(−σ4)ρ44(t)
−
4
∑
M=2
θ(σM)ρ11(t) , (36)
∂tρ22(t)/κ = θ(σ2)ρ11(t)− (θ(−σ2)+θ(σ3)+θ(σ4))ρ22(t)
+ θ(−σ3)ρ33(t)+θ(−σ4)ρ44(t) , (37)
∂tρ33(t)/κ = θ(σ3)ρ11(t)+θ(σ3)ρ22(t)
− (2θ(−σ3)+θ(σ4))ρ33(t)+θ(−σ4)ρ44(t) , (38)
∂tρ44(t)/κ = θ(σ4)ρ11(t)+θ(σ4)ρ22(t)+θ(σ4)ρ33(t)−3θ(−σ4)ρ44(t) . (39)
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For I 6= J Eq. (33) becomes:
∂tρIJ(t)/κ =
3
∑
K=1
4
∑
M=K+1
θ(σM)
(
−1
2
δKJρIK(t)− 12δIKρKJ(t)
)
+
4
∑
M=2
M−1
∑
K=1
θ(−σM)
(
−1
2
ρIM(t)δMJ− 12δIMρMJ(t)
)
= −1
2
(
4
∑
M=J+1
θ(σM)(1−δJ4)ρIJ(t)+
4
∑
M=I+1
(1−δI4)θ(σM)ρIJ(t)
)
− 1
2
(
(1−δJ1)
J−1
∑
K=1
θ(−σJ)ρIJ(t)+(1−δI1)
I−1
∑
K=1
θ(−σI)ρIJ(t)
)
= −1
2
[(
(1−δJ4)
4
∑
M=J+1
θ(σM)+(1−δI4)
4
∑
M=I+1
θ(σM)
)
+
(
(1−δJ1)
J−1
∑
K=1
θ(−σJ)+(1−δI1)
I−1
∑
K=1
θ(−σI)
)]
ρIJ(t)
= −1
2
[(
(1−δJ4)
4
∑
M=J+1
θ(σM)+(1−δI4)
4
∑
M=I+1
θ(σM)
)
+ ((1−δJ1)(J−1)θ(−σJ)+(1−δI1)(I−1)θ(−σI))]ρIJ(t) . (40)
With that, we can write for I 6= J
∂tρIJ(t) =−κ2ΛIJρIJ(t) , (41)
where
ΛIJ :=
(
(1−δJ4)
4
∑
M=J+1
θ(σM)+(1−δI,4)
4
∑
M=I+1
θ(σM)
)
+ ((1−δJ1)(J−1)θ(−σJ)+(1−δI1)(I−1)θ(−σI)) . (42)
Eq. (41) can be integrated straight-forwardly to
ρIJ(t) = ρIJ(0)e−
κ
2ΛIJt . (43)
For the singlet state we always have σ3,4 ≤ 0 so Eqs. (36) - (39) simplify to
∂tρ11(t) = κ [θ(−σ2)ρ22(t)+ρ33(t)+ρ44(t)−θ(σ2)ρ11(t)] , (44)
∂tρ22(t) = κ [θ(σ2)ρ11(t)−θ(−σ2)ρ22(t)+ρ33(t)+ρ44(t)] , (45)
∂tρ33(t) = −2κρ33(t)+κρ44(t) , (46)
∂tρ44(t) = −3κρ44(t) . (47)
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We solve these equations starting from the last one
ρ44(t) = ρ44(0)e−3κt . (48)
This can be inserted into the third equation and gives
ρ33(t) = −ρ44(0)e−3κt +(ρ33(0)+ρ44(0))e−2κt . (49)
Inserting the initial state (24) now reveals that the solution to Eqs. (48) and (49) is simply
ρ33(t) = ρ44(t) = 0.
Then the first two equations are
∂tρ11(t) = κθ(−σ2)ρ22(t)−κθ(σ2)ρ11(t) , (50)
∂tρ22(t) = κθ(σ2)ρ11(t)−κθ(−σ2)ρ22(t) , (51)
which can be integrated to
ρ11(t) = θ(σ2)ρ11(0)e−κt +θ(−σ2)
(
ρ11(0)+ρ22(0)
(
1− e−κt)) , (52)
ρ22(t) = θ(σ2)
(
ρ22(0)+ρ11(0)
(
1− e−κt))+θ(−σ2)ρ22(0)e−κt . (53)
After inserting the initial state ρ11(0) = q2 and ρ22(0) = 1−q2 we get for the diagonal elements
ρ11(t) = θ(σ2)q2e−κt +θ(−σ2)
[
1− (1−q2)e−κt] , (54)
ρ22(t) = θ(σ2)
(
1−q2e−κt)+θ(−σ2)(1−q2)e−κt . (55)
For the off-diagonal elements of the density matrix, we note that all contributions to ΛIJ for I,J
equal to 3 or 4 vanish and we only have one non-zero matrix element which is
Λ12 = θ(σ2)+θ(−σ2) = 1 . (56)
then
ρ12(t) =−q
√
1−q2 e− κ2 t . (57)
Eqs. (54), (55), and (57) are used in (27).
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