We examine the econometric performance of regime switching models for interest rate data from the US, Germany and the UK. Regime switching models forecast better out-of-sample than single regime models, including an affine multi-factor model, but do not always match moments very well. Regime switching models incorporating international short rate and term spread information forecast better, match sample moments better, and classify regimes better than univariate regime switching models. Finally, the regimes in interest rates correspond reasonably well with business cycles, at least in the US.
Introduction
The stochastic behavior of interest rates varies over time. For example, the behavior of interest rates in the 1979-1982 period in the US or around the German reunification period seems to indicate a structural break in the time series. More generally, changes in business cycle conditions and monetary policy may affect real rates and expected inflation and cause interest rates to behave quite differently in different time periods. Regime-switching (RS) models constitute an attractive class of models to capture these changes in the stochastic behavior of interest rates within a stationary model. Many authors have built on the seminal work of Hamilton (1989) to model short rates by a model where the parameters change over time driven by a Markov state variable (assumed to be unobserved to the econometrician). For example, Hamilton (1988) , Lewis (1991) , Evans and Lewis (1994) , Sola and Driffill (1994) , Garcia and Peron (1996) , Gray (1996) and Bekaert, Hodrick and Marshall (2001) all examine empirical models of regime switches in interest rates.
Importantly, RS models accomodate regime-dependent mean reversion of interest rates. Mankiw and Miron (1986) , among others, argue that the predictive power of the term spread for future short rates in the US is very much a function of the monetary policy regime. In particular, they argue that the interest rate smoothing efforts of the Federal Reserve Bank make the US short rate behave like a random walk, and this behavior causes rejections of the Expectations Hypothesis. When a regime switching model is fitted to US data however, Bekaert, Hodrick and Marshall (2001) and Gray (1996) show that such random walk behavior is only true for low interest rates whereas high interest rates show considerable mean reversion. Several authors (Cecchetti, Lam and Mark 1993 and Garcia 1998) show that single regime models are econometrically rejected in favor of their RS counterparts.
Despite their economic appeal, RS models are less attractive than one-regime models from an econometric estimation perspective. Although with the recent work of Gray (1996) and Hamilton (1994) the likelihood construction has been simplified, estimating RS models is difficult. Often, the data do not allow clear regime-classification, that is, the probability of having observed a regime ex-post may hover around a half. These problems may explain why there are few RS term structure models of interest rates (see Naik and Lee 1994 , Evans 1998 , and Bansal and Zhou 1999 .
In this paper, we provide an analysis of the econometric properties of RS models, both with constant and state-dependent transition probabilities, for interest rates in the US, Germany and the UK. Apart from residual diagnostic tests, we use two statistical criteria to compare and rank alternative one-regime and RS models of short rates. The first criterion investigates the fit of the models with the unconditional moments of the data. One attraction of RS models is that they may accommodate some of the non-linearities in interest rates which may show up in higher order unconditional moments (see Aït-Sahalia 1996 , Stanton 1997 , and Ahn and Gao 2000 . The dependence of mean reversion on the level of the interest rate may also induce an autocorrelogram that is difficult to match by parsimonious ARMA models. The second criterion concerns the forecasting power of the different models, both for first and second moments. Finally, we propose a new metric to compare the performance of different RS models in identifying the regime over the sample. Our Regime Classification Measure (RCM) uses the simple fact that the ex-post probability of observing one of the regimes ought to be close to one at all times when regime classification is perfect.
Given the econometric problems mentioned above, it is not a priori clear that RS models perform well on these statistical criteria, even when they are the true data generating process (DGP). Moreover, as Bekaert et al. (2001) stress, the estimation may suffer from a peso problem, in that the fraction of observations drawn from one particular regime in the sample at hand may not correspond to the population frequency of that regime. In that case, the estimation is biased. For example, it is unlikely that we could get a reliable estimate of the mean reversion at large interest rates in US data, without including the 1979-1982 period. Furthermore, ARMA models may generally constitute good approximations to any covariance stationary process and hence may outperform RS models in small samples, if the parameter estimates of the RS models are severely biased and inefficient.
To help overcome these problems, we extend the effective sample size through two channels. First, we investigate multi-country systems of interest rates. It is possible that short rates in the US Granger-cause rates in other countries (or vice versa) and that Granger-causality may be regime-dependent. Whereas such relations would immediately affect the forecasting performance, we may also obtain more efficient estimates if interest rate innovations across countries are correlated. If some parameters are identical in different countries, further gains in efficiency are to be expected. The model we propose and estimate allows for correlated interest rate innovations and Granger-causality between rates in some regimes. We compare the performance of several variants of the multivariate RS models to their single regime vector-autoregressive (VAR) counterparts, and to one multi-factor model in the affine term structure class.
Second, we exploit information in the term structure, by adding term spreads to the model.
Under the null of the Expectations Hypothesis, spreads should forecast future short rates, so the potential for improved performance is obvious. The moments criteria here include the crosscorrelations between short rates and spreads. As Pfann, Schotman and Tscherning (1996) show, the correlation between short rates and long rates changes with the level of the interest rate, suggesting the correlation may be informative about the regime.
Apart from a number of methodological contributions, this article offers some important empirical results. First, while RS models do not always outperform single regime models in the in-sample diagnostics, they forecast very well out-of-sample. Second, multivariate RS models perform better than univariate models in terms of regime classification and forecasting. The best forecasting model is invariably a multivariate RS model. Hence, our results greatly expand on Gray (1996) , who examines the out-of-sample forecasting power of a univariate RS model for second moments of the US short rate. Third, the regime classification implied by RS models is closely related to economic business cycles and the ex-ante regime probabilities are good short-horizon predictors of the business cycle in the US.
The paper is organized as follows. Section 2 describes the data and establishes a set of stylized facts. Section 3 outlines the general empirical and econometric framework and discusses our diagnostic statistics. It presents a general multivariate RS model and considers as special cases univariate short rate models, multi-country models of the short rate and bivariate short rate and term spread models for each country. A stark implication of the framework is that univariate models generally cannot be consistently estimated. Section 4 briefly discusses the empirical estimation results and Section 5 discusses the performance of the various models. To help interpret the results we perform a Monte Carlo experiment that examines the performance of single regime and RS models in small samples when the true DGP is a RS model. We consider the quality of regime classification and ask if the regimes are related to the business cycle in Section 6. Section 7 concludes.
Data and Stylized Facts
Our empirical work uses monthly observations on 3 month short rates and 5 year long rates of zero coupon government bonds from the US, Germany and Great Britain from January 1972 to August 1996. The data set combines data from Jorion and Mishkin (1991) with a proprietary data set of zero coupon rates (see Bekaert et al. 2001) . We denote the short rates as r m t and the spreads as z m t for country m. We estimate models based on an in-sample period, with forecasting done on an out-of-sample period of the last 30 months. Hence, our in-sample period has 267 observations. Table 1 reports the first four central moments of the short rates and spread data on the insample period. The table also shows the autocorrelations for each country, the cross-correlations of short rates for each pair of countries and correlations of short rates and spreads within each country. We note that the short rates for Germany and Great Britain do not show excess kurtosis.
Short rates are very persistent, with the UK showing the least persistence. Spreads are also autocorrelated, but less so than short rates. Turning to international cross-correlations, lagged short rates of the US are more highly correlated with current German and UK rates than present levels of US short rates. This suggests that lagged US short rates may Granger-cause movements in short rates in Germany and the UK. The contemporaneous correlations of short rates across countries are not very high except for the US and UK rates.
In Table 2 we attempt to determine whether the behavior of the term structure depends on the business cycle. For the US, we use the NBER dates for business cycle expansions and contractions, and dates for the Germany and UK are from for the US can be found at www.nber.org/cycles.html, dates for Germany and the UK are from the Center for International Business Cycle Research at Columbia University (see Zarnowitz 1997) . The table divides the interest rate observations into periods of expansions and contractions and performs χ 2 tests for the equality of various moments assuming independence across the cycles. As Zarnowitz (1997) notes, only the US has a business cycle history which is 'official', in the sense of being accepted by governmental authorities, and the dating of the cycles for other countries is less reliable. This means we must interpret the results for Germany and the UK with caution.
Focusing on the country with the best cycle dating, the US, Table 2 reveals that recessions are characterized by significantly higher interest rates, and somewhat more variable interest rates. The variability is, somewhat surprisingly, not significantly different across expansions and recessions. Interest rates in expansions exhibit higher kurtosis than in recessions and they are significantly less mean-reverting. Spreads are lower and more variable in recessions but only the mean of the spread is significantly different across cycles. In recessions there is significantly more skewness (or a lack of negative skewness) and spreads are more mean-reverting.
These patterns are not perfectly replicated in Germany and the UK. In these countries autocorrelations of the short rate and spread are not significantly different across the business cycle.
In Germany, the patterns are similar to the US, except for mean reversion which is insignificantly higher in expansions. In the UK, the volatility of both spreads and interest rates is higher in expansions, although the p-values are not very low. Although the point estimates of mean reversion follow the same pattern as the US, the differences across cycles are not statistically significant.
Finally, in the US and UK the correlation between the short rate and the spread varies over the business cycle. The difference in correlations suggests that in expansions the long rate is less sensitive to short rate shocks than in recessions. To see this, note that:
where w 1 = σ(r t )/σ(r l t ), w 2 = σ(z t )/σ(r t ) which is less than 1 empirically, r t is the short rate, z t is the spread, r l t is the long rate, and ρ(x, y) is the correlation between x and y. In expansions, ρ(z t , r t ) is more negative and correspondingly the correlation between short and long rates is lower.
For the US, the picture that emerges is one where in expansions, short rates are more persistent, the long rate is not as sensitive to short rate shocks and the short rate-spread correlation is more negative. In expansions, the interest rate persistence may arise from the smoothing efforts of the monetary authorities. In recessions, long rates are more sensitive to short rate shocks despite the lower persistence of short rates. Here, shocks to the short rate are more likely to move the whole term structure. The difference in the short rate-spread correlation across expansions and recessions is significant at the 5% level in the US, but only significant at the 10% level in the UK and not significant in Germany. However, the pattern of the short rate-spread correlation across expansions and recessions in the UK is quantitatively similar to the pattern in the US.
Overall, Table 2 implies the following points about the behavior of interest rates across the business cycle. First, the moments of interest rates vary from recessions to expansions; in particular, the mean is higher in recessions. Second, the spread is informative about the regime, with the spread increasing during expansions and correlations between the spread and short rate changing across the business cycle. Third, mean reversion in the US is significantly different across economic regimes. These patterns can potentially be accomodated in models which contain a regime variable.
The Empirical and Econometric Framework

A General Multivariate Regime Switching Model
We describe a general multivariate RS model of short rates r t = (r . Let y t = (r t , z t ) . We assume that the information set I t for our econometric model is composed of [y t , y t−1 , . . . ] . Our most general model is a RS Vector Autoregression (VAR):
where s t denotes the regime realization at time t, and t ∼ IID N (0, I). We restrict attention to first-order VAR's since in our empirical work we usually estimate at most first-order systems.
The process s t follows a Markov chain with K regimes, and with transition probabilities which may be logistic functions of lagged endogenous variables:
Letỹ T = (y T y T −1 . . . y 1 y 0 ) and denote the parameters of the likelihood by θ. Then following the methodology of Hamilton (1994) we write the conditional likelihood as:
The ex-ante probability p it = p(s t = i|I t−1 ; θ) can be written as:
where the first term in the sum is the transition probability which can be state-dependent, and the other terms follow from Bayes' Rule.
We start the algorithm using (5) with p(s 1 = i|I 0 ) equal to the ergodic probabilities of the system at t = 1 given by:
where X ii is the ii th cofactor of the matrix X = I − P 1 , and P 1 is the KxK transition matrix of the system at t = 1 which can depend on our conditional information set I 0 . In the special case of constant transition probabilities we start at the ergodic probabilities π of the transition matrix P which solve π = P π.
Special Cases
Since the regime-variable is unobserved to the econometrician and must be factored out of the likelihood function, under what conditions we can obtain inefficient but consistent estimates when ignoring some variables? Let Z t represent variables which do not enter into our estimation and X t represent variables which do, so y t = (Z t , X t ) . Using conditioning arguments we can write:
To take f (Z t |X t , s t = i, I t−1 ; θ) out of the sum, assume that the excluded variables do not depend on the regime:
We parameterize the model so that θ = (θ Z θ X ) and {θ Z } ∩ {θ X } = φ, where θ Z and θ X affect the conditional distribution of the excluded variables and the included variables respectively.
We also assume that the ex-ante probability of being in a particular regime depends only on θ X :
The likelihood can be written:
Maximizing the second sum in (10) yields consistent but inefficient estimates relative to full information maximum likelihood.
Estimation of the full system is infeasible given the dimension of θ, so we focus on models of subsets of the variables. Our choice here is partially based on previous literature and partially on economic reasoning. We believe that regimes in either real rates, expected inflation or business cycles are the source for potential regimes in nominal interest rates (see Garcia and Perron 1996 and Evans and Lewis 1995) . To obtain parsimony in modeling, we assume the existence of a two state Markov regime variable in every country driving the entire term structure. These country specific regime variables are assumed independent across countries. It is conceivable that there is a world business cycle driving interest rates in many countries simultaneously and in some of the models we consider we allow for interdependence of various forms across countries.
Nevertheless, it should be noted that the correlation between spreads and short rates within a country is typically of a higher magnitude than the correlation of short rates and spreads across countries (see Table 1 ) providing empirical motivation for this assumption. Although the two regime specification may seem restrictive, it is the most the data can bear without extreme computational problems in estimation, and it suffices to capture the main empirical nonlinearities. In particular, Ang and Bekaert (2000) show that two-state RS models can replicate the non-parametric drift and volatility functions of the short rate estimated by Aït-Sahalia (1996) and Stanton (1997) . Finally, most of the past RS literature has focused on two-state models, with the exception of Garcia and Perron (1996) and Bekaert et al., who estimate three state RS models.
Since most of the RS literature focuses exclusively on univariate interest rate models, we start by analyzing univariate short rate models for the US, Germany and UK. As (8) shows, to consistently estimate univariate short rate RS models, the distribution of the term spreads or short rates from other countries should not depend on the regime of the short rate we consider.
If regimes capture business cycle effects, the different correlations in the US across economic cycles in Table 2 violate the assumptions needed for consistent estimation.
Incorporating the extra information from international and term structure data allows us to weaken the implicit assumptions but makes estimation much more complex. In a second set of models, we add information from the short rates from other countries. In our multi-country model (below), defining the regime variable s t becomes more involved as it embeds all possible combinations of the country-specific regime variables for the three countries.
Finally, we consider models in which term spreads are added to the short rate and their dynamics remain driven by one country-specific regime variable. In most term structure models, the term spread is an exact function of a number of factors that also drive the short rate.
However, the evidence from a growing literature looking at the response of the term structure to various shocks, suggests that the spread contains additional independent information which may help in the classification of regimes. For example, Evans and Marshall (2000) show that monetary policy shocks have large effects on the short rate but leave the long rate unaffected, hence shrinking the spread. However, shocks from real economic activity affect the whole term structure and correspond to a level effect increasing the interest rate but leaving the spread largely unaffected. Estrella and Mishkin (1997) find that the spread is useful in predicting future activity, and the spread contains predictive information which is not captured by other monetary policy variables. A reduced-form model where the spread and short rate have correlated innovations and different feedback rules, in which spreads help predict future regimes, may be a good representation of such a world. We estimate the short rate-spread model country by country but also consider one estimation which uses cross-country information. Table 3 presents a summary of the models estimated, their abbreviations used throughout the paper and the number of parameters in parentheses. We now brieftly outline each of these models. (Parameter estimates are available in an Appendix which is available from the authors on request.)
Univariate Models
For each country m, we consider special cases of the following general model considered in Gray (1996) :
where t ∼ IID N (0, 1). The conditional volatility h m t−1 (s m t ) is specified as:
where (h
. The regime variable s t is either 1 or 2, and has transition probabilities:
We denote constant transition probabilities as P and Q for j = 1, 2 respectively. We evaluate
as:
where subscripts indicate the state s m t = j. The special cases we consider involve setting
The last model is the RS equivalent of the discretized square root model of Cox, Ingersoll and Ross (1985) .
In practice, many interest rate RS models yield one unit-root or near unit-root regime, and one more mean-reverting regime. Ang and Bekaert (1998) and Holst, Lindgren, Holst and Thuvesholmen (1994) prove that such processes retain covariance stationarity as long as the unconditional autocorrelation is strictly less than one. This is guaranteed by appropriate mixing of the two regimes. With constant transition probabilities, a sufficient condition is that the ergodic probability associated with the stationary regime is non-zero.
Multi-Country Models
For r t = (r us t r ger t r uk t ) , we consider the following general multi-country RS model:
with t = ( us t ger t uk t ) ∼ IID N (0, I). We assume that there are two regimes per country with constant probabilities, so for country m the transition matrix is
. For computational tractability, and to keep the number of parameters as small as possible, we do not consider state-dependent transition probabilities in the multi-country model.
We assume regimes in different countries to be independent of the regimes in another coun-
Intuitively this means that the regime for one country is unaffected by the regime in another country. We may justify this by interpreting the regimes as arising from country specific factors. This independence assumption can only be relaxed at considerable computational cost and proliferation of parameters. With 2 regimes for 3 countries, it is possible to enlarge the state space to 2 3 = 8 regimes, where the regimes are defined as s t = 1, . . . , 8 (see Hamilton 1994) :
We then calculate an 8x8 transition matrix, where for example, p(s t = 1|s t−1 = 1) = P us P ger P uk .
With the regimes now redefined as s t = 1, . . . , 8, we re-write (15) as:
where
From hereon subscript i's refer to the values each specific country's state comprises in the overall state i. For example, for s t = 4:
.
Given the number of parameters, estimation of the full model is infeasible. To gain efficiency, we test whether some parameters are identical in the one-regime VAR. In particular, we test for Granger-causality on each country's short rates. These results are presented in Table   4 . The table shows that a joint test for no country Granger-causing another just fails to reject (p-value = 0.0528). Nevertheless, there is some evidence that US rates Granger-cause German and UK rates (p-value = 0.0029).
The results of Table 4 To impose further structure on the error terms, we model the errors as:
where t = ( In this specification the errors from the US also shock the interest rates of Germany and the UK, but not vice versa. Another interpretation along the lines of a world business cycle is that there are "world" shocks which drive the dominant US economy while Germany and the UK are also subject to these shocks as well as "country-specific" shocks.
The extent to which these countries are exposed to the world shock depends on the state of the domestic economy. Given the dominance of the US in the world economy such a structure seems reasonable. The conditional covariance matrix, conditional on state s t = i is given by:
This specification arises because the errors u m t,i inherit a multivariate normal distribution from the normality of the errors m t,i . Note that German and UK shocks are conditionally correlated to the extent only that they correlate with the US shock.
It is possible to obtain probability inferences for a particular country by summing together the relevant joint probabilities. For example if we want the ex-ante probability p(s 
Term Spread Models
For y m t = (r m t z m t ) , the short rate and spread for country m, the RS term spread model is:
where t ∼ N (0, I). We use 2 regimes, with constant transition probabilities, and also logistic state-dependent transition probabilities where:
We also estimate the term spread model jointly across the US, Germany and UK, following Bekaert et al. (2001) . This estimation views each country as an independent draw of the DGP, by assuming independence of the regimes across countries, lack of cross-country correlation and the same parameters across countries.
We consider two classes of one-regime models as potential benchmarks. First, we estimate unconstrained VAR's of the short rate and the term spread, restricting attention to first and second-order VAR's. Second, we consider the affine class of term structure models (see Duffie and Kan 1996) . In these models, zero coupon yields are affine (constant plus linear term)
functions of the unobservable factors. This implies that we can represent y m t (n), the yield for maturity n for country m, as an affine function of the state variables X m t for country m:
where the scalarĀ(n) and vectorB(n) are functions of the model parameters. We represent the dynamics of X m t , without loss of generality, by a first-order VAR:
where t ∼ N (0, 1). The one-month yield (which we do not observe) takes the form:
where δ 0 is a scalar and δ 1 is a vector. The specification of a pricing kernel π m t+1 , for each country m, completes the model. The pricing kernel prices all nominal bonds through the recursive relation:
where P m t (n) is the zero coupon bond price of maturity n for country m. 
where the risk premia λ t are time-varying:
where λ 0 is a vector and λ 1 is a matrix.
For identification purposes, we impose the following parameter restrictions:
We call this bivariate correlated factor model the Gaussian Affine Term Structure Model (ATSM) with time-varying risk premia.
The model has a structural VAR representation in terms of the observable yields. The short rate and spread for country m can be written as:
or, by appropriately definingĀ andB, as y m t =Ā+BX m t . The discrete-time recursive relations determiningĀ(n) andB(n) are derived in Ang and Piazzesi (2001) . By substituting (23) into (29), it is straightforward to show that:
where t ∼ N (0, I), µ = (I −BΦB −1 )Ā, A =BΦB −1 and Σ = B. This representation makes both maximum likelihood estimation and forecasting using the observed yields easy. Clearly, the ATSM is simply a VAR model with cross-equation restrictions. Whereas the estimation of this model went smoothly for the US, the likelihood surfaces for the UK and Germany proved very flat. Models with λ 1 restricted to 0, that is, standard correlated Vasicek (1977) models, do not converge at all for all countries. Dai and Singleton (2001) show that a Gaussian model with affine prices of risk matches the deviations from the Expectations Hypothesis observed for US data, but they ignore small sample biases (see Bekaert, Hodrick and Marshall 1997) .
Model Diagnostics
We start by reporting a number of standard in-sample residual tests for our various models. Our second diagnostic more easily leads to comparisons across a large number of non-nested models of varying complexity. We measure the fit of the unconditional moments implied by the models to the sample estimates of the unconditional moments. Single regime models may perform reasonably well along these dimensions even though they are not the true DGP. However, they are less likely to perform well over tests that exploit the changing behavior of interest rates across regimes. To easily rank the performance across all models, we focus on summary statistics for out-of-sample forecast errors. Finally, we compare different RS models, using a measure of the quality of the regime classification. We discuss these in turn.
Residual Tests
We report two tests on in-sample scaled residuals e 
For a univariate RS model E t−1 [r Following Bekaert and Harvey (1997) , we use a GMM test of the moment conditions on the mean of the scaled residuals:
which we refer to as "mean" residual tests, and a GMM test of the moments of the variance of the scaled residuals:
which we refer to "variance" residual tests. In both tests we choose k = 6 and correct for heteroskedasticity in the residuals following Andrews (1991) .
Unconditional Moment Comparisons
We compute the unconditional population moments of our various models using analytical expressions where possible but use a simulation for the RS models for time-varying probabilities.
Analytical formulae for moments are available only for one-regime CIR and GARCH processes as well as for autoregressive regime switching models with constant probabilities (see Timmerman 2000) . Because of the high persistence of the series, we use sample sizes of one million.
To enable comparison across several models, we introduce the point statistic:
whereḡ are sample estimates of unconditional moments,ĝ are the unconditional moments from the estimated model, and Σ g is the covariance matrix of the sample estimates of the unconditional moments. Σ g is estimated using a GMM estimation of the unconditional moments, and for the purposes of this paper, we use a Newey-West (1987) estimate with 6 lags. The point statistic assigns weights to the deviations between the unconditional moments implied by various models and the sample unconditional moments, which are inversely proportional to the error by which the sample moments are estimated.
We test for the first four central moments, the autocorrelogram and cross-correlations. In the first caseḡ contains the mean, variance, skewness and kurtosis; for the autocorrelogram the first 10 autocorrelations; and for cross-correlations lags from -3 to +3. Generally, the high persistence of interest rates may lead to poor estimation of unconditional moments. Therefore, there are instances where high correlation between the estimated moments leads to somewhat poorly conditioned weighting matrices. Hence, we also calculate a related statistic H * , which uses as a weighting matrix the diagonal of Σ g . Strong correlations between the estimated moments sometimes imply that the model minimizing H does not minimize H * .
Forecast Comparisons
Our forecast methodology is to estimate only using the in-sample period and forecast without updating the parameters on the out-of-sample period. We use two point statistics for comparison of unconditional forecast errors, the root mean squared error RMSE, and mean absolute deviation MAD. For a time series φ t , these are defined as:
where hatted values denote conditional forecast values. In our application we let φ t = r t for univariate and multi-country models, looking at first and second moments k = 1, 2. In termspread models we also consider φ t = z t and the cross-moment φ t = r t z t .
Regime Classification
Previous specification tests for RS models have focused on properties of residuals (Gray 1996) or scores (Hamilton 1996) , but here we propose a summary point statistic which captures the quality of regime classification. A RS model assumes that at each point of time the data are drawn from one of the regimes which is observed by agents in the economy but not by the econometrician. To conduct inference about the regime, most papers focus on the smoothed (ex-post) regime probabilities, p(s t = 1|I T ) which we denote as p t . Weak regime inference
implies that the RS model cannot successfully distinguish between regimes from the behavior of the data and may indicate misspecification. An ideal RS model should classify regimes sharply so that p t is close to one or zero; in inferior models p t may hover close to a half.
To measure the quality of regime classification, we therefore propose the regime classification measure (RCM), defined for two states as:
The constant serves to normalize the statistic to be between 0 and 100. Good regime classification is associated with low RCM statistic values: a value of 0 means perfect regime classification and a value of 100 implies that no information about the regimes is revealed. Since the true regime is a Bernoulli random variable, the RCM statistic is essentially a sample estimate of its variance.
The statistic easily generalizes to multiple regimes. A general definition of the statistic for K regimes is:
where p i,t = p(s t = i|I T ).
Empirical Results
Estimation Results of the Regime-Switching Models
Estimation of regime switching models in finite samples is plagued with the presence of multiple local maxima. To ensure that we identify the global maximum for the 31 RS models we estimate, we use the following procedure. First, we obtain estimates for a large set of starting values and select a candidate global maximum. Second, to check for stability of the global we re-estimate using starting values randomly chosen in a ±10% interval around the parameters of the provisional global maximum. When models have trouble converging to a well-behaved global using this procedure, we either dropped the model or simplified it, rather than continuing the numerical search towards poorly identified models.
The RS models all produce one regime with a unit root and lower conditional volatility and a second regime which is stationary with higher conditional volatility. This type of estimation is found in univariate, multi-country and term spread models. Economically the first regime corresponds to "normal" periods where monetary policy smoothing makes interest rates behave like a random walk. When extraordinary shocks occur, interest rates are driven up, volatility becomes higher and interest rates become more mean-reverting.
In general, models with time-varying transition probabilities have many insignificant coefficients in the probability terms which suggests over-parameterization. Previous studies with time-varying probabilities such as Gray (1996) also document this. For some of our models, we fail to reject the null hypothesis of constant probabilities. Nevertheless, the general pattern that emerges in the majority of cases is as expected: higher short rates (and spreads) increase the probability of switching to the high volatility regime.
To highlight the features of specific models we discuss univariate, multi-country and term spread RS models in turn. Recall that Table 3 presents the nomenclature scheme of the models.
Univariate Models
As Table 3 shows, we consider three different conditional volatility specifications. We retain constant transition probability models for all countries for all the formulations, except for the UK GARCH model. We do not estimate state-dependent models for the GARCH formulation, since the constant probability models are already over-parameterized. In estimating models with state-dependent transition probabilites, we only find significant state dependence for the US CIR model and the German RS AR(1) model. We drop the RS AR(1) model with statedependent transition probabilities for the US.
Multi-Country Models
RSD1 is a diagonal model with the same parameters (α i , ρ i , σ i ) across countries and homoskedastic within-regime errors. The RSG1-model is identical but has square root errors. Constraining σ i to be the same across countries imposes the restriction that the conditional volatility for Germany and the UK is higher than the conditional volatility for the US. We relax this formulation in the RSG2-model and find that it makes little qualitative difference.
The estimation results show that Granger-causality by US shocks is important only for the UK in the second mean-reverting high variance regime. Granger-causality of Germany is insignificant in both regimes. Looking at the impact of US shocks on the error terms of Germany and the UK, the Granger-causality model RSG2 has significant shock terms for Germany and the UK in the first random walk regime. The diagonal model, however, shows US shocks affecting only UK shocks in the first regime. To summarize, in the "normal" random walk regime US shocks propagate into Germany and the UK, while in the second regime only the US Grangercauses UK short rates.
Term Spread Models
In the RS term spread models we find that Granger-causality is model dependent. For the US and Germany, one regime produces a significant A i [1, 2] term, so the spread Granger-causes the short rate in only one regime (the higher variance regime for the US but the lower variance one for Germany). The evidence for the UK is less clear as the coefficient is just insignificant in one regime but very insignificant in the other. Similarly, the short rates Granger-cause spreads only in one regime but these may not be the same regimes where spreads Granger-cause short rates. In the US these are in opposite regimes, but for Germany these regimes are the same. In the joint estimation where we assume independence and the same parameters across countries, short rates and spreads Granger-cause each other in the same regime (the lower conditional variance regime).
The correlation between short rates and spreads differs markedly across regimes. The high variance less persistent regime has more negative correlation than the low variance regime.
Wald tests for equality across the regimes reject with zero p-value for all countries. Short rates and spreads seem less correlated in the first regime, which corresponds to "normal" periods.
However, note from Table 2 that the correlation between the short rate and spread is more negative in expansions, which is the opposite to what the regime switching models imply. Nevertheless, the high mean, high variance second regime does correspond to economic recessions.
We examine this further in Section 6.
For our time-varying probability formulations the transition probabilities depend on both the short rate and spread, except for the US where we use a model with transition probabilities dependent only on the spread. Likelihood ratio tests for constant transition probabilities versus time-varying probabilities reject for all countries. The results on Granger-causality and regime-dependent correlations hold for both the constant and time-varying transition probability models. Table 5 lists the results of the mean and variance residual tests. Turning first to the US results, the benchmark single-regime models perform well, passing both the mean and variance residual tests. However, in each of the univariate, multi-country and term spread models, the variance residual test has a p-value of only slightly larger than 5%. The only models which comfortably pass both the mean and variance residual tests incorporate term spread information in a RS model (RSM1 and RSM2). The single-regime or RS (RS3) univariate GARCH models and the CIR models fail to pass the mean residual tests. The multi-country RS models generally do poorer than their single-regime counterparts.
Performance Measures
In-Sample Tests
Residual Tests
The mean residual tests for Germany reject all the models, with the exception of a second order VAR, despite a first order VAR being the optimal AIC and BIC choice. Several RS specifications (RS2 and RSD2) do less well than their single-regime counterparts, with the variance residual test also rejecting them. In comparison, almost all the models pass the residual tests on UK data, with univariate RS state-dependent transition probability specifications (RS2 and RS5) and the ATSM being the exception.
The Gaussian ATSM's reject the mean residual test at a 5% level across all countries. The implied factors from affine models are severely biased, which leads to the poor in-sample performance, but the ATSM's manage to pass the variance residual tests. This confirms evidence in Ghysels and Ng (1998) who reject the conditional mean specification of affine models, but also find less evidence of mis-specification with second moments.
In summary, no single model passes all the residual tests for all countries. For the US and UK, RS term spread models comfortably pass the residual tests, while almost all models fail to pass the residual tests on German data.
Matching Sample Moments
We present H-statistics for univariate models in Panel A of Table 6 . For the US, the one-regime models seem to work better in matching unconditional moments than the RS models. The dismal performance of models RS1-3 for the US is partly caused by the unit root in one of the regimes, although the models are theoretically stationary. For Germany, RS2 and RS3 do poorly because they produce large values for kurtosis. The best fits for the moments for Germany are for the one-regime and RS CIR models. For the UK, the AR(1) RS processes work best with the square root processes performing more poorly. RS models with state-dependent probabilities (RS2, RS5) and GARCH errors (RS3) fare less well than the constant probability models, RS1
and RS4.
Panel B of Table 6 reports H-statistics for the multi-country models. Among the oneregime models, diagonal models match central moments better than the unconstrained VAR (1) or Granger-causality models, suggesting over-parameterization in these models. With the exception of the UK, the RS diagonal model performs better than its one-regime diagonal counterpart. This is quite an achievement considering that this model constrains each country to have the same parameters. The RS Granger-causality models perform more poorly than the RS diagonal models for the US and UK but not for Germany. There is little difference when we no longer constrain σ i to be equal across countries in the RS Granger-causality models. Table 7 reports the H and H* statistics for the bivariate short rate-spread system. The oneregime models (VAR(1), VAR(2) and ATSM) generally out-perform the RS models (RSM1 and RSM2) at matching unconditional moments. For one-regime models, the more parsimonious VAR(1) definitely does better at matching autocorrelations than VAR(2), with comparable results for the central moments. For the US, the ATSM performs almost as well as VAR (1) and VAR(2) in matching central moments, but this is not the case for the UK and Germany. In matching autocorrelations, the ATSM performs best across the board in Germany, performs best for the short rate aucorrelations in the UK, and also performs best for spread correlations in the US. However, the ATSM's perform extremely poorly in all countries matching the short rate-spread cross-correlation. This is because the off-diagonal term in the companion matrix of the factors (Φ 12 in (28)) is near zero for Germany and the UK. Turning to the RS models, the state-dependent probability models fare better for the US and Germany than their constant probability counterparts, but for the UK this result is reversed. One-regime models clearly outperform RS VAR's for central moments and autocorrelograms. Only for cross-correlations does RSM2 provide good fits.
Does incorporating extra information improve the performance of RS models? By looking across Panels A and B of Table 6 we compare the univariate RS models with the multi-country RS models. We see a dramatic improvement when incorporating multi-country information for the US but not for Germany or the UK. Comparing the univariate RS models in Table 6 with the bivariate RS term spread models in Table 7 , the term spread information leads to a better match of moments only for the US, and for autocorrelations only for the UK. Overall, using the extra information from other countries or the term spread unequivocally helps the US obtain a better fit to unconditional moments, but it definitely does not help for Germany. The evidence for the UK is mixed. Tables 8 and 9 list the forecast performance results. Focusing first on univariate models in Panel A of Table 8 , the state-dependence of the probabilities in RS AR(1) models produces superior forecasts, even though many of the estimated coefficients are insignificant and the performance in matching the sample moments is poor. However, this result is not shared by the RS CIR model, with only the UK's state dependent formulation performing better. Overall, with the exception of the UK, the GARCH models produce the best results. For the UK, the superior performance of the RS2 model, using either the RMSE or MAD criterion for both first and second moments, is remarkable given that regime classification in the UK is rather poor (see Figure 1 discussed below). Relative to their one-regime counterparts, RS models generally perform better. For all countries with the exception of the one-regime GARCH model, the RS AR(1) models forecast better than a simple AR(1) and the RS CIR models forecast better than the single regime CIR models.
Out-of-Sample Tests
Panel B of Table 8 presents the forecasting results for the multi-country models. The diagonal one-regime models out-perform the unrestricted VAR on mean forecasts and do worse for second moment forecasts only for the US, again showing over-parameterization of the unconstrained VAR. The multi-country RS diagonal model outperforms the one-regime model despite having the interest rate DGP constrained to be the same across all countries. This is a strong endorsement of the importance of regime shifts in forecasting. Granger-causality seems to aid in forecasting both in one-regime and RS frameworks. The RS Granger models do particularly well for the US and the UK. Table 9 reports forecast performance in the term spread models. In forecasting the first and second moments, the more parsimonious VAR(1) outperforms the VAR(2) for all countries, suggesting that the VAR(2) is over-parameterized. In the US, the ATSM provides better forecasts of the short rate than unrestricted VAR's, which confirms the results in Ang and Piazzesi (2001) . This finding is repeated for Germany but not for the UK, where the ATSM fails to beat the VAR specifications. For the US, the ATSM out-performs all the other bivariate specifications for forecasting short rates and second moments of short rates. Duffee (2001) comments that affine models with constant risk premia forecast very poorly, but he does not consider forecasts of affine models with time-varying risk premia as in our ATSM specification. In contrast to the US results, in Germany and the UK RS models out-perform the one-regime models for forecasting the level and square of short rates. The results of forecasts of spreads and crossmoments are mixed. While the RS models out-perform the one-regime specifications in the US, the ATSM and VAR specifications provide better forecasts in Germany and the UK. The lowest RMSE-statistics for cross-moment forecasts belong to the RS models for the US and Germany, the best cross-moment forecast for the UK is VAR(1).
Adding information from other countries or term spreads to the estimation uniformly improves forecasts. Focusing on the RMSE criterion, Table 8 shows that the multi-country approach generally yields better forecasts than the univariate models. Table 9 shows that adding term spreads improves forecasts, with the RS spread models beating univariate forecasts with the exception of the US, where the ATSM dominates.
Summary and Interpretation
In general, we find that in matching sample moments RS models do not systematically outperform one-regime models. However, in forecasting out of sample, RS models almost invariably do better. Focusing on short rates, Table 10 reports the best models with the lowest H, RMSE and MAD statistics. There is no clear-cut "best" model. However, it appears that while single regime models may produce lower H-statistics (for example in the case of the US), RS models forecast better for all countries. We note that for the US, the ATSM comes very close to giving the best forecast for the short rate. Moreover, the best RS forecasting models incorporate information from other countries or the spread. Interestingly, RS models with state-dependent probabilities tend to forecast better than their constant probability counterparts even though they perform very poorly at matching sample moments.
How do we interpret these results? As indicated before, the RS models considered here need large simulations to pin down their unconditional moments with any precision. This means that the small sample behavior of RS models may be poor. In other words, it is conceivable that more parsimonious one-regime models produce better estimates of the sample unconditional moments than RS models in small samples, even though a RS model is the true DGP. Here we run a Monte Carlo experiment to specifically investigate this conjecture.
Consider the following RS VAR population model of the short rate and spread, y t = (r t z t ) : y t = µ(s t ) + A(s t )y t−1 + Σ 1 2 (s t ) t where t ∼ N (0, I), s t = 1, 2 with Markov state-dependent logistic transition probabilities depending on lagged y t . We use the parameters from the joint estimation as the population model and find the true population moments of this model using a very long simulation. Then, we simulate a small sample of size T + N and compute unconditional moment estimates over the in-sample of size T and RMSE forecast statistics over the out-sample of size N for several aproximations to the true model. We set T and N to be the size of our in-sample and out-sample data sets in this paper, 267 and 30 respectively. The models we consider are an AR(1) and a RS AR(1) on the short rates with constant probabilities, a VAR (1) and a RS VAR(1) on the bivariate short rate and spread with constant transition probabilities.
We denote these as AR, RS AR, VAR, and RS VAR respectively.
Unfortunately we cannot include the true model because of the problems we encounter in finding satisfactory estimates of the RS VAR with time-varying probabilities in small samples.
The many convergence failures that occur even when starting from the true parameters are in itself proof of the small sample problems RS models face.
To compare the unconditional moment estimators, we calculate H-statistics with the mean, standard deviation, skewness and kurtosis, and then record which of the four models yields the best (lowest) statistic value for each simulated sample. To compare out-of-sample forecasts, we record which model produces the lowest RMSE statistic. We use 1000 Monte Carlo replications. Table 11 reports the percentage times each model best fit the population moments or produced the best forecasts. For example, for the simulations performed, in 15.9% of cases the AR(1) model gave the best fit to the population moments as measured by the H-statistic even though the true model was a RS VAR(1) with state-dependent probabilities. Table 11 shows that the one-regime models are good approximations to the true RS models in small samples, and that despite the true DGP being a RS model, parsimonious one-regime models may perform better at matching moments and forecasting. It is notable that RS models perform quite poorly in matching unconditional moments, but perform better in forecasting.
These results parallel our findings for the actual RS models estimated on real data.
We also examine the empirical distribution of the moments produced by the models in small samples. Table 12 reports the population values of the unconditional moments for the short rates and spreads. The table also lists the mean values and standard deviations of the small sample distribution of the moments produced by the various models. RS models tend to overestimate the mean and under-estimate the variance of the short rate, but the population values lie within 95% confidence intervals of the small sample model moments. However, the AR and VAR single-regime models produce close to unbiased estimates of the mean and variance. This result may help justify the popularity of VAR-type models to test unconditional term structure hypotheses, such as the Expectations Hypothesis, even in the presence of significant non-linearities in the data. Figure 1 displays the regime probabilities for the RS VAR state-dependent transition probability model for the US, Germany and UK. The solid line in the top plots are smoothed probabilities p(s t = 1|I T ) using information over the full sample of size T and the broken line represents ex-ante probabilities p(s t = 1|I t−1 ). Plots of ex-ante and smoothed probabilities for the other models look similar. For the UK, there is a high frequency of switching between regimes because the transition probabilities P and Q are very close to a half. In a regime switching model, if P + Q = 1 the model reduces to a simple switching model. For the UK models, we often cannot reject this hypothesis and the regime classification also appears poor because the smoothed regime probability often is far away from 1 or 0.
Regime Classification and Regime Interpretation
For a more quantitative examination of regime classification, we present RCM statistics in Table 13 . In univariate models the RS AR(1) model produces the sharpest regime classification for the US, while RS CIR models produce the sharpest regime classification for Germany and the UK. For univariate models, moving from constant to state-dependent transition probabilities produces very little improvement. Our multi-country model produces sharper regime classification for the UK and Germany at the expense of the US. In particular, there is a large improvement in regime classification for the UK by adding US information. Including term spread information leads to lower RCM statistics for all countries.
Are the regimes correlated with the business cycle? Table 14 attempts to answer this question. The table first presents correlations between various lags j of the ex-ante probabilities p t−j+1 and a recession indicator for the business cycles of each country. The ex-ante probabilities are generated from the term spread RS model with time-varying probabilities (RSM2).
We use this model because it is the model with the lowest RCM statistic for the US in Table   13 . We report the correlations between the second regime with mean-reverting higher volatility and the economic downturns. The table shows that this regime is associated with economic recessions, while the "normal" unit root regime with lower volatility represents economic expansions. The US and Germany have significant correlations, while the correlations of the UK are insignificant.
The business cycle association of the regimes is not surprising for the US. Figure 1 shows that the ex-ante probabilities during the 1979-1982 period of monetary targeting are near zero, placing this period in the second regime. During this period high variable interest rates were accompanied by a large recession. Germany also experienced a similar episode around the same time (1980:03 to 1983:07) , and also went through an earlier recession accompanied by high interest rates in the early 1970's (1973:09 to 1975:05) . The recession brought on by the reunification, beginning in mid-1991, also saw rising interest rates but the regimes do not capture this period as successfully. The poor results for the UK are not surprising given the poor regime classification of the UK model.
The last four columns of Table 14 report coefficients from a Probit regression with the recession indicator being the dependent variable, and current and lagged ex-ante probabilities being the independent variables. The Probit regressions yield significant coefficients for the US and Germany. We also list the percentage of correctly forecasted recessions in-sample from the Probit regressions. For the US, the ex-ante probabilities successfully predict 84% of recessions one-month ahead, with the success ratio slightly increasing as we try to predict further into the future. The success ratio is around 60% for Germany and, not surprisingly, only 50% for the UK. Harvey (1988) and Estrella and Mishkin (1997) find that term spreads successfully predict real economic activity. Table 14 confirms their findings showing that the magnitude of correlations between recessions and the spread increases with the lag, and that the accuracy of the Probit forecasts increases with the forecast horizon. This happens in all three countries. Looking specifically at the US, the ex-ante regime probabilities have better forecast ratios for one and two month ahead predictions than the spread. While the forecast ratios increase with horizon for the spread, the forecast ratios of the the ex-ante probabilities remain essentially flat. This evidence indicates that for the US the ex-ante regime probabilities are better contemporaneous indicators of the business cycle than the spread, and the spread is a forward looking indicator with greater forecasting ability at longer horizons. For the other countries, the spread better predicts recessions than our regime probabilities at all horizons. Given that both the regime classification and the dating of the actual business cycles is less precise for these countries, this is not surprising.
Conclusions
We compare the econometric performance of regime-switching (RS) models relative to their one-regime counterparts in several ways. First, residual tests show that RS models often perform worse than single regime models. However, for the US only RS models with term spread information comfortably pass the residual tests. Second, the moments implied by RS models do not always fit the sample moments as well as simpler models do because of the difficulties in estimating RS models in small samples. A Monte Carlo experiment confirms that this happens even when the RS model is the true data generating process. Finally, RS models invariably forecast better than one-regime models, although a parsimonious multi-factor affine term structure model with time-varying prices of risk performs almost as well for US short rates.
To improve the econometric performance of RS models it is important to incorporate additional information. In fact, univariate RS models yield inconsistent estimates when the omitted variables contain information on the regime. We compare the performance of univariate with multi-country short rate models and models incorporating term spreads. In particular, US short rates improve both the regime classification and the statistical performance for German and UK short rates (but not vice versa). Furthermore, inclusion of term spread information leads to general improvements over univariate models in forecasting and to dramatic superior performance in regime inference. The inclusion of additional cross-sectional country short rates or term spreads does not always improve the fit of the unconditional moments. However, the regimes correspond well with business cycle expansions and contractions. NOTE: We simulate data of length 297 from the joint estimation across the US-Germany-UK of a bivariate system of the short rate r t and spread z t with time-varying probabilities (Model RSM2). We then estimate an AR(1), a regime-switching AR(1), a VAR, and a regime-switching VAR, denoted AR, RS AR, VAR and RS VAR respectively and record which model gives the lowest H and RMSE statistics. The table lists the percentage times of which model performed the best in each small sample. We conduct 1000 simulations. NOTE: These are the means, with standard errors in parentheses, of the moments of the estimated models in a small sample of 267, in the experiment of Table (11) . Skewness and kurtosis for the AR and VAR models are theoretically 0 and 3 respectively. NOTE: Recessions are coded as a 1, expansions as 0. The symbol p t represents the ex-ante probabilities p(s t = 1|I t−1 ) of the first regime from the term spread RS model with time-varying transition probabilities (RSM2). The first two columns give the correlation of the recession indicator (rec) with the ex-ante probability of the second regime and the spread z t . Standard errors are calculated using GMM with 3 Newey-West lags. The last four columns show results from fitting the Probit model p(rec t = 1) = F (α+β(.)a t−j ), where F (.) is the normal cumulative distribution function, β is the coefficient corresponding to the variable a t−j , and we let a t−j be current and lagged values of 1 − p t−j and z t−j−1 . Lags are in months. The %forecast column is the percentage of correctly forecasted (in-sample) values from the Probit regression. shows the ex-ante probabilities p(s t = 1|I t−1 ) (dotted line) and smoothed probabilities p(s t = 1|I T ) (solid line) in the top subplots for each country, and the short rate and spread for each country in the bottom subplots.
