In this paper we first investigate the use of Markov Chain Monte Carlo (MCMC) methods to attack classical ciphers. MCMC has previously been used to break simple substitution, transposition and substitution-transposition ciphers. Here, we improve the accuracy of obtained results by these algorithms and we show the performance of the algorithms using quasi random numbers such as Faure, Sobol and Niederreiter sequences.
Introduction
Ciphers are used for the secret communication between two parties without revealing the secret to any third party. In cryptography, some information (called plain text) is transformed into the unintelligible gibberish (called cipher text) with the information known only by communicating parties (called key). The process of transformation is called encryption and Decryption is the converse. The transformation performing encryption and decryption is referred to as a cipher [21, 30] .
Research pioneering integrated use of cryptography and MCMC algorithms by Chen and Rosenthal [29] advances MCMC for decryption of substitution ciphers, transposition ciphers, and substitution-transposition ciphers. Based on the frequency analysis of combinations of characters such as bi-grams and tri-grams, their research has delved into in-depth statistical analysis for optimization of such decryption attacks. They analyzed the transitions of consecutive text symbols in bi-grams to develop a matrix of such transitions then used it for computing the probability of the respective transitions [28, 29] .
MCMC algorithms were used for searching the probability maximizing functions given the high-dimensionality of the search space of such functions. Their analysis has examined diverse combinations of variables such as MCMC iterations, scaling parameter, cipher text amount, number of repetitions. They report success rates of up to % and above with transposition key lengths up to 40. Diaconis [9] motivates MCMC application in the context of cryptography and cryptanalysis and provides an analytical treatment of the Metropolis algorithm and related theorems. Advancing upon Diaconis [9] , Hanawal and Sundaresan [17] develop an empirical study in which they generate randomized passwords using MCMC and the Metropolis algorithm.
Later work uses MCMC algorithms in order to break simple substitution and transposition ciphers. These algorithms were then studied more systematically by Connor [8] . In 1993 Matthews designed an algorithm GENALYST for decrypting transposition ciphers using genetic algorithms [20] .
Related MCMC enabled credential authentication and decoding research includes examples such as dynamic signature verification (Muramatsu, Kondo, Sasaki and Tachibana [22] ), decoding fingerprints (Furon, Guyader and Cerou [12] ), and face recognition (Matsui, Clippingdale, Uzawa and Matsumoto [19] ). Above examples illustrate the use of MCMC methods such as the Metropolis algorithm in solving difficult to compute or otherwise infeasible high-dimensionality problems in cryptography, cryptanalysis, and penetration testing.
Markov Chain Monte Carlo
The approach that we have chosen uses Markov Chain Monte Carlo to sample genealogies from their distribution and estimate quantities of interest based on the genealogies. There are many thorough reviews [3, 4, 6] and books [15] on the topic, so this section is not comprehensive and instead focuses on background that aids in understanding our MCMC algorithm [1, 15, 18] .
Let x ∈ X be a random variable or vector with distribution π(x) = f(x)/C, where the normalizing constant C may be unknown. We are interested in estimating the mean of g(x), E[g(x) ], but the distribution of X is so complex that the mean cannot be computed analytically. If we could generate independent samples x , x , . . . , x n from π(x), Monte Carlo integration could be used to estimate the mean with n ∑ n i= g(x i ). However, due to the complexity of the distribution, we are also not able to do so with standard techniques for sampling from probability distributions. Instead, a Markov chain is constructed such that the stationary distribution of the chain is our target distributionπ(x) and the chain is guaranteed to converge to the target distribution. The Metropolis-Hastings method is an approach to construct such a Markov chain. Let Q(y|x) = p(X = y|X = x) be a transition matrix for an ergodic Markov chain. Define a second transition matrix P having off-diagonal elements P(y|x) = Q(y|x)α(x|y) and
the diagonal elements obtained to ensure that P has unit row sums. We call Q the proposal distribution and α(x, y) is called the acceptance probability. The stationary distribution of P is π(x), which can be verified by showing that the detailed balance condition holds (Gilks and Roberts [16] ). Provided the chain is ergodic (irreducible and aperiodic), it converges to the stationary distribution regardless of the initial state. Since the states sampled using this scheme consist of a Markov chain, they are not independent. However, provided the Markov chain is ergodic, the ergodic theorem guarantees that for a given function g(x) the sample average of the states of the Markov chain evaluated at the function converges to E[g(X)]. Therefore integrals can be approximated by sampling using Metropolis-Hastings and computing the mean over the sampled states. In practice, the chain is constructed by first determining an initial state x . Then, for t > , a proposal y is generated from the proposal distribution Q(y|x t− ) = p(X = y|X = x t− ) and a uniform random variable u on ( , ) is also generated. The state of x t is
Although not theoretically justified, common practice has been to discard initial samples as 'burn-in' as they are thought to depend too heavily on the initial condition and therefore bias the estimate of the mean. If the chain is run long enough, burn-in should not be required: however, the time to complete the required number of iterations may be infeasible long.
Methodology
A well-known cryptosystem is the 'substitution cipher', which we define now [30] . Let P, C and K be a finite set of possible plain texts, cipher texts and keys, respectively. Suppose P = C = Z and let K consist of all possible permutation of the 26 symbols , , , . . . , . For each permutation π ∈ k, define
where π − is the inverse permutation to π.
Example 1.
In Table 1 , an example of a 'random' permutation π is given, which could comprise an encryption function (plain text characters are written in lower case and cipher text characters are written in upper case). Thus e π (a) = X, e π (b) = N, etc. The decryption function is the inverse permutation. This is formed writing the second lines first, and then sorting in alphabetical order. Hence,
Plain text characters
We might decrypt the following cipher text using this decryption function.
Cipher text MGZVYZLGHCMHJMYXSSFMNHAHYCDLMHA

Plain text
this cipher text cannot be decrypted Table 2 . A sample of decrypting the cipher text using above decryption function.
A key for the substitution cipher just consist of a permutation of the alphabetic characters. The number of possible permutation is !, which is more than ⋅ , a very large number. Thus, an exhaustive key search is infeasible, even for a computer. The idea of a 'permutation cipher' is to keep the plain text characters unchanged, but to alter their position by rearranging them using a permutation. A permutation of a finite set X is a bijective function π : X → X. In other word, the function π is one-to-one (injective) and onto (surjective). It follows that, for every x ∈ X, there is a unique element x ὔ ∈ X such that π(x ὔ ) = x. This allows explaining the inverse permutation, π − : X → X by the rule π − (x) = x ὔ if and only if π(x ὔ ) = x; then π − is also a permutation of X. The permutation cipher (also known as the transposition cipher) is defined as a below cryptosystem: Let m be a positive integer, let P = C = (Z ) m and let K consist of all permutation of , , . . . , m. For a key (i.e., a permutation) π, we have
Example 2. Suppose m = and the key is the permutation π in Table 2 . 
please transfer one million dollar Cipher text ESPEALASTFNROEEMNRLOINILLADRLO Table 4 . A sample of encrypting the cipher text using above encryption function.
In Table 2 (a), the first row of the diagram lists the values of x, ≤ x ≤ , and the second row lists the corresponding values of π(x). Then the inverse permutation π − is in Table 2 (b). Now, suppose we are given the plain text 'please transfer one million dollar'. We first partition the plain text into groups of six letters and rearrange according to the permutation π (see also Table 4) :
The cipher text can be decrypted in a similar fashion, using the inverse permutation π − . A 'product cipher' combines two or more transformations in a manner intending that the resulting cipher is more secure than the individual components to make it resistant to cryptanalysis. The product cipher combines a sequence of simple transformations such as substitution, permutation, and modular arithmetic.
The Metropolis algorithm can draw samples from any distribution P x . The main idea of the algorithm is to generate a series of samples a MC associated with P x distribution. This is guaranteed by the Fundamental Theorem for MC [28, 29] . This algorithm (see Figure 1 ) uses a Markov chain, which can be estimated when we count conditional probabilities of all pairs of characters in the reference text. In this way, we get a stochastic matrix P = [p ij ] of transition probabilities, where m ij is a conditional probability that i proceeds j. The decryption of cipher is a function that maps the cipher text to the plain text:
At first we define the score function of the decryption f :
where s i runs over consecutive characters in cipher text. The higher score is, the more correctly decrypted the scored text is. The score function can be basically any function, which returns the higher value the more likely the text appears to be written in English [28, 29] . The Metropolis algorithm proceeds as follows: Algorithm 1. The Metropolis algorithm for decrypting a cipher text. First generate random key and then repeat the next steps sufficiently many times. 2: Choose a new key that depends on the last key, with swapping two random characters in the key.
Calculate the acceptance ratio α k , where k represent the number of iteration
If u k ≤ α k , then accept the proposed key, otherwise reject it.
The algorithm proceeds by randomly attempting to move in the key space to more correct state, sometimes accepting the moves and sometimes remaining in the state. The randomness allows accepting the less plausible keys and prevents from getting stuck in a local maximum. Note that the acceptance ratio α indicates how probable the new proposed key is with respect to the current key. It is also possible to establish scaling parameter p and change the equation of
This modification changes a density of π( ⋅ ) and can help the algorithm to escape from the local maxima. 
Proposed methodology
The new key is generated by swapping the two characters on the current key. The quasi-random numbers are used to determine the new key. In this section, we present quasi-random number generation. By random numbers, we mean random varieties of the uniform U( , ) distribution. More complex distributions can be generated with uniform varieties and rejection or inversion methods. Quasi-random number generation aims to be deterministic. This sequence has a discrepancy n , see Niederreiter [24] for details. Quasi-random numbers are akin to random numbers but exhibit much more regularity. This makes them well-suited for numerical evaluation of problems. Now we discuss the types of quasi-random sequences, such as Faure, Sobol and Niederreiter sequences. Recall that the purpose of a uniform random number generator is to produce an unlimited stream of numbers U , U , . . . that behave statistically as independent and uniformly distributed random variables on ( , ). (See Figure 2. ) Algorithm 2. The proposed algorithm for decrypting a cipher text.
Repeat the next steps sufficiently many times. Choose a random key x 3: Generate two quasi-random numbers on uniform distribution on (1,26) for swapping two characters.
Choose a new key x k that depends on the last key. Calculate the acceptance ratio α k where k represent the number of iteration α k = π(f k+ ) π(f k ) . Generate u k from uniform distribution on (0,1). 6: if u k ≤ α k , then accept the proposed key, otherwise reject it.
Faure sequence
Faure [5, 10, 24] developed low-discrepancy that, like the sequences of Halton, are based on van der Corput sequences. But, unlike Halton sequences, Faure sequences have a common base. This base needs to be Let a ,j be the integer a j used for the decomposition of n. Now we define a recursive permutation of a j :
where
which is the same as above for n defined by the values a D,j . Finally, the (d-dimensional) Faure sequence is defined by ((ϕ p (a , , . . . , a ,k ), . . . , ϕ p (a d, ) , . . . , a d,k )) ∈ I D . (See Figures 3 and 4.) 
Sobol sequence
The algorithm for generating Sobol sequences is clearly explained in [5] . To generate the jth component of the points in a Sobol sequence, we need to choose a primitive polynomial of some degree s j over the field z , where the coefficients a ,j , a ,j , . . . , a s j − ,j are either 0 or 1. We define a sequence of positive integers m ,j , m ,j , . . . by the recurrence relation
where ⊕ is the bit-by-bit exclusive-or operator. The initial values m ,j , m ,j , . . . , m s j ,j can be chosen freely provided that each m k,j , ≤ k ≤ s j , is odd and less than k . The so-called direction numbers υ ,j , υ ,j , . . . are defined by υ k,j := m k,j s k (with a slight abuse of terminology, we also refer to the numbers m k,j as direction numbers). Then x i,j , the component of the ith point in a Sobol sequence, is given by
where i k is the kth binary digit of i = (. . . i i i ) . Here and elsewhere in the paper, we use the notation ( ⋅ ) to denote the binary representation of numbers. For example, with s j = , a ,j = , and a ,j = , we have the primitive polynomial x + x + . Starting with m ,j = , m ,j = and m ,j = we use the recurrence (4.1) to obtain m ,j = , m ,j = , etc. This leads to the direction numbers
Following (4.2), the jth components of the first few points are given by
. Formula (4.2) corresponds to the original implementation of Sobol. A more efficient Gray code implementation proposed by Antonov and Saleev [1] can be used in practice. Instead of (4.2), we generate the points recursively using x ,j := and x i,j := x i− ,j ⊕ υ c i− ,j , where c i is the index of the first 0 digit from the right in the binary representation of Gray code implementation, we simply obtain the points in a different order, while still preserving their uniformity properties; see [1, 5] for details. (See Figures 5 and 6 .)
Niederreiter sequence
Basically, digital sequences are obtained by using binary operations on binary expansions then for employing in computers are very good. Now, we explain the procedure to produce a digital sequence. Suppose for an integer b ≥ , the radical-inverse function ϕ b in base b is defined by (see [14, 24] )
The coefficients a l (i) come from the expansion
Many coefficients a l (i) are zero. Sequence achievement from this equality is named van der Corput sequence. Now, to extend the van der Corput sequence to a multidimensional sequence in [ , ) s , this is precisely what the Halton sequence does, where typically the jth prime number is used as the base b j for the jth coordinate. Hence the ith term in this sequence is given by
The total discrepancy of this sequence can be shown to be in O((n − )(log n) s ) which implies that the Halton sequence qualifies as a low discrepancy sequence. These structures can be generalized to produce a digital sequence that was presented in 1978 by Niederreiter [24] . This sequence is based on the idea that is used from linear transformations digits a l (i) before a l (i) entries into the radical-inverse function. Parameters required to defining digital sequence are as follows: the parameter b and the generator matrix S with unlimited size. Suppose that b is a prime number and K ≥ , S ≥ are integers. Suppose that we have the S-generator matrix C , . . . , C s with size ∞ * ∞ in Z b = [ , , . . . , b − ]. We have (see [14, 24] 
where a l (i) is the extension number i on the base b. The vectors a l (i) are defined as follows:
For each J = , . . . , s the jth dimension of the ith point of the digital sequence based on C , . . . , C s is given by
It is well known that the order of this sequence is O((n − )(log n) s− ) (see [24] . A digital net is a point set P n based on the same principles as digital sequences, the only difference being that the generating matrices now need only a finite number of columns.
Experimental results
The proposed MCMC was implemented by using the program MATLAB and was run with the system configuration as CPU: 2.20 GHz Intel Core(TM) i7 and memory 8 GB. For each attack algorithm we consider, we run the encryption and the decryption process 100 separate times. In each such run, a random key is generated to encrypt the plain text, and the attack is then performed on the cipher text. At the end of the attack, we compare the decrypted text with the plain text. The efficiency is defined as m n , where m is the number of letters correctly revealed, and n is the number of available letters in the plain text. A letter is said to be correctly revealed if the position of its first appearance in the plain text is the same as that of the decrypted text. Performance evaluation and analysis of this algorithm were operated on diverse texts encrypted with kinds of keys. Table 5 illustrates the accuracy comparison of the MCMC algorithm by using Faure, Sobol and Niederreiter sequences to attack substitution-transposition cipher. These sequences are used for generating a new key in MCMC algorithm. We apply a cipher text with length 203. Table 6 and Figure 9 show results for amounts of cipher text ranging from 30 to 250 characters and 10,000 iterations.
FMCMC, SMCMC and NMCMC algorithms were run 100 times. We consider a run with accuracy more than 0.9 (release over % characters) as a successful run. Algorithms were run for decrypting substitutiontransposition cipher with 10,000 iterations. Table 7 and Figure 10 show comparison of the number of successful runs FMCMC, SMCMC and NMCMC algorithms for amounts of cipher text ranging from 365 to 10,000 characters. 
Conclusion
Markov chain Monte Carlo algorithm based on three quasi-random numbers generator such as Faure, Sobol and Niederreiter sequences (FMCMC, SMCMC and NMCMC) was employed for breaking the substitutiontransposition cipher and recovers the correct original text. Based on obtained results in Table 5 and Figure 8 , we conclude that the NMCMC has better performance than FMCMC and SMCMC algorithms. This performance of three algorithms increase with increasing number of iterations and releases . % characters of plain text for 50,000 iterations.
In Table 6 and Figure 9 , there are some keys which have been broken fully for each size of cipher text. If the cipher text has more size, the breakable key and success rates will be more accordingly. The accuracy of three algorithms increase with increasing the length of cipher text but the accuracy of NMCMC algorithm is better than two other algorithms. Based on obtained results in Table 7 and Figure 10 , we conclude that the number of successful runs of algorithms increase with increasing length of cipher text and NMCMC algorithm is the best algorithm with 92 successful runs of 100 runs that means the most of the runs were very close to the correct result.
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