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Аннотация. Построена регуляризованная асимптотика решения
задачи Коши для систем сингулярно возмущенных обыкновенных
дифференциальных уравнений. Показано, что в таких задачах, на-
ряду с другими погранслоями возникает и степенной пограничный
слой.
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1. Введение
Метод регуляризации для сингулярно возмущенных задач
С. А. Ломова [1], первоначально был разработан для уравнений поря-
док которого, при стремлении малого параметра к нулю, не понижа-
ется, но приобретает ту или иную особенность [2]. Метод позволяет
построить регуляризованную асимптотику решения [1]. Затем этот
метод обобщен на различные классы сингулярно возмущенных урав-
нений в различных постановках, библиографию работ посвященных
построению регуляризованных асимптотик и опубликованные в по-
следние годы, можно найти в [3]. Задачи со степенным погранслоем,
т.е. задачи, где при стремлении малого параметра к нулю порядок
уравнения не понижается, а приобретает ту или иную особенность,
c различных позиций изучены в работах [2–6]. В работе [4] постро-
ена асимптотика решений краевых и начальных задач для обыкно-
венных дифференциальных уравнений с малым параметром. Там же
приводятся примеры задач для уравнений в частных производных,
при решении которых возникает явление степенного пограничного
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слоя. Более основательные результаты по степенным пограничным
слоям для обыкновенных дифференциальных уравнений содержатся
в работе [3], где, методом регуляризации для сингулярно возмущен-
ных задач, построена регуляризованная асимптотика. В работах [5,6]
алгебраическим методом изучены сингулярно возмущенные началь-
ные и краевые задачи для систем обыкновенных дифференциальных
уравнений с особенностями различных типов и построены асимпто-
тики решения содержащие степенные пограничные слои.
В данной работе, продолжая исследования [4], методом регуляри-
зации для сингулярно возмущенных задач, изучается задача Коши
для системы обыкновенных дифференциальных уравнений с малым
параметром, вырожденные уравнения которых, при стремлении ма-
лого параметра к нулю, имеют регулярную особенность.
2. Постановка задачи
Рассматривается задача Коши для систем обыкновенных диффе-
ренциальных уравнений:
(ε+ t)u′(t, ε) = A(t)u(t, ε) + f(t), t ∈ (0, 1],
u(t, ε)
∣∣
t=0 = u
0. (2.1)
Здесь строится регуляризованная асимптотика решения содержащая
степенную погранслойную функцию:
Πε(t) =
(
ε
t+ ε
)λ
, λ > 0. (2.2)
где ε > 0 – малый параметр, обозначим через {bj(t)} собственные ве-
кторы соответствующие собственным значениям {λj (t)} , j=1, 2, ..., n
матрицы простой структуктуры A (t) размера n × n. Эта задача ре-
шается при следующих предположениях:
1. ∀t ∈ [0, 1] A(t) ∈ C∞
(
[0, 1],Cn
2
)
, f(t) ∈ C∞ ([0, 1] ,Cn)
2. Reλj (0) < 0, λj (t) 6= 0, λj (t) 6= λi (t) , ∀t ∈ [0, 1] , i 6=
j, i, j = 1, n.
3. Регуляризация задачи
Следуя работе [1], введём регуляризирующие переменные
τj = λj(0)ln
(
t+ ε
ε
)
≡ θj(t, ε), j = 1, n, z = ln
(
t+ ε
ε
)
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и расширенную функцию u˜(M,ε), для которой получим регулярную
по ε задачу
L˜εu˜(M,ε) ≡ (ε+ t)∂tu˜(M,ε) +Dλu˜(M,ε) −A(t)u˜(M,ε)
+∂zu˜(M,ε) = f(t), u˜(M,ε)
∣∣
t=τ=0 = u
0, (3.1)
где
Dλ ≡
n∑
j=1
λj(0)∂τj , M = (t, τ, z), τ = (τ1, τ2, ..., τn).
Если мы найдем решение u˜(M,ε) расширенной задачи (3.1), то су-
жение его при µ = θ(t, ε), θ(t, ε)=
(
θ1(t, ε), θ2(t, ε), ..., θn(t, ε), ln
(
t+ε
ε
))
,
µ = (τ, z) будет решением задачи (2.1), ибо(
L˜εu˜(M,ε)
) ∣∣
µ=θ(t,ε) ≡ Lεu(x, y, t, ε). (3.2)
Решение задачи (3.1) будем определять в виде ряда
u˜(M,ε) =
∞∑
k=0
εkuk(M). (3.3)
Для коэффициентов этого разложения, на основании задачи (3.1),
получим следующие итерационные задачи:
T0u0(M) ≡ t∂tu0(M)+∂zu0(M)+Dλu0(M)−A(t)v0(t) = f(t), (3.4)
T0uk(M) = −∂uk−1(M), u0(M)|t=τ=z=0 = u0, uk(M)|t=τ=z=0 = 0.
4. Решение итерационных задач
Введем класс функций в котором будут решаться итерационные
задачи:
U =
{
uk(M) : uk(M) =< υk(t), b(t) > + < ω
k(t) exp
(
τ
)
, b(t) >
+z <
[
ck(t) + Λ(γkυk(t))
]
exp(τ), b(t) >, ck(t), ωk(t) ∈ C∞([0, 1],Cn2),
υk(t) ∈ C∞([0, 1],Cn)} ,
< Λ(γkυk(t)) exp(τ), b(t) >=
n∑
i=1
γki vk,i(t) exp(τi)bi(t),
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< υk(t), b(t) >=
n∑
i=1
υk,i(t)bi(t),
< ck(t) exp(τ), b(t) >=
n∑
i,j=1
cki,j(t) exp(τj)bi(t).
Займемся решением итерационных задач (3.4). В общем виде ите-
рационные задачи запишем следующим образом:
T0u(M) = H(M), u(M)
∣∣
t=τ=0 = u
0 (4.1)
Theorem 4.1. Пусть выполнены условия 1)–2) и H(M) ∈ U . Тогда
задача (1.6) однозначна разрешима в классе функций U .
Доказательство. Подставим функцию uk(M) ∈ U в задачу (1.6) и
учитывая, чтоH(M) =< h(t)+[P 1(t)+zP 2(t)] exp(µ), b(t) >, положим
D1υk(t) = h(t), h(t) = (h1(t), h2(t), ..., hn(t)),
D1 ≡ t[∂t +AT (t)]− Λ(t), Λ(t) = diag
(
λ1(t), λ2(t), ..., λn(t)
)
, (4.2)
D3ωk(t)+ ck(t)+Λ(γkυk(t)) = P
1(t), D3ck(t)+Λ(γkD3υk(t)) = P
2(t),
D3Y ≡ t[∂tY +AT (t)Y ]+ Y Λ(0)− Λ(t)Y = 0,
A(t) = (αi,j(t)), αi,j(t) = (b
′
i(t), b
∗
j (t)),
где b∗i (t) – собственные векторы матрицы сопряженной к A(t).
При выполнении условий 1), 2) первое уравнение из (4.2) имеет
единственное решение удовлетворяющее условию ||υk(0)|| < ∞.(см.
[2, 3, 7]).
Разрешимость второго и третьего уравнений из (4.2) обеспечива-
ются выбором ωk(t), ck(t), ck(t). Здесь и далее через c(t), c(t) обозна-
чаем матрицы соответственно с ненулевыми диагональными и ну-
левыми диагональными элементами , т.е. c(t) = (ci,j(t)), c(t) =
c(t)− c(t).
Теорема доказана.
Используя теорему 4.1 последовательно определим решения ите-
рационных задач. Уравнение (3.4) при k = 0 имеет решение из U и
его решение представимо в виде
u0(M) =< υ0(t), b(t) > (4.3)
+ < ω0(t) exp
(
τ
)
, b(t) > +z <
[
c0(t) + Λ(γ0υ0(t))
]
exp(τ), b(t) >,
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если функции υ0(t), ω
0(t), c0(t) определяются из задач
D1υ0(t) = f(t), D
3ω0(t) + c0(t) + Λ(γ0υ0(t)) = 0,
ω0(t)Λ(0) − Λ(t)ω0(t)|t=0 = −c0(x, t),
ω0(t)|t=0 = E[u0 − υ0(0)], c0(t)|t=0 = −Λ(γ0υ0(t))|t=0,
E = diag(1, 1, ..., 1), D3c0(t) + Λ(γ0D3υ0(t)) = 0,
c0(t)Λ(0) − Λ(t)c0(t)|t=0 = 0, Λ(γ0D3υ0(t))|t=0 = 0, γ0 = 0.
Из этих задач определим c0(t) = 0, ω0(t) 6= 0, υ0(t) 6= 0.
Далее продолжив этот процесс мы можем найти все коэффициен-
ты частичной суммы разложения (3.3).
Вернeмся к исходной задаче (2.1). При еe регуляризации было
использовано свойство (2.2), которое является необходимым услови-
ем регуляризации [1] задачи (2.1). Оно было использовано при пе-
реходе от задачи (2.1) к задаче (3.1). Можно показать, что сужение
частичной суммы ряда (3.3)
uε,N (x, t, ε) =
N∑
k=0
εk
n∑
i=1
υk,i(t) +
n∑
j=1
[
ωki,j(t) (4.4)
+ ln
(
t+ ε
ε
)(
cki,j(t) + γ
k
j υk,j(t)
)]( ε
t+ ε
)−λj(0)}
bi(t)
является формальным асимптотическим решением задачи (2.1).
5. Оценка остаточного члена
Произведем в задаче (3.1) сужение посредством регуляризующих
функций, т.е. положим в обеих частях уравнения µ = θ(x, ε). Далее,
учитывая тождество (3.2), для остаточного члена
Rε,N(t) ≡ Rε,N(t, θ(t, ε)) = u(t, ε) − uε,N(t, ε)
получим задачу
LεRε,N (t) = ε
N+1gN (t, θ(t, ε), ε), Rε,N(t)|t=0 = 0.
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В силу наших построений и сделанных предположений функция
gN (t, θ(t, ε), ε) равномерно ограничена по ε и непрерывна по t в изу-
чаемой области для любого номера N = 0, 1, 2, ....
Theorem 5.1. Пусть выполнены условия 1) и 2). Тогда для доста-
точно малых ε > 0 имеет место оценка
‖u(t, ε) − uε,N(t, ε)‖ < cεN+1
N = 0, 1, 2, . . . т.е. разложение (3.3) является асимптотическим
решением задачи (2.1) при ε→ +0 и это разложение единственно в
классе U .
Заключение
Рассмотрения системы обыкновенных дифференциальных урав-
нений диктуется тем, что наш подход упрощает структуру асим-
птотического решения чем в [3], а именно, вводя две регуляризу-
ющих переменных упрощена структура асимптотического решения.
Класс функций (1.27) введенный в [3] содержит полином по степе-
ням ln(1 + τ), τ = tǫ , тогда так класс функций U введенный нами не
содержит такого полинома.
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