Let M be a random matrix chosen according to Haar measure from the unitary group U(n, C). Diaconis and Shahshahani proved that the traces of M, M 2 , . . . , M k converge in distribution to independent normal variables as n → ∞, and Johannson proved that the rate of convergence is superexponential in n.
Introduction

A motivation from classical random matrix theory
The unitary group U(n, C) ⊆ GL(n, C) consists of the matrices U(n, C) = {g ∈ GL(n, C) : gḡ t = In}, whereḡ is the matrix obtained by complex conjugating the entries of g. Let M be a random matrix chosen from Haar measure (of total mass 1) on U(n, C). Fix a positive integer k and let {Zj = Xj + iYj} where the arrow indicates convergence in distribution. In their proof, Diaconis and Shahshahani used the method of moments and the representation theory of U(n, C). They also proved similar results for the orthogonal and compact symplectic groups. This work formed the basis for a number of works in random matrix theory, see e.g. [Rai97, Wie02, BD02, BG06] .
Building further upon (1.1) and confirming a conjecture of Diaconis, Johannson [Joh97] showed that the rate of convergence is superexponential, in particular
where c k is a constant that depends on k only. Again, related results are proved for the orthogonal and compacy symplectic groups, with a slightly slower rate of convergence. Further work of Duits and Johannson [DJ10] investigates the extent to which the convergence of TrM k / √ k to Z k is uniform in k.
Equidistribution of traces
In this note we prove a finite field analogue of these results. We first define some classical groups over finite fields; see the books Artin [Art88] , Dieudonné [Die71] , Dickson [Dic58] and Taylor [Tay92] for a more complete introduction. Fix a prime power q = p r and let Fq denote the finite field with q elements.
Let GL(n, q) := {M ∈ Mat(n, Fq) : det(M ) = 0} be the general linear group over Fq. The finite unitary group U(n, q) ⊆ GL(n, q 2 ) consists of the matrices U(n, q) = {M ∈ GL(n, q 2 ) : MM t = In}, whereM is the matrix obtained by replacing the entries of g by their q-th powers. In positive characteristic the following phenomena occurs. If A is a square matrix over Fq, then Tr(A p ) = Tr(A) p .
Thus, in our setting, if M is a random matrix chosen uniformly from a subgroup of GL(n, q), then (Tr(M ), Tr(M 2 ), . . . , Tr(M k )) does not converge in distribution to a sequence of independent random variables once k ≥ p. Instead, we have the following results.
Theorem 1.1. Let M ∈ GL(n, q) be a random matrix chosen according to Haar measure. Fix a strictly increasing sequence b1, . . . , b k of positive integers coprime to p. Then for any sequence a1, ..., a k of elements of elements from Fq, we have ≤ 2 a for b k ≤ n, and q − n 2 2b k +3n ≥ 1 for b k > n. For small b k this result is optimal up to constants in the exponent, as |GL(n, q)| grows exponentially in n 2 .
Remark 2. Theorem 1.1 shows that TrM b equidistributes as n → ∞ as long as b ≤ Cqn, where Cq is a constant which becomes larger as q increases. Theorem 1.2. Let M ∈ U(n, q) be a random matrix chosen according to Haar measure. Fix a strictly increasing sequence b1, . . . , b k of positive integers coprime to p. Then for any sequence a1, ..., a k of elements from F q 2 , we have n , analogous to Remark 1.
In Theorems 4.6, 6.22, 7.10 we prove analogous results for the traces of matrices drawn from the other finite classical groups SL(n, q), Sp(2n, q), O + (n, q), O − (n, q). In the symplectic and orthogonal case we restrict to odd characteristic.
Equidistribution of characteristic polynomials
The methods we apply to prove Theorems 1.1 and 1.2 also allow us to prove a closely related result regarding the distribution of the characteristic polynomial of a random matrix within 'short intervals' of Fq [T ] .
Let Mq ⊂ Fq[T ] be the collection of monic polynomials with coefficients from Fq and Mn,q ⊂ Mq be the collection of monic polynomials of degree n. For M ∈ GL(n, q), define CharPoly(M ) = det(T − M ), so CharPoly(M ) ∈ Mn,q.
For f ∈ Mn,q and 0 ≤ h ≤ n − 1 define a 'short interval' by I(f ; h) = {g ∈ Mq : |f − g| ≤ q h } = {g ∈ Mq : deg(f − g) ≤ h}, where deg(·) is the degree of a polynomial, and | · | = q deg(·) (where we set deg(0) = −∞, |0| = 0). Such a notion of a short interval is common in function field arithmetic (see e.g. [KR14, BBSR15] ). Theorem 1.3. Let M ∈ GL(n, q) be a random matrix chosen according to Haar measure. Then for 0 ≤ h < n − 1 and for f ∈ Mn,q, P M ∈GL(n,q) (CharPoly(M ) ∈ I(f ; h)) − q h+1 q n ≤ q Remark 4. |Mn,q| = q n and for deg(f ) = n > h, |I(f ; h)| = q h+1 so |I(f ; h)|/|Mn,q | = q h+1 /q n . That is to say, Theorem 1.3 is a discrepancy bound for the equidistribution of CharPoly(M ) in its possible range.
In Theorems 4.5, 6.21, 7.9 we prove analogous theorems for the characteristic polynomials of matrices drawn from other finite classical groups SL(n, q), Sp(2n, q), O + (n, q), O − (n, q). Note that Theorem 1.3 implies a fast rate of equidistribution when h is of order n. But it does not necessarily say anything non-trivial for small h. In fact, it may be seen using a different method that equidistribution persists for short intervals of a much smaller size, though at a slower rate. Theorem 1.4. Let M ∈ GL(n, q) be a random matrix chosen according to Haar measure. Then for 0 ≤ h < n − 1 and f ∈ Mn,q, P M ∈GL(n,q) (CharPoly(M ) ∈ I(f ; h)) − q h+1 q n ≤ n − h q n .
(1.4)
Remark 5. Hence the characteristic polynomial equidistributes as long as h/ log q (n) → ∞, since in this case (n − h)/q n = o(q h+1 /q n ). It may be possible to show that equidistribution does not occur at some smaller scales of h, but we have not pursued this.
In Theorems 4.8, 6.24, 7.12 we prove analogous theorems for the characteristic polynomials of matrices drawn from other finite classical groups SL(n, q), Sp(2n, q), O + (n, q), O − (n, q). In summary we show that in 'large' short intervals the characteristic polynomial equidistributes superexponentially and for smaller short intervals the characteristic polynomial equidistributes as well, unless prevented from doing so for reasons related to relatively obvious symmetries.
From Theorem 1.4 we may deduce immediately, using Lemma 2.1 below, an analogous result for traces.
Theorem 1.5. Let M ∈ GL(n, q) be a random matrix chosen according to Haar measure. Then for 1 ≤ k ≤ n and for {ai} 1≤i≤k, p∤i ⊆ Fq, we have
Here the non-trivial range is (n − k)/ log q (n) → ∞. Theorems 4.9, 5.22, 6.30, 7.17 are analogous results for the other classical compact groups.
The paper is structured so that each group is treated in a mostly independent section. A reader looking to become quickly acquainted with the main ideas is advised to focus on §3; the other groups considered have proofs that are more technical but rely on related ideas.
Related works
Fixed n, large q
In the 'large finite field' limit, namely the limit where one takes n fixed and lets q tend to infinity, one can easily obtain equidistribution of traces and characteristic polynomials as follows. By a result of Reiner and of Gerstenhaber, discussed in Theorem 3.3 below, we have P M ∈GL(n,q) (CharPoly(M ) = f0) = q −n 1 + On 1 q (1.5) uniformly for any monic f0 of degree n with f0(0) = 0. In particular, by summing over f0 in a short interval, this implies that P M ∈GL(n,q) (CharPoly(M ) ∈ I(f ; h)) = q h+1 q n 1 + On 1 q for any monic f of degree n and any 0 ≤ h < n. Using Lemma 2.1 an analogous result holds for traces.
A similar argument works for other classical groups.
Pointwise bounds
An explicit form of (1.5) is provided by Chavdarov [Cha97, §3] , who by a completely different method proved that for f0(0) = 0, (q − 3) n 2 −n |GL(n, q)| ≤ P M ∈GL(n,q) (CharPoly(M ) = f0) ≤ (q + 3) n 2 −n |GL(n, q)| for q > 4. A similar result is proved for the symplectic group. Chavdarov was after a large-q result. However, for fixed q and growing n one can do better. Examining Theorem 3.3, one sees that if f0 factorizes as .
An immediate consequence is a lower bound q n P M ∈GL(n,q) (CharPoly(M ) = f0) ≥ 1. This is in fact tight, as may be seen by taking f0 to be a prime polynomial of growing degree. As for an upper bound, our proof of Theorem 1.4 in fact works as is for h = −1, in which case I(f0; h) = {f0} is a singleton and one obtains q n P M ∈GL(n,q) (CharPoly(M ) = f0) ≤ n + 2 whenever f0(0) = 0. With more work one should be able to show that the correct upper bound is logarithmic in n, though we do not prove this here. This is obtained for instance by taking f0 = deg P ≤m P ⌊m/ deg(P )⌋ , where the product is over prime polynomials of degree up to m.
Exponential sums over matrices
Let χ be a (possibly trivial) multiplicative character of F × q and ψ a non-trivial additive character of Fq. Eichler [Eic38] and later Lamprecht [Lam57] evaluated the generalized Gauss sum 
Their methods relied on a variant of Bruhat decomposition. In [CK03] and [CK08] Chae and Kim used ℓ-adic cohomology and Deligne-Lusztig theory, respectively, to obtain new proofs for these formulas. In the course of proving our superexponential results, we end up evaluating exponential sums over the various classical groups which are more general than (1.6) and (1.7), see e.g. Theorems 3.6 and 5.15 below. Our evaluation is in terms of zeros of certain L-functions associated with each classical group. Additionally we provide bounds on these sums. These results may be of independent interest, in view of recent applications of the works of Kim et al. [CFHS12, CDSS17, PG18, PG19] . Our proofs differ substantially from those just mentioned, and in particular do not involve the theory of reductive groups.
Cohen-Lenstra heuristics
Let A be the ring of integers of a number field, e.g. A = Z. The norm of an ideal a ⊆ A is defined as Nm(a) = |A/a|. If G is a finite A-module, let wA(G) = |Aut(G)| −1 , where Aut(G) is the group of A-homomorphisms of G. With any such G, we associate an ideal of A by the following process: G is necessarily isomorphic to a direct sum ⊕iA/a i of cyclic submodules, and we set I(G) := i ai; this ideal does not depend on the specific decomposition into cyclic submodules. With this notion in hand, we extend wA to ideals of A as follows:
wA(G).
Cohen and Lenstra define the Dirichlet series ζ∞,A(s) = a wA(a)Nm(a) −s , converging for Re s > 0, where the sum is over non-zero ideals of A. They prove that ζ∞,A(s) = j≥1 ζA(s + j), where ζA is the Dedekind zeta function of A [CL84, Cor. 3.7] and study the analytic properties of ζ∞,A in [CL84, §7] .
As it turns out, the arithmetic function PGL(f ) = P M ∈GL(n,q) (CharPoly(M ) = f ) (see Definition 3.2 below) and analogous functions for other classical groups resemble function-field analogues of wA(a). In particular, for any Dirichlet character χ :
behaves similarly to ζ∞,A(s) in that it factorizes as the infinite product j≥1 LGL(q −s−j , χ) where LGL(u, χ) is related to the L-function of χ, see Theorem 3.5 below. Although Cohen-Lenstra heuristics in the context of matrices over rings were studied extensively in the literature, see e.g. [FW89, CH18, Woo19] , the connection with characteristic polynomials in finite classical groups appears new.
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Preliminary background
Hayes characters
Here we review a generalization of Dirichlet characters which were introduced by Hayes [Hay65] . Other papers with a review similar to what we give below include [Gor18, GS18] .
Equivalence relation
Let ℓ be a non-negative integer and H be a non-zero polynomial in Fq[T ]. We define an equivalence relation R ℓ,H,q on Mq by saying that A ≡ B mod R ℓ,H,q if and only if A and B have the same first ℓ next-to-leading coefficients and A ≡ B mod H. (We do not require that A and B have the same degree. For instance T 3 + T + 1 ≡ T 5 + T 3 + T 2 + 1 mod R2,T,q for any q.) We adopt the following convention throughout: the j-th next-to-leading coefficient of a polynomial f (T ) ∈ Mq with j > deg(f ) is considered to be 0. It may be verified that there is a well-defined quotient monoid Mq/R ℓ,H,q , where multiplication is the usual polynomial multiplication. An element of Mq is invertible modulo R ℓ,H,q if and only if it is coprime to H. The units of Mq/R ℓ,H,q form an abelian group, having as identity element the equivalence class of the polynomial 1. We denote this unit group by (Mq/R ℓ,H,q ) × . It may be verified that
where φ(H) is Euler's totient function.
Characters
For every character χ of the finite abelian group (Mq/R ℓ,H,q ) × , we define χ † with domain Mq as follows. If A is invertible modulo R ℓ,H,q and if c is the equivalence class of A, then χ † (A) = χ(c). If A is not invertible, then χ † (A) = 0. The set of functions χ † defined in this way are called the characters of the relation R ℓ,H,q , or sometimes "characters modulo R ℓ,H,q ". We abuse language somewhat and write χ instead of χ † to indicate a character of the relation R ℓ,H,q derived from the character χ of the group (Mq/R ℓ,H,q )
× . Thus we write χ0 for the character of R ℓ,H,q which has the value 1 when A is invertible and the value 0 otherwise. We denote by G(R ℓ,H,q ) the set {χ † : χ a character of (Mq/R ℓ,H,q ) × }. A set of polynomials in Mq is called a representative set modulo R ℓ,H,q if the set contains one and only one polynomial from each equivalence class of R ℓ,H,q . If χ1, χ2 ∈ G(R ℓ,H,q ), then
where in this sum F runs through a representative set modulo R ℓ,M,q . If n ≥ ℓ + deg(H), then Mn,q is a disjoint union of q n−ℓ−deg(H) representative sets, and a set of polynomials on which χ ∈ G(R ℓ,H,q ) vanishes. Thus, applying (2.1) with χ2 = χ0, we obtain that for all n ≥ ℓ + deg(H):
We also have, if A, B ∈ Mq are coprime to H,
If χ ∈ G(R ℓ,1,q ) we say that χ is a short interval character of ℓ coefficients, and if χ ∈ G(R0,H,q) we say that χ is a Dirichlet character modulo H. Every element of G(R ℓ,H,q ) is a product of an element from G(R ℓ,1,q ) with an element from G(R0,H,q).
L-Functions
Let χ ∈ G(R ℓ,H,q ). The L-function of χ is the following series in u:
which also admits the Euler product
where the product is over irreducibles in Mq. If χ is the trivial character χ0 of G(R ℓ,H,q ), then
Otherwise, the orthogonality relation (2.2) implies that L(u, χ) is a polynomial in u of degree at most ℓ + deg(H) − 1. The first one to realize that Weil's proof of the Riemann Hypothesis for Function Fields [Wei74, Thm. 6, p. 134] implies the Riemann Hypothesis for the L-functions of χ ∈ G(R ℓ,H,q ) was Rhin [Rhi72, Thm. 3] in his thesis (cf. [EH91, Thm. 5.6] and the discussion following it). Hence we know that if we factorize L(u, χ) as
Remark 6. Although we use below the Riemann Hypothesis for Function Fields (in the form (2.5)) whenever we can, the trivial bound |γi(χ)| ≤ q leads to results only slightly weaker than we obtain.
Traces of powers, and symmetric functions
Lemma 2.1. Fix n ≥ k ≥ 1. Let {ai} 1≤i≤k,p∤i be a sequence of k
⌋ ⊆ Mn,q such that for M ∈ Mat(n, Fq), the following two conditions are equivalent:
Moreover, the sets {I(fj;
for any non-empty subset S ⊆ GL(n, q), endowed with a uniform probability measure.
Proof. For M ∈ Mat(n, Fq), write its characteristic polynomial as
As Tr(M i ) are the power sum symmetric polynomials in the eigenvalues of M (working in the closure of Fq), and (−1) i ci(M ) are the elementary symmetric functions in the eigenvalues of M , Newton's identities allow us to express Tr(M i ) as
This is because for each such i we may iteratively use (2.6) to solve for ci(M ) from Tr(M i ) and the previous coefficients cj(M ). This works in the other direction as well: we may use (2.6) to solve for Tr(M i ) from ci(M ) and the previous coefficients cj (M ). We wish to formulate this observation using short intervals. If f ∈ Mn,q and h < n, then CharPoly(M ) ∈ I(f ; h) if and only if c1(M ), . . . , c n−h−1 (M ) coincide the first n − h − 1 next-to-leading coefficients of f . Thus, if {cpi(M )} 1≤i≤⌊k/p⌋ are fixed, then the set of matrices M in Mat(n, Fq) with Tr(M i ) = ai for 1 ≤ i ≤ k, p ∤ i is of the form I(f ; n − k − 1), where f ∈ Mn,q is determined by {cpi(M )} 1≤i≤⌊k/p⌋ and the values ai. As we vary {cpi(M )} 1≤i≤⌊k/p⌋ , this f necessarily changes as well.
All in all, we find that indeed the set of matrices M in Mat(n, Fq) with Tr(
is a disjoint union of sets of the form I(f ; n − k − 1), for q
Remark 7. Lemma 2.1 gives Theorem 1.5 from Theorem 1.4. The lemma can also be used to deduce a (weaker) version of Theorem 1.1 from Theorem 1.3. In fact for the purpose of 1.1, Lemma 2.2 gives a slightly better estimate. Given λ1, . . . , λ k ∈ Fq, define a function χ λ : Mq → C by
where f ∈ Mq and {αi} d i=1 are the roots of f in Fq, listed with multiplicities. Lemma 2.2. Let k be a positive integer coprime to p. Let λ1, . . . , λ k ∈ Fq with λ k = 0. The following hold.
1. The function χ λ is completely multiplicative, that is,
3. The function χ λ is a short interval character of k coefficients.
4. The character χ λ is non-trivial.
Proof. The first part is trivial. The second part follows from the observation that Tr(M i ) is the sum of the i-th powers of the eigenvalues of M , which are the roots of CharPoly(M ). For the third part, we need to show that α i 1 + . . . + α i d is a function of the first i next-to-leading coefficients of f , for each i. This is a direct consequence of the fundamental theorem of symmetric polynomials, which in particular says that α
is a polynomial (with integer coefficients) in the first i elementary symmetric polynomials in αi, which -up to sign -are the first i next-to-leading coefficients of f (T ). For the last part, we use Newton's identities which say in particular that
where ei is the i-th elementary symmetric polynomial and F is some polynomial with integer coefficients, which assumes the value 0 at 0. As k = 0 in Fq by assumption, this shows that χ λ (T k + c) is not equal to 1 whenever Tr Fq /Fp (c) = 0.
A uniqueness theorem
We will make use of the following simple result.
Lemma 2.3. Two functions α, β : Mq → C are identical (that is α(g) = β(g) for all g ∈ Mq) if and only if for all Hayes characters χ : Mq → C,
with equality in the sense of formal power series in u.
Remark 8. The formal power series in (2.7) are well-defined; note that the sums cn(α, χ) = f ∈Mn,q α(f )χ(f )
are finite for all n, q, and
Proof. If α, β are identical then (2.7) is evident. On the other hand, suppose (2.7) holds for all Hayes characters χ. For any n ≥ 0 and g ∈ Mn,q, take ℓ > n. Supposing (2.7) holds, one has for all χ ∈ G(R ℓ,1,q ) (that is, short interval characters of ℓ coefficients),
Hence from (2.3)
Since g was arbitrary, this proves α and β are identical.
Some q-series identities
We make use of the following results from the theory of q-series, with the notation 
As a restatement, setting ν = 1/V and x = y/V , we have for |y| < |V | and |V | > 1,
3 Results for GL(n, q)
3.1 GL(n, q) and the space of characteristic polynomials
Recall that GL(n, q) = {M ∈ Mat(n, Fq) : det(M ) = 0}.
We define M gl n,q = {f ∈ Mn,q : (f, T ) = 1}. It is plain for M ∈ GL(n, q) that CharPoly(M ) ∈ M gl n,q , and it follows by considering companion matrices that in fact M gl n,q = {CharPoly(M ) : M ∈ GL(n, q)}. The reader should take a moment to verify 
Expressions for P GL (f )
Throughout this subsection we will take random M ∈ GL(n, q) according to Haar measure (that is, uniform measure).
Definition 3.2. For f ∈ Mq, we define the arithmetic function
where we take n = deg(f ). For f = 1 we define PGL(1) = 1.
Previous authors have considered the counts |{M ∈ GL(n, q) : CharPoly(M ) = f }|. A closed formula for these is due independently to Reiner [Rei61, Thm. 2] and Gerstenhaber [Ger61, Sec. 2]. Another proof based on cycle types of matrices was later given in [Ful99, Thm. 17]. We have found it natural to phrase these formulas in the language of probability as above. 
If f is a monic polynomial but f / ∈ M gl q , then PGL(f ) = 0. We make the new observation that PGL(f ) can also be written as an infinite Dirichlet convolution of simple arithmetic functions defined on Mq.
Theorem 3.4. For g ∈ Mq, define the arithmetic functions α
The proof of Theorem 3.4 is given below. It is a corollary of the following theorem.
Theorem 3.5. For a Hayes character χ and |u| < 1/q, define
This sum converges absolutely for |u| < 1/q, and for |u| < 1 we have
with both the left hand sum and the right hand product converging absolutely.
Proof. We treat claims about convergence first. For (3.1), note that f ∈M gl n,q |χ(f )| ≤ q n , which furthermore implies |L(u, χ)| ≤ 1/(1 − q|u|). For the left hand side of (3.2), note that f ∈Mn,q |PGL(f )| ≤ 1, and for the right hand side note that |LGL(u/q i , χ)| ≤ 1/(1 − |u|/q i−1 ). We will make use of the Euler product:
where the product is over all irreducible monic polynomials P in Mq with P = T . As |{P ∈ Mn,q : P irreducible}| ≤ |Mn,q| ≤ q n , the reader may verify that the product in (3.3) converges for |u| < 1/q. As |P | = q deg(P ) , we have
From Theorem 3.3, one sees that PGL is a multiplicative arithmetic function on Mq, with
for P an irreducible monic polynomial with P = T . Hence
LGL u q i , χ , using (2.8) to pass to the second line. The order of products in the final line may be swapped owing to absolute convergence (justified using the same facts as for the absolute convergence of (3.3)).
Proof of Theorem 3.4. Theorem 3.5 implies for |u| < 1,
We claim the limit and sum can be swapped in the last line. If |(α
For, set χ = 1; the left hand side of (3.4) is n≥0 u n , while for each f ∈ Mq, the quantity (α
Since all terms in this sum are non-negative this verifies the stated bound. (Note that this also implies lim k→∞ (α
Hence for all Hayes characters χ,
Lemma 2.3 then implies the theorem.
Character sums over GL(n, q)
We now treat averages of χ(CharPoly(M )) for M ranging over GL(n, q) and χ a fixed Hayes character. This information will be used to treat the distribution of traces of powers and characteristic polynomials of M ∈ GL(n, q) in subsequent subsections. Recall the definition of LGL(u, χ) in (3.1).
Theorem 3.6. Let n be a positive integer. Let χ be a non-trivial Hayes character from G(R ℓ,H,q ). We have
which is a polynomial of degree
Factorize LGL as
(Note that γi will have a dependence on χ.) We have |γi| ∈ {1, √ q} for i = 1, .., d and furthermore:
1. We have the identity
2. If d > 0 then the following estimate holds:
Proof. (3.5) follows from (3.3) and (2.4). The degree bound (3.6) and bound on |γi| follow directly from the bound on the degree of L(u, χ) and Riemann Hypothesis for Functions Fields discussed in §2.1.3.
For the exact formula (3.8), note that
LGL u q i , χ , with the second equality following from (3.2). Using (3.7) we obtain
Using (2.10) with y = γju and V = q, we have
From (3.10) and (3.11) we have
which establishes (3.8).
For the bound (3.9), we can apply the triangle inequality, the inequality
)q i and the bound |γj | ≤ √ q to (3.12) and obtain
2 ) .
(3.13)
on S is minimized when g(a1, . . . , a d ) = max 1≤j≤d aj − min 1≤j≤d aj is minimized, namely, equal to 0 (if d | n) or to 1 (otherwise). Indeed, if we assume in contradiction that the minimum is attained at (a1, . . . , a d ) ∈ S with a1 = max 1≤j≤d aj, a2 = min 1≤j≤d aj and a1 − a2 > 1, then (a1 − 1, a2 + 1, a3, . . . , a d ) ∈ S and
⌋, in which case a short calculation shows that
From (3.13) and (3.14), (3.9) is established.
3.4
The distribution of the characteristic polynomial: superexponential bounds for GL(n, q)
We are now in a position to prove Theorem 1.3.
Proof of Theorem 1.3. By (2.3) with H = 1 and ℓ = n − h − 1, we have,
(3.15)
Thus,
When n is fixed, the right hand side of (3.9) is monotone increasing in d. From (3.16) and (3.9), we have
By §2.1.3, d1 ≤ n − h − 1. Hence, we see that (1.3) is established from (3.17).
The distribution of traces: superexponential bounds for GL(n, q)
Proof of Theorem 1.1. Consider the additive character ψ :
By orthogonality of the characters of the additive group (Fq) k , we have
λiai)S(n; λ1, . . . , λ k ).
The choice λ1 = . . . = λ k = 0 contributes q −k . For the other choices, Lemma 2.2 says that
where χ0 = χ λ ∈ G(R b k ,1,q ) was defined in the lemma. By Theorem 3.6,
As in the proof of Theorem 1.3, we use the observation that the right hand side of (3.18) is monotone increasing in d, together with the bound d ≤ b k , to establish the theorem.
The characteristic polynomial in very short intervals for GL(n, q)
Finally we treat the case of much smaller short intervals, in Theorem 1.4. Our method is a variant of the hyperbola method in analytic number theory. We need a few preliminary lemmas. For notational reasons, we let gl denote a sum with all summands restricted to M gl q , so for instance
Lemma 3.7. For f ∈ Mq we have
Proof. This follows directly from an examination of Theorem 3.4. The second equality is just a restatement of the first.
for any f ∈ Mn,q. In particular the above expression is constant as f ranges over Mn,q, for fixed n and q. Furthermore the right hand side of (3.19) simplifies. In fact for δ ∈ M gl q and deg(δ) ≤ n, we have
But from Theorem 3.6, LGL(u, χ) is a polynomial of degree no more than n − h − 1 for all non-trivial χ ∈ G(R n−h−1,1,q ). For ∆ ≤ h, we have n − ∆ > n − h − 1, so
and this quantity does not depend on f as χ0(f ) = 1 for all f ∈ Mn,q. Hence, to see (3.19), note that because this expression is constant for all f ∈ Mn,q,
since in passing to the last equality, each f ∈ Mn,q will have been counted q h+1 times. Finally, for (3.20), it is plain that if ∆ ≤ n,
and (3.20) follows from this.
Remark 9. Lemma 3.8 can be proved via a more elementary counting argument, but the argument given above will generalize to the other finite classical groups to be considered later.
for all f ∈ Mn,q.
Proof. Plainly, if deg(δ) ≥ h + 1, there will be either exactly one multiple of δ in I(f ; h), or no multiples of δ in I(f ; h).
We now use these lemmas to estimate the likelihood that a random M ∈ GL(n, q) lands in a short interval.
Proof of Theorem 1.4. Note that
by Lemma 3.7. But this is
Utilizing (3.19), we have
with the advantage that the inner sum may be evaluated for any δ, not only for deg(δ) ≤ h. Continuing, we have
with the first term in the last line following from Lemma 3.7 and the second term in the last line following from (3.20). But, using the fact that PGL is a probability measure on Mn,q to simplify both the first and second terms, the above simplifies to
On the other hand, turning to the second term in (3.22), we have
using (3.21) to bound the inner sum and then the fact that PGL is a probability measure on Mn,q. Applying (3.23) and (3.24) to (3.22), we see that
where K is some number in between 0 and 1. This verifies Theorem 1.4.
Results for SL(n, q)
4.1 SL(n, q) and the space of characteristic polynomials
The special linear group over Fq is SL(n, q) = {M ∈ Mat(n, Fq) : det(M ) = 1}. It is the kernel of the surjective group homomorphism det : GL(n, q) → F × q , and so we have the following. Proposition 4.1. We have |SL(n,
n,q , and it follows by considering companion matrices that in fact M sl n,q = {CharPoly(M ) : M ∈ SL(n, q))}. The reader should take a moment to verify
Expression for P SL (f )
Throughout this subsection we will take random M ∈ SL(n, q) according to Haar measure (that is, uniform measure).
Definition 4.2. For f ∈ Mq, we define the arithmetic function
where we take n = deg(f ). For f = 1 we define PSL(1) = 1.
The following observation allows us to use our formula for PGL(f ) (given in Theorem 3.4) in order to study PSL.
Furthermore, for all f ∈ Mq,
Proof. The first part follows from |GL(n, q)|/|SL(n, q)| = q − 1. A special case of (2.3), with ℓ = 1 and H = T , is the following orthogonality relation:
q if and only if f (0) = (−1) n , the second part follows.
Character sums over SL(n, q)
We have the following result on character sums, which allows us to use our results for character sums over GL(n, q) (given in Theorem 3.6) in order to study corresponding sums over SL(n, q).
Lemma 4.4. Let n be a positive integer. Let χ be a non-trivial Hayes character from G(R ℓ,H,q ). We have
2) where the sum in the right hand side is over all q − 1 Dirichlet characters χT modulo T (i.e. G(R0,T,q)).
Proof. Plugging f = CharPoly(M ) in (4.1), multiplying by χ(CharPoly(M )) and averaging over M ∈ GL(n, q) yields the result.
4.4
The distribution of the characteristic polynomial: superexponential bounds for SL(n, q) Theorem 4.5. Let M ∈ SL(n, q) be a random matrix chosen according to Haar measure. Then for 0 ≤ h < n − 1 and for f ∈ Mn,q,
Proof. The proof follows the line of Theorem 1.3. Using (4.2) and the same argument that gave us (3.16), we obtain
4) and so from (4.4) and Theorem 3.6, letting ψ = χ · χT ∈ G(R n−h−1,T,q ), we have
3) is established from (4.5).
4.5 The distribution of traces: superexponential bounds for SL(n, q) Theorem 4.6. Let M ∈ SL(n, q) be a random matrix chosen according to Haar measure. Fix a strictly increasing sequence b1, . . . , b k of positive integers coprime to p. Then for any sequence a1, ..., a k of elements of elements from Fq, we have
The proof is omitted, as it follows closely the proof of Theorem 1.1.
4.6 The characteristic polynomial in very short intervals for SL(n, q)
We have the following lemma, whose proof follows the proofs of Lemmas 3.8 and 3.9.
Lemma 4.7. Let χT be a non-trivial Dirichlet character modulo T . Let n > h ≥ 0, δ ∈ Mq and
Theorem 4.8. Let M ∈ SL(n, q) be a random matrix chosen according to Haar measure. Then for 0 ≤ h < n and f ∈ Mn,q,
.
Proof. Note that
(4.7) According to the first part of Lemma 4.7, the first term in (4.7) vanishes, while by the second part of it, we have
for any χ0 = χT mod T , using (4.6) to bound the inner sum and then the fact that PGL is a probability measure on Mn,q. We see that
Applying the triangle inequality to (4.8) and (1.4), this verifies the theorem.
From Theorem 4.8 we may deduce immediately using Lemma 2.1 an analogous result for traces.
Theorem 4.9. Let M ∈ SL(n, q) be a random matrix chosen according to Haar measure. Then for 1 ≤ k ≤ n and for {ai} 1≤i≤k, p∤i ⊆ Fq, we have
Remark 10. The above ideas can be used similarly to obtain results for SU(n, q) from results for U(n, q), and for SO ± (n, q) from results for O ± (n, q). In fact, one may study other cosets, e.g. gSL(n, q) ⊆ GL(n, q) for g / ∈ SL(n, q).
5 Results for U(n, q)
5.1 U(n, q) and the space of characteristic polynomials
Recall that U(n, q) = {M ∈ GL(n, q 2 ) : M M t = I}, where M is the matrix obtained by replacing entries of M by their q-th powers, and t is a transpose.
In order to treat characteristic polynomials of matrices from U(n, q) ⊆ GL(n, q 2 ), we require the following setup. Recall for a ∈ F q 2 , the map a → a q is an involution of F q 2 . For f ∈ M q 2 , let σ(f ) be the map which raises each coefficient to the q-th power.
Definition
Note that f →f is an involution of M gl n,q 2 . Definition 5.3. We say that a polynomial f ∈ M Proof. This is clear by analyzing explicit description (5.1) off , considering n odd and n even separately. One uses the fact that F × q 2 is a cyclic group, and in particular that a q+1 0 = 1 has q + 1 solutions a0 ∈ F × q 2 .
From Definition 5.2, one sees for f, g ∈ M gl q 2 that f g =f ·g. As a consequence of this it follows that M usr q 2 is a submonoid of M gl q 2 under multiplication. Furthermore a polynomial P ∈ M gl q 2 is irreducible if and only ifP is irreducible.
In fact we have Theorem 5.5. Every f ∈ M usr q 2 factorizes uniquely into irreducibles as
where Pi =Pi for all i and Qj =Qj for all j, and Pi, Qj ∈ M q 2 \ {T } are irreducible for all i, j.
Conversely, every such product is in M usr q 2 .
Proof. Consider some f ∈ M usr q 2 . We can write f as a product of irreducibles:
As g →g is an involution which is completely multiplicative, we can computef to bẽ
Since f =f , the right hand side of (5.2) and the right hand side of (5.3) are equal. By unique factorization in F q 2 [T ], it follows that gQ = gQ, as needed. Conversely, M usr q 2 contains QQ for any irreducible Q ∈ M q 2 \{T } (again since g →g is a multiplicative involution). By definition, M usr q 2 contains every irreducible P ∈ M q 2 \ {T } such that P =P . As M usr q 2 is a monoid, it follows that it contains every product of the kind described in the theorem.
For an element of M usr q 2 to be irreducible imposes a restriction on its possible degree: Theorem 5.6 (Fulman). If P ∈ M usr q 2 is an irreducible polynomial, then deg(P ) is odd. This is a consequence of [Ful99, Thm. 9], but we give a different short and self-contained proof here.
Proof. If P is irreducible, we may write P (T ) =
SinceP = P , this means that t → t −q is a permutation on the roots of P . In particular z −q is a root of P also, so z −q = z follows that z ∈ F q 2(2i−1) . Thus 2i − 1 is a multiple of deg(P ). But −1 ≤ 2i − 1 < 2 deg(P ), so necessarily deg(P ) = 2i − 1.
Expressions for P U (f )
Throughout this subsection we will take random M ∈ U(n, q) according to Haar measure (that is, uniform measure).
Definition 5.7. For f ∈ Mq, we define the arithmetic function
where we take n = deg(f ). For f = 1 we have PU (1) = 1.
Fulman [Ful99, Thm. 18 ] has proved a closed formula for the count |{M ∈ U(n, q) : CharPoly(M ) = f }|. We have found it natural to phrase his formula in the language of probability as above.
with Pi =Pi for all i and Qj =Qj for all j, with Pi, Qj ∈ M q 2 irreducible for all i, j. Set
If f is a monic polynomial but f / ∈ M usr q 2 , then PU (f ) = 0. As above, we observe that PU (f ) can be written as an infinite Dirichlet convolution of simple arithmetic functions defined on M q 2 .
Theorem 5.9. Let λ : M q 2 → {−1, 1} be the Liouville function, namely, the unique completely multiplicative function with λ(P ) = −1 for every irreducible P in M q 2 . For g ∈ M q 2 , define the arithmetic functions
and further define
The proof of Theorem 5.9 is given below. It is a corollary of the following theorem:
Theorem 5.10. For a Hayes character χ, define
and LU (u, χ) = Lusr(qu, χ)Lusr(u, χλ).
The sums (5.4) and (5.5) converge absolutely for |u| < 1/q, and for |u| < 1 we have
Proof. We treat claims about convergence first. For (5.4) and (5.5), note that f ∈M usr n,q 2 |χ(f )| ≤ 2q n from Prop. 5.4, which furthermore implies |Lusr(u, χ)|, |Lusr(u, λχ)| ≤ 1/(1 − |qu|) 2 . For the convergence of the left hand side of (5.6) note that f ∈M n,q 2 |PU (f )| ≤ 1, and for the convergence of the right hand side note that LU (u/q 2i ) ≤ 1/(1 − |u/q 2i−2 |) 4 . We have the Euler products
Lusr(u, χλ) =
following from Theorem 5.5 and the fact that λ(P ) = −1 and λ(QQ) = 1 for all P, Q. Here the products are respectively over all irreducible monics P such that P =P and P = T , and likewise over irreducible monics Q such that Q =Q. By using the facts that |{P ∈ M usr n,q 2 : P irreducible}| ≤ |M usr n,q 2 | ≤ q n (1 + q −1 ) and |{Q ∈ M n,q 2 : Q =Q, Q irreducible}| ≤ |M n,q 2 | ≤ q 2n , it can be seen that the products in (5.7) and (5.8) converge absolutely for |u| < 1/q. Hence
But from Theorem 5.8, one sees that PU ( P
, with
e(e−1)
(|Q| e − 1)(|Q| e − |Q|) · · · (|Q| e − |Q| e−1 ) ,
for P =P and Q =Q. Hence
By (2.9) with y = −χ(P )u deg(P ) , V = −|P | 1/2 and (2.8) with y = χ(QQ)u 2 deg(Q) , V = |Q|, this agrees with the right hand side of (5.9).
Proof of Theorem 5.9. We proceed as in the proof of Theorem 3.4. We have from Theorem 5.10 that
And exactly as in the proof of Theorem 3.4, we may swap the order of limit and summation here and obtain the desired result by using Lemma 2.3.
The zeros of L usr (u, χ)
We examine the L-function Lusr(u, χ) defined in (5.4).
Lemma 5.11. Let χ be a Hayes character of the form χ1 or χ1 · χT , where χ1 is a non-trivial short interval character of ℓ coefficients and χT is a Dirichlet character modulo T . The power series Lusr(u, χ) is a polynomial in u of degree at most 2ℓ.
Proof. We denote the coefficients of f ∈ M n,q 2 by ai:
The condition f ∈ M usr n,q 2 can be described in terms of the coefficients of f as follows:
We first treat the case where χ = χ1 or χ1 · χT , where χT is the trivial character modulo T . For n ≥ 2ℓ + 1, the number of f ∈ M usr n,q 2 with given a1, . . . , a ℓ ∈ F q 2 is q n−2ℓ + q n−2ℓ−1 and does not depend on the values of a1, . . . , a ℓ . In other words, M usr n,q 2 is a disjoint union of q n−2ℓ−1 (q + 1) representative sets modulo R ℓ,1,q 2 . Thus, by the orthogonality relation (2.1), we have for all n ≥ 2ℓ + 1
This shows that Lusr(u, χ) is a polynomial of degree at most 2ℓ. If χ = χ1 · χT where χT is non-trivial, and n ≥ 2ℓ + 1, then the number of f ∈ M usr n,q 2 with given a1, . . . , a ℓ , an ∈ F q 2 with a q+1 n = 1 is q n−2ℓ−1 and does not depend on the values a1, . . . , a ℓ , an. As χ1(f ) depends only on a1, . . . , a ℓ while χT depends only on an, for all n ≥ 2ℓ + 1 we may write
where in the last passage we have again used the orthogonality relation (2.1) applied to χ1. Thus deg(Lusr(u, χ)) is at most 2ℓ again, as needed.
Corollary 5.12. Let χ be a Hayes character of the form χ1 or χ1 · χT , where χ1 is a non-trivial short interval character of ℓ coefficients and χT is a Dirichlet character modulo T . Then
with |γi| ≤ q for all i and deg(Lusr(u, χ)) ≤ 2ℓ. (Note that γi will have a dependence on χ.)
Proof. The degree bound follows directly from Lemma 5.11. That |γi| ≤ q for all i follows from the convergence of the Euler product (5.7) for |u| < 1/q, which implies that L(u, χ) = 0 for |u| < 1/q. If for some i we have |γi| > q, then we would have a contradiction that L(u, χ) = 0 for some |u| < 1/q.
We expect that the L-function Lusr(u, χ), for χ a Hayes character in χ ∈ G(R ℓ,T,q 2 ), will satisfy the Riemann Hypothesis, in the sense that its inverse roots will have abolsute value q −1/2 or 1. In fact, Li [Li92, Li06] proved this for certain characters χ, by showing that Lusr(u, χ) is essentially an L-function of a Hayes character in G(R ℓ,M,q ). See also Curtis and Shinoda [CS99] . We do not pursue this here, as it can only lead to a modest saving of q n 2 in Theorem 1.2 and in (5.11) below.
λ(f ) and L usr (u, χλ)
We now turn to Lusr(u, χλ). It ends up that this function is no more complicated than Lusr(u, χ). This is due to a peculiar feature of λ(f ) for f ∈ M Corollary 5.14. For a Hayes character χ, Lusr(u, χλ) = Lusr(−u, χ).
Proof. This is evident from Theorem 5.13 and the definitions (5.4), (5.5) of Lusr(u, χ) and Lusr(u, χλ).
Hence (5.6) can be rewritten
Lusr( u q j (−1) j+1 , χ), for |u| < 1.
Character sums over U(n, q)
Theorem 5.15. Let n be a positive integer. Let χ be a Hayes character of the form χ1 or χ1 · χT , where χ1 is a non-trivial short interval character of ℓ coefficients, and χT is a Dirichlet character modulo T .
We have (for Lusr(u, χ) defined in (5.4)),
(1 − γiu)
with the convention that (q a − (−1) a ) · · · (q 2 − 1)(q + 1) = 1 when a = 0.
If d > 0 then the following estimate holds:
Proof. The proof proceeds in the same way as the proof of Theorem 3.6 with two minor differences: when applying (2.10) to deduce (5.10), let y = −γju and V = −q, and in the passage from (5.10) to (5.11), we use the bound |γi| ≤ q from Corollary 5.12 rather than the Riemann Hypothesis bound we used for GL(n, q).
Remark 11. In the next subsections we only use Theorem 5.15 with χ a short interval character. It is possible to extend our results from U(n, q) to SU(n, q) by using Theorem 5.15 with χ ∈ G(R ℓ,T,q 2 ).
5.6
The distribution of the characteristic polynomial: superexponential bounds for U(n, q)
Theorem 5.16. Let M ∈ U(n, q) be a random matrix chosen according to Haar measure. Then for 0 ≤ h < n − 1 and for f ∈ M n,q 2 ,
Proof of Theorem 5.16. By (2.3) with H = 1 and ℓ = n − h − 1, we have
(5.12)
When n is fixed, the right hand side of (5.11) is monotone increasing in d. From (5.12) and (5.11), we have
By Corollary 5.12, d1 ≤ 2(n − h − 1), which concludes the proof.
The distribution of traces: superexponential bounds for U(n, q)
Proof of Theorem 1.2. Consider the additive character ψ :
By orthogonality of the characters of the additive group (F q 2 ) k , we have
The choice λ1 = . . . = λ k = 0 contributes q −2k . For the other choices, Lemma 2.2 says that S(n; λ1, . . . , λ k ) = M ∈U(n,q) χ λ (CharPoly(M )) |U(n, q)| , where χ0 = χ λ ∈ G(R b k ,1,q 2 ) was defined in the lemma. By Theorem 5.15,
where d = deg(Lusr(u, χ λ )) ≤ 2b k by Corollary 5.12. As in the proof of Theorem 1.3, we use the observation that the right hand side of (5.13) is monotone increasing in d, together with the bound d ≤ 2b k , to establish the theorem.
The characteristic polynomial in very short intervals for U(n, q)
Finally we treat the case of short intervals which may contain only a small number of elements of M usr n,q 2 . In M usr n,q 2 a polynomial is determined by only half its coefficients, and for this reason short intervals may contain no elements.
Proposition 5.17. For any f ∈ M n,q 2 and h < n, we have
Proof. Those cases in which h ≤ (n − 2)/2 are evident. For h ≥ (n − 1)/2, this result is a minor generalization of Prop. 5.4, and follows likewise from analyzing the explicit description (5.1) off .
Thus for M ∈ U(n, q), it is only if h is larger than (n − 1)/2 that there exists the possibility that the characteristic polynomial CharPoly(M ) equidistributes in all short intervals I(f ; h) of M n,q 2 . But we show that for h only slightly larger than (n − 1)/2 that equidistribution does indeed occur.
Theorem 5.18. Let M ∈ U(n, q) be a random matrix chosen according to Haar measure. Then for (n − 1)/2 ≤ h < n and f ∈ M n,q 2 ,
Remark 12. Note that working within M n,q 2 , |I(f ; h)|/|M n,q 2 | = (q 2 ) h+1 /(q 2 ) n , so this result describes equidistribution, at least as long as h − (n − 1)/2 log q (n) → ∞, since in this case 2(n − h)/q n = o((q 2 ) h+1 /(q 2 ) n ). As in the other examples we have considered, for h − (n − 1)/2 growing sufficiently slowly we expect that equidistribution will cease, but we have not investigated this.
Our method is similar to that of §3.6. We use the notation that usr denotes a sum with all summands restricted to M usr n,q 2 , so for instance
Then we have
Proof. The middle and last identity here are obviously equal.
In order to show that PU (f ) is equal to these, note that from Theorem 5.9 we have
(5.14)
We also have
(5.15) (5.15) is a consequence of (5.14) by the following argument. We have
The set of divisors {d : d|f, d = 1} is finite and λ(d)/|d| k → 0 for all d = 1 as k → ∞, so for fixed f the second term in (5.16) tends to 0 as k → ∞, so
Working with (5.14), note that from Theorem 5.13 we have
where in the final step we use (5.15). We can exchange sum and limit because f is fixed and the sum is finite.
Lemma 5.20. Take n > 0, f ∈ M n,q 2 , and n > h
In particular the above expression is constant as f ranges over M n,q 2 for fixed n and q. Furthermore the right hand side of (5.17) simplifies. In fact for δ ∈ M usr q 2 and deg(δ) ≤ n, we have
(Note that |δ| = q 2 deg(δ) in this setting.)
Proof. The details are very similar to the proof of Lemma 3.8, but because of some important changes (e.g. in the degree of relevant L-functions) we give a full proof. Let ∆ = deg(δ). By the orthogonality relation (2.3),
By Lemma 5.11, Lusr(u, χ) is a polynomial of degree no more than 2(n − h − 1), and for ∆ ≤ 2h − n + 1 we have n − ∆ > 2(n − h − 1), so
which does not depend on f as χ0(f ) = 1 for all f ∈ M n,q 2 . To see (5.17), note that because this expression is constant for all f ∈ M n,q 2 ,
as in passing to the last equality, each f ∈ M n,q 2 will have been counted (q 2 ) h+1 times. Finally, in passing to (5.18), note that for δ ∈ M 1 ≤ 1 for all f ∈ M n,q 2 .
Proof. We are counting elements d in M usr n−deg(δ),q 2 such that dδ ≡ f mod R n−h−1,1,q 2 , or equivalently,
This gives a unique choice for the first n − h − 1 ≥ (n − deg(δ))/2 nextto-leading coefficients of d, which by definition of unitary self-reciprocals gives at most one option for d.
We now have all the tools for Theorem 5.18.
Proof of Theorem 5.18. We have
by Lemma 5.19. Letting H = 2h − n + 1 for notational reasons, this is
(5.19) Utilizing (5.17), we have for the first term of (5.19),
But PU is a probability measure on Mn,q and P
PU (f ) and so using this to simplify both terms above, that expression becomes
summing the geometric sum and recalling H = 2h − n + 1. On the other hand, turning to the second term in (5.19), we have from Lemma 5.21,
Applying (5.20) and (5.21) to (5.19), we see that
where K is a number in between −1 and 1. This implies Theorem 5.18.
From Theorem 5.18 we may immediately deduce an analogous result for traces using Lemma 2.1.
Theorem 5.22. Let M ∈ U(n, q) be a random matrix chosen according to Haar measure. Then for 1 ≤ k ≤ (n − 1)/2 and for {ai} 1≤i≤k, p∤i ⊆ F q 2 , we have
6 Results for Sp(2n, q)
In this section, q is an odd prime power.
Sp(2n, q) and the space of characteristic polynomials
The symplectic group Sp(2n, q) ⊆ GL(2n, q) is defined to be Sp(2n, q) = {g ∈ GL(2n, q) :
where J2n is any fixed invertible anti-symmetric matrix -the different choices giving rise to groups that are conjugate in GL(2n, q).
In order to treat characteristic polynomials of matrices from Sp(2n, q) ⊆ GL(2n, q), we require an involution defined on M gl q . Definition 6.2. For n ≥ 0 and f ∈ M gl n,q , define f ∈ M gl n,q by
Definition 6.3. We say that a polynomial f ∈ M gl n,q is self-reciprocal if f = f , and write 2n,q . In fact, from Theorem 6.9 below, these two sets are equal.
2n,q | = q n and |M sr,0 2n,q | = q n −2q n−1 +q n−2 1n>1 for n ≥ 1.
Proof. The first part is clear by analyzing explicit description (6.1) of f , considering n odd and n even separately. The second part is similar. As T ± 1 are self-reciprocal, the third part is solved by inclusionexclusion, namely |M where Pi = Pi for all i and Qj = Qj for all j, and Pi, Qj ∈ Mq \ {T, T − 1, T + 1} are irreducible for all i, j. Conversely, every such product is in M sr q .
Proof. The proof is completely analogous to that of Theorem 5.5.
2 For instance, it is typical to take
For an element of M sr q to be irreducible imposes a restriction on its possible degree, as shown in [Ful99, Thm. 11]. We give a different proof of this, with additional information, in the following theorem.
Theorem 6.6 (Fulman). If P ∈ M sr q is an irreducible polynomial, then either P ∈ {T − 1, T + 1}, or deg(P ) is even. In the later case, P (0) = 1.
If Q ∈ M gl q \ M sr q is an irreducible polynomial, then QQ ∈ M sr q and (QQ)(0) = 1.
Proof. We may write P (T ) = deg(P )−1 i=0
(T − zi) for some distinct zi in the algebraic closure. Since P = P , this means that t → t −1 is a permutation on the roots of P . If P (T ) = T ± 1 then there are no fixed points for the permutation induced by t → t −1 , and so its cycle structure consists of deg(P )/2 transpositions, forcing deg(P ) to be even. In this case, assuming z
Since f → f is an involution, clearly QQ ∈∈ M sr q . Again, since t → t −1 permutes the roots of QQ and has no fixed points, we find that (QQ)(0) = 1.
By comparing degrees and constant coefficients in (6.2), we obtain the following corollary. 
Expressions for P Sp (f )
Throughout this subsection we will take random M ∈ Sp(2n, q) according to Haar measure (that is, uniform measure).
Definition 6.8. For f ∈ Mq, we define the arithmetic function
where we take 2n = deg(f ) if deg(f ) is even, and where we set PSp(f ) = 0 if deg(f ) is odd. For f = 1 we define PSp(1) = 1.
Fulman [Ful99, Thm. 19 ] has proved a closed formula for the count |{M ∈ Sp(2n, q) : CharPoly(M ) = f }|. We have found it natural to phrase his formula in the language of probability as above.
Theorem 6.9 (Fulman). Suppose f ∈ M sr,1 q factorizes as
with Pi = P i for all i and Qj = Qj for all j, with Pi, Qj ∈ Mq \ {T, T − 1, T + 1} irreducible for all i, j.
We observe that PSp(f ) can be written as an infinite Dirichlet convolution of simple arithmetic functions defined on Mq.
Theorem 6.10. Let λ : Mq → {−1, 1} be the Liouville function, namely, the unique completely multiplicative function with λ(P ) = −1 for every irreducible P in Mq. For g ∈ Mq, define the arithmetic functions
The proof of Theorem 6.10 is given below. It is a corollary of the following theorem:
Theorem 6.11. For a Hayes character χ, define
(6.4)
for i = 0, 1, and LSp(u, χ) = Lsr,1( √ qu, χ)Lsr,0(u, χλ).
(6.5)
The sums (6.3) and (6.4) converge absolutely for |u| < 1/ √ q, and for |u| < 1 we have
Proof. We treat claims about convergence first. For (6.3) and (6.4), note that f ∈M sr n,q |χ(f )| ≤ 2q n 2 from Prop. 6.4, which furthermore implies |Lsr,1(u, χ)|, |Lsr,0(u,
For the convergence of the left hand side of (6.6) note that f ∈Mn,q |PSp(f )| ≤ 1, and for the convergence of the right hand side note that |LSp(u/q
We have the Euler products
following from Theorem 6.5, Corollary 6.7 and the fact that λ(P ) = −1 and λ(QQ) = 1 for all P, Q. Here the products are respectively over all irreducible monics P such that P = P and P = T, T ±1, and likewise over irreducible monics Q such that Q = Q. By using the facts that |{P ∈ M sr n,q : P irreducible}| ≤ |M sr n,q | ≤ 2q n 2 and |{Q ∈ Mn,q : Q = Q, Q irreducible}| ≤ |Mn,q| ≤ q n , it can be seen that the products in (6.7) and (6.8) converge absolutely for |u| < 1/ √ q. Hence
But from Theorem 6.9, one sees that PSp((T −1)
for P = P = T ± 1 and Q = Q. Hence
By (2.9) with (y, V ) ∈ {(q(χ(T ± 1)u) 2 , q 2 ), (−χ(P )u deg(P ) , −|P | 1/2 )} and (2.8) with y = χ(QQ)u 2 deg(Q) , V = |Q|, this agrees with the right hand side of (6.9).
Proof of Theorem 6.10. We proceed as in the proof of Theorem 3.4. We have from Theorem 6.11 that
The zeros of
We examine the L-function Lsr,1(u, χ) defined in (6.3).
Lemma 6.12. Consider the homomorphism Ψ :
2. Ψ is injective.
3. The k-th next-to-leading coefficient of
is a linear function of the first k next-to-leading coefficients of g.
The image of
Proof. The first two parts are simple, and the third part follows by expanding g(T +
T
). For the fourth part, note that if
(T 2 −αiT +1), which is self-reciprocal of even degree, and moreover, the multiplicity of T ±1 in it is even, as these factors may only come from αi = ±2. Hence Ψ(g) ∈ M sr,1 2 deg(g),q . A counting argument using Prop. 6.4 shows that Ψ(Mn,q) = M sr,1 2n,q .
Let us denote the inverse of Ψ by Φ.
Proposition 6.13. Given a short interval character of ℓ coefficients χ, there is a unique short interval character of ℓ coefficients χ
Moreover, χ is non-trivial if and only if χ ′ is non-trivial. Here L(u 2 , χ ′ ) refers to the usual L-function, defined in §2.1.3.
is the same as
for all g ∈ Mq. This definition determines χ ′ uniquely, and we get for free the multiplicativity of χ ′ and the fact that χ ′ (1) = 1. To see that χ ′ is well-defined, one uses Lemma 6.12 which tells us that the first ℓ next-to-leading coefficients of g(T + 1 T )T deg(g) depend only on the first ℓ next-to-leading coefficients of g. This shows that χ ′ (g) depends only on the first ℓ next-to-leading coefficients of g.
If χ
′ is trivial then χ(f ) = 1 for all f ∈ M sr,1 q
. Since for any given ℓ next-to-leading coefficients a1, a2, . . . , a ℓ one may find a polynomial f in M sr,1 q with such next-to-leading coefficients (e.g. f = T 2ℓ + a1T 2ℓ−1 + . . . + a ℓ T ℓ + a ℓ−1 T ℓ−1 + . . . + 1), it follows that χ is trivial as well. The other direction is immediate.
By the last part of Lemma 6.12,
as needed.
In particular, the Riemann Hypothesis over Function Fields gives us the following corollary:
Corollary 6.14. Let χ be a non-trivial short interval character of ℓ coefficients. Then
with |γ
6.4 λ(f ) and L sr,0 (u, χλ)
We now turn to Lsr,0(u, χλ).
Definition 6.15. Define the quadratic character χsr : is the Jacobi symbol.
The following lemma is due to Carlitz [Car67] . We give an independent proof.
Lemma 6.16 (Carlitz) . For all g ∈ S, we have
Proof. Any element of S can be expressed as a product of squarefree elements of S. Since both sides of (6.11) are completely multiplicative, it suffices to establish (6.11) for squarefree g ∈ S.
One may verify that Ψ|S takes squarefree polynomials to squarefree polynomials. A formula due to
for any squarefree f , where Disc(f ) is the discriminant of f , and χ2 is the unique non-trivial quadratic character of F × q , extended to Fq by 0. As deg(Ψ(g)) = 2 deg(g), we have
and so it suffices to show that χ2(Disc(Ψ(g))) = χsr(g)
i ) where αi are defined via αi + α −1 i = βi, and so
where
Since βi − βj = (αi − αj )(αiαj − 1)(αiαj ) −1 and (2 − βi)(−2 − βi) = (αi − α
and so χ2(Disc(Ψ(g))) = χ2(Disc(g) 2 )χ2(g(2)g(−2)) = χ 2 2 (Disc(g))χ2(g(2)g(−2)) = χsr(g), as needed.
Lemma 6.17. The restriction Ψ|S is a bijection from S to M sr,0 q . Proof. As in the proof of the last part of Lemma 6.12, one can see that Ψ(S ∩ Mn,q) ⊆ M sr,0 2n,q , and a counting argument using Prop. 6.4 implies equality.
Proposition 6.18. In the notation of Prop. 6.13 and (6.10),
Proof. By Lemmas 6.16 and 6.17,
Corollary 6.19. Let χ be a short interval character of ℓ coefficients. Then
with |γ 6.5 Character sums over Sp(2n, q) Theorem 6.20. Let n be a positive integer. Let χ be a non-trivial short interval character of ℓ coefficients. We have (for LSp(u, χ) defined in (6.5))
(6.12)
Proof. By Corollaries 6.14 and 6.19 we have (6.12). The rest of the proof proceeds in the same way as the proof of Theorem 3.6 with two minor differences: when applying (2.10) to deduce (6.13), let y = γju and V = q 2 , and in the passage from (6.13) to (6.14), we use the bound |γi| ≤ q √ q which follows from Corollaries 6.14 and 6.19.
6.6 The distribution of the characteristic polynomial: superexponential bounds for Sp(2n, q)
Theorem 6.21. Let M ∈ Sp(2n, q) be a random matrix chosen according to Haar measure. Then for 0 ≤ h < 2n − 1 and for f ∈ Mn,q,
Proof of Theorem 6.21. As in the proof of Theorem 1.3, from (3.15) we have
(6.15) When n is fixed, the right hand side of (6.14) is monotone increasing in d. From (6.15) and (6.14), we have
By (6.12) we have d1 ≤ 2(2n − h − 1) which concludes the proof.
6.7 The distribution of traces: superexponential bounds for Sp(2n, q)
Theorem 6.22. Let M ∈ Sp(2n, q) be a random matrix chosen according to Haar measure. Fix a strictly increasing sequence b1, . . . , b k of positive integers coprime to p. Then for any sequence a1, ..., a k of elements of elements from Fq, we have
6.8 The characteristic polynomial in very short intervals for Sp(2n, q)
Finally we treat the case of short intervals which are sufficiently small that they contain few elements of M sr,1 n,q . In this space a polynomial is determined by only half its coefficients, and for this reason short intervals may contain no elements.
Indeed, from an analysis of the explicit formula (6.1) for f one may prove Proposition 6.23. For any f ∈ M2n,q and h < 2n, we have
Thus for h smaller than n one cannot expect characteristic polynomials to equidistribute in short intervals I(f ; h). For h only slightly larger than n however one may show that equidistribution occurs.
Theorem 6.24. Let M ∈ Sp(2n, q) be a random matrix chosen according to Haar measure. Then for n ≤ h < 2n and f ∈ M2n,q,
where B is an absolute constant (independent of n, h and q).
This result implies equidistribution as long as (h − n)/ log q (n) → ∞. Remark 13. The constant B in Theorem 6.24 can be seen to be the same constant as in Lemma 6.27 below. We give a crude bound for this constant after that lemma, but with additional tools (see Remark 14), it can be seen that one may take B = 2.
The proof of this result requires some changes from the proofs in previous sections but is nonetheless similar. For this reason the proofs that follow will be somewhat abbreviated.
For g ∈ Mq, define the arithmetic functions
and further define α . We need the following lemmas.
Lemma 6.25. For f ∈ Mq,
Proof. This follows from Theorem 6.10, following the same strategy as the proof of Lemma 5.19 for U(n, q).
Proof. Using Lemma 2.3 together with q-series identities one can verify, in the notation of Theorem 6.9, Lemma 6.27. There exists an absolute constant B such that for all n ≥ 0 and all prime powers q,
Proof. We outline a proof using generating series. Define for i = 0, 1,
(These are just the already-defined L-functions at trivial characters, and the sums converge absolutely for |u| < 1/ √ q.) Corollary 6.7 implies that all elements of M sr,1 q can be written uniquely as (T −1) a (T +1) b g for a, b even and g ∈ M sr,0 q . This implies that
(6.18) Theorem 6.10 (or Theorem 6.11) implies
while the same reasoning implies
Applying (6.18) to these identities, we have
with the second line following from the fact that PSp is a probability measure on M2n,q. For notational reasons we write the product on the last line as G(u 2 , q) :
for any radius ρ < 1. Due to the rapid convergence of the product defining G, a little work shows
where the implies constant is absolute. Thus for all ρ < 1,
As G(1, q) = O(1) and ρ < 1 is arbitrary, we can let ρ → 1 − and see that the above is bounded by an absolute constant as claimed.
The following two lemmas are proved analogously to Lemmas 5.20 and 5.21.
Lemma 6.28. Take n > 0, f ∈ M2n,q, and 2n > h ≥ n. In particular the above expression is constant as f ranges over M2n,q for fixed n and q. Furthermore the right hand side of (6.19) simplifies. In fact for δ ∈ M From Theorem 6.24 we may immediately deduce an analogous result for traces using Lemma 2.1.
Theorem 6.30. Let M ∈ Sp(2n, q) be a random matrix chosen according to Haar measure. Then for 1 ≤ k ≤ n − 1 and for {ai} 1≤i≤k, p∤i ⊆ Fq, we have
where B is an absolute constant (independent of n, k, and q).
7 Results for O + (n, q) and O − (n, q)
7.1 O + (n, q), O − (n, q) and the space of characteristic polynomials
For any symmetric matrix K ∈ GL(n, q), we define the orthogonal group preserving the quadratic form with matrix K to be O(n, q, K) = {g ∈ GL(n, q) :
When K1 and K2 and congruent, O(n, q, K1) and O(n, q, K2) are conjugate in GL(n, q). Let χ2 be the non-trivial quadratic character of F × q . For each n, there are two congruence classes for invertible symmetric matrices of size n: one for symmetric matrices with χ2(det(K)(−1) ⌊ n 2 ⌋ ) = 1 and another for symmetric matrices with χ2(det(K)(−1)
where K ǫ n is a symmetric matrix with χ2(det(K ǫ n )(−1)
q . This shows that O + (n, q) and O − (n, q) are always conjugate in GL(n, q) (for odd n). Still, the distinction between the two groups will be useful. For even n, O + (n, q) and O − (n, q) are not isomorphic, and in fact have different orders.
sr n,q . In fact, from Theorem 7.3 below,
Expressions for
Definition 7.2. Fix ǫ ∈ {+, −}. For f ∈ Mq, we define the arithmetic function [Ful99, Thm. 20 ] has proved a closed formula for the sum of counts |{M ∈ O + (n, q) :
We have found it natural to phrase this formula in the language of probability as above. 
We have the following formula for P
, which does not seem to have appeared in the literature, but which follows from Fulman's methods. We fill in the details of the proof in an appendix.
Theorem 7.4. In the notation of Theorem 7.3 and (6.16),
Remark 14. Theorem 7.4 can be used to quickly give an alternative proof of Lemma 6.27 with B = 2.
By definition
Sp is an infinite Dirichlet convolution of simple arithmetic functions defined on Mq. The same is true for P Then for f ∈ Mq,
One may verify (7.1) directly using Theorems 6.9 and 7.3. We also need the following theorem.
Theorem 7.6. For any Hayes character χ, let
For |u| < 1 we have
The proof is a direct consequence of (6.16). In fact, we may show the following.
Proposition 7.7. For all f ∈ Mq,
Character sums over
For the exact formulas (7.7), (7.9), note that 7.4 The distribution of the characteristic polynomial: superexponential bounds for O + (n, q), O − (n, q) Theorem 7.9. Fix ǫ ∈ {−, +}. Let M ∈ O ǫ (n, q) be a random matrix chosen according to Haar measure. Then for 0 ≤ h < n − 1 and for f ∈ Mn,q,
The proof proceeds along the lines of the proof of Theorem 1.3.
7.5 The distribution of traces: superexponential bounds for O + (n, q),
Theorem 7.10. Fix ǫ ∈ {, +}. Let M ∈ O ǫ (n, q) be a random matrix chosen according to Haar measure. Fix a strictly increasing sequence b1, . . . , b k of positive integers coprime to p. Then for any sequence a1, ..., a k of elements of elements from Fq, we have
The characteristic polynomial in very short intervals for
As for other groups, an element of M sr q is described by roughly half its coefficients and so there may exist short intervals with no elements of M sr q . From an analysis of the involution f of Definition 6.2, considering odd and even degrees separately, one may prove Proposition 7.11. For any f ∈ Mn,q and h < n, we have
Hence as before we cannot expect equidistribution at all scales. But the same phenomenon we have seen for all other groups persists: as long as h is slightly larger than n/2, equidistribution of the characteristic polynomial in intervals I(f ; h) occurs for both the groups O + (n, q) and O − (n, q).
Theorem 7.12. Fix ǫ ∈ {−, +}. Let M ∈ O ǫ (n, q) be a random matrix chosen according to Haar measure. Then for n ≥ 3 and (n + 1)/2 ≤ h < n, if f ∈ Mn,q,
where C is an absolute constant (independent of n, h and q).
This result implies equidistribution as long as (h − n/2)/ log q (n) → ∞. Remark 16. More careful book-keeping shows that the argument below allows one to replace the upper bound C(n − h)/q n/2−1 by 2(n − h + 1)/q n/2−1 .
Theorem 7.12 is a consequence of estimates below for sums over short intervals of P 
PSp(g).
Because PSp is supported on even degree polynomials, this simplifies to = (T +1)g∈I(f ;h) PSp(g) + (T −1)g∈I(f ;h) PSp(g) for n = deg(f ) odd, g∈I(f ;h) PSp(g) + (T 2 −1)g∈I(f ;h) PSp(g) for n = deg(f ) even.
But from Theorem 6.24, considering the case of odd and even n separately, one can verify that if n is odd and (n + 1)/2 ≤ h < n, or if n even and n/2 + 1 ≤ h < n, the above is = 2 q h+1 q n + O n − h q n/2−1 .
Inspecting these ranges of h for odd and even n verifies the claim of the lemma.
Lemma 7.14 (An estimate for P
. For n ≥ 3 and (n + 1)/2 ≤ h < n, if f ∈ Mn,q, g∈I(f ;h)
where the implied constant is absolute.
If n is odd this is evident -in fact the left hand side is 0 from Theorem 7.4. In the case that n is even we will need the following two preliminary lemmas. for any f ∈ Mn,q. In particular the above expression is constant as f ranges over Mn,q, for fixed n and q.
Proof. Let ∆ = deg(δ). For ∆ ≤ 2h − n − 2, we have n − ∆ ≥ 2(n − h − 1) + 4. Yet For χ ∈ G(R n−h−1,1,q ), the inner sum above evaluates to 0 by Corollary 6.19. Remark 17. If deg(δ) ≥ 2h − n + 2, then we can replace q with 1, but we do not use this.
Proof of Lemma 7.14. We can assume n is even, since otherwise as already noted the left hand side is 0. Theorem 7.4 reduces the lemma to evaluating short interval sums of P Using Lemma 7.15, it follows that this sum may be restricted to δ with 2h − n ≤ deg(δ) ≤ n; the contribution from δ not in this range sums to 0. On the other hand, by Lemma 7.16 and the fact that PSp(δ) is a probability measure for δ ∈ M k,q for even k, the magnitude of the above expression is then no more than sr,0 d,δ:dδ∈I(f ;h) 2h−n≤deg(δ)≤n PSp(δ) |dδ| 1/2 ≤ 1 q n/2 q · ([n − (2h − n)]/2 + 1) = n − h + 1 q n/2−1 , which yields the claimed bound.
Proof of Theorem 7.12. This is just a matter of differencing the estimates in Lemmas 7.13 and 7.14.
From Theorem 7.12 we may immediately deduce an analogous result for traces using Lemma 2.1.
Theorem 7.17. Fix ǫ ∈ {−, +}. Let M ∈ O ǫ (n, q) be a random matrix chosen according to Haar measure. Then for n ≥ 3, and 1 ≤ k ≤ (n − 1)/2 and for {ai} 1≤i≤k, p∤i ⊆ Fq, we have
where C is an absolute constant (independent of n, k, and q).
A Cycle indices for O + (n, q) and O − (n, q)
We fill in the proof of Theorem 7.4. It is largely based on Fulman's paper [Ful99, §4.3, §6.1], and we refer the reader to this source for further details.
A.1 Parametrization of conjugacy classes
We describe a parameterization of the conjugacy classes in O + (n, q) and O − (n, q), due to Wall [Wal63, pp. 38-40]. Here we think of O + (n, q), O − (n, q) as disjoint, abstract groups. Denote by Pq ⊆ Mq the subset of monic irreducible polynomials, not including T , and by Y the set of partitions, which includes the empty partition.
An "orthogonal signed partition" λ ± is a partition of some natural number |λ ± | such that the even parts have even multiplicity, together with a choice of sign for the set of parts of size i for each odd i. We denote by YO the set of all orthogonal signed partitions. There is a certain way to associate with each g ∈ O + (n, q) ∪ O − (n, q) a pair of functions λP (g) : Pq \ {T ± 1} → Y, λ ± P (g) : {T ± 1} → YO which enjoys several properties:
• g1, g2 ∈ O ǫ (n, q) are conjugate in O ǫ (n, q) if and only if λP (g1) = λP (g2) for all P ∈ Pq \ {T ± 1} and λ ± P (g1) = λ ± P (g2) for all P ∈ {T ± 1} (ǫ ∈ {+, −}).
• The pairs of functions (λP (g), λ ± P (g)), (λP (h), λ ± P (h)) are distinct if g ∈ O + (n, q) while h ∈ O − (n, q).
• |λP | = |λ P | and P ∈{T ±1} |λ ± P | deg(P ) + P ∈Pq\{T ±1} |λP | deg(P ) = n.
• The characteristic polynomial of g ∈ O + (n, q) ∪ O − (n, q) is CharPoly(g) = P ∈{T ±1} P |λ ± P (g)| P ∈Pq\{T ±1} P |λ P (g)| .
A.2 Cycles indices for O + (n, q), O − (n, q) Definition A.1. The cycle indices for O + (n, q), O − (n, q) are the following polynomials in variables x = {x P,λ } P ∈Pq\{T ±1},λ∈Y ∪ {x P,λ ± } P ∈{T ±1},λ∈Y O : Z(O + (n, q), x) = 1 |O + (n, q)| g∈O + (n,q) P ∈{T ±1}
x P,λ ± P (g) P ∈Pq\{T ±1}
x P,λ P (g) , Z(O − (n, q), x) = 1 |O − (n, q)| g∈O − (n,q) P ∈{T ±1}
x P,λ P (g) . We give a generalization of (A.1) which requires some notation. If i is an odd integer appearing in λ ± , let us denote by ǫi(λ ± ) its sign and by mi(λ ± ) the multiplicity in which i appears. As shown by Wall [Wal63, pp. 38-40] (cf. [Ful99, Thm. 13]), given g ∈ O ǫ (n, q) for some ǫ ∈ {±}, the precise orthogonal group to which g belongs may be determined by the data λ ± T ±1 (g), λP (g) as follows: For ψ ≡ 1 we recover (A.1). We leave the details to the reader.
A.5 Proof of Theorem 7.4
Let χ be a Hayes character, and let us specialize (A.3) to x T ±1,λ ± = χ(T ± 1) |λ ± | and x P,λ = χ(P |λ| ) for all P ∈ Pq \ {T − 1, T + 1} and λ ∈ Y. We work with formal power series, and so do not check convergence. Additionally we take ψ(a, b) = (−1) b if q ≡ 1 mod 4 and ψ(a) = i a if q ≡ 3 mod 4.
We obtain, by appealing to (A.2) with (u, z) = (χ(P )u deg(P ) , −q deg(P )/2 ) and (u, z) = (χ(QQ)u deg(QQ) , q deg(Q) ), and using the formulas for the orders of GL(n, q) and U(n, q), Here we have used the fact that for odd n, O + (n, q) and O + (n, q) are conjugate and ψ [O + (n, q)] = −ψ [O − (n, q)] , so we may omit the odd n from the left hand side of (A.4). By comparing coefficients and using Lemma 2.3, we find that α := P 
