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Almost all problems in computer vision are related in one form or another to the
























形状を復元するには？　これは 3次元形状復元 (three-dimensional reconstruction)という問題で、
3次元幾何と 2次元画像を結びつける数式を必要とする。他にも、人間がどのような姿勢をしてい
るのか？　という姿勢推定 (pose estimation)や、物体がどのように移動しているのか？　という
追跡 (tracking)、画像中の物体はどのように動いているのか？　という運動解析 (motion analysis)
など、いくつもの問題がある。








y = ax+ b (2.1)
で与えられたとしよう。ここで aは直線の傾きで、bは切片である。これは中学高校の数学でも習っ
たし、受験の問題にも出たかもしれない。この直線の 2つのパラメータ a; bを求めるには、この直
線が通る 2つの点を与えればよかった。その二つの点を (x1; y1); (x2; y2)としよう。すると、次の
ような連立方程式が得られる。
y1 = ax1 + b (2.2)
y2 = ax2 + b (2.3)
これを解けば、a; bはすぐに求められる。解き方はいろいろあるが、とりあえず両辺をそれぞれ引
いて




x1   x2 (2.5)
が求まった。これを、たとえば最初の式に代入すれば、
b = y1   y1   y2












































 mgdt =  gt+ v0 (2.10)




 gt+ v0dt =  1
2
gt2 + v0t+ x0 (2.11)
ここで、x0 は時刻 t = 0での初期位置であり、v0 は初期速度である。
明らかに、位置 xは時刻 tの二次関数である。一般的に書けば次のようになる。
x = at2 + bt+ c (2.12)





b = v0 (2.14)
c = x0 (2.15)
となる。










推定するべきものは v0; x0である。これらは未知パラメータ (unknown parameters)である。観
測できるものは、各時刻 t1; t2; : : :におけるボールの位置 x(t1); x(t2); : : :である。これらの観測デー
タ (observed data) から未知パラメータを推定する、という問題が「パラメータ推定」である。
いったい何個の位置を観測すれば推定できるのだろうか？　一般的には、方程式の数が未知パラ







x(t) = at2 + bt+ c (2.16)
を、その現象を表現するモデル (model)という。観測では、モデルにはない誤差が含まれた値
x(t1) + n1; x(t2) + n2; : : : (2.17)
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が計測される。どんな場合でも、すべての観測データには誤差が含まれていると考えるべきである。

















































理想的な場合の、モデル f の出力をZ としよう。つまりZ = f(p)と書きたいのである。しかし、
どんなモデルでも Z が右辺にくくりだせるというわけではない。そこで、次のように定義する。
f(p;Z) = 0 (2.21)
先ほど例として示した、ボールが落下する簡単な例の 2次式を考えてみよう。ボールの位置 xは
時刻 tの関数として以下のようにモデル化していた。
x(t) = at2 + bt+ c (2.22)
ここで、パラメータは
p = (b; c)t (2.23)
m = 2 (2.24)
であり（aは既知であった）、モデルの出力は
Z = (x; t)T (2.25)
である。この現象をモデル化する関数 f は、定義通りにしようとすれば次のようになる。
f(p;Z) = x  (at2 + bt+ c) = 0 (2.26)
この場合は関数の出力はひとつ（スカラー）なので、ベクトル f ではなくスカラー f で書いている。
観測には必ずノイズが含まれる。そのノイズを と書くと、実際に観測されるデータは、モデル
の理想的な出力にノイズが加わった
y = Z +  (2.27)
になる。それぞれの観測データ yiにはノイズが含まれているので、普通は f(p;yi) = 0は成り立
たない。
以上でパラメータ推定の登場人物は出そろった。パラメータ推定とは何をするのか？　それは、





F (p;y1; : : : ;yn) (2.28)
最適化問題 (optimization problem)とは、この目的関数を最適化することである。で、最適化と
は、その関数の最大値や最小値を見つけて、そのときのパラメータを求めることである。そのた





























@F (p1;y1; : : :)
@p
= 0 and
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微分の定義を思い出してみると、ある変数 xを少し動かしたときに、ほかの変数 y がどのくら
い変化するのかを表すのが微分であった。xと yの関係が関数 f で表わされているとすると、
y = f(x) (2.34)






これを多変数に拡張する。m個の変数x1; : : : ; xmとn個の変数y1; : : : ; ynが、n個の関数f1; : : : ; fn
で次のように関係づけられているとしよう。
y1 = f1(x1; : : : ; xm) (2.36)
y2 = fn(x1; : : : ; xm) (2.37)
... (2.38)


























dY = (dy1; : : : ; dyn)
T (2.44)
























を、ヤコビ行列という。これは微小変化分 dX; dY を行列計算で結びつけている。つまり、1変数
のときの微分係数に相当するもので、任意の非線形の関数 f1; : : : ; fnを線形の行列計算で近似した
ものである。
































































at3 + bt+ c
3dt2 + 2et+ f
!
; p1 = (a; b; c; d; e; f)
T (2.51)
f2 = abt







t3 t 1 0 0 0











0 t2 0 0
t2 ct 2bt 0
0 2bt 0 0



















p = (p1; : : : ; pm)
T (2.57)
係数ベクトル・行列としては次のものを使おう。




b11    b1m
...
...
bm1    bmm
1CCA (2.59)
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F = pT bのとき
一つ目の例は、目的関数の形がパラメータの線形和になっているものである。






























F = pTBp = (p1; : : : ; pm)
0BB@
b11    b1m
...
...































































= (Bp)T + pTB (2.70)
もし B が対称行列 BT = B であれば、(Bp)T = pTBT = pTB より、次のように簡単になる。
@F
@p







yi = m+  (2.72)
つまり、ある真の値mに誤差 が含まれた観測データ yiが得られるという問題である。ここでや
るべきことは、たくさんの観測データ y1; y2; : : :が与えられたときに、もっとも「よい」パラメー
タmを求めることである。





まず、ノイズモデルを仮定しよう。よくつかわれるノイズモデルは、 は正規分布 (Normal dis-
tribution, Gaussian distribution) に従うというものである。平均 m、標準偏差  の正規分布を
N(m;)と書くことにする。
観測データに含まれる微小なノイズ が、平均 0、標準偏差 の正規分布に従うことを、次のよ
うに表す。
  N(0; ) (2.73)
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すると観測データ yi は、平均m、標準偏差 の正規分布に従うことになる。























パラメータ で表される、n個の確率変数X1; : : : ; Xnの同時確率密度関数 f(X1; : : : ; Xn j )で
表される確率分布があるとする。その尤度 L( j X1; : : : ; Xn)は、次の式で定義される。
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なんのことはない。同じものである。
では n個の確率変数X1; : : : ; Xnが、統計的に独立に (statistically independentlly)、同じ正規分
布から与えられたとしよう。この状況を i.i.d.(independent and identically distributed)と書くこ
ともある。このとき、確率統計で習ったように、同時確率密度関数はここの確率密度関数の積で書
き表すことができる。
L( j X1; : : : ; Xn) = f(X1; : : : ; Xn j ) (2.78)




f(Xi j ) (2.80)
さらにこれを簡単にしたい。そこで、両辺の対数をとろう。なぜなら、積の対数をとると、和に変
形できるからだ。
logL( j X1; : : : ; Xn) =
nX
i=1




































  logL( j y1; : : : ; yn) =  
nX
i=1









































(yi  m) = 0 (2.91)
nX
i=1









































(yi  m) = 0 (2.96)
nX
i=1






























パラメータ をもつ、任意のスカラー関数 g(x; ) が与えられたとき、以下のような観測モデル
を考えよう。
yi = g(xi; ) +  (2.102)
理想的な値は g(xi; )であるが、それにノイズ が加わったものが観測データ yiとして得られる。
ノイズモデルは、やはり正規分布を仮定しよう。
  N(0; ) (2.103)
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すると観測データ yi は、次のようになる。









  logL =  
nX
i=1



















(yi   g(xi; ))2 (2.108)
これを解くには、やはり微分して 0とおけばよい。その結果は、任意の関数 g の形に依存するの
で、一般的な議論はここまでである。
この式の右辺に注目してほしい、右辺は、観測データ yi と理想的な値 gとの差だけが残ってい




(yi   g(xi; ))2 (2.109)
を最小化する問題になっている。そのため、このように差や距離の二乗和を最小にする最適化問題






















g(x) = ax+ b (2.110)
ここでパラメータとなるのは、直線の傾き a と切片 b である。x1; x2; : : : に対応する観測データ





































































































線をどのようにパラメータで表現するかという問題であり、y = ax+ bという式が任意の直線を推
定するという問題には適さないのである。
二つ目は、軸を変えたり回転したりすると結果が変わってしまうという問題である。線形回帰で
は y = ax+ bという式で直線を表していたため、最小化する差は、yiと g(xi) = axi + bの距離で
あった。しかし、x軸と y軸を取り替えて x = 1ay  ba という式で直線を表してみよう。数式的には




















ax+ by + c = 0 (2.125)
線形回帰で用いた式とは異なり、xにも y にも係数がある。そのため、傾きが無限大になってし
まうような問題は発生しない。ただし右辺が 0であるので、両辺を何倍しても同じ直線を表して
しまうので、このままではパラメータ a; b; cが一意に決まらない。そこで、とりあえずここでは
a2 + b2 = 1であるとしよう。このほかにも正規化の仕方はある。c = 1にしてもよい。その比較は
後の節で述べよう。
さて、ある観測データの座標を (x0; y0)としよう。この点から、直線までの垂直距離を求めたい。
直線上のある点 (x; y)までの距離を dは、次のように表される。
d =
p
(x  x0)2 + (y   y0)2 (2.126)
点 (x0; y0)から直線までの垂直距離は、この距離 dの最小値である。つまり、次のような最適化問
題を解かなければならない。
min d subject to ax+ by + c = 0 (2.127)
ここで a2 + b2 = 1である。勘違いしないように、確認しておこう。ここでは、与えられた直線ま









min f subject to g = 0 (2.128)
を変形して、次のような目的関数を最小化する問題を考えのだ。
F = f   g (2.129)
こうすることで、制約条件のない最適化問題を解けばよいことになる。
先ほどの問題を、変形してみよう。距離 dの代わりに d2 を用いても、値の大小関係は同じなの
で、これを最小化しよう。ラグランジュ乗数 を用いて、最小化するべき目的関数を次のように設
定する。
F = (x  x0)2 + (y   y0)2   (ax+ by + c) (2.130)






































ax+ by + c = 0 (2.141)
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ここからは、ややこしくなる。手順を追って説明しよう。まず、を求めよう。それには、パラ
メータ x; yの微分で得られた最初の二つの式を、の微分で得られた最後の式に代入する。




+ x0) + b(
b
2
+ y0) + c = 0 (2.143)
a2+ 2ax0 + b
2+ 2by0 + 2c = 0 (2.144)
(a2 + b2)+ 2(ax0 + by0 + c) = 0 (2.145)
(a2 + b2) =  2(ax0 + by0 + c) (2.146)
 =
 2(ax0 + by0 + c)
a2 + b2
(2.147)
次に、パラメータ x; y を求める。そのためには、求められた を、最初の二つの式に代入しな
おす。
x = x0   a(ax0 + by0 + c)
a2 + b2
(2.148)
y = y0   b(ax0 + by0 + c)
a2 + b2
(2.149)
これで終わりではない。求めたいのは、距離 dである。いま求められた x; yを、dの式に代入し
よう。
d2 =














ax0 + by0 + cp
a2 + b2
(2.152)
= ax0 + by0 + c (a
2 + b2 = 1) (2.153)
これで、ある点からの直線までの垂直距離が得られた。この距離は、高校の数学の教科書に、幾何
学の公式として載っているものと同じである。
最初に a2+ b2 = 1であると仮定していたのだが、結局最後の最後までその条件は使わなかった。
だから、別に a2 + b2 = 1でなくとも構わないわけだ。必要なのは、a2 + b2 で割れること。だか
ら、a2 + b2 6= 0でありさえすればよい。もし a2 + b2 = 0であったとしたら？　それはそもそも直
線ではない。
次はこの垂直距離を使って直線を推定してみる。そのときに、正規化の仕方の違いで結果が違う






n個の観測データ (xi; yi)が与えられたときに、直線 ax+ by + c = 0までの垂直距離を di と書























































































































c = 1を仮定した。これが逆行列が存在しないことと関連している。直線の方程式が ax+by+c = 0で
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与えられているときに、c = 1が満たされると仮定した。すると、任意のx; yに対して ax+by+1 = 0





















































































y = ax+ bと ax+ by+ c = 0の二通りあり、さらに ax+ by+ c = 0には正規化のやり方が 2通り
あるのだ。一つは c = 1で、上に示したように使い物にはならない。二つ目が、a2 + b2 = 1であ
る。こちらが本命であり、次に説明しよう。
垂直距離の最小化：a2 + b2 = 1の場合
ここでは a2 + b2 = 1という正規化で直線を求めよう。直線 ax + by + c = 0までの垂直距離が























































i=1 yi は y座標の平均
である。だから、観測データの平均座標を (mx;my)とおくと、次のように簡単になる。
c =  amx   bmy (2.177)
a; bはまだ求まってはいないが、cは a; bでかけることが分かった。
ここで、この式を次のように書きなおしてみよう。
amx + bmy + c = 0 (2.178)





















 (xi  mx)2 (xi  mx)(yi  my)

















































この行列は、共分散行列 (covariance matrix)と呼ばれるものである。xと yの共分散が対称なの
で、共分散行列は対称行列になる。つまり CT = C である。







ここで、a2 + b2 = 1としていたことを思い出してほしい。このベクトルで表現すれば、jjajj2 = 1
である。
これらを用いると、先ほどの目的関数の式は非常にすっきりする。





これが 0になれば、そのときの aが求めるパラメータである。つまり、与えられた行列 C に対し
て次の式を満たすベクトル aを求めることになる。
aTC = 0 or Ca = 0 (2.191)















x = I (2.192)
で与えられる 2次元正規分布
f(x j) = 1
2jxje
  12 (x m) 1x (x m) (2.193)
から生成されるノイズが、観測データに含まれているとする。
正規分布の等方性を仮定する理由は、簡単になるからである。観測データを xi = (xi; yi)T、平
均をm = (mx;my)T とすると、2次元正規分布は二つの 1次元正規分布の積であらわすことがで
きる。
f(x j) = 1
2jxje


















こうなれば尤度を計算するのは簡単である。ノイズモデルが分散が （既知）で平均 0の 2次
元正規分布なので、観測データは真の（ただし未知の）点 xti = (xti; yti)T を平均とする分散が 
（既知）の 2次元正規分布に従う。
対数尤度は、以下のように計算しよう。

































(xi   xti)2 + (yi   yti)2
	
subject to axti + byti + c = 0 (2.202)







(xi   xti)2 + (yi   yti)2
	  nX
i=1
i(axti + byti + c) (2.203)
ここではまず、真の点 xti = (xti; yti)T を求めなければならない。直線のパラメータを求めるのは
そのあとである。
それでは、目的関数 J を xti; yti; i で微分しよう。
@J
@xti
=  2(xi   xti)  ia = 0 (2.204)






=  2(yi   yti)  ib = 0 (2.206)






= axti + byti + c = 0 (2.208)
iの和をとる式を、ある iだけの xti; ytiなどで微分するようなやり方には慣れておいたほうがよい
だろう。一見複雑に見えても、このように非常に簡単になる場合がある。
さて、i で微分して得た式に xti; yti を代入しよう。















+ c = 0 (2.210)
axi + byi + c =  i
2
(a2 + b2) (2.211)
... i =







































(axi + byi + c)
2 (2.216)
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る。つまり jjpjj = 1である。そして最小化するべき目的関数を次のように置く。
J = pTBp (2.218)








= Bp = 0 (2.220)
pは行列Bの零ベクトルである。しかしノイズの影響により、実際の問題では厳密に右辺が 0になる
ことはない。それではどうやって J を最小化すればよいだろうか？　それは固有値問題 (Eigenvalue
problem)を解くのである。ということで固有値問題をおさらいしよう。忘れていれば線形代数の
教科書の後ろのほうを参照してほしい。
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行列 B の固有ベクトル (eigenvector) ei とは、次式を満たすベクトルである。
Bei = viei (2.221)
ここで viは、固有ベクトル eiの固有値 (eigenvalue)である。実対称mm行列Bはm個の固有
ベクトルと固有値を持つ。詳しくは線形代数の教科書を眺めてほしい。さらに、固有ベクトルのノ
ルムは 1であり、異なる固有ベクトル同士は直交している。これを式で書くと次のようになる。
eTi ej = ij (2.222)
上のことを行列形式で書こう。行列 B は、以下のように行列の積で書くことができる。








1CCCCA ; v1  v2      vm (2.224)
U = (e1 e2    em) ; UUT = UU = I (2.225)

















































a2i = 1 (2.232)
つまり、pのノルムが 1であるという制約が、係数の二乗和が 1であるという制約に置き換わった
のである。












a2i = 1 (2.233)
ではラグランジュ乗数 を用いて、最小化するべき目的関数を以下のように設定しよう。




















pTBp = pTUDUTp (2.236)






























= 2aivi + 2ai = 0 (2.240)
















i = 1という式から、ai がすべて 0であってはまずい。つまり、どれかの ai は 0
ではないのだ。次に、ai(vi+ ) = 0という式から、ai = 0もしくは  =  vi（もしくは両方成立）
である。これをよく考えてみよう。
仮にもし、ある iで  =  vi だったとしよう。このとき、
ai(vi + ) = ai(vi   vi) = 0 (2.244)
を満たすには、ai は 0でなくてもよい（0であってもいいが）。しかし、その他のすべての j(6= i)
において、
aj(vj + ) = aj(vj   vi) = 0 (2.245)
を満たすには、aj = 0が必要である。なぜなら（一般的に）固有値は異なる、つまり vj 6= viだか







ai = 1 (2.246)
aj = 0 (j 6= i) (2.247)
 =  vi (2.248)
minJ = vi (2.249)
しかし iは i = 1; : : : ;mである。つまり、m個の解が得られるのである。
ではどれがいいのだろうか？　もちろん、そのm個の解の中で一番目的関数を小さくするもの
がよい。つまり、i = 1である。
a1 = 1 (2.250)
aj = 0 (j 6= 1) (2.251)
 =  v1 (2.252)
minJ = v1 (2.253)
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aiei = e1 (2.254)
つまり、最小固有値 v1 に対応する固有ベクトル e1 である。検算しよう。




Te1 = (1; 0; : : : ; 0)D(1; 0; : : : ; 0)
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