Abstract-In this paper, we propose exact passive-aggressive (PA) online algorithms for learning to rank. The proposed algorithms can be used even when we have interval labels instead of actual labels for examples. The proposed algorithms solve a convex optimization problem at every trial. We find exact solution to those optimization problems to determine the updated parameters. We propose support class algorithm (SCA) which finds the active constraints using the KKT conditions of the optimization problems. These active constrains form support set which determines the set of thresholds that need to be updated. We derive update rules for PA, PA-I and PA-II. We show that the proposed algorithms maintain the ordering of the thresholds after every trial. We provide the mistake bounds of the proposed algorithms in both ideal and general settings. We also show experimentally that the proposed algorithms successfully learn accurate classifiers using interval labels as well as exact labels. Proposed algorithms also do well compared to other approaches.
I. INTRODUCTION
Ranking or ordinal regression is an important problem in machine learning. The objective here is to learn a mapping from the example space to an ordered set of the labels. The ordinal classifiers are routinely used in social sciences, information retrieval or computer vision. Ranking using ordinal regression is frequently used in settings where it is natural to rank or rate instances. For example, in online retail stores (e.g. Amazon, eBay etc.), product ratings can be generated using ordinal regression considering customer reviews as features. Detecting the age of a person from its face image, determining a users interest level in a movie using the user's past movie ratings etc are some other examples where ordinal regression is useful.
A ranking classifier is defined using a linear function and a set of K − 1 thresholds (K be the number of classes). Each threshold corresponds to a class. Thus, the thresholds should have the same order as their corresponding classes. The rank (class) of an observation is predicted based on the relative position of the linear function value with respect to different thresholds. Non-linear ranking classifiers can also be learnt by using an appropriate nonlinear feature transformation with the help of kernel methods. The discriminative methods for learning ranking classifier are based on minimizing the empirical risk with an appropriate regularization. Different batch learning algorithms for ordinal regression based on large margin have been discussed in [3] , [9] , [15] . Batch algorithms use all the data simultaneously for learning the parameters. In the case of big data, it requires huge amount of computation time and memory to solve the optimization problem. In contrast, online learning updates its hypothesis based on a single example at every instant. Perceptron algorithm is extended for online learning of ranking classifiers [5] . Harrington et. al [2] , [8] proposed online learning of large margin classifiers for ranking. Passive-aggressive (PA) [4] is another principled method of learning classifiers in online fashion. The updates made by PA are more aggressive to make the loss incurred on the current example zero. This approach can be applied to learning multi-class classification, regression, multitask learning etc. A variant of passive-aggressive learning for multi-class classifier is proposed in [10] . PA algorithms for ranking have not been well addressed in the literature.
In all the above approaches, it is assumed that the training data contains exact labels for each observation. However, in many situations, we get interval labels instead of exact label [1] . For example, in case of predicting product ratings, we can get an entire interval of ratings (etc. 1-3, 4-7, 8-10) from different customers. Similarly, while learning a model for predicting human age, we can get a range of values in which the actual age of the person lies (e.g. 0-9, 10-19, 20-29, · · · , 90-99). A large margin batch algorithm for learning to rank is proposed in [1] using interval labels.
In this paper, we propose passive-aggressive algorithms for ranking. These algorithms not only utilize the ordering of the class labels, but also are generic enough to accept both exact as well as interval labels in the training data. To the best of our knowledge this is the first work in that direction. Our key contributions in this paper are as follows.
a We derive update rules for PA, PA-I and PA-II. PA algorithms update the parameters at a trial t by minimizing convex optimization problems. We find the exact solution of these optimization problems. We propose support class algorithm (SCA) which, at any trial, finds active constraints in the KKT optimality conditions to find the support class set. Support class set describes the thresholds that need to be updated in addition to the weight vector. We show that SCA correctly finds the support classes.
b We show that the proposed PA algorithms implicitly maintain the ordering of the thresholds after every trial. c We provide the mistake bounds for the proposed algorithms in both general and ideal cases. d We perform extensive simulations of the proposed algorithms on various datasets and show their effectiveness by comparing the results with different other algorithms.
This paper is organized as follows. In Section 2, we discuss a generic framework of learning to rank using interval (exact) labels. In Section 3, we derive the update rules for PA, PA-I and PA-II. The order preservation guarantees of proposed algorithms is discussed in Section 4. In Section 5, we discuss the mistake bounds. Experiments are presented in Section 6. We conclude our paper with some remarks in Section 7.
II. LEARNING TO RANK USING INTERVAL (EXACT) LABELS
Let X ⊂ R d be the instance space and Y = {1, . . . , K} be the label space. For every instance x ∈ X , an interval label [y l , y r ] ∈ Y×Y is given. The exact (actual) label y lie in the interval label. When y l = y r for all the examples, it becomes the exact label scenario. Let S = {(x 1 , y
T r )} be the training set. The goal here is to learn a ranking classifier using the training set S which can predict accurate label for an unseen example. A ranking classifier consists of a function f : X → R and ordered thresholds
Ranking classifier is defined as
where θ K = ∞ and [K] = {1, . . . , K}. Let f be a linear function of x, which means f (x) = w.x. We can use the kernel trick to generalize for non-linear functions. Since we consider interval labels for each example, we use interval insensitive loss [1] to capture the discrepancy between the interval label and the predicted label.
Where subscript I stands for interval and superscript M AE stands for mean absolute error. This, loss function takes value 0 whenever θ y l ≤ f (x) ≤ θ yr . However, this loss function is discontinuous. A convex surrogate [1] of this loss function is as follows.
where θ = [θ 1 . . . θ K−1 ] and [z] + = max(0, z). When y l = y r , then the loss above leads to the implicit threshold constraint formulation described in [3] .
III. EXACT PASSIVE AGGRESSIVE ALGORITHMS FOR LEARNING TO RANK
Passive-aggressive (PA) [4] is a principled approach for supervised learning in online fashion. Here, we develop PA algorithms for ranking which can learn even when we have interval labels. The proposed approach is based on the interval insensitive loss described in Eq. (2) . We derive the update equations for PA, PA-I, PA-II separately.
A. PA Algorithm
Let x t be the example being observed at trial t. Let w t ∈ R d and θ ∈ R K−1 be the parameters of the ranking function at time t. We now use these parameters to predict the label. Then we observe the actual label(s). PA algorithm finds w t+1 and θ t+1 which are closest to w t and θ t such that the loss L IMC becomes zero for the current example. Thus,
Lagrangian for the the above objective function is as follows.
The KKT conditions of optimality are as follows.
Using optimal w in Eq. (4), we get
The complete description of the PA algorithm is as given in Algorithm 1. Note that PA updates assume that at every trial t, sets S t l and S t r are known. We will now discuss the procedure for determining the support sets S t l and S t r .
Algorithm 1 PA Algorithm
Input Training set S Initialize w 0 and θ . We check if µ t y t r +1 is positive. If so, we add it to S t r . We repeatedly check this for all the thresholds. The detailed approach for constructing support sets is described in Algorithm 2. Following Lemma shows the correctness of the SCA algorithm discussed.
Proof. We are given that k / ∈ S
Thus, if a threshold doesn't belong to the left support class S t l then all the threshold on its left side also don't belong to S t l . Hence, if we start adding the classes in the support class set in decreasing order of respective losses, then this would ensure that we end up with only those classes which have positive Lagrange multiplier. Similarly, it can be shown that if
Which means, if a threshold doesn't belong the right support class S t r then all the threshold on its right side also don't belong to S t r .
B. PA-I
The PA-I find the new parameters by minimizing the following objective.
arg min
where C is the aggressiveness parameter. We skip the derivation of PA-I updates as it follows the same steps used in case of PA. PA-I updates the parameters as follows.
. PA-I uses the same steps as described in Algorithm 1 except that it uses a different approach to determine the support sets S t l and S t r . We use an iterative approach to find the support sets. We first find the values of all the λ t i and µ t i and then compute a t . We repeat it till all the values get converge. Then we include an i in S t l or S t r based on whether λ i > 0 or µ i > 0. Support class algorithm (SCA-I) for PA-I is discussed in Algorithm 3.
Algorithm 3 Support Class Algorithm-I (SCA-I)
Input:
PA-II finds the new parameters by minimizing the following objective function.
The PA-II update equations are as follows.
where λ
and a t = i∈S t l
. The support sets S t l and S t r can be found in the similar way as in SCA.
IV. CORRECTNESS OF PA ALGORITHMS
Now, we will show that our approach inherently maintains the ordering of thresholds in each iteration. Proof. We need to analyse following different cases.
1) We know that
Thus, all the thresholds in the set S t l are mapped to the same value and hence the ordering is preserved. 3) ∀k ∈ S t r , we see that
All the thresholds in the set S 
Then, using (6),
Then, using (7),
This completes the proof. Proof. The proof follows in the same manner as PA algorithm. We only consider here following two cases.
, we see that 
V. MISTAKE BOUND ANALYSIS
We find the mistake bounds for the proposed PA algorithms under both general and ideal cases. In the ideal case, there exists a ranking function such that for every example, the predicted label lies in the label interval with certain margin guarantees. Thus, for every example, the loss incurred using it would be zero. In the general case, there does not exists an ideal classifier. Let l t i be the loss due to i th threshold in trial t. Let l t * i denote the loss suffered due to i th threshold by the fixed predictor at trial t. We define ∆ t as follows.
Using the fact that w 0 = 0 and θ 0 = 0, we get
This gives an upper bound on the sum of ∆ t . We see that θ
Thus,
Now, we find the mistake bound of the PA algorithm described in Algorithm 1 in general case. 
′ be the parameters of an arbitrary predictor (u ∈ R d and b ∈ R K−1 ). Then, the mistake bound of PA algorithm is given as
Proof. Using PA updates and Eq. (9), we get 
Comparing the upper and lower bounds on T t=1 ∆ t , we get
we get
The upper bound on L T is obtained by the largest root of the polynomial
We know that
2 is an upper bound on the mean absolute error (MAE). Thus,
is an upper bound on the number of mistakes in T trials. Thus,
. Note that this bound is same as given in [5] when c = 0 (exact label case). Now we will consider the ideal case. 
be the parameters of an arbitrary predictor. Then, for PA-II algorithm,
. Then,
2 . Comparing the lower and upper bounds on
We know that l
VI. EXPERIMENTS
In this section, we describe the experiments performed.
A. Datasets Used
We perform experiments on following four datasets. The features in each of the dataset are normalized to zero mean and unit variance coordinate wise.
• California: It contains information about the median house value in California from the 1990 census [11] .
There are 20460 instances with 9 features. The aim is to predict median house value which ranges from 14999 to 500001. Since, this is a regression dataset, we created 5 intervals i.e, (1-100000),(100001-200000),(200001-300000),(300001-400000),(400001-500001) each representing a class.
• Abalone: This dataset [7] has information related to the physical measurement of Abalone found in Australia. It has 4177 instances with 8 attribute. The aim is to predict the age of the Abalone using 'Rings' attribute which varies from 1-29. Due to the skewness of the distribution, we divided the 'Rings' attribute into 4 intervals as 1-7, 8-9, 10-12, 13-29.
• Parkinson Tele-monitoring: This dataset [7] comprises of voice recordings of 42 patients at various stages of Parkinson's disease. There are 5875 instances with 22 features in the dataset. The target variable of this dataset is 'total UPDRS' for the instance which varies from 7 to 54.992 . We divided the 'total UPDRS' attribute into 4 classes i.e, 7-17, 18-27, 28-37, 38-54.992.
• MSLR: This dataset comprises of query-url pairs along with the relevance label obtained from the label set of commercial web search engine Microsoft Bing [12] . The relevance label ranges from 0 (irrelevant) -4 (perfectly relevant). We performed our experiment on MSLR-WEB10K in which we took 1 of the available 5 folds.
There are 723412 instances divided in 5 classes, with each instance having 136 features.
B. Generating Interval Labels
We generate interval labels as follows. Let m be the fraction of interval labeled examples in the training data. We first randomly choose m% of the training data for which we generate interval labels. Then for each candidate example, we randomly assign one of the following interval label:
where y is the actual label. We consider two different values of m, namely 50% and 75%.
C. Comparison Results with Other Approaches
We compare the performance of proposed PA algorithm and its variants with two approaches. (a) PRank [5] algorithm which is online ranking algorithm using the actual labels. (b) Multi-class Perceptron algorithm [6] as ranking can also be viewed as multiclass classification (even though multiclass classification uses more parameters than ranking and ignores the ordering among class labels).
For PRank and multi-class Perceptron (MCP) we used only the actual labels for training. For the proposed PA algorithms, we used interval labeled data during training. We took three different training sets for the proposed PA algorithms. First with 50% interval labels, second with 75% interval labels and third with actual (exact) labels. For our algorithms, we predicted the label for an example using the ranking function described in Eq. (1).
We used the exact labels to compute the average M AE (after every trial) for all the algorithms including the proposed PA algorithms. We find the average M AE as
We repeat the process 100 times and average the instantaneous losses across the 100 runs. Figure 1 , we plot the average M AE with respect to t. We observe the following.
• We see that for California and Abalone datasets, proposed PA algorithms (PA, PA-I and PA-II) trained using exact labels as well as using interval labels outperform the other algorithms.
• For Parkinsons dataset, proposed PA variants outperform other approaches for exact labels case and 50% interval labels case. For 75% interval labels case, PA-I outperform PRank and MCP while PA and PA-II perform comparable to PRank.
• For MSLR dataset, PA-I outperform both PRank and MCP for all 3 different kinds of labeling. Also, PA and PA-II always outperform MCP. PA-II performs comparable to PRank. Thus, we see that the proposed PA algorithms perform better compared to PRank and MCP.
D. Results with Varying the Fraction of Labels
We vary the fraction of partial labels (50% and 75%). We compute the average M AE after every trial with the same interval label used for updating the hypothesis. We repeat the process 100 times and average the instantaneous losses across the 100 runs. The results are shown in Figure 2 . We see that for all the datasets the average M AE decreases faster as compared to the number of trial T . Also, the average M AE decreases with the increase in the fraction of interval labels. This happens because the allowed range for predicted rank is more when we use interval labels for computing M AE.
VII. CONCLUSIONS
In this paper we proposed online passive-aggressive algorithms for learning to rank. A very important feature of the proposed algorithms is that it also works for instances having interval labels. This becomes useful when annotators are unable to give a fixed label to an instance. We presented three variants of PA algorithms namely PA, PA-I and PA-II. We find the exact solution of the optimization problem at every trial. Our method is based on finding the support classes S t l and S t r at each instant using the SCA algorithms. These sets describe the thresholds to be updated at a trial. Advantage of our method is that the ordering of the thresholds is maintained implicitly and this has been proved theoretically in this paper. In addition to this, we have also given mistake bounds on all the three variants of the algorithm. Practical experiments show that our proposed algorithms perform better than the other algorithms (PRank and Multiclass Percpetron) even when we train our algorithms using interval labels.
where θ Note that γ(.) is a convex function [14] . Thus, 
