The framework of block-encodings is designed to develop a variety of quantum algorithms by encoding a matrix as a block of a unitary. To harness the potential advantages of block-encoding, it is essential to implement the block-encodings with preferred parameters for various matrices. In this paper, we present a new approach to implement the block-encodings of n × n dense matrices by decomposing the matrices into linear combinations of displacement matrices. It is shown that our approach will generate a (χ; 2logn; ǫ)-block-encoding if the displacement of the matrix has been stored in a quantum-accessible data structure, where χ is the l1-norm of the displacement of the matrix and ǫ is a parameter related to precision. As applications, we also introduce quantum algorithms for solving linear systems with displacement structures, which are exponentially faster than their classical counterparts.
I. INTRODUCTION
Quantum technologies have shown their significant influence in communication and computing. On the one hand, many quantum cryptographic protocols have been proposed for protecting security and privacy [1] [2] [3] . On the other hand, quantum computing which makes use of quantum mechanical principles, such as superposition and entanglement, shows tremendous potential that outperforms the conventional computing in time complexity in solving many problems [4] [5] [6] .
In recent years, many quantum algorithms involving matrix computing have been proposed [7] [8] [9] [10] [11] . In general, one need to design specialized quantum algorithms according to the matrices involved to achieve an excellent performance. In the field of Hamiltonian simulation, for example, various quantum algorithms have been designed for different types of Hamiltonians such as sparse Hamiltonians [12] , k-local Hamiltonians [13] , Hamiltonians with a decomposition of linear combination of unitaries (LCU) [14] . These algorithms employed different techniques, which makes learning and designing quantum algorithms laborious. Then, is it possible to design quantum algorithms for matrix computing in a unified framework? Some recent work called block-encoding answers this question in affirmative.
The basic idea of the block-encoding framework is embedding a matrix into a larger unitary and performing operators on the unitary to deal with the problems about matrix computing. This framework was originally introduced by Low and Chuang in [15, 16] to develop quantum algorithms for Hamiltonian simulation. Under this * qsujuan@bupt.edu.cn † gaof@bupt.edu.cn ‡ wqy@bupt.edu.cn framework they designed optimal Hamiltonian simulation via the techniques of qubitization [15] and quantum signal processing [17] . Chakraborty et al. [18] then proposed quantum algorithms for the variants of least squares problems and a new technique named variabletime amplitude estimation to estimate electrical-network quantities based on block-encoding. Furthermore, the framework of block-encodings has been applied to the study of machine learning, and many quantum algorithms have been presented such as quantum clustering and classification algorithms [19, 20] , quantum algorithms for semidefinite programming problems [21, 22] . Although many operations of a matrix can be done with a given block-encoding of the matrix, it is worth noting implementing block-encodings of various matrices often requires ingenious design. In [15, 22, 23] , the authors demonstrated how to implement the blockencodings for several specific matrices, including density operators, POVM operators, Gram matrices, sparse matrices and Hamiltonians with LCU decompositions (the decompositions are clear due to observations of actual physical systems). For a general dense matrix, Kerenidis and Prakash [24] and Chakraborty et al. [18] indicated that a block-encoding can be implemented if it has been stored in the quantum-accessible data structure as shown in [25] . However, the quantum algorithms based on block-encodings with different parameters require different runtime. Directly applying the method introduced in [18, 24] may not derive favourable quantum algorithms for all kinds of matrices, especially for those with special structures. Designing efficient quantum circuits to implement block-encodings with preferred parameters for various matrices is still worthy of more study.
In this paper, we implement block-encodings of n × n dense matrices following the idea of LCU Lemma [26] . Of course, the LCU decompositions always exist for any n × n matrix, but a concrete decomposition may be highcomplexity to construct, and may not even fit to imple-ment a block-encoding. Based on the study of structured matrices [27, 28] , we first demonstrate that how to explicitly carry out a desirable decomposition by carefully choosing the displacement matrices as elementary components. With this decomposition, we then construct an efficient quantum circuit to implement a (χ; 2logn; ǫ)block-encoding by utilizing the quantum-accessible data structure [25] and the quantum adder [29, 30] , which can derive some efficient quantum algorithms for matrices with small χ. In particular, we will introduce quantum algorithms for solving linear systems with displacement structures that plays a vital role in many areas of science and engineering: (1) an improved quantum algorithm for Toeplitz linear systems, which is an exact algorithm and has no dependency on the generating function (defined later); (2) a quantum algorithm for circulant linear systems, improving the dependence on the condition number and precision over the previous quantum algorithm; (3) the first quantum algorithm for the Hankel linear systems. All of these algorithms are exponentially faster than their classical counterpart.
The rest of this paper is organized as follows. In Sec.II, we demonstrate how to decompose a dense matrix as a linear combination of unitaries. Based on this decomposition, we demonstrate how to implement a block-encoding in Sec.III. We then introduce quantum algorithms for linear systems with displacement structures in the blockencoding framework in Sec.IV. The discussion and conclusion are given in Sec.V and Sec.VI respectively.
II. LCU DECOMPOSITION OF MATRICES
Intuitively, to implement a block-encoding with a LCU decomposition efficiently, two basic requirements need to be met for the decomposition: (i) The unitaries which are used as elementary components should be easy to implement; (ii) Decomposition coefficients should be easy to calculate. In this section, based on the study of [27, 28] , we will deduce how to carry out such a decomposition for an n×n matrix. Without loss of generality, we assume that n is always a power of two.
For a better understanding, we first introduce some necessary background information about matrix displacement. 
and that of Sylvester type is defined by:
The image L(M ) of the operator L is called the displacement of the matrix M . The rank of L(M ) is called the displacement rank of matrix M . Suppose that matrix M have a displacement rank r, then
where
The matrix pair (G, H) is called displacement generators of the matrix M . According to the specific structure of the matrix M , one can instantiate the operator matrices A and B with desirable properties. Here, we introduce one of the customary choices of A and B, the shift operators Z f , which we will define next.
Definition 2 (unit f -circulant Matrix). For a realvalued scalar f , an n×n unit f -circulant matrix is defined as follows,
The matrix generated by a unit f -circulant matrix and a given vector is called f -circulant matrices.
Definition
By inverting the displacement operators, a matrix M can be expressed as a function of its displacement generators which turns out to involve the products of f -circulant matrices and reversal matrix.
constants, then M can be expressed as: i)
, and e = f .
The proof of this theorem can be found in [27, 28] , for completeness, we restate in the appendix A.
It is easy to verify that Z 1 , Z −1 are unitary matrices, as well as Z i 1 , Z i −1 , i = 0, 1, . . . n − 1. Henceforth, we will focus on the displacement operator with operator matrices (Z 1 , Z −1 ). Based on the theorem 1, we then demonstrate how to decompose an n × n matrix as a linear combination of unitaries.
then M can be decomposed as: i)
Proof. See Appendix B. We call these two decompositions Stein type and Sylvester type, respectively. From this theorem, using the displacement matrices {J, Z i 1 , Z i −1 , i = 0, 1, · · · , n − 1} as the elementary components, one can decompose an n × n matrix into linear combinations of some simple unitaries, and the decomposition coefficients are the elements of the displacement of the matrices which can be easily calculated.
III. IMPLEMENTING BLOCK-ENCODING BASED ON THE LCU DECOMPOSITION
In this section, we first review the framework of blockencodings introduced in [15, 16, 18] . Furthermore, we also take Sylvester type decomposition as an example to illustrate how to implement a block-encoding of a matrix.
Definition 4 (Block-encoding). Suppose that A is an s-qubit operator, α, ǫ ∈ R + and a ∈ N. Then we say that the (s + a)-qubit unitary U is an (α; a; ǫ)-block-encoding of A, if
Given a block-encoding U of a matrix M , one can produce the state M |ψ / M |ψ by applying U to a initial state |0 |ψ . When the block-encoding U is implemented based on the LCU decomposition, this process is actually the LCU lemma [26] . Low and Chuang [15] presented Hamiltonian simulation algorithm under the framework of block-encodings by combining techniques qubitization and quantum signal processing, which can simulate sparse Hamiltonians with optimal complexity. Taking this Hamiltonian simulation algorithm as a subroutine, Chakraborty et al. [18] developed several useful tools within the block-encoding framework such as singular value estimation and quantum linear system solver. In fact, they also point out that one can implement any smooth function of a Hamiltonian when given a blockencoding of this Hamiltonian by using the techniques developed in [31] .
To implement the block-encoding based on the Sylvester type decomposition, we first define two state preparation operators as follows,
n−1 k=0 |m i,k |, and the square root operation takes the main square root ofm i,k andm * i,k . Then, we define
).
For the quantum state preparation operator V (∇[M ]) , it can be implemented efficiently by using the quantumaccessible data structure [25] . More specifically,
is stored in a quantum-accessible data structure, more specifically, for the i-th row of ∇ Z1,Z−1 [M ], the entrỹ m i,k is stored in k-th leaf of a binary tree, the internal node of the tree stores the sum of the modulus of elements in the subtree rooted at it, and an additional binary tree of which the i-th leaf stores m i,· 1 . Then, there is a quantum algorithm that can perform the following maps with ǫ-precision in time O(polylog(n/ǫ)):
Q : |0 |k → n−1 i=0
This conclusion can be directly derived from the results in [25] . Obviously,
One might be confused about the data structure that storesm i,k instead of m i,k . In fact, in the most of quantum algorithms using this data structure, the stored entries are m 2 i,k . Sincem i,k , as defined below Eq. (9), can be calculated as efficiently as m 2 i,k , our assumption about such data structure here is not stronger than the assumption in the previous algorithms.
To implement selectU , we first observe its action on the basis states. Notice that,
Thus, on the one hand, let
Initializing an ancillary qubit to |− , and we can construct a quantum circuit to implement
On the other hand, using quantum adders [29, 30] , which requires O(log 2 n) one-or two-qubit gates, we can implement U add |i |k |j = |i |k |(i + j − k − 1) mod n .
Therefore, selectU can be implemented by U add and U f in time O(polylog(n)). More formally, based on the above analysis, we summarize the result as follows. 
which is a square matrix of size (m + n) × (m + n). Then, we can implement the block-encoding of M . This extension is often used in quantum algorithms [8] [9] [10] .
IV. QUANTUM ALGORITHMS FOR LINEAR SYSTEMS WITH DISPLACEMENT STRUCTURES
As mentioned in the last section, given a blockencoding U of a matrix M , one can perform a number of useful operations on M . In particular, combining the variable-time amplitude amplification technique [32] and the idea of implementing smooth functions of block-Hamiltonians [31] , Chakraborty et al [18] presented a quantum algorithm for linear systems within the blockencoding framework. We invoke the complexity of this algorithm as follows. H log 3 ( κH ǫ ))), and U can be implemented in time T U . Also suppose the state |b can be prepared in time T b . Then there exists a quantum algorithm that produces a state that is ǫ-close
Following the assumption of previous quantum algorithms that the state |b can be prepared in time O(polylog(n)), the method proposed in Sec.III can induce a quantum algorithm to solve the linear systems with runtime O(κ H χpolylog(n/ǫ)), where we use the symbol O to hide polylogarithmic factors. Since χ depends on the elements of ∇ Z1,Z−1 [M], it is difficult to evaluate the advantages of this quantum algorithm for a variety of matrices. Fortunately, it will be shown that the quantum algorithms will be more efficient than corresponding classical algorithms when the coefficient matrices of the linear systems are highly structured, such as Toeplitz matrices, circulant matrices and Hankel matrices. For the sake of simplicity, we assume that these matrices are Hermitian, otherwise we can extend them to Hermitian according to Eq. (22) .
A Toeplitz matrix T n is a matrix of size n × n whose elements along each diagonal are constant. More clearly,
where t k,j = t k−j , T n is determined by the sequence {t k }.
In general, the Toeplitz matrices are obtained by the discretization of continuous problems. More specifically, let C 2π be the set of all 2π-periodic continuous realvalued functions defined on [0, 2π]. The elements of every diagonal of T n are given by the Fourier coefficients of a function f ∈ C 2π , i.e,
The function f is called the generating function of the sequence of Toeplitz matrices T n (1 ≤ n < ∞).
As shown in [33, 34] , many problems in engineering and science can be transformed into solving linear systems of Toeplitz matrices in the Wiener class. A sequence of Toeplitz matrices T n (1 ≤ n < ∞) for which the sequence {t k } is absolutely summable is said to be in the Wiener class. That is to say, for Toeplitz matrices in Wiener class, there must be a constant ρ, such that
Computing the Sylvester displacement of Toeplitz matrices, T n can be decomposed into a linear combination of unitaries as follow,
If ∇ Z1,Z−1 [T n ] and ∇ Z1,Z−1 [T n ] * with only 2n − 1 nonzero entries are stored in the data structure as shown in Lemma 1, using the method in Sec.III, one can implement a (χ; 2logn; ǫ)-block-encoding of T n , where
Then, the complexity of the quantum algorithm for solving the Toeplitz systems in Winner class is O(κ Tn polylog(n/ǫ)), which is a direct inference of Lemma 2. It is exponentially faster than the classical methods when the Toeplitz matrices are well-conditioned (we call a matrix M well-conditioned of which κ M ∈ O(polylogn)) and 1/ǫ ∈ O(ployn), since the runtime of the best classical algorithm for Toeplitz systems in Winner class is O(nlogn) [33, 34] .
As of now, some work regarding Toeplitz matrices have been studied in the quantum setting. The quantum algorithm presented in [35, 36] implemented Toeplitz matrixvector multiplication. In 2018, Wan et al [37] adopted associated circulant matrices to approximate the Toeplitz matrices in Winner class and solved the circulant linear systems by accessing the values of the generating function at specific points in parallel. It is an asymptotic quantum algorithm of which the error is related to the dimension of the Toeplitz matrices. Whether there is an exact quantum algorithm that has no dependency on the generating function is raised as an open question in [37] . The algorithm suggested in this section gives the answer, which may be more beneficial for the cases where no generating function is provided.
There is a common special case of Toeplitz matrix when every row of the matrix is a right cyclic shift of the row above it:
A matrix of this form is called a circulant matrix. Every circulant matrix C n can be diagonalized by the Fourier matrix [34] . Using the classical fast Fourier transform, the complexity of solving linear systems with circulant matrices is O(nlogn).
It is often the case in practical applications that c i are nonnegative for all i, and the spectral norm C n = n−1 i=0 c i of the circulant matrices C n are constants. For this kind of circulant matrices, based on the observation, [35] used the method simulating Hamiltonian with a truncated Taylor series [14] and the HHL algorithm [10] to solve the circulant linear systems with runtime O(κ 2 Cn polylogn/ǫ). Computing the Sylvester displacement of circulant matrices, the LCU decomposition of C n is just C n = n−1 i=0 c i Z i 1 . For the circulant matrices described above, the quantum algorithm with the block-encoding can solve the circulant linear systems with complexity of O(κ Cn ploylog(n/ǫ)). The improvement in complexity comes from the use of updated technique for Hamiltonian simulation and linear system solver. It is worth noting that the algorithm proposed in [35] assumed that an oracle O c is provided such that O c |0 = n−1 i=0 √ c i |i , while in this paper we use the data structure to implement the preparation of this state. Another common structured matrix is the Hankel matrix. A matrix H n is called Hankel matrix if it has the form
The entry h i,j (i, j = 0, 1, · · · , n − 1) of H n is equal to h i+j for given sequence {h i } 2n−2 i=0 . In other words, the skew-diagonals of a Hankel matrix are constant.
Computing the Stein displacement of Hankel matrix, H n an be decomposed as
In some cases, the Hankel matrices are generated by the discretization of some functions and ∞ i=0 |h i | are convergent [38] .
Then, we can implement a (χ ′ ; 2log(n); ǫ)-block-encoding of H n which will derive a quantum algorithm that solves the Hankel linear systems with exponential speedup on the dimension parameter, just as the analysis of Toeplitz systems.
Besides the inverse operation, we can also efficiently perform other operations on the matrices with displacement structures using the quantum algorithms developed in the block-encoding framework. In addition, we would like to emphasize that since χ is always a key parameter of the complexity of the quantum algorithms based on a (χ; 2logn; ǫ)-block-encoding, the method proposed in this paper will result in efficient quantum algorithms for the matrices of which χ is small, not only for the matrices with displacement structure.
V. DISCUSSION
The results of [18, 24] indicated that for a matrix A ∈ C n×n , there is a (µ p (A), log(n) + 1, ǫ)-blockencoding of A that can be implemented in complexity O(polylog(n/ǫ)), where (i) µ p (A) = A F , in which case A (i.e., the entry A 2 i,j ) is stored in the data structure as shown in [25] i,j = (A i,j ) p ) are stored in the data structure as shown in [25] .
The results of Theorem 3 can also be generalized. For q ∈ [0, 2], define that X q = √ χ q χ 2−q where
It is directly verifiable that if (∇ Z1,Z−1 [T n ]) q and (∇ Z1,Z−1 [T n ] * ) (2−q) are both stored in the data structure as shown in Lemma 1, the method proposed in Sec. III can implement a (X ; 21ogn; ǫ)-blockencoding of M .
Comparing the method proposed in this paper with the method stated in [18] , it is unwise to claim which one is more advantageous. On the one hand, it is impossible to determine the magnitude relationship between X q and µ p (A) for all matrices. On the other hand, in fact, both of these two methods assumed that some entries about the matrices are stored in advance, and only consider the time to access them. Thus, one should choose the appropriate method based on the data stored in the data structure, rather than the results of block-encoding. The method proposed here aims to add a new way to implement the block-encoding for matrices whose displacement have been stored in the data structure.
We noticed that Gilyen et al [23] recently generalized the results of qubitization [15] and quantum signal processing [17] , and developed a new technique called quantum singular value transformation. It is often possible to develop optimal quantum algorithms with this technique. Although the quantum singular value transformation is developed within the framework of projected unitary encoding, it is worth noting that the block-encoding is a special case of the projected unitary encoding [23] . Therefore, combined with the quantum singular value transformation, the method proposed in this paper may derive quantum algorithms with better performance.
In addition, there must be some matrices of which the number of non-zero entries of their displacement is only O(polylogn), such as banded Toeplitz matrices. Then, we can implement the same block-encoding as in Sec. Thus, if an additional oracle O p that computes the positions of the nonzero elements is provided, we can implement V (∇[M ]) and V (∇[M ] * ) by using the process of black-box quantum state preparation [39] which require O(polylogn/ √ χ) calls of oracles. More recently, Sanders et al [40] presented an improved algorithm for black-box quantum state preparation. Since no arithmetic is demanded, it may be helpful when we construct a practical circuit. With this data access model that might be appropriate for only a few special matrices, one can avoid storing the displacement of the matrices.
VI. CONCLUSION
In this paper, we demonstrated how to decompose an n × n dense matrix as a linear combination of unitaries. Considering the implementation of block-encoding, we choose the easy-to-implement displacement matrices as elementary component, and thus the composition coefficients are the elements of the displacement of the matrix which are easy to calculate. Based on this decomposition, we then implemented a (χ; 2logn; ǫ)-block-encoding with which some efficient quantum algorithms can be derived when the parameter χ of the encoded matrix is small. As applications, we introduced quantum algorithms for solving linear systems with displacement structures. It has been shown that these algorithms improve the previous results and achieve exponential speedup over the classical algorithms.
In general, when we decompose an n × n dense matrix as a linear combination of some unitaries, the number of decomposition items must be n 2 . So the complexity of implementing block-encoding will not be significantly improved even if we adopt other unitaries. However, different decompositions will result in different parameters of block-encoding, which will result in different complexity of the quantum algorithms. It is still worth exploring other decompositions for various matrices. In addition, how to implement block-encoding by other methods or different data access models remains to be studied.
