Abstract-Feature extraction and visual attention modeling of captured images are often used in outdoor imaging systems; however, corruption of images by rain streaks poses difficulties that restrict the development of these techniques. In this paper, we propose a novel rain streak removal method that is based on an error-optimized sparse representation (EOSR) model developed in this study. Derived from the sparse representation model, the proposed EOSR model can be used to compute each image patch by considering the dynamic patch error constraints, which can then be optimized using nondominated sorting-based genetic algorithms through the multiobjective pursuit of single-image rain streak removal. In contrast to previously used methods that focus on dictionary partition for rain streak removal, the proposed model flexibly represents each image patch on the basis of optimized patch error constraints. Experimental results derived through qualitative and quantitative evaluations indicated that the proposed model could efficiently remove rain streaks from each image patch; thus, facilitating the reconstruction of a visually superior rain-free image compared with those produced by other state-of-the-art methods.
I. INTRODUCTION

I
MAGES captured by outdoor imaging sensors in bad weather (e.g., rain) usually lose fidelity, resulting in substantial performance degradation of outdoor imaging systems in terms of feature extraction and/or visual attention modeling [1] . Image reconstruction from one or more such degraded images has attracted considerable attention because of the advancement of B.-H. Chen is with the Department of Computer Science and Engineering, and also with the Innovation Center for Big Data and Digital Convergence, Yuan Ze University, Taoyuan 320, Taiwan (e-mail: bhchen@saturn.yzu.edu.tw).
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information recovery processes for many outdoor imaging systems, such as object detection and tracking [2] , [3] , surveillance [4] , [5] , remote sensing [6] , [7] , and so on [8] , [9] . Image reconstruction from an image corrupted by rain streaks has become an active research area in the field of computer vision because of the rapidly increasing number of outdoor imaging sensors; thus, leading to a high demand for rain streak removal methods. Numerous rain streak removal techniques have been proposed to improve the performance of these systems. These techniques can be divided into two categories: multipleimage and single-image approaches.
A. Multiple-Image-Based Rain Streaks Removal
An early study [10] on multiple-image approaches employed a correlation model and motion blur model to characterize the dynamics and photometry of rain streaks from a series of frames for the removal of rain streaks. In [11] , Zhang et al. used the temporal and chromatic properties of rain streaks to detect and remove them from a video. Bossu et al. developed a histogram of orientations of rain streaks on the basis of the photometry and size of the streaks to detect and remove them from a video [12] . By using the shape characteristics of rain streaks within a local frame neighborhood, Brewer et al. separated motion pixels of rain streaks and other moving objects from the general scene motion [13] . In addition, Barnum et al. modeled a single rain streak according to its shape and appearance and combined it with the statistical characteristics in frequency space from several video frames [14] . This model enabled the detection of the rain streaks in frequency space, which were further transferred to intensity space; thus, reducing the number of rain streaks in the video. However, the aforementioned approaches usually require multiple images to model or detect rain streaks. Thus, these approaches are not suitable for single images.
B. Single-Image-Based Rain Streaks Removal
Recent studies [15] - [17] have focused on single-image approaches, which use sparse representation-based image decomposition to remove rain streaks from a single image. Mathematically, given an image signal x ∈ R N ×N , the sparse representation model [18] assumes that the signal x can be represented as a sparse yet approximate representation of image signal φα restricted to an overcomplete dictionary φ = [φ 1 , . . . , φ M ] ∈ R N ×M . This can be expressed as follows: 
where T is the sparsity factor [18] ; x − φα 2 2 is the datafidelity term, and α 0 is the data-sparsity term. It is usually reformulated as convex l 1 -minimization because of the nondeterministic polynomial-time-hard combinatorial optimization problem of the data-sparsity term (i.e., l 0 -minimization) [19] , which can be expressed as follows:
where λ is the scalar for regularization [18] . Note that · 2 , · 1 , and · 0 denote the Frobenius norm, Manhattan norm, and pseudonorm, respectively.
For rain streak removal, Kang et al. [15] proposed a scheme that entails first employing bilateral filtering to divide the image with rain streaks into low-frequency and high-frequency portions. The rainy component φ H F R α H F R is then extracted from the high-frequency portion by using a sparse representationbased dictionary partition in which the dictionary φ H F is classified using the histogram of oriented gradients (HOG) on the basis of similar edge directions or gradients of rain streaks in each atom. The rest of the edge gradients in the component φ H F G α H F G are incorporated into the low-frequency portion as a rain-free image. Similarly, Chen et al. [16] developed another rain streak removal method based on the conjunctive utilization of HOG, depth of field, and Eigen color to more efficiently divide the high-frequency portion into a rainy component φ H F R α H F R and nonrainy component φ H F G α H F G . Moreover, Huang et al. [17] presented a self-learning-based image decomposition framework for rain streak removal from a single image. In this framework, an unsupervised clustering is performed using affinity propagation to separate the rainy component φ H F R α H F R from the high-frequency portion. However, the aforementioned dictionary partition-based rain streak removal methods inevitably result in reconstructed images with either oversmooth effects or incomplete rain streak removal. This is caused by the inaccurate decomposition of the highfrequency portion into rainy and nonrainy components, which results in failure to recover the nonrainy gradients and faulty incorporation of the rainy gradients into the low-frequency portion, as shown in Fig. 1 .
C. Overview of Proposed Method
To improve the rain streak removal performance, we propose an error-optimized sparse representation (EOSR) model. In contrast to the aforementioned rain streak removal methods that use dictionary partition, the proposed EOSR model comprises two stages: a sparse image representation stage and an error-optimized sparse reconstruction stage, which are summarized as follows.
1) According to the principle of sparse representation [18] , the data-fidelity term has a higher patch error, thus providing a smoother image representation. The smoother representation enables the removal of rain streaks from the measured rainy image to produce a potential rain-free image in the sparse image representation stage. 2) Based on the aforementioned characteristic, a nondominated sorting-based genetic algorithm (NSGA-II) [20] is used to obtain a reconstruction of a rain-free image with a more visible texture and less rainy effect through multiobjective optimization in the error-optimized sparse reconstruction stage.
D. Main Contributions of This Paper
Unlike the previous rain streak removal methods, the major contribution of the proposed method is twofold: First, in contrast to the dictionary partition strategy, the proposed EOSR model is developed for image reconstruction based on the desired objectives, which enables the computation of sparse representation for a multiobjective pursuit. Second, the proposed EOSR model enables the removal of rainy effects from a single image. Experimental results show that this model can more effectively remove rain streaks while preserving most objects' textures, compared with previous rain streak removal methods [15] , [17] .
The remainder of this paper is organized as follows. The proposed EOSR-based sparse representation for rain streak removal using single images is presented in Section II. A comparison of the experimental results between various methods is presented in Section III. Section IV concludes the paper.
II. PROPOSED EOSR-BASED SPARSE REPRESENTATION FOR RAIN REMOVAL
We propose the EOSR model for rain streak removal from single images. This model comprises a sparse image representation stage and an error-optimized sparse reconstruction stage (see Fig. 2 ). The first stage offers a flexible image representation framework through sparse coding based on dynamic patch error constraints, which can remove rain streaks while preserving objects' textures. Because different estimations of patch error con- straints for each patch have different image reconstructions, the second stage is used to achieve optimized reconstruction on the basis of the devised multiobjectives (i.e., fewer rain streaks and more visible object textures in the reconstructed image). Therefore, the proposed EOSR-based rain streak removal method can not only efficiently remove rain streaks, but also reconstruct a rain-free image with more visible textures.
A. Sparse Image Representation Stage
Referring to the notation in [21] , suppose that an overlapped image patch x i cropped by R i from the image x ∈ R N ×N can be sparsely represented with respect to a given overcomplete dictionary φ ∈ R N ×M as x i ≈ φα i by solving the following l 1 -minimization problem:
then, for reconstructing the entire image, we have
where R i denotes a binary matrix for extracting the patch x i from the image x at the ith position [21] . Numerous analytically designed dictionaries have been proposed to represent various image structures [22] . In this study, the discrete cosine transform-based dictionary was used as an overcomplete dictionary. Generally, each image patch φα i represented by solving the l 1 -minimization problem in (4) is expected to be as close as possible to the measured image patch x i to preserve as many objects' textures as possible. For rain streak removal from a single image, rain streaks still corrupt the reconstructed image patch φα i if it is represented too close to the measured image patch x i . An example of this is given in Fig. 3(a) . By contrast, the rain streaks are removed when the reconstructed image patch is not too close to the measured image patch. However, this causes the objects' textures to become blurred [see Fig. 3(b) ]. Because of this characteristic, we propose an EOSR model for effectively removing rain streaks from each image patch by solving the following l 1 -minimization problem:
where
and ω is the patch size, g is the global constraint (i.e., global patch error) that was set to 1.07 in our experiments, and l i is the local patch error controlling the approximation of the datafidelity term for the image patch x i at the ith position. Here, the global constraint g is a lower bound value to restrict the approximation of the data-fidelity term; that is, we preserve the base amount of image textures for each reconstructed patch. A higher value of g indicates a more inaccurate approximation of the data-fidelity term, which implies that the reconstructed image will be blurred because of a higher tolerance to patch error. An example of the global constraint selection is given in Fig. 4 ; Fig. 4(a) and (c) presents the original rain-free image and the rainy image synthesized using the rain-streak map of Fig. 4(b) , respectively. A rainy image reconstructed using higher values of the global constraint may result in a fuzzy or even blurred effect in the resultant image, as indicated by the yellow box in Fig. 4(f) . However, when the value of the global constraint is too low, reconstructed images tend to preserve better image fine textures but suffer from the appearance of rain streaks [see the yellow bounding box of Fig. 4(d) ].
Moreover, we applied the error-constrained orthogonal matching pursuit to solve the minimization problem of (6), which is provided in [23] ; each measured image patch was subtracted from a fixed scaling factor Ω in our experiments for adjusting the image with the calibrated brightness. This is because the brightness of the rainy image is contaminated and is considerably different from the original rain-free image, after the rain streaks are synthesized into the original image. Fig. 5 shows the effects of the scaling factor Ω. According to the reconstructed images in Fig. 5(b)-(d) , a higher intensity value of the scaling factor provides less image texture but more visual effect of rain streak removal, whereas a lower intensity value of the scaling factor provides more interior textures but tends to generate noise due to blurred artifacts (see the yellow box in Fig. 5 ).
As mentioned, a lower local patch error l i represents a superior approximation of the measured image patch x i , whereas a higher local patch error l i indicates a weaker approximation of the measured image patch x i . Therefore, the estimation of local patch errors is optimized, thereby facilitating the accurate reconstruction of the nonrainy patch signal from its rainy version. Local-patch optimization by using NSGA-II based on the desired multiobjective pursuit is discussed in the following section.
B. Error-Optimized Sparse Reconstruction Stage
To accurately estimate the local patch error l i for reconstructing each nonrainy image patch φα i from the measured rainy image patch x i , the following two conditions should be satisfied. 1) Most of the rain streaks in a rainy image appear in the form of vertical stripes. In other words, the number of vertical gradients in the rainy image is much higher than that in the nonrainy image. Therefore, the number of vertical gradients in the reconstructed image patch should be reduced as much as possible to effectively remove rain streaks. The first cost objective is expressed as follows:
where |G v | is the number of vertical edge indicators G v segmented by the predefined scale factor δ; G v can be obtained by
where t is the index of current generation and K v is the vertical kernel of the Sobel operator [24] , which can be expressed as follows:
Note that x t is the tth reconstructed image: x t = φα t , where φα t can be obtained by solving (6) . Moreover, σ 1 is the standard deviation of the first cost objective C 1 and can be fixed to the number of vertical edge indicators of the measured image x 0 . Lower attained values of the cost objective C 1 indicate a lower number of vertical gradients.
2) Attaining local patch errors with higher values indicates superior rain streak removal effects as well as the maintenance of blurred objects' textures for the reconstructed image patch. To overcome the blur effect, the structural information in the reconstructed image patch should be close to that in the measured image patch as much as possible. The structural similarity (SSIM) metric [25] is used to achieve this objective. Here, the second cost objective C 2 can be represented as follows:
where S is the value acquired from the SSIM metric, which can be expressed as follows:
where l, c, and s are the visual features of an image, namely the luminance component, contrast component, and structural component, respectively. These characteristics can be calculated as follows:
where μ x t and μ x 0 are the local means, ρ x t and ρ x 0 are the standard deviations, and ρ x t x 0 is the cross-covariance for the reconstructed image x t and the measured image x 0 [25] . In our experiment, β l , β c , and β s were set as 1, and c 1 , c 2 , and c 3 were set according to the values in [25] . σ 2 is the standard deviation of the second cost objective C 2 , which was set as the maximum possible value of the SSIM metric. Lower values produced by the Fig. 7 . Nondominated solutions of the lowest front members in the 3rd, 15th, and 30th generations for the "girl" image, in which the devised two cost objectives are simultaneously minimized. cost objective C 2 indicate superior structural similarity between the tth reconstructed image x t and the measured image x 0 . As mentioned, the EOSR model involves two objectives, namely C 1 and C 2 , in image reconstruction. Therefore, the measured rain image patch x i is blurred by adjusting the local patch error l i iteratively as the reconstructed image patch φα i , and the objects' textures are preserved from the measured nonrainy image patches x i as many as possible. To address this multiobjective problem, the NSGA-II [20] was employed.
The flowchart of NSGA-II is presented in Fig. 6 . The purpose of NSGA-II is to transform the two objectives C 1 and C 2 into a single fitness measurement by producing a number of fronts sorted on the basis of nondomination. In a population, the set of solutions not dominated by other solutions is considered the first front F 1 , which possesses the highest fitness. Subsequently, the second-highest fitness in the second nondominated front F 2 is determined. This process is executed iteratively until all the solutions in the population have been assigned a fitness; the distance between each closest fitness in the same front is then calculated as the crowding distance, which is used for niching.
Next, selection is performed to determine: 1) the solution that is assigned the lowest front number and 2) the solution with the highest crowding distance from the same front, to maintain the diversity of the selected solution. A total of I new individuals are generated in the tth generation. In other words, I is the size of the population. The I best individuals are preserved from 2I individuals for the t + 1th generation. Thus, the elite solution can be preserved from generation to generation, as shown in Fig. 7 . Finally, the best solution from the sets of local patch errors l t max i used to reconstruct a rain-free image x t max in the last generation is selected using the following rules:
1) The solution is one of the lowest front members.
2) The solution possesses the lowest distance between the two objectives C 1 and C 2 .
3) The solution simultaneously possesses the minimum cost objectives C 1 and C 2 . Consequently, a rain-free image is reconstructed using the best solution that concurrently possesses the two minimum cost objectives. The pseudocode of the proposed EOSR-based rain streak removal algorithm is presented in Algorithm 1, in which Estimate cost objectives C 1 and C 2 via (8) and (11); 20:
Set R t ← P t ∪ Q t ; 21:
Set F ← (F 1 , F 2 , ...) via the nondominated-sorting on R t ; 22:
Calculate crowding-distance-assignment ∀F ; 23:
Sort F by crowding distances; 24:
Update P t+1 ; 25: until t == t max Line 18 is the exit condition for the repeat command on Line 15 that is triggered to reconstruct a potential rain-free image in the sparse image representation stage. In addition, Line 13 is executed until the maximum number of generations t max is reached in the error-optimized sparse reconstruction stage to achieve the devised multiobjective pursuit, as mentioned.
III. EXPERIMENTAL RESULTS
In this section, we report the subjective and objective evaluations of the proposed method and various rain streak removal methods (used for comparison) by using several rainy images including benchmark images. 12 These rainy images ("girl," "pedestrian," "car," "arch," "theater," "mountain," "architecture," and "cat") are in grayscale and of size 256 × 256 pixels. The proposed method was compared with the methods of Kang et al. [15] and Huang et al. [17] . 1 http://yu-li.github.io/paper/li_cvpr16_rain.zip 2 http://www.ee.nthu.edu.tw/cwlin/Rain_Removal/dataset.rar
A. Subjective Evaluation
The subjective evaluation was performed by visually evaluating each image reconstructed using the proposed method and the methods of Kang . This is due to the ability of the proposed method to maintain objects' textures by using the proposed EOSR model with the devised multiobjective pursuit; that is, in the reconstructed images, the number of vertical gradients was reduced and the structural similarity was preserved as much as possible in the error-optimized sparse reconstruction stage. For the methods of Kang et al. and Huang et al. the high-frequency portion was inaccurately decomposed into rain and nonrainy components; thus, resulting in oversmooth effects in the images.
The rain streaks in Figs. 11-15(a) are heavier and more irregularly shaped than those in Figs. 8-10(a) . Clearly, only the proposed method could produce perceptible reconstructed images, although the images have fewer large-sized streaks. However, although the rain streaks were removed using the methods of Kang et al. and Huang et al. the image quality and detail were affected, causing the textures to be considerably blurred and distorted.
B. Objective Evaluation
For objective evaluation, we used four well-known quantitative metrics, namely the mean squared error (MSE) [26] , peak signal-to-noise ratio (PSNR) [26] , SSIM [25] , and visual information fidelity (VIF) [27] , to assess 16 output images reconstructed using each compared method for effectiveness verification. Notably, higher values of the PSNR, SSIM, and VIF metrics indicate superior rain streak removal effects. By contrast, higher values of the MSE metric denote inferior reconstruction images. Table I presents the average values of the MSE, PSNR, SSIM, and VIF metrics measured for the benchmark dataset. These measurements were achieved using the proposed method and the methods of Kang et al. and Huang et al. The proposed method outperformed the other two methods in terms of the MSE, PSNR, SSIM, and VIF metrics (see Table I ). These results indicate that the proposed method is capable of superior rain streak removal while preserving texture information.
The blur caused by methods of Kang et al. and Huang et al. is mainly due to the inaccurate clustering on rainy images through dictionary partition. Because of this inaccurate clustering in the decomposition of the high-frequency portion on the dictionary, the rainy and nonrainy components could not be efficiently separated for each reconstructed image patch. Therefore, these two methods failed to remove rain streaks from rainy images because of their inaccurate dictionary partition; thus, resulting in lower PSNR, SSIM, and VIF values compared with those of the proposed method. In addition, the proposed method outperformed these two methods because it had the lowest MSE values in our quantitative measurements.
IV. CONCLUSION
This paper presented a novel rain streak removal method that is based on the proposed EOSR model comprising two stages: the sparse image representation stage and the error-optimized sparse reconstruction stage. In contrast to current rain streak removal methods based on dictionary partitioning, the proposed EOSR-based method utilizes sparse representation to flexibly reconstruct each image patch on the basis of optimized patch errors with respect to a multiobjective pursuit. In the first stage, a framework of sparse image representation is used to reconstruct a potential nonrainy image on the basis of dynamic patch error constraints. In the second stage, the multiobjectives are devised to simultaneously obtain optimized rain-free image reconstruction with fewer rain streaks and preserve object textures by manipulating the patch error constraints through NSGA-II. Therefore, the proposed method can flexibly remove rain streaks and thus enable the reconstruction of a visually superior rainfree image compared with two state-of-the-art methods. 
