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Cap´ıtulo 1
Introduccio´n
La industria qu´ımica ha experimentado cambios significativos durante los u´ltimos
25 an˜os debido al aumento del costo de la energ´ıa, las regulaciones ambientales que
son cada vez ma´s estrictas y la competencia global en el precio del producto y calidad.
Una de las herramientas de ingenier´ıa ma´s importantes para abordar estas cuestiones
es la optimizacio´n. La optimizacio´n es el uso de me´todos espec´ıficos para determinar
la ma´s rentable y eficiente solucio´n a un problema o disen˜o para un proceso[15].
Actualmente hay un gran intere´s en el uso de energ´ıas renovables que sustituyen
fuentes de energ´ıa tradicionales (combustibles fo´siles) las cuales generan problemas
ambientales[40]. Estas fuentes de energ´ıa alternativa son la energ´ıa solar, la energ´ıa
eo´lica, la biomasa y el calor geote´rmico, as´ı como el uso de calor residual y fuentes
de energ´ıa de baja temperatura para la produccio´n de electricidad[7, 40].
Una fuente de calor de baja temperatura (<370◦C) resulta en un alto costo para
recuperar por procesos convencionales (ciclo Rankine)[10, 52]. Por lo que muchas
aplicaciones en la industria desechan este calor a temperatura relativamente baja[52].
Cerca del 50 % del calor total generado en la industria es de baja temperatura[47].
En la industria del cemento, por ejemplo, 40 % del calor disponible para recuperar
es rechazado al ambiente como gases. Estos gases tienen temperaturas en el rango
de 215-315◦C[54].
Adema´s de acuerdo a un reporte del Departamento de Energ´ıa de Estados Unidos
(por sus siglas en ingle´s DOE), en la indutria el 33 % de la energ´ıa es descargada
como calor residual y aproximadamente el 60 % de este calor es de baja temperatura
(<230◦C)[10].
Algunos ejemplos donde se pueden encontrar fuentes de calor de baja temperatura
son en la energ´ıa solar, en la energ´ıa geote´rmica, en el calor residual y biomasa, con
8
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rangos de 60-320◦C[39, 52, 58]:
Energ´ıa Solar: Colectores parabo´licos que trabajan a temperaturas bajas
<300◦C.
Energ´ıa Geote´rmica: Con rangos de baja temperatura de 60-200◦C.
Calor residual: Corrientes l´ıquidas (50-300◦C), gases de chimenea (150-180◦C),
corrientes de vapor (100-250◦C), vapores y gases de procesamiento (80-300◦C).
Biomasa: Rango de temperaturas de corrientes de salida de sistemas de calor
y potencia combinado (CHP) de 150-320◦C.
El ciclo Rankine convencional (ciclo de vapor) ha sido utilizado para la generacio´n
de electricidad. Estos sistemas utilizan agua como fluido de trabajo, y hacen que la
recuperacio´n del calor residual de baja temperatura sea ineficiente y costosa[7].
Sin embargo, la recuperacio´n de calor de fuentes de baja temperatura se puede
obtener mediante el uso de un ciclo Rankine orga´nico (ORC), donde la fuente de calor
de baja temperatura intercambia energ´ıa con el fluido de trabajo del ciclo[26, 43].
Las aplicaciones de un ORC en la industria para la recuperacio´n de fuentes de
ener´ıa de baja temperatura son mostradas en la siguiente figura:
Biomasa 
57% 
Solar 
1% 
Geotérmica 
22% 
Calor residual 
20% 
Figura 1.1: Aplicaciones del ciclo Rankine Orga´nico en la industria
[52]
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EL proceso del ciclo Rankine orga´nico es similar al del ciclo Rankine convencio-
nal, pero e´ste utiliza un fluido orga´nico en lugar de agua[7, 26]. El ciclo Rankine
orga´nico consta de un evaporador, una turbina, un condensador y una bomba. Las
caracter´ısticas de este sistema es que es pequen˜o y no tiene emisiones de gases, tales
como CO2, NOX [58].
Sin embargo se requieren modificaciones en el ciclo de Rankine convencional con
el fin de aumentar el rendimiento de generacio´n de energ´ıa. El uso de una mezcla de
varios componentes como el fluido de trabajo es una posibilidad para la mejora de
la eficiencia del ciclo de Rankine para la recuperacio´n de energ´ıa a partir de fuentes
de calor de baja temperatura. Idealmente, este conjunto de fluidos de trabajo debe
apuntar a mostrar propiedades f´ısicas tales como punto de ebullicio´n bajo y alta
entalp´ıa de vaporizacio´n[43].
Por otra parte, en la mayor´ıa de las situaciones pra´cticas existe por lo general
incertidumbre o desconocimiento del valor preciso o exacto de variables que influ-
yen fuertemente sobre la calidad de un disen˜o determinado. La estocasticidad o
incertidumbre aparece en todos los sistemas, esta puede deberse a carencia de datos
confiables, errores de medida o tratarse de para´metros que representan informacio´n
sobre el futuro[4].
La optimizacio´n estoca´stica es utilizada para precisamente encontrar una decisio´n
o´ptima en problemas que involucran datos inciertos. En esta terminolog´ıa, estoca´stico
se opone a determinista y significa que algunos datos son al azar, mientras que la
optimizacio´n se refiere al hecho de que varias partes del problema se pueden modelar
como programas matema´ticos lineales o no lineales[48].
El objetivo de este trabajo consiste en formular un problema de disen˜o con incerti-
dumbre, el cual se aborda con una formulacio´n estoca´stica del modelo de optmizacio´n
para la determinacio´n del tipo de componentes en la mezcla de un conjunto previa-
mente seleccionado de compuestos orga´nicos, la determinacio´n de la composicio´n
o´ptima de la mezcla y la determinacio´n de las condiciones de procesamiento o´ptimas
del ciclo de Rankine Orga´nico.
En principio se puede considerar incertidumbre so´lo en algu´n para´metro de disen˜o
o en varios de ellos. Por lo tanto analizaremos el impacto, sobre la calidad del disen˜o,
de cierto tipo de incertidumbre presente como puede ser la temperatura de la fuente
de calor a recuperar, as´ı como en el valor de algunos para´metros de disen˜o tales como
eficiencia de los equipos relacionados. Este tipo de ana´lisis es de gran importancia
y utilidad ya que permite obtener disen˜os que operen bajo condiciones de operacio´n
ma´s reales.
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1.1. Estado del Arte
En esta seccio´n se mencionara´n algunos trabajos de investigacio´n que se han
realizado sobre el uso de ciclo Rankine orga´nico, fluidos orga´nicos y mezclas para la
recuperacio´n de energ´ıa de fuentes de baja temperatura.
1.1.1. Ciclo Rankine Orga´nico para recuperar energ´ıa resi-
dual
En 1995 Lajorla J. presento´ un estudio de la produccio´n de electricidad a partir
de calor residual usando un ciclo Rankine orga´nico, enfoca´ndose en el disen˜o del ciclo
Rankine orga´nico usando un turbogenerador y bomba de tecnolog´ıa de alta velocidad.
El autor realizo´ prototipos entre 1983 y 1990 utilizando como fluidos de trabajo R114,
flurinol-85, tolueno e isobutano y encontro´ que para temperaturas bajas el isobutano
fue el ma´s adecuado para operar el ciclo Rankine orga´nico. Adema´s concluyo´ que
cuando la turbina utiliza un fluido de trabajo orga´nico permite que la turbina se
disen˜e mas fa´cil, y que el uso de un turbogenerador de alta velocidad hace que el
ORC sea de menor taman˜o, simple y reduce los gastos de mantenimiento[26].
En 1996 Hung T.C. y colaboradores realizaron un estudio sobre la eficiencia de
los ciclos Rankine orga´nicos para la recuperacio´n de calor residual de baja tempera-
tura, ellos analizaron fluidos crioge´nicos, como benceno, amoniaco, R11, R12, R134a
y R113, los cuales son caracterizados como fluidos hu´medos, secos o isentro´picos y
encontraron que la eficiencia del sistema aumenta o disminuye dependiendo del tipo
de fluido que se utiliza como fluido de trabajo. Adema´s estudiaron el comportamien-
to de esta eficiencia con respecto a la temperatura de entrada de la turbina. De
los fluidos que se analizaron, el benceno logro´ proveer la mayor eficiencia al ciclo,
seguido de R113, R11, R12, R134a y amoniaco. El benceno obtuvo una eficiencia
de aproximadamente 31 %, usando una fuente de calor residual de 366.15◦C. Por lo
tanto ellos concluyeron que el uso de fluidos isentro´picos son los mas adecuados para
recuperar energ´ıa de una fuente de calor residual[10].
En el an˜o 2001 Yamamoto Takahisa y colaboradores realizaron el disen˜o y pruebas
(experimentos) de un ciclo Rankine orga´nico, realizaron una simulacio´n del mode-
lo del ORC para encontrar las condiciones o´ptimas de procesamiento y analizaron
la termo´dinamica mediante un simulador de procesos (HYSYS, Hyprotech Co., Ca-
nada´). Estudiaron 2 fluidos de trabajo: HCFC-123 y agua. Tanto en la simulacio´n
como en los experimentos el fluido orga´nico HCFC-123 presento´ una alta potencia
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en la turbina, adema´s mejoro´ el desarrollo del ciclo[58].
En 2004 Liu Bo-Tau y colaboradores, investigaron sobre el efecto de los fluidos
de trabajo en la eficiencia te´rmica de un ciclo Rankine orga´nico para la recuperacio´n
de calor residual. Ellos encontraron que la presencia del enlace hidro´geno en algunas
mole´culas, tales como agua, amoniaco o etanol resultan de fluidos hu´medos, e´sta
caracter´ıstica los hace inapropiados para la recuperacio´n de energ´ıa. Adema´s demos-
traron que la eficiencia te´rmica estaba relacionada con la temperatura cr´ıtica de los
fluidos de trabajo, la cual disminuye cuando la temperatura cr´ıtica es baja, as´ı como
con la temperatura de entrada de la fuente de calor residual, si e´sta incrementa, la
eficiencia tambie´n aumenta[8].
En 2008 Husband W.W y Bayene A., presentaron un estudio de factibilidad sobre
el uso de calor de bajo grado en un ciclo Rankine, tomando en consideracio´n 3 factores
ambientales en la seleccio´n del fluido de trabajo para dicho ciclo, estos factores son:
potencial de disminucio´n de la capa de ozono, potencial de calentamiento global y
tiempo de vida en la atmo´sfera, adema´s de la seguridad del fluido de trabajo, que
se refiere al nivel de flamabilidad y toxicidad. Demostraron que R-30 y HFE-7000
son factibles para recuperar energ´ıa de fuentes de calor de bajo grado basado en sus
puntos de ebullicio´n, seguridad y factores ambientales[62].
1.1.2. Seleccio´n de fluidos de trabajo orga´nicos
En 1995 Maizza V. y Maizza A., presentaron un estudio sobre fluidos de trabajo
de flujo no estacionario para recuperar energ´ıa residual. Estos fluidos de trabajo cons-
taron de gases y vapores orga´nicos que fueron investigados y probados en un equipo
de tunel de viento superso´nico. La eleccio´n de los fluidos fue mediante investigacio´n y
ana´lisis de las capacidades termof´ısicas de e´stos y en cuanto al tipo de dan˜o a la capa
de ozono. De los fluidos que analizaron, encontraron que R-123 y R-124 garantizaban
un alto caudal ma´sico y suministro de potencia. Sin embargo R-125 y R-134 debido
a su favorable factor de compresibilidad resultaron ma´s adecuados para el tipo de
flujo no estacionario en un sistema de recuperacio´n ORC[60].
En 2005 Saleh B. y colaboradores seleccionaron 31 fluidos de trabajo (alcanos,
alcanos fluorados, e´teres, e´teres fluorados) para un ORC mediante el ana´lisis de pro-
piedades termodina´micas calculadas con la ecuacio´n de estado llamada BACKONE
(BACKONE equation state). Estudiaron eficiencias te´rmicas y otras propiedades
como el caudal, as´ı como la realizacio´n de un ana´lisis pinch[7].
En 2010 Papadopoulos y colaboradores presentaron un disen˜o y seleccio´n de
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fluidos de trabajo o´ptimos para un ORC, basado en disen˜o molecular asistido por
computadora (CAMD computer aided molecular design) y te´cnicas de optimizacio´n,
basa´ndose en aspectos de seguridad, operacio´n y ambiente[20].
En 2012 Wang Z. Q. y colaboradores presentaron una seleccio´n de fluidos median-
te optimizacio´n parame´trica multi-objetivo. Donde el mejor fluido de un total de 13
fluidos que seleccionaron fue R123 para operar en un rango de temperaturas de las
fuentes de calor de 100-180◦C, y R141b cuando la temperatura es >180◦C. Adema´s
encontraron que la presio´n de evaporacio´n se incrementa cuando la temperatura de
ebullicio´n de un fluido de trabajo es baja y que para una temperatura de <100◦C la
tecnolog´ıa ORC se convierte econo´micamente ineficiente[47].
Dian-xun y colaboradores en 2015 seleccionaron fluidos de trabajo adecuados
para un ORC en un rango espec´ıfico de temperaturas mediante simulaciones en
software (EES engineering equation solver). El R245fa resulto´ el mas adecuado para
una temperatura de la fuente de calor <150◦C, considerando a su vez aspectos de
seguridad y flamabilidad. Sin embargo para temperaturas mas altas de la fuente de
calor (190◦C) el R601a puede funcionar como fluido de trabajo[63].
En 2015 Palma-Flores O. y colaboradores realizaron un disen˜o de fluidos de tra-
bajo para recuperar energ´ıa de baja temperatura. Usaron un problema de optimi-
zacio´n no lineal mixto-entero (MINLP) para definir la estructura molecular y las
propiedades f´ısicas del fluido. Finalmente los resultados que obtuvieron fueron 32
fluidos de trabajo y adema´s lograron reducir la toxicidad de los fluidos de trabajo
en comparacio´n a estudios previos[40].
1.1.3. Disen˜o de Mezclas como fluidos de trabajo
Existen varios estudios concernientes al uso de mezclas en un ciclo Rankine
orga´nico. Desde 1998 Angelino y colaboradores estudiaron las mezclas de fluidos
orga´nicos para el uso en un ciclo Rankine, estas mezclas estaban conformadas por
siloxanos e hidrocabonos. Usaron las reglas de equilibrio termodina´mico para mez-
clas de Wong-and-Sandler(WS) para las propiedades termodina´micas de las mezclas.
Ellos concluyeron que el cambio no isote´rmico que presenta una mezcla en su desa-
rrollo termodina´mico representa una ventaja sobre un componente puro, y que la
o´ptima seleccio´n de la composicio´n de la mezcla es una herramienta importante para
el disen˜o de un ORC[17].
En 2013 Papadopoulos y colaboradores realizaron un disen˜o molecular de mezclas
de fluidos de trabajo para un ciclo Rankine orga´nico. Dicho disen˜o fue realizado
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mediante CAMD (computer aided molecular design)[21]. Adema´s en ese mismo an˜o
Papadopoulos y colaboradores volvieron a presentar un trabajo de disen˜o molecular
de mezclas y un ana´lisis de sensibilidad para hacer frente a las incertidumbres en el
procedimiento de seleccio´n de mezclas[23].
Yin H. y colaboradores en 2013 investigaron mezclas de SF6-CO2 como fluidos
de trabajo para plantas geote´rmicas[19]. As´ı mismo Shu G. y colaboradores en 2013
estudiaron mezclas basadas en hidrocarbonos mezclados con refrigerantes retardantes
usados en el ciclo Rankine[18].
En 2014 Andreasen J.C. y colaboradores presentaron una metodolog´ıa para la
optimizacio´n del ciclo Rankine orga´nico usando mezclas como fluidos de trabajo y
calor de bajo grado [16].
Con respecto al uso de mezclas zeotro´picas, existen algunos trabajos donde se
aborda el estudio´ e impacto de este tipo de mezclas en un ciclo Rankine orga´nico[30,
33–35, 37, 41, 59].
Molina-Thierry y colaboradores en 2015 presentaron un disen˜o o´ptimo simulta´neo
de mezclas orga´nicas para un ORC. Mediante un problema de optimizacio´n no lineal
y tomando un conjunto de fluidos de trabajo previamente estudiados, calcularon la
composicio´n o´ptima de la mezcla de trabajo, as´ı como sus propiedades f´ısicas para
una temperatura espec´ıfica de la fuente de calor. Las temperaturas que analizaron
se encontraban entre 90◦C y 150◦C[43].
Liu Q. y colaboradores en 2015 optimizaron y analizaron un ciclo Rankine geote´rmi-
co usando mezclas de R600a y R601a[46]. As´ı mismo Fen Y. y colaboradores (2015)
usaron optimizacio´m multi-objetivo para el desempen˜o de un ORC de bajo grado
usando R245fa y pentano[64, 65]. En el mismo an˜o Habka M. y colaboradores eva-
luaron el rendimiento de mezclas en ORC usando agua geote´rmica[36] y Chaintanya
Prasad G.S. y colaboradores presentaron un el desempen˜o del ORC con mezclas
multicomponentes [51].
1.1.4. Incertidumbre
En materia de ana´lisis estoca´stico e incertidumbre existen pocos trabajos. En 2016
Frutiger J. y colaboradores presentaron una seleccio´n de fluidos de trabajo para ciclo
Rankine tomando en cuenta propiedades inciertas del fluido de trabajo. Ellos usaron
un procedimiento, Montecarlo, como herramienta para propagar la influencia de la
incertidumbre de entrada de para´metros del fluido en el modelo del ciclo Rankine
orga´nico[25].
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Papadopoulos y colaboradores (2013) presentaron un ana´lisis de sensibilidad acer-
ca de la identificacio´n de para´metros que afectan el desempen˜o del ciclo Rankine
orga´nico usando me´tricas de sensibilidad[22, 24, 45].
En esta tesis, se aborda el problema del disen˜o de fluidos orga´nicos de mu´ltiples
componentes capaces de funcionar de manera o´ptima bajo condiciones de incerti-
dumbre en las condiciones de funcionamiento tales como las temperaturas de la
fuente de calor y la eficiencia de los componentes individuales del ciclo de Rankine.
El problema de disen˜o se presenta como un problema de optimizacio´n estoca´stica no
lineal. Tambie´n se utilizan las medidas de riesgo para compensar la flexibilidad y el
desempen˜o del promedio y encontrar que existen conflictos fuertes.
1.2. Justificacio´n
Entre las fuentes de energ´ıa sustentable, el uso de fuentes de energ´ıa de baja
temperatura puede ser usado para la generacio´n y recuperacio´n de calor. Debido
a su bajo contenido energe´tico, estas corrientes de procesamiento son considerados
como no rentables, especialmente cuando se usa agua como fluido de trabajo en los
ciclos termodina´micos utilizados para la recuperacio´n de energ´ıa a partir de fuentes
de energ´ıa de baja temperatura, como en el ciclo Rankine. Sin embargo, la eficien-
cia de recuperacio´n de energ´ıa se puede aumentar utilizando fluidos de trabajo que
ofrecen puntos de ebullicio´n de baja temperatura como los fluidos orga´nicos bajo
las condiciones de procesamiento adecuadas, ya que el agua por lo general tiene
que ser sobrecalentada, mientras que muchos fluidos orga´nicos no necesitan sobre-
calentamiento. Esta caracter´ıstica conduce a equipos mucho ma´s compactos que los
empleados en el ciclo con agua y resulta en un sistema ma´s sencillo y ma´s econo´mico
en te´rminos de los costos de capital y de mantenimiento. Por lo tanto el Ciclo Rankine
orga´nico podr´ıa aumentar la recuperacio´n de energ´ıa a partir de fuentes de energ´ıa
de baja temperatura. Por otro lado el disen˜o de un ciclo Rankine orga´nico puede
presentar incertidumbre en algu´n para´metro por lo que es de suma importancia ana-
lizar y cuantificar su efecto. Procediendo de esta manera obtendremos condiciones
de operacio´n y disen˜os ma´s cercanos a los que se podr´ıan encontrar en situaciones
reales de operacio´n.
Cap´ıtulo 1. Introduccio´n 16
1.3. Planteamiento del problema
En el proceso de una industria existen corrientes de calor de baja temperatura
las cuales no tienen utilidad y por lo tanto se convierten en residuos industriales.
Una fuente de energ´ıa se considera de baja temperatura si es inferior a 370◦C[10, 52].
Debido a su bajo contenido energe´tico, estas corrientes de procesamiento son con-
sideradas no rentables, especialmente en los ciclos termodina´micos utilizados para
la recuperacio´n de energ´ıa a partir de fuentes de energ´ıa de baja temperatura. In-
vestigaciones estad´ısticas indican que las corrientes de calor de baja temperatura
representan 50 % o ma´s del total del calor generado en la industria, el cual se pierde
en forma de emisiones contaminantes te´rmicas[10, 47]. Debido a la falta de me´todos
de recuperacio´n eficientes, el calor residual de baja calidad ha sido descartado gene-
ralmente por la industria y se ha convertido en una preocupacio´n ambiental debido a
la contaminacio´n te´rmica. Un ciclo termodina´mico que es utilizado para la recupera-
cio´n de energ´ıa es el ciclo Rankine orga´nico y puede ser una opcio´n de generacio´n de
energ´ıa. Sin embargo en la mayor´ıa de las situaciones pra´cticas existe por lo general
incertidumbre o desconocimiento del valor preciso o exacto de variables que influyen
fuertemente sobre la calidad de disen˜o de un ciclo Rankine orga´nico. Por lo que con-
siderar incertidumbre en algu´n para´metro es de gran importancia y utilidad ya que
permite obtener disen˜os que operen bajo condiciones de operacio´n ma´s reales.
1.4. Hipo´tesis
Usando optimizacio´n estoca´stica para manejar las variables que presentan incer-
tidumbre, tales como temperatura de la fuente de calor y eficiencia de los equipos
del ciclo Rankine orga´nico, se maximizara´ la recuperacio´n de energ´ıa de fuentes de
baja temperatura, representada por la eficiencia del ciclo Rankine orga´nico.
1.5. Objetivos
1.5.1. Objetivo General
Optimizar la recuperacio´n de energ´ıa a partir de fuentes de energ´ıa de baja tem-
peratura bajo condiciones de incertidumbre en un ciclo Rankine orga´nico.
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1.5.2. Objetivo Espec´ıficos
Establecer los para´metros de incertidumbre a cuantificar sobre el Ciclo Rankine
Orga´nico.
Formular un problema de optimizacio´n estoca´stico bajo las condiciones de in-
certidumbre.
Resolver el problema de optimizacio´n estoca´stico
Evaluar el impacto de las condiciones de incertidumbre.
1.6. Metodolog´ıa
A continuacio´n se resumen las etapas de la metodolog´ıa que se llevara´ a cabo
para resolver el problema de optimizacio´n para la recuperacio´n de energ´ıa de fuentes
de baja temperatura bajo condiciones de incertidumbre.
Etapa 1: Formular y resolver el problema de optimizacio´n robusto emplean-
do escenarios y distribuciones de probabilidad como manera de representar la
presencia de incertidumbre en un para´metro de disen˜o.
Etapa 2: Formular y resolver el problema de optimizacio´n estoca´stica del tipo
wait-and-see.
Etapa 3: Formular y resolver el problema de optimizacio´n estoca´stica del tipo
here-and-now.
Etapa 4: Evaluar la incertidumbre mediante medidas de dispersio´n.
Etapa 5: Realizar el ana´lisis de curvas pareto.
Etapa 6: Evaluar la incertidumbre mediante medidas de riesgo.
Cap´ıtulo 2
Marco Teo´rico General
En este segundo cap´ıtulo se hablara´ acerca del ciclo Rankine orga´nico, fluidos
orga´nicos, incertidumbre, programacio´n estoca´stica y medidas de ana´lisis de riesgo.
2.1. Ciclo Rankine Orga´nico (ORC)
El ciclo Rankine orga´nico (ORC) es una tecnolog´ıa conocida desde hace an˜os y es
un proceso para la conversio´n de calor de baja temperatura (<370◦C) en electricidad.
Este ciclo Rankine utiliza como fluido de trabajo un compuesto orga´nico en lugar de
agua[7, 14]. La vaporizacio´n de este fluido orga´nico es mediante la fuente de calor
de baja temperatura. Adema´s una de las caracter´ısticas principales de un fluido de
trabajo orga´nico es que presenta un punto de ebullicio´n ma´s bajo que el agua y esto
permite hacer uso de las corrientes de baja temperatura y recuperar calor[7, 20].
Desde un punto de vista tecnolo´gico los ciclos ORC presentan caracter´ısticas es-
pec´ıficas y diferentes respecto al ciclo Rankine convencional, resaltando la posibilidad
de condensar por encima de la presio´n atmosfe´rica con medios t´ıpicos de enfriamiento,
presio´n cr´ıtica reducida, calor latente de vaporizacio´n pequen˜o y pendiente positiva
de la curva de vapor saturado en el diagrama T-s. Estas caracter´ısticas conducen a
equipos mucho ma´s compactos que los empleados en el ciclo con agua[14].
Otra de las caracter´ısticas importantes del ciclo Rankine es que no presenta
emisiones de gases de escape como el CO, CO2, NOx y otros contaminantes at-
mosfe´ricos[58]. Adema´s en el ciclo Rankine orga´nico el proceso debe tener alta efi-
ciencia te´rmica y permitir alta utilizacio´n de la fuente de calor disponible. Por otra
parte, el fluido de trabajo debe cumplir con los criterios de seguridad: debe ser am-
bientalmente neutro, y brindar bajo costo de energ´ıa para la planta[7].
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El ciclo Rankine orga´nico al igual que el ciclo Rankine convencional esta´ com-
puesto por una bomba, un evaporador, una turbina y un condensador, en los cuales
el fluido de trabajo presenta cambios termodina´micos, representados por cuatro pro-
cesos ba´sicos[2, 43, 58] mostrados en la figura 2.1.
1 
2 
3 
4 
EVAPORADOR 
CONDENSADOR 
TURBINA BOMBA 
FUENTE DE 
CALOR 
FUENTE  DE 
ENFRIAMIENTO 
Figura 2.1: Ciclo Rankine orga´nico.
1-2 Compresio´n isentro´pica en una bomba.
2-3 Adicio´n de calor a presio´n constante a una caldera.
3-4 Expansio´n isentro´pica en una turbina.
4-1 Rechazo de calor a presio´n constante en un condensador.
2.2. Fluidos Orga´nicos
La utilizacio´n o´ptima de un recurso energe´tico residual, en un sentido tanto
econo´mico como termodina´mico, es fuertemente dependiente de las caracter´ısticas
del fluido de trabajo, en particular, cuando la fuente de calor es de temperatura
baja[60].
El sistema de ciclo de Rankine orga´nico (ORC), utilizando un fluido orga´nico
en lugar de agua como fluido de trabajo, es potencialmente factible en los siste-
mas de recuperacio´n de calor y es particularmente favorable en aplicaciones de baja
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temperatura[8]. Es decir en comparacio´n con el agua, los fluidos orga´nicos tienen
ma´s ventajas cuando la planta funciona a baja temperatura[42].
La seleccio´n de fluidos de trabajo y las condiciones de operacio´n son muy impor-
tantes para el rendimiento del sistema, el desarollo del ciclo depende de las propie-
dades termodina´micas del fluido de trabajo, debido a que afectara´n la eficiencia del
sistema, la operacio´n y al ambiente[8].
Un fluido de trabajo puede consistir de un componente puro o de una mezcla
de componentes. Adema´s es posible disen˜ar mezclas multicomponentes para mejo-
rar la eficiencia del ciclo termodina´mico [31, 43]. Mediante la modificacio´n de la
composicio´n de un fluido de trabajo se puede a su vez manipular:
Gradientes de temperatura en la fase de equilibrio
Presio´n
Grado de sobrecalentamiento
T
E
M
P
E
R
A
T
U
R
A
 
ENTROPIA 
Sobrecalentado 
Subenfriado 
4 
3 
1 
2 
Figura 2.2: Diagrama T-s para
componente puro
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ENTROPIA 
Subenfriado 
OverS 
1 
2 
3 
4 
subS 
Sobrecalentado 
Figura 2.3: Diagrama T-s para mezcla
El ana´lisis del ciclo termodina´mico nos muestra que el cambio de fase a presio´n
constante para un componente puro (figura 2.2), la temperatura se mantiene cons-
tante. Es decir, en la regio´n de 2 fases el proceso empieza y finaliza en la temperatura
de saturacio´n (TBe = TDe).
Sin embargo, para una mezcla (figura 2.3) el cambio de fase ocurre a un rango de
temperaturas y composiciones (TBe 6= TDe). Este cambio de fase no isote´rmico de la
mezcla permite una mejor transferencia de energ´ıa entre los perfiles de temperatura
del fluido de trabajo y las fuentes de intercambio de calor[43].
En la figura 2.3 podemos observar 5 puntos, 3 puntos internos y los puntos de
burbuja y rocio, que representan el nivel de vaporizacio´n (NΨ ); PLow y PHigh son los
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niveles de presio´n; y los puntos isentro´picos (subS)/(overS) que corresponden a los
puntos de compresion y expansio´n.
Por otro lado un buen fluido de trabajo debe tener las siguientes caracter´ısticas[8,
60]:
Elevado calor latente
Bajo calor espec´ıfico
Adecuada temperatura
Presio´n critica baja
Pequen˜o volu´men espec´ıfico
Baja viscosidad y tensio´n superficial
Alta conductividad te´rmica
Isentro´pico (seco)
Qu´ımicamente estable
No corrosivo, no to´xico y no inflamable
Bajo costo
El uso de mezclas multicomponentes como fluidos de trabajo es otra posibili-
dad para mejorar la eficiencia del ciclo Rankine orga´nico para la recuperacio´n de
energ´ıa de baja temperatura[17]. David Molina y colaboradores disen˜aron mezclas
multicomponentes de fluidos de trabajo orga´nicos y establecieron las condiciones
de funcionamiento de un ciclo Rankine t´ıpico para maximizar la recuperacio´n de
energ´ıa de fuentes de baja temperatura que cumpl´ıan un conjunto de restricciones
de proceso[43].
Por lo tanto, mediante la seleccio´n apropiada de la composicio´n o´ptima de los
fluidos orga´nicos y teniendo en cuenta el rendimiento de una ciclo Rankine t´ıpico,
la recuperacio´n de calor de fuentes de baja temperatura puede ser mejorada, lo que
conduce a un uso racional y eficiente de las fuentes de energ´ıa alternativas[43].
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2.3. Incertidumbre
En la mayor´ıa de las situaciones pra´cticas existe por lo general incertidumbre
o desconocimiento del valor preciso o exacto de variables que influyen fuertemente
sobre la calidad de un disen˜o determinado. La estocasticidad o incertidumbre aparece
en todos los sistemas, esta puede deberse a carencia de datos confiables, errores de
medida o tratarse de para´metros que representan informacio´n sobre el futuro[4].
Los elementos de incertidumbre en un problema a menudo se pueden modelar
como variables aleatorias a las que se puede aplicar la teor´ıa de la probabilidad. Para
esto propo´sito tales elementos deben tener una distribucio´n de probabilidad[56].
Por lo tanto la incertidumbre se maneja mediante la creacio´n de un modelo ma-
tema´tico determinista que impl´ıcitamente capta algo de aleatoriedad. Presentando
estocasticidad en los para´metros de entrada. La capacidad de modelar este tipo de
incertidumbre es suficiente para obtener resultados ma´s cercanos a problemas del
mundo real[56].
2.4. Optimizacio´n estoca´stica
En el a´rea de optimizacio´n los problemas de disen˜o se pueden dividir, desde el
punto de vista de la informacio´n disponible del sistema a disen˜ar, en problemas deter-
min´ısticos (sin incertidumbre) y en estoca´sticos (en presencia de incertidumbre)[48].
El te´rmino estoca´stico se opone al te´rmino determinista y significa que algunos datos
son aleatorios [44].
2.4.1. Formulacio´n de escenarios
Hay varias maneras de formular un problema de optimizacio´n lineal estoca´sti-
co (SLP), una alternativa es trabajar con escenarios, es decir la representacio´n del
problema se formula para cada escenario Ξ posible, los cuales son representaciones
particulares de co´mo podr´ıa ser el futuro. Los escenarios se pueden generar utilizan-
do algu´n tipo del modelo probabil´ıstico o simulacio´n[5, 28, 56]. A continuacio´n se
presenta la formulacio´n del problema de optimizacio´n mediante escenarios:
minimize
x
f(x,Ξ) (2.1)
Cap´ıtulo 2. Marco Teo´rico General 23
donde Ξ es el vector de escenarios (para´metros aleatorios),
Ξ = [ξ1, ξ2, ξ3, ..., ξn] (2.2)
y x es la variable de disen˜o
2.4.2. Valor esperado
El valor esperado E es calculado a partir de una distribucio´n de probabilidad P ,
mediante un nu´mero finito de puntos ξ ∈ Ξ, n = 1, ... , N , llamados escenarios, y
asignando a cada escenario ξn un peso postivo pn, tal que[6]:
N∑
n=1
pn = 1 (2.3)
El conjunto generado Ξ = ξ1, ... , ξn de escenarios, con las probabilidades corres-
pondientes p1, ... , pn genera una distribucio´n con la cual se puede escribir la funcio´n
de valor esperado como una suma finita[5]:
E[f(x,Ξ)] =
N∑
n=1
pnf(x, ξn) (2.4)
2.4.3. Here and Now/Wait and see
En la optimizacio´n estoca´stica las variables de decisio´n de un problema de op-
timizacio´n bajo incertidumbre se dividen en dos grupos [61]. Hay un conjunto de
decisiones que deben tomarse sin la informacio´n completa de algunos eventos alea-
torios. Estas decisiones se llaman decisiones de primera etapa y por lo general esta´n
representados por un vector Ξ. Despue´s que la informacio´n completa es recibida en
la realizacio´n de algu´n evento aleatorio, la segunda etapa o acciones correctivas y
son tomadas[48]. Estas etapas son llamadas here-and-now y wait-and-see:
Here-and-now : Optimizacio´n inmediata en base a alguna medida de la proba-
bilidad, en la cual se toman decisiones previas bajo futuro incierto. Esto es,
decisiones que deben tomarse basa´ndose en informacio´n a priori, existente o
supuesta, sobre situaciones futuras sin realizar observaciones adicionales[4]. En
esta etapa se selecciona la variable de decisio´n x, esta seleccio´n debe realizarse
antes de que el resultado de la variable estoca´stica Ξ sea observado[13, 28, 61].
Cap´ıtulo 2. Marco Teo´rico General 24
Wait-and see: Las variables de la segunda etapa se interpretan como las medi-
das correctivas o de recurso contra cualquier infactibilidad que surja debido a
una realizacio´n particular de la incertidumbre. Sin embargo, el problema de la
segunda etapa puede ser tambie´n un problema de decisio´n a nivel operacional
despue´s de un plan de la primera etapa y la realizacio´n de incertidumbre, es
decir se pueden calcular despue´s de que el resultado de la variable estoca´stica
es Ξ conocida[13, 28, 61].
En optimizacio´n es llamado programacio´n estoca´stica de 2 etapas con recurso,
adema´s es posible formular un problema de programacio´n estoca´stico no lineal de la
siguiente forma:
minimize
x,y
f(x) + E[g(x, y(Ξ),Ξ)]
subject to h(x) ≥ 0,
m(x, y(ξ), ξ) ≥ 0,
(2.5)
Donde E denota el valor esperado con respecto a Ξ, x son variables de disen˜o
(Here-and-now), y y(Ξ) son variables de operacio´n (Wait-and-see).
2.5. Medidas de desviacio´n y ana´lisis de riesgo
La incertidumbre puede ser medida mediante la desviacio´n esta´ndar(varianza) o
medidas de riesgo para mitigar eventos extremos. Estas medidas son introducidas
y estudiadas sistema´ticamente por sus aplicaciones potenciales para la gestio´n de
riesgo en a´reas como finanzas e ingenier´ıa[49, 50].
2.5.1. Varianza
Varianza es una medida de la dispersio´n de para´metros o datos inciertos (Ξ) y es
calculado como se presenta a continuacio´n[49]:
V [Ξ] = E[(Ξ− E[Ξ])2] (2.6)
La varianza ha sido sujeta a cr´ıticas debido a que no toma adecuadamente en
cuenta el feno´meno de las colas, en pe´rdidas de una distribucio´n de datos y adema´s
penaliza subidas y bajadas por igual[49].
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2.5.2. Valor en riesgo (VaR)
En algunas aplicaciones, una medida ma´s comu´n que la desviacio´n esta´ndar es el
llamado valor en riesgo (VaR)[49].
El valor en riesgo (VaR) de una variable aleatoria Ξ es definida como el valor
cr´ıtico t (la mayor pe´rdida en un valor) al cual la probabilidad de Ξ siendo inferior
a dicho valor cr´ıtico es ma´s grande que 1 − α (es decir, VaR es un cuantil de Ξ).
Matema´ticamente, esto es dado por[48]:
VaR1−α(Ξ) = min{t |P (Ξ ≤ t) ≥ 1− α} (2.7)
Sin embargo VaR ha sido controversial porque tiene propiedades indeseables(ausencia
de subaditividad, ausencia de convexidad y monoticidad, as´ı como una razonable
continuidad), e incapacidad para responder a la magnitud de las posibles pe´rdidas
por debajo del umbral que identifica. La subaditividad forma parte del conjunto de
propiedades que definen a las medidas de riesgo coherente. Una medida de riesgo
coherente debe satisfacer las siguientes propiedades[48]:
1. Subaditividad: R(Ξ1 + Ξ2) ≤ R(Ξ1) +R(Ξ2) ∀ Ξ1,Ξ2 ∈ Ξ
2. Monoticidad: Si Ξ1,Ξ2 ∈ Ξ, y Ξ1 ≤ Ξ2, R(Ξ1) ≤ R(Ξ2)
3. Homogeneidad positiva: R(cΞ) = cR(Ξ) ∀ c ≥ 0
4. Traslacio´n invariante: R(Ξ + c) = R(Ξ) + c,∀ Ξ ∈ Ξ, c ∈ R
VaR es raramente usado como una medida de riesgo porque es dif´ıcil mante-
ner computacionalmente y es dif´ıcil optimizar cuando es calculado para muchos
escenarios[49, 53]. Una medida de riesgo alternativa es el valor de riesgo condicional
(CVaR)[53].
2.5.3. Valor en riesgo condicional (CVaR)
El valor en riesgo condicional (CVaR) puede ser definido para evitar problemas de
ausencia de subaditividad de las medidas de riesgo mediante la esperanza condicional
sobre las pe´rdidas en exceso del valor en riesgo (VaR). El CVaR cuantifica las pe´rdidas
que exceden al VaR y actu´a como un cota superior del mismo.
Para pe´rdidas aleatorias Ξ con una distribucio´n P , y un nivel de confianza α, se
puede definir el CVaR como[48]:
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CV aRα(Ξ) = EPα(Ξ) (2.8)
donde Pα es la funcio´n de distribucio´n, la cual es definida como:
Pα(t) =
 0 if t < V aRα(Ξ);P(t) − α
1− α if t ≥ V aRα(Ξ).
(2.9)
El CVaR tiene una representacio´n adecuada como una solucio´n para un problema
de optimizacio´n de la siguiente manera:
CV aR1−α(Ξ) = min
t
{t+ 1
α
E[Ξ− t]+} (2.10)
donde
t = V aR1−α (2.11)
El CVaR es el valor esperado de las colas definida por el valor cr´ıtico t =
V aR1−α(Ξ) como se muestra a continuacio´n:
Figura 2.4: Representacio´n de CVaR y VaR
[52]
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Reformulando el problema de optimizacio´n (ecuacio´n 2.10), tenemos que:
min
x∈X,y∈Y
CV aR1−α[g(x, y(Ξ),Ξ)] (2.12)
min
x∈X,y∈Y
E
[
t+
1
α
[g(x, y(Ξ),Ξ)− t]+
]
(2.13)
Si reemplazamos g(x, y(Ξ),Ξ)− t) por la variable ϕ, obtenemos:
min
x∈X,y∈Y,t∈R
E
[
t+
1
α
ϕ(Ξ)+
]
(2.14)
Finalmente el modelo de optimizacio´n para la minimizacio´n de CVaR es:
min
x∈X,y∈Y,t∈R
E
[
t+
1
α
ϕ(Ξ)+
]
subject to g(x, y(ξ), ξ)− t ≤ ϕ(ξ),
ϕ(ξ) ≥ 0,
(2.15)
Cap´ıtulo 3
Formulacio´n del Modelo F´ısico y
Optimizacio´n
En esta seccio´n se presenta la formulacio´n del problema de optimizacio´n para
optimizar simulta´neamente el disen˜o de fluidos de trabajo orga´nicos y las condiciones
de operacio´n del ORC. Primero se presenta una formulacio´n determin´ıstica y despue´s
se extiende para tomar en cuenta la incertidumbre. El modelo de optimizacio´n es un
modelo de programacio´n no lineal (NLP).
3.1. Funcio´n Objetivo
El modelo de optimizacio´n busca determinar la composicio´n de una mezcla de
componentes dados para maximizar la eficiencia del ORC[17]. La maximizacio´n de
la eficiencia global generara´ la mejor relacio´n neta de entrada y salida de energ´ıa[43].
La eficiencia del ciclo se denota por η y esta dado por:
η =
Wnet
qin
. (3.1)
El trabajo neto y el calor de entrada esta´n definidas en te´rminos de cambios de
entalp´ıa en los puntos de subenfriamiento y sobrecalentamiento en el ciclo:
η =
(Hˆover,high − Hˆover,low)− (hˆsub,high − hˆsub,low)
(Hˆover,high − hˆsub,high)
(3.2)
28
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3.2. Restricciones
Las restricciones del modelo de optimizacio´n esta´n dadas por las relaciones ter-
modina´micas del ciclo Rankine orga´nico.
3.2.1. Ca´lculos de entalp´ıa
Primero se mencionara´n los ca´lculos de entalp´ıa del fluido de trabajo, despue´s los
ca´lculos de entalp´ıa de la fuente de calor y el fluido de enfriamiento.
Entalp´ıa del fluido de trabajo
Entalp´ıa de la mezcla en estado l´ıquido saturado es calculado como sigue[27]:
hˆe = h0 +
NC∑
i
zi
(∫ TBe
T0
CpL,i(T )dT +
∫ Pe
P0
νL,Bei(P )dP
)
+HEe ,∀e (3.3)
El sub´ındice e es el nivel de presio´n (alto/bajo); i es el ı´ndice correspondiente
al componente que formara´ la mezcla, zi es la composicio´n de la mezcla y NC
es el nu´mero de componentes presentes en la mezcla; el sub´ındice B se refiere
al punto de burbuja. Adema´s h0 es la entalp´ıa al estado de referencia, CpL,i es
la capacidad calor´ıfica del componente puro, ecuacio´n (3.11), HEe es la entalp´ıa
en exceso de la mezcla en estado l´ıquido y νL,Be,i es el volu´men del l´ıquido
saturado.
Entalp´ıa de la mezcla en estado vapor saturado[12, 27]:
Hˆe = hˆe −HEe +
NC∑
i
zi
(
∆hLVie −HRie +
∫ TDe
TBe
CIGp,i (T )dT
)
+ HˆRe ,∀e (3.4)
El sub´ındice D es el punto de roc´ıo; ∆hLVie es el cambio de la entalp´ıa de
vaporizacio´n, HˆRe es la entalp´ıa residual de la fase vapor en la mezcla, H
R
ie es
la entalp´ıa residual del gas ideal y CIGp,i es la capacidad calor´ıfica del gas ideal.
Entalp´ıa en exceso de la mezcla l´ıquida (mediante me´todo UNIFAC) es calcu-
lada de la siguiente manera[12, 27]:
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−HEe
RgT 2Be
=
NC∑
i
zi (lnγiBLe) ,∀e (3.5)
donde lnγiBLe es el logaritmo natural del coeficiente de actividad al punto de
burbuja, y el sub´ındice L se refiere al tipo de fase, en este caso l´ıquida.
Entalp´ıa residual de la mezcla en fase vapor se calcula como[12]:
HˆRe
RgTDe
= (αˆDe−) aˆ
′
e
Rg bˆ
ln
ZˆDe
ZˆDe + βˆe
+ ZˆDe − 1,∀e (3.6)
donde αDe, βe, ZˆDe, a
′
e, bˆ, son para´metros para la ecuacio´n de estado (EOS)
predictiva Soave Redlich Kwong (PSRK) para mezclas[29, 55].
Entalp´ıa residual del gas ideal[12, 29, 55]:
La entalp´ıa residual del gas ideal HRie es calculada con la ecuacio´n de entalp´ıa
residual para mezcla, ecuacio´n (3.6), pero en este caso para componente puro
i.
HRie
RgTiBe
= (αiBe−) a
′
ie
Rgbi
ln
Zie
Zie + βiBe
+ Zie − 1,∀e (3.7)
Cambio de entalp´ıa de vaporizacio´n:
El cambio de entalp´ıa de vaporizacio´n es calculado con la ecuacio´n de Watson[38]:
∆hLVie = ∆h
LV
b,i
1− Tr,iBe
1− Tb,i
Tc,i
 ,∀i, e (3.8a)
donde ∆hLVb,i es el cambio de entalp´ıa al punto normal de ebullicio´n Tb.
∆hLVb,i = 1,093RgTc,iTb,i
 lnPc,i − 1,013
0,93− Tb,i
Tc,i
 ,∀i, e (3.8b)
Tc,i es la temperatura cr´ıtica, Tb,i es la temperatura normal de ebullicio´n del
componente i y Tr es la temperatura reducida.
Cambio de entalp´ıa de la fuente de calor.
Cap´ıtulo 3. Formulacio´n del Modelo F´ısico y Optimizacio´n 31
El cambio de entalp´ıa de la fuente de calor es calculada como sigue[43]:
∆HHS,f =
∫ THSf
THS,OUT
CpL,HS(T )dT,∀f (3.9)
En la ecuacio´n anterior el sub´ındice f es el nivel de vaporizacio´n (B,1,2,..,NΨ ,D);
THSf es la temperatura de la fuente de calor al nivel vaporizacio´n especifica-
do, THS,OUT es la temperatura de salida de la fuente de calor y CpL,HS es la
capacidad calor´ıfica de la fuente de calor.
Cambio de entalp´ıa de la fuente de enfriamiento[43]
∆HCS,f =
∫ TCSf
TCS,INT
CpL,CS(T )dT,∀f (3.10)
donde TCSf es la temperatura de la fuente de enfriamiento al nivel de vapori-
zacio´n, TCS,INT es la temperatura de entrada de la fuente de enfriamiento, y
CpL,CS es su respectiva capacidad calor´ıfica.
3.2.2. Ca´lculos de capacidad calor´ıfica
La capacidad calor´ıfica del l´ıquido es calculado como [1]:
CpL,i(T ) = C
IG
p,i (T )+1,586Rg+Rg
0,49
1− T
Tc,i
+Rgωi
4,2775 +
6,3
(
1− T
Tc,i
)1/3
T
Tc,i
+
0,4355
1− T
Tc,i

(3.11)
donde ωi es el factor ace´ntrico del componente i.
La capacidad calor´ıfica del gas ideal es calculado como[1]:
CIGp,i (T ) = C1,i + C2,i

C3,i
T
sinh
(
C3,i
T
)

2
+ C4,i

C5,i
T
cosh
(
C5,i
T
)

2
(3.12)
C1,i, C2,i, C3,i, C4,i son para´metros espec´ıficos del componente i.
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3.2.3. Balances de Energ´ıa
Restricciones de balances de energ´ıa correspondes a balances en los puntos inter-
nos, es decir donde esta´ presente la regio´n de 2 fases, (ver figura 2.3).
nHS∆HHS,f + hˆsub,high = Ψf (Hˆhigh − hˆhigh) + hˆhigh,∀f (3.13a)
nHS∆HHS,f = qIN (3.13b)
qIN = Hˆover,high − hˆsub,high (3.13c)
donde nHS es la relacio´n molar entre la fuente de calor y el fluido de trabajo.
Por otra parte Hˆhigh y hˆhigh corresponden a la entalp´ıa de la mezcla y Ψf es la
fraccio´n de vapor, la cual es 0 para cuando el nivel de vaporizacio´n esta´ en su punto
de burbuja f = B y 1 para el punto de roc´ıo f = D.
nCS∆HCS,f + hˆsub,low = Ψf (Hˆover,low − hˆsub,low) + hˆsub,low,∀f (3.14a)
nCS∆HCS,f = qOUT (3.14b)
qOUT = Hˆover,low − hˆsub,low (3.14c)
donde nCS es la relacio´n molar entre la fuente de enfriamiento y el fluido de trabajo.
Adema´s qOUT es el calor de entrada, ∆HHS,f y ∆HCS,f son los cambios de entalp´ıa
definidos en las ecuaciones anteriores(3.9) y (3.10).
3.2.4. Ca´lculos de entrop´ıa
En esta seccio´n se presentan los ca´lculos del entrop´ıa del fluido de trabajo.
Entrop´ıa del l´ıquido saturado de la mezcla es calculado como sigue[27]:
sˆe = s0 +
NC∑
i
zi
(∫ TBe
T0
CpL,i
T
(T )dT
)
+ SEe ,∀e (3.15)
SEe es el exceso de entrop´ıa y s0 es la entrop´ıa de referencia.
Entrop´ıa del vapor saturado de la mezcla es calculado como sigue[27]:
Sˆe = sˆe − SˆEe +
NC∑
i
zi
(
∆hLVie
TBe
− SRie +
∫ TDe
TBe
CIGp,i (T )
T
dT
)
+ SˆRe ,∀e (3.16)
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SRie y Sˆ
R
e son la entrop´ıa residual del componente puro y entrop´ıa residual de
la mezcla respectivamente.
La entrop´ıa en exceso se calcula de la siguiente manera[12, 29, 55]:
Se =
HEe −GEBLe
TBe
,∀e (3.17)
donde GEBLe es la propiedad de exceso de Gibbs.
La entrop´ıa residual para componente puro es calculado como sigue[12, 29, 55]:
SRie
Rg
= ln(Zie − βiBe)− a
′
ie
Rgbi
ln
Zie
Zie + βiBe
,∀i, e (3.18)
La entrop´ıa residual de la mezcla se puede calcular como[12, 29, 55]:
SˆRe
Rg
= ln(Zˆe − βˆBe)− aˆ
′
e
Rg bˆ
ln
Zˆe
Zˆe + βˆBe
,∀e (3.19)
3.2.5. Restricciones de la operacio´n isentro´pica
sˆsubS,high = sˆsubS,low (3.20)
SˆsubS,high = SˆsubS,low (3.21)
(Hˆover,high − Hˆover,low) = ηST (HˆoverS,high − HˆoverS,low) (3.22)
(hˆsub,high − hˆsub,low) = 1
ηSP
(hˆsubS,high − hˆsubS,low) (3.23)
En las ecuaciones anteriores el sub´ındice subS es para hacer referencia al punto
isentro´pico subenfriado y el sub´ındice overS es el punto isentro´pico de la regio´n de
sobrecalentamiento. Estas propiedades se encuentran en las regiones de operacio´n
de la bomba y la turbina. Adema´s ηST y ηSP son los para´metros de eficiencia de la
turbina y la bomba respectivamente.
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3.2.6. Ca´lculos de volu´men comprimido
La ecuacio´n de Chang- Zhao (como una funcio´n de la presio´n) es una correlacio´n
para calcular el volu´men comprimido y es definida de la siguiente manera[9]:
νL,ife(P ) = ν
sat
L,ife
Acz,ifePc,i + C
(Dcz−Tr,ife)Bcz,i
cz (P − P satife )
Acz,ifePc,i + Ccz(P − P satife )
(3.24a)
donde Ccz y Dcz son constantes, ν
sat
L,ife es el volu´men del l´ıquido a la temperatura de
saturacio´n, ecuacio´n (3.25), Pc,i y Tr,ife son la presio´n cr´ıtica y temperatura reducida
respectivamente.
Adema´s Acz,ife y Bcz,i son polinomios que se calculan de la siguiente forma:
Acz,ife = a0 + a1Tr,ife + a2T
3
r,ife + a3T
6
r,ife +
a4
Tr,ife
(3.24b)
Bcz,i = bcz,0 + ωibcz,1 (3.24c)
donde a0, a1, a2, a3, a4, bcz,0, bcz,1 son constantes (ver referencia[9]).
3.2.7. Ca´lculos del volu´men del l´ıquido saturado
El volu´men del l´ıquido saturado es calculado mediante la ecuacio´n de Rackett[57].
νsatL,ife = νc,iZ
(1−Tr,ife)2/7
c,i ,∀i, f, e (3.25)
donde νc,i y Zc,i es el volu´men cr´ıtico y el factor de compresibilidad cr´ıtica.
3.2.8. Ca´lculos de presio´n de vapor
La presio´n de vapor es calculado por medio de la ecuacio´n de Riedel[32]
lnP satife = AR,i −
BR,i
Tr,ife
+ CR,ilnTr,ife +DR,iT
6
r,ife,∀i, f, e (3.26a)
Esta ecuacio´n requiere el uso de algunos para´metros (para´metros Riedel CSP ) los
cuales esta´n dados por las siguientes ecuaciones:
AR,i = −35QR,i (3.26b)
BR,i = −36QR,i (3.26c)
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CR,i = 42QR,i + αRc,i (3.26d)
DR,i = −QR,i (3.26e)
QR,i = 0,0838(3,758− αRc,i) (3.26f)
αRc,i =
0,3149204ΨbR,i + ln
(
Pc,i
1,0135
)
0,0838ΨbR,i − lnTb,i
Tc,i
(3.26g)
ΨbR,i = −35 + 36Tc,i
Tb,i
+ 42ln
Tb,i
Tc,i
−
(
Tb,i
Tc,i
)6
(3.26h)
3.2.9. Ca´lculos del coeficiente de fugacidad
El coeficiente de fugacidad es calculado por contribucio´n de grupos de una ecua-
cio´n de estado llamada PSRK (Predictive Soave-Redlich-Kwong) el cual esta basado
en la ecuacio´n de Soave-Redlich-Kwong[55].
lnφˆife =
βife
βˆfe
(Zˆfe − βfe) + α¯ifelnZˆfe + βˆfe
Zˆfe
,∀i, f, e (3.27)
Esta ecuacio´n utiliza variables y para´metros SRK para especies puras y PSRK para
mezclas.
3.2.10. Ca´lculos de Variables SRK y PSRK
Las variables adimensionales para especies puras i son calculadas por la ecuacio´n
esta´ndar SRK y las variables adimensionles de mezclas son calculadas mediante la
ecuacio´n PSRK.
El factor de compresibilidad para especies puras y mezclas son calculadas como
se indican a continuacio´n:
Zie = 1 + βiBe − αiBeβiBe 1
Zie
Zie − βiBe
(Zie + βiBe)
, ∀i, e (3.28a)
Zˆfe = 1 + βˆfe − αˆfeβˆfe 1
Zˆfe
Zˆfe − βˆfe
(Zˆfe + βˆfe)
,∀f, e (3.28b)
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La variable α¯ife en la ecuacio´n (3.27) se define como:
α¯ife =
1
A1
(
lnγifV e + ln
βˆfe
βife
+
βife
βˆfe
− 1
)
+ αife, ∀i, f, e (3.29)
donde γifV e es el coeficiente de actividad.
Otras variables adimensionales utilizadas en las ecuacio´n de fugacidad son:
αife =
0,42748
0,08664
1
Tr,ife
[1 + cw,i(1− T 0,5r,ife)]2,∀i, f, e (3.30a)
αˆfe = − 1
0,64663
(
GEfV e
RgTfe
+
NC∑
1
xifV eln
βˆfe
βife
)
+
NC∑
i
xifV eαife,∀f, e (3.30b)
βife =
0,08664
Tr,ife
Pe
Pc,i
,∀i, f, e (3.31a)
βˆfe =
NC∑
i
xifV eβife,∀f, e (3.31b)
donde xifV e es la fraccio´n mol de la fase vapor, y cw,i es el factor ace´ntrico wi,
ecuacio´n (3.36).
Adema´s las variables SRK y PSRK para el ca´lculo de las entalp´ıas residuales
definidas anteriormente, son calculadas como:
a
′
ie = −0,42748
R2gTc,i
Pc,i
[cw,i + c
2
w,i(1− T 0,5r,iBE)]T−0,5r,iBe,∀i, e (3.32a)
aˆ
′
e = bˆ
[
1
A1
(GEe )
′
T +
NC∑
1
zi
bi
a
′
ie +
Rg
A1
NC∑
i
ziln
βˆDe
βiDe
]
,∀e (3.32b)
bi = 0,08664
RgTc,i
Pc,i
,∀i (3.33a)
bˆ =
NC∑
i
zibi,∀e (3.33b)
donde (GEe )
′
T ) es la energ´ıa de exceso de Gibss a la temperatura derivativa y la cual
es calculada por:
(GEe )
′
T ) = RgTDe
NC∑
i
zi(lnγiDV e)
′
T +
GEDV e
TDe
,∀e (3.34)
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Por otra parte la propiedad de exceso de Gibbs es calculado como:
GEfpe
RgTfe
=
NC∑
i
xifpelnγifpe,∀f, p, e (3.35)
Finalmente el para´metro de factor ace´ntrico es calculado de la siguiente manera:
cw,i = (0,48 + 1,574wi − 0,176w2i ) (3.36)
3.2.11. Ca´lculos del coeficiente de actividad
El coeficiente de actividad es calculado por el me´todo UNIFAC. El me´todo combi-
na la solucio´n del concepto de grupos funcionales con un modelo para coeficientes de
actividad llamado UNIQUAC (Functional-group Activity Coefficients), as´ı tambie´n
usa para´metros de interaccio´n de grupos[3].
Por lo tanto el coeficiente de actividad es calculado como:
lnγifpe = lnγ
C
ifpe + lnγ
R
ifpe,∀i, f, p, e (3.37)
donde γCifpe y lnγ
R
ifpe es el coeficiente combinatorial y coeficiente residual respectiva-
mente, ambos adimensionales.
El coeficiente combinatorial (γCifpe) esta dado por:
lnγCifpe = ln
ri∑NC
j rjxjfpe
+
10
2
qiln
qi
∑NC
j rjxjfpe
ri
∑NC
j qjxxfpe
+li− ri∑NC
j rjxjfpe
NC∑
j
xjfpelj,∀i, f, p, e
(3.38a)
Los sub´ındices i y j son los componentes de la mezcla.
Adema´s ri, rj, qi, li, lj son para´metros adimensionales UNIFAC y los cuales son
calculados como:
ri =
NG∑
k
ν
(i)
k Rk,∀i (3.38b)
qi =
NG∑
k
ν
(i)
k Qk,∀i (3.38c)
li =
10
2
(ri − qi)− (ri − 1),∀i (3.38d)
Tamb´ıen las ecuaciones anteriores son utilizadas para el componente j.
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El coeficiente residual (γRifpe) esta´ dado por:
lnγRifpe =
NG∑
k
ν
(i)
k (lnΓkfpe − lnΓ(i)kfe),∀i, f, p, e (3.39a)
lnΓ
(i)
kfe = Qk
[
1− ln
(
NG∑
m
θmΨmkfe
)
−
NG∑
m
θ
(i)
m Ψkmfe∑NGθ(i)n Ψnmfe
n
]
,∀i, k, f, e (3.39b)
lnΓ
(i)
kfpe = Qk
[
1− ln
(
NG∑
m
θmfpeΨmkfe
)
−
NG∑
m
θmfpeΨkmfe∑NGθnfpeΨnmfe
n
]
,∀i, k, f, e (3.39c)
θ(i)m =
QmX
(i)
m∑NG
n QnX
(i)
n
,∀i,m (3.39d)
θ
(i)
mfpe =
QmXmfpe∑NG
n QnXnfpe
,∀m, f, p, e (3.39e)
X(i)m =
ν
(i)
m∑NG
n ν
(i)
n
,∀i,m (3.39f)
Xmfpe =
∑NC
i xifpeν
(i)
m∑NC
n (xifpe
∑NG
n ν
(i)
n )
,∀m, f, p, e (3.39g)
Ψmnfe = exp
(
−amn
Tfe
)
,∀m,n, f, p, e (3.39h)
3.2.12. Ca´lculos de equilibrio
Las condiciones de equilibrio l´ıquido-vapor son calculadas a trave´s de la ecuacio´n
Rachford-Rice[11]:
NC∑
i
zi(1−Kife)
1 + Ψf (Kife − 1) = 0,∀f, e (3.40)
donde Kife es la relacio´n de equilibrio de fases y es calculado como[12]:
Kife =
γifLeP
sat
ifeφ
sat
ifeexp
∫ Pe
P satife
νL,ife(P )
RgTfe
dP
φˆifePe
,∀i, f, e (3.41)
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3.2.13. Fraccio´n mol y composiciones
La composicio´n de la mezcla zi y la suma de cada fraccio´n mol debe ser igual a
1, de la siguiente forma:
NC∑
i
= 1 (3.42)
Adema´s la sumatoria de la fraccio´n mol para cada fase, punto y nivel de presio´n esta
dado por:
NC∑
i
xifpe = 1 (3.43)
donde el sub´ındice p se refiere al tipo de fase l´ıquido o vapor(L,V).
Adema´s las composiciones de la fase l´ıquida y la fase vapor (L/V) es calculado
por[12]:
xifLe =
zi
1 + Ψf (Kife − 1) ,∀i, f, e (3.44a)
xifV e =
ziKife
1 + Ψf (Kife − 1) ,∀i, f, e (3.44b)
3.2.14. Restricciones de temperatura
Las restricciones de temperatura son establecidas para lograr el intercambio efi-
ciente de energ´ıa entre el fluido de trabajo y la fuente de calentamiento o enfriamiento[43].
En la regio´n de 2 fases, donde se encuentran los puntos internos, las ecuaciones
son:
Tf,high + ∆T
S
min ≤ THSf , ∀f (3.45a)
Tf,low + ∆T
S
min ≥ TCSf ,∀f (3.45b)
Ahora, en la regio´n fuera de los puntos internos, las restricciones de temperatura
son:
Tˆsub,high + ∆T
S
min ≤ THS,OUT (3.46a)
Tˆover,high + ∆T
S
min ≤ THS,IN (3.46b)
Tˆsub,low −∆T Smin ≥ TCS,IN (3.46c)
Tˆover,low −∆T Smin ≥ TCS,OUT (3.46d)
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3.2.15. Restricciones de presio´n
Phigh ≥ Plow + ∆Pmin (3.47)
∆Pmin es el cambio mı´nimo de presio´n dentro del ciclo.
Cap´ıtulo 4
Formulacio´n Estoca´stica
La formulacio´n propuesta de optimizacio´n puede ser escrita en una forma com-
pacta como:
mı´n
x,y
f(x, y, ξ)
s.t. g(x, y, ξ) ≥ 0,
(4.1)
donde x son las variables de disen˜o (composiciones de la mezcla), y son variables de
operacio´n (presio´n, temperatura, entalp´ıa, etc.), y ξ son para´metros (temperatura de
la fuente de calor, eficiencias de los equipos, para´metros f´ısicos). La funcio´n objetivo
f(·) es el negativo de la eficiencia global del ciclo (se esta maximizando la eficiencia).
Se asume que los para´metros son realizaciones de una variable aleatoria discreta
Ξ (denotado como ξ1,..,ξn) y con probabilidades correspondientes pξ1 ,...,pξn . Las rea-
lizaciones son encapsuladas en un conjunto de escenarios Ω := {ξ1, ..., ξn}. Se usan
estas definiciones para formular el siguiente problema de optimizacio´n estoca´stico.
mı´n
x,y(Ξ)
E[ϕ(x, y(Ξ),Ξ)]
s.t. g(x, y(ξ), ξ) ≥ 0, ξ ∈ Ω,
(4.2)
donde E[Ξ] es el valor esperado de la variable aleatoria Ξ y esta´ dado por∑
ξ∈Ω pξξ. La funcio´n ϕ(·) es una funcio´n general que es usada para representar
diferentes estad´ısticas de f(x, y(Ξ),Ξ) (por ejemplo, varianza, peor caso, valor en
riesgo condicional). Se considerara´n estos casos en las siguientes secciones.
En la formulacio´n de optimizacio´n estoca´stica, el objetivo es encontrar una varia-
ble de disen˜o x y las correspondientes variable de recurso y(Ξ) tal que una estad´ıstica
dada se minimiza. En otras palabras, un programa estoca´stico da una sola decisio´n
x que funciona mejor en algu´n sentido estad´ıstico (por ejemplo, en el promedio o
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en el peor de los casos) sobre un conjunto de escenarios Ω. En nuestro caso, x es la
composicio´n del fluido de trabajo que se busca disen˜ar.
Es tambie´n frecuente el intere´s para resolver el llamado problema de informacio´n
perfecta en el cual se asume que se puede identificar un disen˜o o´ptimo x(ξ) por
cada escenario ξ ∈ Ω. Estos disen˜os ideales son obtenidos mediante la solucio´n del
problema:
mı´n
x(Ξ),y(Ξ)
E[ϕ(x(Ξ), y(Ξ),Ξ)] (4.3a)
s.t. g(x(ξ), y(ξ), ξ) ≥ 0, ξ ∈ Ω, (4.3b)
Claramente, los disen˜os x(Ξ) son incapturables (en este contexto, esto implica
que puede cambiar el fluido de trabajo en cada escenario ξ ∈ Ω). El disen˜o de
informacio´n perfecta, sin embargo puede ser usado como base para comparar disen˜os
o´ptimos obtenidos de (4.2).
4.1. Valor Esperado
Cuando ϕ(·) = f(·) se tiene que la funcio´n objetivo en (4.2) es simplemente:
E[ϕ(x, y(Ξ),Ξ)] =
∑
ξ∈Ω
pξf(x, y(ξ), ξ). (4.4)
Aqu´ı, el objetivo es encontrar un disen˜o que funcione mejor en promedio. Este disen˜o,
sin embargo no controla el desempen˜o del sistema en los escenarios de las colas
(extremos).
4.2. Medidas de Riesgo
Se usan medidas de riesgo para dar forma al comportamiento del disen˜o del
ORC en escenarios extremos[49, 50]. Se consideran la varianza y el valor en riesgo
condicional (CVaR).
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4.2.1. Varianza
La varianza es una medida de dispersio´n de f(x, y(Ξ),Ξ). Mediante el uso de:
ϕ(x, y(Ξ),Ξ) := (f(x, y(Ξ),Ξ)− E[f(x, y(Ξ),Ξ)])2 (4.5)
en (4.2), se nota que la funcio´n objetivo resulta:
V[f(x, y(Ξ),Ξ)] = E
[
(f(x, y(Ξ),Ξ)− E[f(x, y(Ξ),Ξ)])2] . (4.6)
La varianza permite al decisor reducir las colas de la distribucio´n asociadas a esce-
narios extremos. Con esto, el objetivo es encontrar un disen˜o que se ejecute mejor en
el peor caso o que reduzca la variabilidad en el desempen˜o. Con respecto al enfoque
de minimizacio´n de la varianza puede ser visto como una forma de mejorar la flexibi-
lidad (asegurando que el sistema se comporta lo ma´s cerca posible de la media para
todos los escenarios). Dado que la media y la varianza son a menudo conflictivas, por
lo general se manejan simulta´neamente minimizando un objetivo de media-varianza
ponderada. Esto corresponde al uso de:
ϕ(x, y(Ξ),Ξ) := f(x, y(Ξ),Ξ) + κ(f(x, y(Ξ),Ξ)− E[f(x, y(Ξ),Ξ)])2 (4.7)
en (4.2) se nota que la funcio´n objetivo resulta: E[f(x, y(Ξ),Ξ)] + κV[f(x, y(Ξ),Ξ)].
Aqu´ı, κ ≥ 0 es el peso.
Como se menciono´ en la seccio´n 2.5.1 la varianza penaliza las desviaciones alre-
dedor de la media sime´tricamente [49]. Esto es indeseable en aplicaciones como el
disen˜o del ORC donde se tiene intere´s en penalizar desviaciones por debajo de la
media (es decir, buscamos mantener las que esta´n por encima de la eficiencia media
intacta).
4.2.2. Valor en riesgo condicional (CVaR)
CVaR puede ser definida como la esperanza condicional de Ξ en exceso de VaR[53].
Matema´ticamente, como se especifico´ en 2.5.3, se tiene que:
CVaR1−α(Ξ) := E[Ξ |Ξ ≥ VaR1−α(Ξ)]. (4.8)
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Interesantemente, CVaR puede ser calculado como la solucio´n del problema de opti-
mizacio´n:
CVaR1−α(Ξ) = inf
t
{t+ 1
α
E[Ξ− t]+} (4.9)
y es fa´cil mostrar que el valor de t que minimiza el lado derecho (denotado como t∗)
es:
t∗ = VaR1−α(Ξ). (4.10)
Se puede formular un problema de optimizacio´n estoca´stico para minimizar CVaR
en la forma (4.2) definiendo:
ϕ(x, y(Ξ),Ξ) := inf
t
{t+ 1
α
[f(x, y(Ξ),Ξ)− t]+}. (4.11)
Es bien sabido (2.5.3) que el problema de minimizacio´n de CVaR puede ser reformu-
lado como:
mı´n
x,y(Ξ),t
E
[
t+
1
α
ϕ(Ξ)
]
s.t. f(x, y(ξ), ξ)− t ≤ ϕ(ξ), ξ ∈ Ω
g(x(ξ), y(ξ), ξ) ≥ 0, ξ ∈ Ω
ϕ(ξ) ≥ 0, ξ ∈ Ω.
(4.12)
Una propiedad clave de CVaR1−α(Ξ) es que converge al valor esperado (E[Ξ]) cuando
α→ 1 y el valor del peor caso (denotado como ess sup Ξ) cuando α→ 0. La propiedad
de convergencia para el peor caso puede ser establecida cuando CVaR puede ser
escrita como:
CVaR1−α(Ξ) = VaR1−α(Ξ) + α−1E[Ξ− VaR1−α(Ξ)]+ (4.13)
y notando que l´ımα→0 VaR1−α(Ξ) = ess sup[Ξ] y en consecuencia l´ımα→0 E[Ξ −
VaR1−α(Ξ)]+ = 0. La convergencia al valor esperado puede ser establecida al no-
tar que l´ımα→1 VaR1−α(Ξ) = ess inf[Ξ] (el valor mas pequen˜o de Ξ) y por lo tanto
l´ımα→1 E[Ξ− VaR1−α(Ξ)]+ = E[Ξ]− ess inf[Ξ].
Otra propiedad clave que a menudo no se destaca en la literatura es que CVaR
es de hecho una suma ponderada de E[Ξ] y de una me´trica de dispersio´n asime´trica
de Ξ (que se denota como Dκ). Matema´ticamente , se tiene que CVaR satisface:
CVaR1−α[Ξ] = E[Ξ] + Dκ[Ξ] (4.14)
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con
Dκ[Ξ] := ı´nf
t
E {[t− Ξ]+ + κ [Ξ− t]+} . (4.15)
y κ = α
1−α . Aqu´ı, otra ve´z, el valor de t que minimiza el lado derecho es simplemente
t∗ = VaR1−α(Ξ). CVaR por lo tanto minimiza simulta´neamente el valor esperado y
penaliza desviaciones arriba de VaR usando un peso κ ≥ 1 que se hace ma´s grande
y ma´s grande a medida que α→ 1 (los valores por debajo del VaR son penalizados
usando un peso de uno). Esta propiedad de penalizacio´n asime´trica proporciona un
beneficio clave sobre la formulacio´n de media-varianza y destaca que CVaR natural-
mente compensa el desempen˜o del promedio y el peor caso.
Cap´ıtulo 5
Caso de estudio
El caso de estudio esta basado en el trabajo presentado por Molina-Thierry et
al.[43]. En ese trabajo, los autores estudiaron el disen˜o de fluidos de trabajo para el
ORC usando fuentes de baja temperatura y el sistema de para´metros mostrados en
la Tabla 5.1.
Cuadro 5.1: Para´metros para el caso de estudio.
Parametro Valor Unidades
THS,IN 423.15(150) K(◦C)
TCS,IN 293.15(20) K(◦C)
ηSP 0.9 -
ηST 0.9 -
∆TCS 10 K(◦C)
∆THS 20 K(◦C)
∆Pmin 1 bar
∆Tmin 5 K
Rg 8.314 kJkmol
−1K−1
NΨ 8.314 kJkmol
−1K−1
Donde THS,IN y TCS,IN son las temperaturas de entrada de la fuente de calor
y del fluido de enfriamiento, ηSP y ηST son eficiencias de la bomba y la turbina
respectivamente, ∆Pmin es la diferencia mı´nima de presio´n en el ciclo, ∆Tmin es
la diferencia mı´nima en los perfiles de temperatura y NΨ es el nu´mero de puntos
internos de la regio´n de dos fases del ciclo termodina´mico.
El conjunto de compuestos utilizados para formar las mezclas son tomados de
el trabajo presentado por Palma et al.; mediante el disen˜o molecular asistido por
computadora (CAMD Computer-aided molecular design) disen˜aron fluidos de tra-
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bajo o´ptimos para un ciclo Rankine orga´nico [40]. Estos fluidos de trabajo son com-
puesto orga´nicos y refrigerantes, (Tabla 5.2) los cuales presentan adema´s un bajo
nivel de toxicidad en comparacio´n con otros fluidos de trabajo orga´nicos disen˜ados
en an˜os anteriores.
Cuadro 5.2: Conjunto de compuestos disen˜ados como fluidos de trabajo para un ciclo
Rankine Orga´nico.
Nombre del compuesto
R-21 Diclorofluorometano
R-22 Clorodifluorometano
R-23a Trifluorometano
R-32 Difluorometano
R-41a Fluorometano
R-116a Hexafluoroetano
R-125 Pentafluoroetano
R-134a 1,1,1,2-Tetrafluoroetano
R-141b 1,1-Dicloro-1-fluoroetano
R-142b 1-Cloro-1,1-difluoroetano
R-143a 1,1,1-Trifluoroetano
R-152a 1,1-Difluoroetano
R-170a Etano
R-218 Octafluoropropano
R-227ea 1,1,1,2,3,3,3-Heptafluoropropano
R-245ca 1,1,2,2,3-Pentafluoropropano
HC-270 Ciclopropano
R-290 Propano
R-C318 Octafluorociclobutano
R-3-1-10 Decafluorobutano
FC-4-1-12 Dodecafluoropentano
R-600 Butano
R-600a Isobutano
R-601 Pentano
R-1270 Propeno
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5.1. Optimizacio´n Determin´ıstica
En esta seccio´n se resuelve el modelo de optimizacio´n determin´ıstico para ilus-
trar como el uso de mezclas multicomponentes puede mejorar la eficiencia del ciclo
Rankine orga´nico. Se considera que la fuente de calor tiene una temperatura de
THS,IN = 150◦ C. En la Tabla 5.3 se compara la eficiencia general del ciclo η para 3
diferentes configuraciones. En la primera configuracio´n se maximizo´ la eficiencia del
ORC usando una mezcla orga´nica (n-butano y n-pentano), en la segunda configura-
cio´n se maximizo´ la eficiencia del ORC usando un componente puro (n-pentano), y
en la tercera configuracio´n se calculo´ la eficiencia para un ciclo Rankine convencional
que usa agua como fluido de trabajo. Como puede verse, la mezcla orga´nica logro´
una eficiencia de 18 %, mientras que el ciclo Rankine esta´ndar pudo solo lograr una
eficiencia de 2.6 % (una mejora de un factor de 3). Se observa tambie´n que la eficien-
cia del fluido de un solo componente es inferior en so´lo un 1 %, pero este hecho puede
traducirse en pe´rdidas significativas en los sistemas de generacio´n a gran escala.
Cuadro 5.3: Desempen˜o o´ptimo de fluidos de trabajo de un solo componente y mul-
ticomponente.
THS,IN(◦ C) 150
ORC Esta´ndar RC
Multi-Comp. 1-Comp 1-Comp
zC4 0.35 - -
zC5 0.65 1.00 -
zH2O - - 1.00
η 18.2 % 16.7 % 2.6 %
Wnet 7442 6345 1168
qIN 38358 37841 44964
tiempo de CPU (s) 9.4 7.4 10.1
# variables 3283
El modelo de optimizacio´n se implemento´ en GAMS y se resolvio´ mediante CO-
NOPT. El tiempo de computo para las 3 configuraciones fue menos de 1 minuto.
5.2. Optimizacio´n Robusta
En esta seccio´n se presenta el ana´lisis robusto del problema de optimizacio´n. El
problema de optimizacio´n se resolvio´ mediante el uso de escenarios y probabilidades
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para tratar las incertidumbres (variabilidades). Los para´metros que se consideraron
con variabilidad fueron: temperatura de la fuente de calor THS,IN , eficiencia de la
turbina ηST , eficiencia de la bomba ηSP y temperatura del fluido de enfriamiento
TCS,IN . Se considero´ adema´s una mezcla orga´nica formada de 4 posibles compuestos:
pentafluoropropano (C3H3F5), dodecafluoropentano (C5F12), n-butano (C4), y n-
pentano (C5). Para todos los casos se consideraron 5 escenarios con una probabilidad
espec´ıfica como se indica a continuacio´n:
Cuadro 5.4: Escenarios y probabilidades
Escenarios Ξ ξ1 ξ2 ξ3 ξ4 ξ5
Probabilidad 0.1 0.2 0.4 0.2 0.1
Primero se resuelve el modelo de optimizacio´n determin´ıstico para un solo es-
cenario (sin variabilidad en ningu´n para´metro). En este caso se considero´ un valor
nominal de la temperatura de la fuente de calor de THS,IN = 140◦C, valor nominal
de la temperatura de la fuente de enfriamiento de TCS,IN = 20◦C, valor nominal
de la eficiencia de los equipos de ηST = ηSP = 0.90. Como se puede observar en
los resultados de la Tabla 5.5, la composicio´n o´ptima de la mezcla es de 70 % C5 y
30 % C3H3F5. Adema´s el trabajo neto de salida del ciclo fue de 6810.6773 KJ y la
eficiencia global del ciclo fue de 17.5 %.
El primer caso que se considera es variabilidad en la temperatura de la fuente de
calor (Tabla 5.6), denominada como THS,IN , la cual corresponde a la temperatura de
entrada de la fuente de calor de baja temperatura al evaporador. El valor nominal
correspondiente a THS,IN es de 140◦C, con una desviacio´n de 10 grados hacia la
derecha y hacia la izquierda lo que comprende un rango entre 130− 150◦C.
En los resultados de la Tabla 5.6 se puede observar que la mezcla o´ptima esta´
compuesta cerca de 80 % n-pentano y 20 % n-butano, en comparacio´n al caso sin
incertidumbre, se puede notar que la mezcla ya no esta conformada de C3H3F5 sino
de n-butano. Adema´s la presio´n del fluido de trabajo no var´ıa en cada escenario
pero las temperaturas del fluido de trabajo en cada cambio de fase y la eficiencia
del ciclo en cada escenario presentan una cierta variabilidad que disminuye conforme
la temperatura de la fuente de calor disminuye. La eficiencia global del ciclo fue de
17.1 %.
El siguiente caso que se analiza es la variabilidad en la eficiencia de la turbina ηT
cuyo valor nominal es 90 %. El rango de eficiencia que se considera es de 80-100 %. Se
sabe que un escenario con eficiencia de 100 % es solamente ideal y se considera´ para
efectos del estudio. Los para´metros como temperatura de la fuente de calor, eficiencia
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Cuadro 5.5: Resultados sin incertidumbre.
zC3H3F5 0.2973
zC5F12 -
zC4 -
zC5 0.7027
Fobj (η) 0.175
PHigh 15.7491
T˘sub,High 298.1500
TB,High 398.2878
TD,High 407.1766
T˘over,High 407.1766
PLow 1.1399
T˘sub,Low 298.1500
TB,Low 298.1500
TD,Low 305.2128
T˘over,Low 339.9122
∆H LV 26849.0164
Wnet 6810.6773
qIN 38858.0651
de la bomba y temperatura de la fuente de enfriamiento son los considerados en el
caso sin variabilidad.
Los resultados muestran en este caso que la mezcla o´ptima que se obtuvo fue de
70 % pentano y 30 % zC3H3F5 , que son los mismos componentes que se obtuvieron en
el caso sin variabilidad; la eficiencia del ciclo global fue de 17.5 %, sin embargo para
cada escenario la eficiencia del ciclo presenta una fuerte variabilidad en un rango de
15-19 % el cual aumenta a medida que la eficiencia de la turbina es mayor.
El tercer caso que se estudia es la variabilidad en la eficiencia de la bomba, que
al igual al caso anterior, el valor nominal que se asigna es de 90 % y el rango para
5 escenarios es de 80-100 %. La temperatura de la fuente de calor, la eficiencia de la
turbina y la temperatura de la fuente de enfriamiento toman los valores nominales
del caso sin variabilidad.
Los resultados muestran que se obtuvo una mezcla o´ptima de 70 % pentano y
30 % zC3H3F5 , la eficiencia global del ciclo que comprende el rango de eficiencias
de la bomba fue de 17.4 % . Adema´s se puede ver que las eficiencias en cada uno de
los escenarios no presentan variabilidad.
El u´ltimo caso que se analiza con optimizacio´n robusta es el disen˜o de una mezcla
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Cuadro 5.6: Caso I. Variabilidad en la temperatura de la fuente de calor THS,IN
THS,IN(◦C) 150 145 140 135 130
zC3H3F5 -
zC5F12 -
zC4 0.21
zC5 0.79
Fobj (η) 17.1 %
PHigh 12.53 12.53 12.53 12.53 12.53
T˘sub,High 298.15 298.15 298.15 298.15 298.15
TB,High 409.89 398.30 398.30 392.63 379.23
TD,High 402.68 402.68 402.68 397.20 384.23
T˘over,High 402.68 402.68 402.68 401.20 398.15
PLow 1.03 1.03 1.03 1.0334 1.03
T˘sub,Low 298.15 298.15 298.15 298.15 298.15
TB,Low 298.15 298.15 298.15 298.15 298.15
TD,Low 305.19 305.19 305.19 305.19 305.19
T˘over,Low 335.82 335.82 335.82 337.67 342.47
∆H LV 18316.1 18316.1 18316.1 18950.3 20300.9
Wnet 6468.07 6468.07 6468.07 6254.4 5695.4
ηI 17.37 17.37 17.37 16.80 15.30
qIN 37226.4064 37226.4064 37226.4064 37226.4064 37226.4064
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Cuadro 5.7: Caso II. Variabilidad en eficiencia de la turbina ηT
ηT 0.80 0.85 0.90 0.95 1.000
zC3H3F5 0.2973
zC5F12 -
zC4 -
zC5 0.7027
Fobj (ηI) 0.175
PHigh 15.7491 15.7491 15.7491 15.7491 15.7491
T˘sub,High 298.1500 298.1500 298.1500 298.1500 298.1500
TB,High 398.2878 398.2878 398.2878 398.2878 398.2878
TD,High 407.1766 407.1766 407.1766 407.1766 407.1766
T˘over,High 407.1766 407.1766 407.1766 407.1766 398.1500
PLow 1.1399 1.1399 1.1399 1.1399 1.1399
T˘sub,Low 298.1500 298.1500 298.1500 298.1500 298.1500
TB,Low 298.1500 298.1500 298.1500 298.1500 298.1500
TD,Low 305.2128 305.2128 305.2128 305.2128 305.2128
T˘over,Low 339.9122 339.9122 339.9122 339.9122 339.9122
∆H LV 19148.8683 19148.8683 19148.8683 19148.8683 19148.8683
Wnet 6033.6725 6033.6725 6033.6725 6033.6725 6033.6725
ηI 0.1553 0.1653 0.1753 0.1853 0.1953
qIN 38858.0651 38858.0651 38858.0651 38858.0651 38858.0651
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Cuadro 5.8: Caso III. Variabilidad en eficiencia de la bomba ηP
ηP 0.80 0.85 0.90 0.95 1.000
zC3H3F5 0.2973
zC5F12 -
zC4 -
zC5 0.7027
Fobj (ηI) 0.174
PHigh 15.6434 15.6691 15.6921 15.7128 15.7314
T˘sub,High 298.1500 298.3898 298.6037 298.7955 298.9686
TB,High 397.9592 398.0451 398.1216 398.1902 398.2521
TD,High 406.8516 406.9369 407.0129 407.0811 407.1426
T˘over,High 406.8516 406.9369 407.0129 407.0811 407.1426
PLow 1.1395 1.1495 1.1585 1.1666 1.1740
T˘sub,Low 298.1500 298.3898 298.6037 298.7955 298.9686
TB,Low 298.1500 298.3898 298.6037 298.7955 298.9686
TD,Low 305.2138 305.4612 305.6818 305.8797 306.0582
T˘over,Low 339.7765 340.0089 340.2158 340.4013 340.5686
∆H LV 38797.5513 38777.9588 38760.4736 38744.7731 38730.5971
Wnet 6769.6238 6764.5774 6760.0965 6756.0912 6752.4896
ηI 0.1745 0.1744 0.1744 0.1744 0.1743
qIN 38797.5513 38777.9588 38760.4736 38744.7731 38730.5971
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cuando existe variabilidad en la temperatura de entrada del fluido de enfriamiento
(TCS,IN) en el condensador. El valor nominal es de 20◦C.
Cuadro 5.9: Caso IV. Variabilidad en la temperatura del fluido de enfriamiento.
TCS,IN (◦C) 10 15 20 25 30
zC3H3F5 0.3120
zC5F12 -
zC4 0.0356
zC5 0.6525
Fobj (ηI) 0.169
PHigh 13.9826 13.9826 14.7337 15.5088 16.3057
T˘sub,High 293.1606 293.1606 298.1500 303.1500 303.1500
TB,High 389.9443 389.9443 392.5970 395.2303 397.8377
TD,High 398.9688 398.9688 401.6094 404.2255 406.8101
T˘over,High 398.9688 398.9688 401.6094 404.2255 406.8101
PLow 1.0132 1.0132 1.2177 1.4536 1.7235
T˘sub,Low 293.1606 293.1606 298.1500 303.1500 308.1500
TB,Low 293.1606 293.1606 298.1500 303.1500 308.1500
TD,Low 300.6144 300.6144 305.7367 310.8670 315.9939
T˘over,Low 332.0617 332.0617 337.3078 342.4595 347.5143
∆H LV 19771.7204 19771.7204 19488.7233 19199.9622 18906.1106
Wnet 6719.9627 6719.9627 6417.7310 6122.5152 5834.8588
ηI 0.1751 0.1751 0.1697 0.1643 0.1590
qIN 38369.9520 38369.9520 37820.7544 37260.3707 36690.1081
En este caso podemos notar que la mezcla o´ptima del fluido de trabajo esta
conformada de 3 componentes: 65.2 % de C5, 31.2 % de C3H3F5, 3.6 % de C4. Algo
muy interesante que se puede observar es que al igual que los casos anteriores el
compuesto mas predominante en la mezcla sigue siendo el pentano. La eficiencia
global de ciclo para el rango de temperaturas de 10−30◦C es de 16.9 % y las eficiencias
para cada escenario si presentaron cierta variabilidad, la cual incremento´ conforme
la temperatura decremento´
5.3. Optimizacio´n estoca´stica
En esta seccio´n se presenta el ana´lisis estoca´stico para el modelo de optimiza-
cio´n. Este tipo de formulacio´n presenta una optimizacio´n mas rigurosa en el cual se
requiere un disen˜o de un fluido de trabajo capaz de soportar incertidumbres (varia-
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bilidad) en factores que afectan la operacio´n del ORC, as´ı como la implementacio´n
de medidas de riesgo para el ana´lisis de incertidumbres. En particular se considero´
variabilidad en la temperatura de la fuente de calor (denotada como THS(Ξ)) y en
la eficiencia de la turbina (denotada como ηT (Ξ)). En un primer caso se considero´
variabilidad en ηT (Ξ) y manteniendo fijo el valor nominal del T
HS(Ξ). En un segundo
caso se considero´ variabilidad en ηT (Ξ) y manteniendo fijo el valor de T
HS(Ξ). En
un tercer caso se considero´ variabilidad simulta´nea en la eficiencia de la turbina y
la temperatura de la fuente de calor. Estos estudios esta´n disen˜ados con el fin de
entender los factores que tienen el efecto ma´s fuerte sobre el funcionamiento y la for-
ma en las que influyen en la composicio´n o´ptima de la mezcla orga´nica. En nuestra
formulacio´n, tratamos a la composicio´n de los cuatro componentes como variables
de primera etapa (disen˜o), mientras que el resto de las variables operacionales son
variables de dos etapas (recurso). Se considero´ una mezcla orga´nica formada de 4
posibles compuestos: pentafluoropropano (C3H3F5), dodecafluoropentano (C5F12),
n-butano (C4), y n-pentano (C5).
Caso I. Incertidumbre en la temperatura de la fuente de calor
Para este caso se considera que la temperatura de la fuente de calor var´ıa en
el rango de 150 − 130◦C y que dicho rango abarca 5 escenarios. La eficiencia de la
turbina se fija de 90 %. Primero se evalu´a el impacto de la fuente de calor en la efi-
ciencia y en la composicio´n o´ptima de la mezcla de fluido de trabajo. Esto se realiza
mediante informacio´n perfecta (4.3). Se puede notar que este caso es equivalente a
realizar un ana´lisis de sensibilidad y no de un disen˜o implementable debido a que
la composicio´n del fluido de trabajo cambia para cada temperatura (escenario). Sin
embargo, esta solucio´n puede ser usada como referencia de un desarrollo ideal, ya
que el fluido de trabajo que se disen˜ara´ no puede exceder la eficiencia del disen˜o
realizado mediante informacio´n perfecta. Los resultados son presentados en la Tabla
5.10, donde se puede observar que en todos los casos, una mezcla multicomponente
es necesario para maximizar la eficiencia. Adema´s tambie´n podemos observar que
la composicio´n cambia dra´sticamente a diferentes temperaturas, pero el compuesto
n-pentano prevalece en todos los casos y domina la mezcla. Curiosamente a mayor
temperatura, la fraccio´n o´ptima de n-butano es mayor (16-35 %), pero disminuye
ra´pidamente a medida que la temperatura de la fuente de calor disminuye. A tempe-
raturas medias C3H3F5 se convierte en una alternativa ma´s eficiente, mientras que
a bajas temperaturas C5F12 resulta ma´s prominente. Por otro lado se puede ver que
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la eficiencia o´ptima del ciclo decae desde 18.3 % a 16.2 % conforme la temperatura
de la fuente de calor disminuye.
Despue´s se resuelve el problema de optimizacio´n estoca´stico (4.2) para encontrar
un o´ptima mezcla de fluido de trabajo que maximize la eficiencia para todo el rango
de temperaturas. Los resultados son presentados en la tabla 5.11. Con estos resul-
tados se encontro´ que la composicio´n o´ptima del fluido de trabajo es una mezcla
binaria compuesta de 79 % n-pentano y 21 % n-butano. Adema´s se puede notar que
la eficiencia ma´xima promedio del ciclo es 16.9 %, mientras que las eficiencias para
cada escenario abarcan el rango de 17.1 %-16.2 %.
Cuadro 5.10: Disen˜o de informacio´n perfecta para Caso I: variabilidad en THS(Ξ) y
fijando ηT (Ξ) = 90 %.
THS(Ξ) en (◦C)
150 145 140 135 130
zC3H3F5 - 0.028 0.298 0.280 0.194
zC5F12 - - - 0.043 0.099
zC4 0.35 0.161 - - -
zC5 0.65 0.811 0.702 0.677 0.707
η(Ξ) 18.2 % 17.9 % 17.5 % 16.9 % 16.3 %
E[η(Ξ)] 17.4 %
Cuadro 5.11: Disen˜o estoca´stico para Caso I: variabilidad en THS(Ξ) y fijando
ηT (Ξ) = 90 %.
THS(Ξ) en (◦C)
150 145 140 135 130
zC3H3F5 -
zC5F12 -
zC4 0.211
zC5 0.789
η(Ξ) 17.1 % 17.1 % 17.1 % 16.8 % 16.2 %
E[η(Ξ)] 16.9 %
Por otra parte se exploran los factores de competencia existentes (trade-offs) de
la eficiencia media, y desempen˜o a temperaturas extremas. Para ello, se considero´
un modelo de optimizacio´n estoca´stica que maximiza la eficiencia media y minimiza
la varianza (Table 5.12). Para esto se calcularo´n las diferentes soluciones Pareto. Los
resultados se ilustran en la figura 5.1. Como puede verse a medida que la eficiencia
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incrementa, la varianza tamb´ıen lo hace y por lo tanto el desempen˜o se degrada en
los extremos del rango de temperaturas de la fuente de calor. Se observa tambie´n que
la varianza penaliza fuertemente las desviaciones alrededor de la media y adema´s se
degrada el desempen˜o a altas temperaturas, lo cual no es deseable. Una vez ma´s,
esto es debido a la penalizacio´n sime´trica inducida por la varianza.
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Figura 5.1: Curva de competencia de la varianza media para Caso I.
Ahora se explora el disen˜o o´ptimo para CVaR en el rango de α ∈ [0, 1] (Tabla
5.13). Para α = 1/5 se puede observar que la minimizacio´n de CVaR esta´ mejorando
el peor caso de eficiencia del valor esperado de 16.2 % a 16.5 % y se puede ver que el
sistema tiene la misma eficiencia en todos los escenarios. Adema´s podemos ver por lo
tanto que el rendimiento de este disen˜o es robusto. Tambie´n se tiene en cuenta que
esta solucio´n tiene esencialmente cero varianza pero no se identifica con el modelo de
media-varianza. De nuevo, esto pone de manifiesto que la varianza no es una me´trica
de dispersio´n deseable.
Caso II. Incertidumbre en la eficiencia de la turbina
En este segundo caso de estudio se quiere encontrar una mezcla o´ptima para
el ORC que sea robusta para la variabilidad en la eficiencia de la turbina ηT (Ξ).
Se abarco´ un rango de la eficiencia de la turbina de 90-70 % con 5 escenarios. En
este caso, se mantuvo la temperatura de la fuente de calor a 150 ◦C. El disen˜o de
la mezcla mediante informacio´n perfecta es mostrado en la Tabla 5.14. Se puede
observar que la eficiencia de la turbina tiene un mayor efecto en la eficiencia general
del ciclo que la temperatura de la fuente de calor. La eficiencia cambia de 18.4 % a
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Cuadro 5.12: Disen˜o de varianza media para Caso I: variabilidad en THS(Ξ) y fijando
ηT (Ξ) = 90 %.
THS(Ξ) in (◦C) 150 145 140 135 130
1
η(Ξ) 16.8 % 16.8 % 16.8 % 16.8 % 16.0 %
E[η(Ξ)] 16.6 %
V(η(Ξ)) 271.6
2
η(Ξ) 14.0 % 14.0 % 14.0 % 14.0 % 14.0 %
E[η(Ξ)] 14.0 %
V(η(Ξ)) 190.9
3
η(Ξ) 11.3 % 11.3 % 11.3 % 11.3 % 11.3 %
E[η(Ξ)] 11.3 %
V(η(Ξ)) 124.5
4
η(Ξ) 8.58 % 8.58 % 8.58 % 8.58 % 8.58 %
E[η(Ξ)] 8.58 %
V(η(Ξ)) 72.13
5
η(Ξ) 5.89 % 5.89 % 5.89 % 5.89 % 5.89 %
E[η(Ξ)] 5.89 %
V(η(Ξ)) 34.0
6
η(Ξ) 3.19 % 3.21 % 3.20 % 3.20 % 3.20 %
E[η(Ξ)] 3.2 %
V(η(Ξ)) 10.04
7
η(Ξ) 0.49 % 0.49 % 0.49 % 0.49 % 0.59 %
E[η(Ξ)] 0.51 %
V(η(Ξ)) 0.257
14.2 %. Interesantemente, se puede notar que en este caso C3H3F5 se convierte en
un componente bastante prominente en la mezcla, pero el pentano es au´n el ma´s
dominante.
En el caso del disen˜o estoca´stico mostrado en la Tabla 5.15, se puede ver que la
mezcla o´ptima esta´ compuesta de cerca de 96 % C5F12 y 4 % n-butano. Se puede ver
este fluido de trabajo logra una solucio´n compromiso entre los escenarios. Esto pone
de manifiesto que ciertas mezclas de componentes son ma´s eficientes que otros en la
absorcio´n de la variabilidad en las condiciones del sistema. Tambie´n destacamos que
la solucio´n compromiso obtenido con la optimizacio´n estoca´stica logra eficiencias en
el rango 14.5-11.1 %, las cuales son claramente ma´s bajas que las que se encontraron
mediante informacio´n perfecta. Para el caso de CVaR, se encontro´ que todos las
soluciones son las mismas en el rango de α = [0, 1]. Esto es mostrado en la Tabla
5.16. Los resultados implican que el sistema tiene una flexibilidad limitada para
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Cuadro 5.13: Disen˜o de CVaR para Caso I: variabilidad en THS(Ξ) y fijando ηT (Ξ) =
90 %.
THS(Ξ) en (◦C) 150 145 140 135 130
α=1/5
η(Ξ) 16.5 % 16.5 % 16.5 % 16.5 % 16.5 %
E[η(Ξ)] 16.5 %
VaR 16.5 %
CVaR 16.5 %
α=2/5
η(Ξ) 16.7 % 16.7 % 16.7 % 16.7 % 16.4 %
E[η(Ξ)] 16.6 %
VaR 16.7 %
CVaR 16.6 %
α=3/5
η(Ξ) 16.7 % 16.7 % 16.7 % 16.7 % 16.4 %
E[η(Ξ)] 16.6 %
VaR 16.7 %
CVaR 16.6 %
α=4/5
η(Ξ) 16.7 % 16.7 % 16.7 % 16.7 % 16.4 %
E[η(Ξ)] 16.6 %
VaR 16.7 %
CVaR 16.6 %
α=5/5
η(Ξ) 16.8 % 16.8 % 16.8 % 16.8 % 16.0 %
E[η(Ξ)] 16.6 %
VaR 16.8 %
CVaR 16.6 %
mitigar eventos extremos.
Cuadro 5.14: Disen˜o de informacio´n perfecta para Caso II: variabilidad en ηT (Ξ) y
fijando THS(Ξ) = 150(◦C).
ηT (Ξ)
90 % 85 % 80 % 75 % 70 %
zC3H3F5 0.197 0.218 0.197 0.074 0.197
zC5F12 - - - - -
zC4 - - - 0.106 -
zC5 0.803 0.782 0.803 0.820 0.803
η(Ξ) 18.4 % 17.4 % 16.3 % 15.3 % 14.2 %
E[η(Ξ)] 16.3 %
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Cuadro 5.15: Disen˜o estoca´stico para Caso II: variabilidad en ηT (Ξ) y fijando
THS(Ξ) = 150(◦C).
ηT (Ξ)
90 % 85 % 80 % 75 % 70 %
zC3H3F5 -
zC5F12 0.957
zC4 0.043
zC5 -
η(Ξ) 14.5 % 13.7 % 12.8 % 12.0 % 11.2 %
E[η(Ξ)] 12.8 %
Cuadro 5.16: Disen˜o CVaR para Caso II: variabilidad en ηT (Ξ) y fijando T
HS(Ξ) =
150(◦C)
ηT (Ξ)
90 % 85 % 80 % 75 % 70 %
α=1/5
η(Ξ) 14.5 % 13.7 % 12.8 % 12.0 % 11.2 %
E[η(Ξ)] 12.8 %
VaR 11.9 %
CVaR 11.1 %
α=2/5
η(Ξ) 14.5 % 13.7 % 12.8 % 12.0 % 11.2 %
E[η(Ξ)] 12.8 %
VaR 12.8 %
CVaR 11.6 %
α=3/5
η(Ξ) 14.5 % 13.7 % 12.8 % 12.0 % 11.2 %
E[η(Ξ)] 12.8 %
VaR 12.8 %
CVaR 11.9 %
α=4/5
η(Ξ) 14.5 % 13.7 % 12.8 % 12.0 % 11.2 %
E[η(Ξ)] 12.8 %
VaR 13.7 %
CVaR 12.4 %
α=5/5
η(Ξ) 14.5 % 13.7 % 12.8 % 12.0 % 11.2 %
E[η(Ξ)] 12.8 %
VaR 14.8 %
CVaR 12.8 %
Caso III: Incertidumbre en la temperatura de la fuente de calor y eficiencia
de la turbina
En el u´ltimo caso se quiere encontrar una mezcla o´ptima considerando incerti-
dumbre en ambos para´metros, temperatura de la fuente de calor THS(Ξ) y eficiencia
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de la turbina ηT (Ξ). Para esto, se crearon todas las posibles permutaciones de los
5 escenarios en cada caso para crear un conjunto de 25 escenarios. Como se puede
mostrar en la Tabla 5.17, la mezcla o´ptima esta´ compuesta de cerca de 40 % butano y
60 % n-pentano. Se puede notar que la eficiencia η(Ξ) esta´ en el rango 18.2 %-12.2 %
y, como se espera, la mejor eficiencia es obtenida a 150◦C con una eficiencia de la
turbina de 90 %, mientras que la peor eficiencia es observada a una temperatura de
130◦C y a una eficiencia de la turbina a 70 %. Algo interesante que se encontro´ es que
las eficiencias de los escenarios fijando eficiencia de la turbina a 90 % y abarcando la
temperatura de la fuente de calor son muy cercanas a las eficiencias de informacio´n
perfecta mostradas en la Tabla 5.10. De manera similar, las eficiencias o´ptimas para
los escenarios con temperatura de la fuente de calor fija a 150◦C y abarcando la
eficiencia de la turbina son muy cercanas a las eficiencias de informacio´n perfecta
mostradas en la Tabla 5.15. A partir de estos resultados se puede concluir que los
disen˜os estoca´sticos de las Tablas 5.11 y 5.15 son soluciones locales y que la adicio´n
de mas escenarios ayuda a encontrar soluciones de alta calidad.
Los resultados para CVaR son mostrados en las Tablas 5.18 y 5.19. Como se
puede ver, a medida que α disminuye, el peor caso de eficiencia se mejora de 12.5 %
a 12.7 %, pero la eficiencia promedio es dra´sticamente reducida de 15.4 % a 12.7 %.
Esto indica que las competencias (trade-offs) entre la eficiencia ma´s alta y la ma´s baja
son fuertes. Tambie´n esto hace hincapie´ en el punto de que tal vez ser´ıa preferible
utilizar simplemente el disen˜o del valor esperado ya que los beneficios en la cola
inferior de la eficiencia son insignificantes.
Cuadro 5.17: Disen˜o estoca´stico para Caso III: variabilidad en ηT (Ξ) y T
HS(Ξ).
Composicio´n o´ptima de la mezcla
zC3H3F5 -
zC4 0.362
zC5 0.638
Eficiencia general del ciclo η(Ξ)
ηT (Ξ)
THS(Ξ) 90 % 85 % 80 % 75 % 70 %
150 18.2 % 17.2 % 16.2 % 15.1 % 14.1 %
145 17.9 % 16.9 % 15.9 % 14.8 % 13.8 %
140 17.5 % 16.5 % 15.5 % 14.5 % 13.5 %
135 16.9 % 16.0 % 15.0 % 14.0 % 13.0 %
130 16.3 % 15.3 % 14.4 % 13.5 % 12.5 %
E[η(Ξ)] 15.4 %
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Cuadro 5.18: Disen˜o CVaR (α = 0,2) para Caso III: variabilidad en ηT (Ξ) y T
HS(Ξ)
Composicio´n o´ptima de la mezcla
zC3H3F5 0.028
zC4 0.333
zC5 0.639
Eficiencia general del ciclo η(Ξ)
ηT (Ξ)
THS(Ξ) 90 % 85 % 80 % 75 % 70 %
150 15.8 % 15.0 % 13.7 % 13.7 % 13.7 %
145 13.7 % 13.7 % 13.7 % 13.7 % 13.7 %
140 13.7 % 13.7 % 13.7 % 13.7 % 13.4 %
135 13.7 % 13.7 % 13.7 % 13.7 % 13.1 %
130 13.7 % 13.7 % 13.7 % 13.6 % 12.6 %
E[η(Ξ)] 13.7 %
VaR 13.3 %
CVaR 13.7 %
Cuadro 5.19: Disen˜o CVaR (α = 0,0) para Caso III: variabilidad en ηT (Ξ) y T
HS(Ξ)
Composicio´n o´ptima de la mezcla
zC3H3F5 -
zC4 0.18
zC5 0.82
Eficiencia general del ciclo η(Ξ)
ηT (Ξ)
THS(Ξ) 90 % 85 % 80 % 75 % 70&
150 12.7 % 12.7 % 12.7 % 12.7 % 12.7 %
145 12.7 % 12.7 % 12.7 % 12.7 % 12.7 %
140 12.7 % 12.7 % 12.7 % 12.7 % 12.7 %
135 12.7 % 12.7 % 12.7 % 12.7 % 12.7 %
130 12.7 % 12.7 % 12.7 % 12.7 % 12.7 %
E[η(Ξ)] 12.7 %
VaR 12.7 %
CVaR 12.7 %
En te´rminos del desempen˜o computacional, todos los modelos fueron implemen-
tados en GAMS y resueltos mediante CONOPT. Los problemas en el primero y
segundo caso presentaron alrededor de 16,000 variables y fueron resueltas en un
tiempo de 4 min. En el tercer caso, los problemas presentaron cerca de 80,000 y
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fueron resueltas en un tiempo de 2 a 4 horas.
Cap´ıtulo 6
Conclusiones
En este trabajo, se ha realizado el problema de disen˜o de fluidos orga´nicos mul-
ticomponentes capaz de recuperar calor a un rango establecido de temperaturas y
eficiencas de equipos. Este rango esta definido en escenarios, para el estudio de in-
certidumbres en para´metros espec´ıficos y de esta manera obtener un disen˜o flexible.
El nu´mero de escenarios que se estudiaron para cada caso (para´metro incierto)
fueron 5 y la probabilidad asignada fue una distribucio´n normal entre 0 y 1. Adema´s
para cada caso se acoplo´ la variable composicio´n zi, es decir, la variable compo-
sicio´n definida sin dependencia del escenario, debido a que nos interesaba saber la
composicio´n o´ptima de la mezcla en todo el rango establecido del para´metro incierto.
Como se pueden observar en los resultados, cuando se consideran incertidumbres
las eficiencias del ciclo disminuyen, esto debido a que el modelo de optimizacio´n
debe encontrar una solucio´n para todo el rango del para´metro incierto y por lo tanto
restringe el resultado.
Los componentes que se seleccionaron para la mezcla fueron los mismos para cada
caso, sin embargo, cuando el modelo de optimizacio´n encontro´ la composicio´n o´ptima,
algunos compuestos presentaron composicio´n de 0, esto significa que la mezcla no
incluye ese compuesto.
Por otra parte podemos notar que los para´metros inciertos que ma´s afectan la
eficiencia del ciclo son, la temperatura de la fuente de calor y la eficiencia de la
turbina, ya que en esos para´metros se puede observar una mayor variabilidad de la
eficiencia del ciclo.
La mejor eficiencia se obtuvo para una mezcla de 2 componentes, adema´s podemos
notar que utilizando agua para recuperar energ´ıa de una fuente de baja temperatura
se obtiene una eficiencia menor, esto es cierto debido a que el agua so´lo puede ser
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usada para el procesamiento de las corrientes de alta temperatura (arriba de 370◦C).
As´ı que cuando la temperatura de la fuente de calor disminuye a baja temperatura
(< 370◦C), la produccio´n de energ´ıa se convierte ineficiente. Por lo tanto para la
fuente de baja temperatura, el fluido de trabajo orga´nico puede aumentar la eficiencia
del ciclo y la produccio´n de electricidad.
El problema de disen˜o se emitio´ como un problema de optimizacio´n estoca´stico
no lineal y se incorporaron las medidas de riesgo para capturar escenarios extremos.
Adema´s se encontro´ que existe una fuerte competencia (trade-off) en el desempen˜o
bajo diferentes condiciones operacionales y que las mezclas multicomponente pueden
mejorar significativamente la flexibilidad.
Por otro lado se encontro´ que las temperaturas de las fuente de calor y la eficiencia
de equipos tienen un fuerte efecto sobre la naturaleza de la mezcla de mu´ltiples
componentes a utilizar. Tambie´n se encontro´ que las formulaciones de optimizacio´n
estoca´stica pueden identificar mezclas que resisten la variabilidad y los escenarios
extremos mientras se mantiene pro´ximo al o´ptimo desempen˜o.
Como se pudo desmostrar el disen˜o de mezclas orga´nicas para un ciclo Rankine
orga´nico mejora la eficiencia del sistema y maximiza la energ´ıa a recuperar, adema´s
con el estudio y ana´lisis de optimizacio´n estoca´stica para el modelo de optimizacio´n
de energ´ıa del ciclo, en el cual se consideron incertidumbres, se pudo´ obtener un
disen˜o flexible, es decir, un disen˜o que sea factible para todo rango de para´metro
establecido como incierto, y mediante las medidas de riesgo se analizaron dichas
incertidumbres, por lo tanto se pudo obtener un disen˜o de un fluido que opere en
condiciones de procesamiento ma´s reales.
6.1. Contribuciones
El desarrollo de esta tesis fue de gran ayuda para realizar un art´ıculo, cuyo titulo
es: Un enfoque de optimizacio´n estoca´stica para el disen˜o flexible de fluidos orga´ni-
cos para sistemas de recuperacio´n de calor de bajo grado, el cual se encuentra en
revisio´n por la revista Applied Energy. Adema´s, actualmente se esta´ trabajando en
otro art´ıculo donde se aborda so´lo la parte robusta del problema de optimizacio´n.
De acuerdo a la literatura revisada au´n no existen trabajos publicados sobre como
abordar incertidumbres desde el punto de vista estoca´stico para la resolucio´n de un
problema de optimizacio´n de energ´ıa. Simplemente se ha hecho anal´ısis de sensibi-
lidad y estudios de para´metros inciertos de algunas propiedades de los fluidos de
trabajo mediante me´todo Montecarlo. Es por eso que cabe recalcar que en este tra-
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bajo de tesis se realizo´ un estudio ma´s amplio de estoca´sticidad y medidas de riesgo
para el ana´lisis de incertidumbres.
6.2. Trabajo futuro
Como parte de un futuro trabajo, se explorara´ el uso de resolvedores de optimi-
zacio´n global para filtrar el mı´nimo local y se considerara´ otras medidas econo´micas
y ambientales para analizar las compentencias del desempen˜o del sistema. As´ı como
estudiar incertidumbres en para´metros f´ısicos del modelo termodina´mico del ciclo
Rankine orga´nico (como podr´ıan ser para´metros UNIFAC), aumentar el rango de los
escenarios en el modelo estoca´stico y realizar estudios de descomposicio´n matema´tica
para el modelo de optimizacio´n cuando se implementen rangos grandes de escenarios.
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