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Honeycomb iridates are thought to have strongly spin-anisotropic exchange interactions that could
lead to an extraordinary state of matter known as the Kitaev quantum spin liquid. The realization
of this state requires almost perfectly frustrated interactions between the magnetic Ir4+ ions, but
small imbalances in energy make other ordered states more favorable. Indeed, the closeness in energy
of these ordered states is itself a signature of the intrinsic frustration in the system. In this work,
we illustrate that small magnetic fields can be employed to drive the frustrated quantum magnet β-
Li2IrO3 between different broken symmetry states, but without causing a true thermodynamic phase
transition. This field-induced broken symmetry phase has all the signatures of a thermodynamic
order parameter, but it is never truly formed in zero field. Rather, it is summoned when the scales
of frustration are appropriately tipped, intertwined with other nearby quantum states.
Materials with nearly degenerate ground states are ar-
guably at the center of some of the most complex and
technologically important problems in condensed matter
physics. Degeneracies are the reason that strongly cor-
related materials have rich phase diagrams1, can be the
origin of topological defects2, and are thought to be cru-
cial for the realization of a fault-tolerant quantum com-
puter3. One class of such materials are known as quan-
tum spin liquids (QSL). In theory, they are hosts for novel
states of matter, generally arising from strong magnetic
frustration and characterized by highly degenerate exci-
tations3,4. Mott-insulator iridates have ignited interest
in this field partially due to their theoretical connection
to an exactly soluble QSL discussed by Kitaev3,5, a crit-
ical ingredient of which is that every magnetic ion in a
honeycomb lattice couples an orthogonal component of
spin to each of its three nearest neighbors.
The “Mott-Kitaev” iridates crystallize in 2D and 3D
structures (the harmonic honeycombs6), and all known
compounds are found to magnetically order at low tem-
perature in one of two ways: a commensurate ‘zig-zag’
phase (found in α-Na2IrO3 and α-RuCl3
7–9), and an in-
commensurate order (found in α, β and γ-Li2IrO3
6,10,11).
This suggests that there are non-Kitaev interactions in
the Hamiltonian, relieving the frustration and obscuring
any low-energy signature of the Kitaev physics5,12,13. As
a result, the presence of Kitaev-like terms is often in-
ferred from scattering studies14,15 or from evidence of
anomalous dissipative processes in spectroscopic mea-
surements16,17. A central question in these materials
is whether these different ordered states are manifesta-
tions of the same physics, and in particular whether this
physics is dominated by Kitaev-like interactions.
In this work, we reveal evidence for nearly degenerate
broken symmetry states in β-Li2IrO3, a signature of the
underlying magnetic frustration. This compound is the
simplest of the 3D harmonic honeycomb structures, com-
posed of interwoven networks of hexagonal chains propa-
gating in the aˆ± bˆ directions (Fig. 1A). Importantly, Ki-
taev exchange along the cˆ-axis bonds should couple spins
pointing in the bˆ-axis, making the bˆ-axis magnetically
special, and thus we focus on the response of the sys-
tem to an applied field in this direction. We find that in
this configuration, the ‘zig-zag’ order familiar from other
honeycomb compounds can be summoned into existence
at the expense of the incommensurate order, identifying
an intriguing familial connection between different Mott-
Kitaev structures.
Experimental Results. Single crystals of β-Li2IrO3
were synthesized using a vapor transport technique as de-
scribed in Methods. Fig. 1B,C shows the thermodynamic
response of a single crystal with a magnetic field applied
along the bˆ-axis. The temperature-dependent heat capac-
ity at various fixed magnetic fields is shown in Fig. 1C.
The anomaly at TI = 38 K, (µ0H = 0 T) corresponds to
the onset of a known incommensurate magnetic struc-
ture with order parameter ΨI and propagation vector
q = (0.574, 0, 0)18. The anomaly is highly triangular,
indicative of a mean-field, second order transition. This
feature is strongly suppressed by magnetic field, disap-
pearing for applied fields µ0H & 3 T (Fig. 1B). In Fig. 1B
we show the response of the magnetization M to an ap-
plied field, observing an abrupt kink at µ0H
∗ = 2.8 T,
as noted by other authors10. This kink occurs at an in-
duced moment of M∗ = 0.31 µB/Ir, far away from the
expected saturation magnetization ∼ 1µB for Jeff = 1/2,
and does not show any step-like features characteristic
of first-order meta-magnetic transitions. Assuming H∗
defines a thermodynamic boundary, it is approximately
temperature independent below 25 K.
To better understand this thermodynamic behavior,
we have performed magnetic resonant x-ray scattering
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2FIG. 1. Thermodynamic properties of single crystal β-Li2IrO3 with magnetic field along the bˆ-axis. (A) 3D
projection of a unit cell. The Ir atoms (blue balls) form zig-zag chains stacked along the cˆ-axis and directed alternatingly along
the aˆ± bˆ directions. (B) Magnetization versus magnetic field for temperatures up to 60 K. The low temperature data shows a
kink at H∗. (C) Heat capacity as a function of temperature taken at magnetic fields up to 4 T.
(MRXS) at the Ir L3-edge (see Fig. 2A and Methods).
This diffraction technique is sensitive to spin and orbital
orders, allowing the identification of magnetic ground
states in reciprocal space. In Fig. 2A, we illustrate the
real space set-up and the (h, 0, l) scattering plane that
is experimentally accessible. In Fig. 2B, we show recip-
rocal space scans around Q = (−0.574, 0, 16) as a func-
tion of increasing magnetic field at 5 K. This q-vector
corresponds to the incommensurate magnetic order that
sets in at TI = 38 K. The peak intensity is reduced
with increasing field (completely vanishing at H∗), with-
out changing its wavevector q (Fig. 2C inset). In other
words, although ΨI is strongly suppressed in magnitude,
its translational symmetry remains rigid.
We now turn our attention to the properties of this ma-
terial beyond the phase boundary delimited by H∗. Our
thermodynamic data indicated that a high-field magnetic
order was present for H > H∗ and while no field-induced
changes were observed by MRXS at high symmetry (e.g.
h, l = 1/4, 1/3, 1/2 etc.) nor any other incommensurate po-
sitions, we found intensity changes at certain reciprocal
lattice vectors (blue dots in Fig. 2A). In Fig. 3A,B we plot
the field response of the scattering intensity at two kinds
of reciprocal space points, one belonging to structurally
allowed h + l = 4n peaks and the other to structurally
forbidden h + l = 12n ± 2 peaks. In the former, the re-
sponse is linear with a negative slope, and shows a kink
at H∗ (see Fig. 3A). In the latter case, we find that the
h+ l = 12n±2 peaks have a quadratic dependence on H,
again with a kink at H∗ (see Fig. 3B). The appearance
of structurally forbidden peaks immediately suggests that
there is an additional q = 0 broken symmetry.
The energy dependence of these peaks highlights an
important contrast in behavior between structurally al-
lowed and forbidden peaks. The former, as shown in
Fig. 3C have a dip at the Ir L3-edge due to the resonant
absorption of the Ir lattice, while the field-induced change
of intensity occurs only near the Ir resonance, suggesting
a change in the spin population. Moreover, the struc-
turally forbidden peaks, h+ l = 12n±2, are enhanced at
the L3-edge in an applied magnetic field (see Fig. 3D),
suggesting that the q = 0 order is electronic in origin
and, as we argue below, most likely magnetic.
In Fig. 3E we illustrate the temperature dependence of
the intensity for both sets of peaks at a fixed field of 4 T
(H > H∗). The evolution is closely reminiscent of the
temperature dependence of a symmetry-breaking order
parameter, turning on at ∼ 50 K. We assign ΨV as the
parameter describing this field induced broken symmetry,
which ex concessis is proportional to the scattering form
factor, leading to a quadratic field dependence in the in-
tensity I12n±2. The height of a magnetic Bragg peak
can grow by virtue of three things: an increase in cor-
relation length, a canting of the moment that enhances
scattering cross section, or an increase in the ordered
local moment itself σi. In the present case, the inten-
sity of magnetic peaks increases dramatically with H,
and the peak width remains constant (Fig. 3F), ruling
out the first scenario (implying macroscopic phase sep-
aration is highly unlikely). Moreover, a field-enhanced
cross-section would imply a zero-field magnetic order. To
see this, note the scattering cross section is proportional
to (ˆout× ˆin) ·mˆi, where ˆout(in) denotes the polarization
state of the scattered (incident) beam, and mˆi is a unit
vector along the magnetic moment at site i. To enhance
the cross section, we require a field-induced canting of
ordered moments parallel to the term (ˆout × ˆin), and
this can only be achieved for one polarization state at
a given incidence angle. Considering we are measuring
both the pi − σ and pi − pi channels, and see no inten-
3FIG. 2. Fate of the incommensurate order q = (0.574, 0, 0) under an applied field. (A) The scattering geometry used
during this experiment showing the polarization of the incoming x-ray beam (pi-polarized) and the direction of the applied
magnetic field (along the bˆ-axis). The right panel displays all the surveyed positions in reciprocal space at 4 T. Black dots
denote structural peaks, while the green and blue dots represent the incommensurate ΨI and commensurate ΨV magnetic
peaks, respectively. The shaded area represents an inaccessible region below the sample horizon. (B) Field dependence of the
scattering intensity at T = 5 K showing complete suppression at µ0H
∗ = 2.8 T. The inset shows that the q-vector remains
constant under an applied magnetic field. (C) Energy dependence of the scattering intensity at T = 5 K for µ0H = 0 T and
4 T. (D) Temperature dependence at µoH = 0 T showing the onset of the order parameter at TI = 38 K.
sity for all 12n ± 2 peaks at µoH = 0 T, we can rule
out a zero-field phase with continuous canting of the mo-
ments by the field. This implies that our observations
are most likely explained by an increasing moment size,
with long-range quantum correlations turning on ∼ 50 K,
which cannot develop a sizable ordered moment at zero
field, presumably due to the system’s intrinsic magnetic
frustration.
This behavior differs from archetypical examples of
phase transitions in magnetic field such as spin-flops
or incommensurate to commensurate transitions19–25.
These are usually first order transitions; the former is
a transition between an antiferromagnetic state and a
spin-polarized state, while the latter will often cause the
incommensurate order to soften, shifting toward a com-
mensurate q as it is suppressed by the field. In the
present case, far from there being a phase transition be-
tween one kind of order and another, all broken sym-
metry states coexist, retaining their intrinsic periodicity
as a function of field. The ordered moment, is somehow
shared between different ground states, indicating their
near degeneracy.
Discussion. In Fig. 3G we show each of the sym-
metry distinct q = 0 broken symmetry states, denoted
using the conventional nomenclature. The states that are
consistent with the primary features of the data are two-
fold: (i) G-type (zig-zag) broken symmetry (explaining
the appearance of the 12n± 2 peaks) and (ii) F -type or-
der (explaining the linear dependence of the the allowed
structural peaks). Importantly, these represent symme-
tries that are broken by the applied magnetic field itself.
First, an induced moment along the applied magnetic
field on each ion would transform as an F -like object with
moments along bˆ (denoted Fb). Second, the effective lo-
cal susceptibility tensor (including orbital g-factor as well
4FIG. 3. Field, energy and temperature dependence of the commensurate order q = (0, 0, 0). Field dependence of the
scattering intensity taken at T = 5 K and E = 11.215 keV around: (A) the structurally allowed h+ l = 4n peaks (e.g. (0, 0, 20))
which show a linear dependence and, (B) the symmetry disallowed peaks h+ l = 12n±2 (e.g (0, 0, 10)) which show a quadratic
dependence to the applied field. A kink was again observed at µoH
∗ = 2.8 T. The energy dependence for the allowed peaks
is shown in the inset (C) with a dip at the absoption edge E = 11.215 keV. The main panel (C) shows the difference between
the intensity at µoH = 0, 4 T which can be attributed to a magnetic contribution. (D) Energy dependence of the magnetic
peak h + l = 12n ± 2 taken at µoH = 0, 4 T. (E) Temperature dependence of the integrated intensities for the (0, 0, 10) and
(0, 0, 20) peaks, denoted pink and blue respectively. (F) (0, 0, 10) and (0, 0, 20) peaks widths (a lower bound on the correlation
length) remain constant under the applied field, suggesting there is no macroscopic phase separation. (G) Possible basis vectors
describing the magnetic order of β-Li2IrO3, where F corresponds to ferromagnetic order, A to Ne´el order, C to stripy order
and G to zig-zag order.
as correlation effects) is anisotropic (see reference 6 for a
discussion of γ-Li2IrO3) and it can be decomposed into
components parallel and perpendicular to the two hon-
eycomb chain directions, aˆ± bˆ. This implies that the mo-
ments will in general cant equally and oppositely along
the aˆ± bˆ directions, leading to G-like broken symmetry,
with moments staggered along aˆ (denoted Ga). It can be
shown (see Supplementary Information) that Fb and Ga
not only belong to the same irreducible representation as
ΨI, allowing ΨV to coexist on symmetry grounds, but are
in fact energetically favored over other broken symmetry
states. Our observations are completely consistent with
Landau theory of second order phase transitions - the
combined effect of magnetic field and crystal symmetry
is to act as a ‘field’ for the commensurate order, so that
the observed zig-zag pattern is linearly coupled to mag-
netic field (leading to an intensity IV that is quadratic,
see Fig. 3B). This also explains why there is no thermo-
dynamic anomaly on cooling at H > H∗ (Fig. 1C): the
symmetry breaking associated with ΨV is already broken
by the applied H .
However, a simple linear response to the applied field
does not explain the temperature dependence of ΨV
(Fig. 3E), which evolves like a thermodynamic order pa-
rameter. Nor does it explain the observation that the
moment lost from ΨI appears to be entirely transferred
to ΨV, which is strongly suggested by a simple sum rule
of their respective intensities (Fig. 4A). Indeed, if we as-
sume that the ordered moment of ΨV is canted entirely
along the diagonal bond axes aˆ±bˆ (which would be equiv-
alent to the ‘zig-zag’ order seen in α-Na2IrO3 and RuCl3,
we find a quantitative equivalence between the ordered
moment of ΨV and ΨI. Noting at the kink field the mag-
netic moment is ∼ 0.31 µB/Ir, this suggests that the mo-
ment along the chains is 0.31/cos(0.2pi), where 0.2pi is
around half the angle between the diagonal chains. This
yields ∼ 0.4µB, accounting for most of the moment in ΨI,
measured independently to be ∼ 0.47µB at zero field26.
Nevertheless, the heat capacity (Fig. 1B) shows no sin-
gular anomaly expected of a thermodynamic phase tran-
sition for µ0H > 2.8 T, but instead shows a broad break
in slope as the temperature is lowered. This break in
slope is much clearer in the field-dependent heat capac-
ity at constant temperature (see Supplementary informa-
tion), where it appears as a broad crossover between the
low field and high field regimes. Plotting the location of
this peak on a phase diagram, we observe immediately
that it maps directly onto a constant contour line of the
I12n±2 amplitude, the experimental measure of ΨV it-
self. In other words, the applied magnetic field, induces
a thermodynamically stable ‘zig-zag’ ordered phase, but
without a spontaneous symmetry-breaking phase transi-
tion or its associated singularities.
5FIG. 4. T - H phase diagram of β-Li2IrO3 with field
along bˆ-axis. (A) ΨI and ΨV obey a simple sum rule which
suggests that these are the important order parameters in the
system. (B) Schematic representation of the moment direc-
tion in the zero field incommensurate (lower, green arrows)
and the field induced zig-zag (upper, blue arrows) order pro-
jected on the Ir chains (gray) which propagate in the crys-
tallographic aˆ ± bˆ directions (see also Fig. 1A). Note the
propagation vector of the incommensurate order is not along
the chain, but along the aˆ axis. (C) T − H phase diagram
constructed by combining the normalized scattering intensity
of the h+l = 12n±2 peaks (gray scale contours), with the H∗
and TI extracted from magnetization and heat capacity mea-
surements (green dots), and a cusp observed in the magnetic
field dependence of Cac (blue dots) (see Supplementary Infor-
mation). Note the order parameter ΨV in principle grows as
the structure factor and so ΨV ∝ I2V .
In α type structures, the low temperature ground state
is found to be incommensurate11 in the Li-based com-
pounds but zig-zag in the Na-based compounds. The
former has been linked to strong Kitaev exchange in sev-
eral independent theoretical works12,13, whereas the lat-
ter does not directly need Kitaev exchange at all8, leav-
ing the question open as to whether a single Hamiltonian
captures the relevant physics for all of these compounds.
Our results hint that there exists a universal theoreti-
cal framework with which to understand the magnetism
of the ‘harmonic’ honeycomb iridates, with Kitaev ex-
change as the dominant energy scale. In fact, given a
simple model of Kitaev and Heisenberg exchange terms
in the effective Hamiltonian, it can be shown that the
transition to ΨV at H
∗ directly implies that the Ki-
taev term dominates (See Supplementary Information
Sec.I E 5). In addition, this work exposes the presence
of a quantum critical point at H∗ in a Kitaev exchange-
dominant system12, providing a unique opportunity to
study the physics of Kitaev interactions in a purely quan-
tum (T = 0 K) regime27.
β-Li2IrO3 has a single symmetry distinct magnetic
site, and this makes the behavior of ΨV particularly di-
chotomous. On the one hand it behaves much like a
ferromagnet in an applied field, where the field breaks
the same symmetry as the order parameter such that no
true phase transition occurs. In this view, our observa-
tions are completely consistent with the Landau theory of
second order phase transitions. On the other hand, while
a ferromagnet has a finite order parameter at zero field,
in the present case ΨV only exists if a field is present. In
this sense, the applied magnetic field is acting on a ves-
tigial order, taking moment away from the true ground
state ΨI and transferring it to another ΨV, without ever
causing a thermodynamic phase transition. Intriguingly,
the symmetry of ΨV is the exact analogue of the the
ground state of related Mott-Kitaev systems RuCl3 and
α-Na2IrO3. The closeness of zig-zag and incommensurate
states is a striking experimental signature of the intrinsic
frustration of these systems. Indeed, it is likely that there
are many other ordered states that are nearly degener-
ate, but only form when a field compatible with their
symmetry is present. In addition to placing severe con-
straints on the microscopic Hamiltonian describing these
systems, these results experimentally demonstrate that
there is a unified description of the Mott-Kitaev honey-
comb family12, and more broadly, that these materials
are playgrounds for the study of exotic phases in highly
frustrated quantum magnets.
I. SUPPLEMENTARY INFORMATION
A. Sample Synthesis and crystal structure
Single crystals of β-Li2IrO3 were synthesized using
a vapor transport technique. Ir (99.9% purity, BASF)
and Li2CO3 (99.999 % purity, Alfa-Aesar) powders were
grounded and pelletized in the molar ratio of 1:1.05. The
pellet was placed on an alumina crucible and reacted at
1,050 °C for 12hrs, and then cooled down to 850 °C at 2
°C/hr to yield a powder sample containing single crystals
which are clearly faceted and around 105×150×300 µm3
in size. Room temperature powder and single crystal
x-ray diffraction indicated that the high quality crystals
were β-Li2IrO3 with an orthorhombic crystal structure
and selection rules consistent with the Fddd space group
(Figure 5).
Z 16
Space Group: Fddd
a,b,c (A˚): 5.910(1) 8.462(2) 17.857(6)
α,β,γ (°) : 90° 90° 90°
Volume (A˚3): 893.0(5)
TABLE I. Structural Parameters of β-Li2IrO3 at 300 K.
This 3D structure is locally identical to the 2D hon-
eycomb lattice, α-Li2IrO3 in which each IrO6 octahedra
shares an edge with three neighbors. The difference arises
due to a bonding degeneracy between the edge-sharing
6octahedra, which results in a three-dimensional network
of Ir moments6.
FIG. 5. β-Li2IrO3 crystal structure. (A) Projection in
the ac−plane. (B) three-dimensional view of a unit cell. The
Ir atoms (blue dots) form zigzag chains stacked along the cˆ
and directed alternatingly along aˆ± bˆ.
B. Thermodynamic Properties
1. General Properties
In this section, we provide further information about
the thermodynamic properties of single crystal β-
Li2IrO3. Magnetic susceptibility measurements were per-
formed in a 7T Cryogenic S700X and a Quantum Design
MPMS3 SQUID. Specific heat measurements were con-
ducted on a 16T Cryogenic CFMS using the ac calorime-
try method, which detects oscillations on the sample’s
temperature in response to an oscillating heat power28,29.
For this, a sample is placed over six thermocouples con-
nected in series under a free standing silicon nitride mem-
brane ∼ 1µm thick. An ac current, with frequency ω,
is driven through an adjacent resistive heater, resulting
on an oscillating power, Pac = 1/2I
2
o · R · (1 + cos(2ωt)).
The resulting sample’s temperature (Vac) oscillates at fre-
quency 2ω and it is used to calculate the ac heat capacity:
Cac =
K(T ) · Pac
ω · Vac (1)
These measurements are performed in a low pressure He-
4 gas environment (∼ 10 mbar). The optimal frequency
range used was 20 Hz, necessary to ensure that the ther-
mal link through the membrane and the gas can be ig-
nored, and that the sample is heat homogeneously30.
Our specific heat and susceptibility measurements
showed a clear anomaly at TI = 38 K, in good agree-
ment with what has been previously reported (a com-
Fitting at 1T along principal axes.
aˆ bˆ cˆ
µeff (µB/Ir) 1.86± 0.1 1.76± 0.1 1.99± 0.1
θCW (K) −94± 5 18± 5 0± 5
Fitting for multiple fields along bˆ−axis.
1.0T 2.0T 4.0T
µeff (µB/Ir) 1.76± 0.1 1.73± 0.1 1.76± 0.1
θCW (K) 18± 5 20± 5 18± 5
TABLE II. Currie-Weiss Parameters of β-Li2IrO3 fitted for
T > 150 K.
plex, incommensurate magnetic ground state with non-
coplanar and counter-rotating Ir moments that sets in
at TI)
26. Figure 6 shows the magnetic properties of β-
Li2IrO3 with field applied along the principal axes. The
response to an applied magnetic field at low tempera-
tures is very anisotropic with χa:χb:χc ≈ 1 : 40 : 10
(see Figure 6). A linear Curie-Weiss behavior (eq. 2)
was observed for T > 150 K, with overall effective mo-
ment µeff = 1.81 µB/Ir, and Curie-Weiss temperature
ΘCW = −30 K.
χ =
µoNAµ
2
effµ
2
B
3kB(T −ΘCW ) (2)
FIG. 6. Magnetic properties of a single crystal of
β-Li2IrO3 along the three principal crystallographic
orientations. (A) Temperature dependence of the magnetic
susceptibility at 1T. This material orders into an incommen-
surate magnetic structure at T = 38 K. Notice the highly
anisotropic behavior of this Jeff = 1/2 system with χa:χb:χc
≈ 1 : 40 : 10 (B) Field dependence of magnetization at 5 K.
The response of the aˆ and cˆ−axis is linear with field up to
7T. Meanwhile the bˆ−axis responds linearly up to a kink field
H∗.
The effective moment is very close to the expected
value µeff =
√
3 µB/Ir ∼ 1.73 µB/Ir for the ideal Jeff = 1/2
moment. The Curie-Weiss temperature is close to the
transition temperature for the incommensurate order,
7Θ
CW
∼ TI , as is the case for unfrustrated magnets. How-
ever, this value is the result of cancellations between the
ferromagnetic and antiferromagnetic interactions, so the
frustration parameter, f = ΘCW/TI , is not a good indica-
tion of the degree of frustration in this material. This can
be seen in table II, when we fit each axis independently
to a Currie-Weiss model. It implies that the interactions
along bˆ−axis are weakly ferromagnetic while the aˆ−axis
interactions have a bigger antiferromagnetic nature. We
should also point out that this results vary drastically
depending in the temperature range used for the fitting.
We have decided to fit our data between 150 − 300 K,
since below that, it deviates very strongly from a linear
behavior and thus, a simple Curie-Weiss model is not
applicable.
Figure 6B shows the field dependence of magnetization
at T = 5 K. Note that there is no sign of hysteresis with
field applied along any direction. There is also no differ-
ence between field-cooled and zero field-cooled curves at
high fields. However, Ma and Mc respond linearly to an
increasing magnetic field up to 7 T while Mb has a linear
response up to a kink field µoH
∗ ∼ 2.8 T, followed by a
gradual increase. The magnetization at H∗ is ∼ 0.31 µB/Ir
well below the expected µB for a fully polarized Jeff = 1/2
isospin.
2. Magnetic response with field applied along the bˆ−axis
Let us turn our attention to the bˆ−axis properties of
β-Li2IrO3. The edge-sharing IrO6 octrahedra preserve
the essential physics of the Kitaev model where inter-
fering Ir−O2−Ir exchange paths give rise to orthogonal
component of spin5.
HK = K
α
α(x,y,z)∑
〈ij〉
Sαi S
α
j (3)
This Hamiltonian can be relabeled using the crystallo-
graphic directions of the 3D orthorhombic honeycomb
iridates6:
HK =−Kc
∑
〈ij〉bˆ
S bˆiS
bˆ
j
−Kh
∑
〈ij〉(aˆ+cˆ)
Saˆ+cˆi S
aˆ+cˆ
j
−Kh
∑
〈ij〉(aˆ−cˆ)
Saˆ−cˆi S
aˆ−cˆ
j
where S bˆ and Saˆ±cˆ = (Saˆ±Scˆ)/√2 are the spin operators in
a set of orthogonal directions, with aˆ, bˆ, cˆ being unit vec-
tors along the orthorhombic crystal axis. Each 〈ij〉 bond
is defined by the axis perpendicular to its Ir−O2−Ir plane
which lies along one of the directions {(aˆ+ cˆ), (aˆ− cˆ),bˆ}.
All the nearest neighbor Ir−Ir bonds can be divided into
three classes, one for each component of spin: the bˆ com-
ponent from the cˆ−axis bonds, and the aˆ± cˆ components
from the h bonds defining each honeycomb plane. The
exchange couplings Kh are constrained by the symmetry
of the space group to be the same on the (aˆ± cˆ) bonds,
but Kc, the coeficient of Sb coupling, is symmetry-distinct
from Kh. Therefore, the bˆ−axis is the only crystallo-
graphic axis that coincides with an exchange direction in
the Kitaev Hamiltonian, making it magnetically special.
Figure 7A shows the magnetic susceptibility as a func-
tion of temperature taken at 1, 2, 2.5 & 4 T. For H < H∗,
the susceptibility is constant, with a maximum value
of ∼ 0.11 µB/Ir·T. However, for H > H∗ the magnetic
susceptibility monotonically decreases, a behavior typi-
cal of ferromagnets. Fitting these data to a Curie-Weiss
model yielded effective moments ∼ 1.73 µB/Ir and positive
Weiss temperatures indicative of ferromagnetic interac-
tions (Table II). Also notice that χ(T) at µoH = 4 T
resembles what is expected for a ferromagnetic order pa-
rameter under an applied field10.
The heat capacity data at µoH = 0 T and 16 T were
used to calculate the magnetic entropy change (Figure 7A
inset) associated with the transition. At TI , the value of
∆Sm ∼ 1.30 J/mol·K which represents ∼ 22.5% of R · ln 2,
the value expected for the magnetic entropy of a J = 1/2
moment.
Figure 7B,C illustrate the heat capacity of β-Li2IrO3
as a function of applied field for T < TI (B) and T > TI
(C). Figure 7B illustrates that near TI the incommen-
surate phase transition can be easily distinguished as a
sharp break on Cac(H) slope, but as the temperature
is lowered, there is almost no difference as one crosses
H∗, indicating that there is a small entropy change at
low temperatures at H∗ and that the phase boundary
for the incommensurate phase is strongly vertical (con-
sistent with our M(H) data. See main text). However, at
T > TI , we observe a broad hump in the field dependent
heat capacity, the local maximum of which is marked by
Hv in Figure 7C. This hump, as well as the reduced or-
dered moment observed in magnetization measurements
and the spreading of the magnetic entropy well above
TI , indicated that the system is highly frustrated and let
us to conclude that a new magnetic order was induced
by field. We constructed a T − H phase diagram that
includes H∗ (from M(H) measurements) TI (from χ(T )
measurements) and Hv (from Cac(H)), and delineates
two phases: the low-temperature, low-field INC order,
and the field-stabilized ZZ+ order (described in the main
text).
C. Resonant X-Ray Diffraction Experiment
To determine the nature of this new order phase,
we performed resonant x-ray scattering experiments at
the Ir−L3 edge (E = 11.215 keV) using a Huber Ψ-
diffractometer located in beamline 6ID-C at the Ad-
vanced Photon Source - Argonne National Laboratory.
The sample used was a clearly faceted single crystal of
β-Li2IrO3 about 100 × 150 × 150 µm3 which was glued
8FIG. 7. Thermodynamic properties ofβ-Li2IrO3 with field applied along the bˆ−axis. (A) Susceptibility as a function
of temperature for µoH = 1, 2, 2.5 & 4 T. The lower panel shows the total entropy at µoH = 0 & 16 T. The inset shows the
entropy change which represents ∼ 22.5%R ln 2 . (B) Field dependence of the heat capacity for T < TI and (C) T > TI . A
broad hump in the data indicates a crossover into a field-induced phase. A dotted line has been added as a guide to the eye
with error bars, of width 2, determined self consistently using |y(Hmax)− y(Hmax − )| = ∆y, where ∆y is the RMS noise in
the measurement.
onto a copper mount using very low quantities of Stycast
1266 epoxy and, its quality and alignment were checked
using the x-ray micro-diffraction facility at the Advanced
Light Source - Lawrence Berkeley National Laboratory
(beamline 12.3.2). The diffraction experiments were car-
ried out in a reflection geometry, using a pi-polarized in-
cident beam ∼ 150× 150 µm2, with the crystal mounted
so that the bˆ−axis was parallel to the applied magnetic
field. A split-coil magnet, mounted on the cold finger of
a closed-cycle He cryostat with three 60◦ Be windows,
provided up to 4 T of continuous magnetic field and sam-
ple temperature as low as that of liquid He. A horizontal
scattering geometry allowed us to measure both pi-pi and
pi-σ channels and the scattering data was collected using
a photodiode point detector. Due to the size of the split
gap, we were only able to access ± 3.4◦ in the vertical
direction while keeping the magnetic field parallel to the
bˆ−axis. Therefore, we were only allowed to survey the
(h, 0, l) plane. The first part of the experiment focused
on the field dependence of the incommensurate magnetic
order. For this, we studied the behavior of (0, 0, 16) + q,
(0, 0, 24) − q and (−2, 0, 24) + q with q = (0.57(4), 0, 0)
and were able to show that µoH
∗ ∼ 2.8 T completely
suppresses the incommensurate order as illustrated by
the Figure 8. (More details on main text).
Since our thermodynamic measurements indicated
that a new order could be found beyond H∗ (Figure 7D),
we continued surveying reciprocal space with H > H∗,
starting with high symmetry position (1/4, 1/3, 1/2 etc.)
and found that a new commensurate magnetic order with
q = (0, 0, 0) is enhanced by the applied field. Figure
9 shows the field dependence of some selected (h, 0, l)
peaks: the structurally allowed h + l = 4n (top panel)
and the symmetry disallowed h + l = 12n ± 2 (bottom
panel). Notice that for the h + l = 4n peaks, the inten-
sity changes linearly with field, while the h+ l = 12n± 2
peaks, the intensity is quadratic in field, which indicates
that the order parameter couples linearly with H, at least
for H < H∗ (see main text for details). We now con-
sider the possible symmetry allowed states for ΨV , the
commesurate order parameter. There is one magnetic
Ir4+ site, and four such ions in the β-Li2IrO3 primitive
unit cell, connected by the symmetry of the Fddd space
group. As discussed in previous work18, any commen-
surate magnetic order can be represented by a four di-
mensional vector of the relative phases of the Fourier
components at the four magnetic sites in the primitive
unit cell. Table III lists the positions of these ions in
the orthorhombic unit cell, with z = 0.70845(7), and the
possible basis vectors obtained using the BasIReps tool
in FULLPROF and assuming a magnetic structure with
propagation vector q = (0, 0, 0). According to the lan-
guage of Ref. 12, F corresponds to ferromagnetic order,
A corresponds to Ne´el order, C to stripy order and G to
zig-zag order. The real space configuration of magnetic
ions and their relative phases are shown in Figure 3G of
main text.
Using these basis vectors, we can derive selection rules
for the magnetic scattering using the following form for
the structure factor:
F (Q) = fS
∑
i
Mie
iQ·ri (4)
9where Q is the reciprocal lattice vector, Mi is the ordered
moment on the Ir ion at position ri and the prefactor
fS = e
ipi(h+k) + eipi(h+l) + eipi(k+l) is the structure factor
for the face-centered orthorhombic lattice. For the (h,0,l)
plane, the F and A basis vectors contribute to the h+l =
4n peaks with A having very weak peaks at 12n. The G
and C structures, on the other hand, contribute to h+l =
4n + 2 with vanishingly small peaks at 6n for G basis
vector. Figure 8A shows the normalized intensity along
the (0, 0, l) plane at 4 T. The absence of a diffraction peak
at (0, 0, 6) and (0, 0, 18) agrees with what is expected of
a G type magnetic order. However, this magnetic order
along would not explain all of our data since we also
see a change in the structural position (0, 0, 4n) with an
applied field. We will present some symmetry and energy
arguments in the next section, that let us to conclude that
our data is best explained by a combination of G and F
FIG. 8. Fate of the spiral order under an applied
magnetic field. The purple line corresponds to the ther-
modynamic data. Notice that the intensity is suppresed with
field and the incommensurate order is completely destroyed
for H > H∗.
Site Coordinates
1 (1/8, 1/8, z)
2 (1/8, 5/8, 3/4− z)
3 (3/8, 3/8, 1− z)
4 (3/8, 7/8, 1/4− z)
Basis Vectors
F =

1
1
1
1
 G =

1
−1
1
−1
 A =

1
−1
−1
1
 C =

1
1
−1
−1

TABLE III. Ir positions in the orthorombic unit cell and basis
vectors for a magnetic structure with propagation vector q =
(0, 0, 0).
basis vectors.
To understand why ΨV grows with rising field or de-
creasing temperature, we note that the cross section for
resonant x-ray magnetic scattering at a given q-vector is
proportional to
∑
i e
iq·~ri(ˆout × ˆin) · mˆiσi, where ˆout(in)
denotes the polarization state of the scattered (incident)
beam, mˆi is a unit vector along the magnetic moment at
site i, and the sum in i runs over the magnetic unit cell.
σi is a quantity proportional to the local imbalance of
magnetic up-down states, and thus proportional to the
magnetic moment at site i.
ˆin × ˆout mˆ = aˆ mˆ = bˆ
pˆi × σˆ = kˆin kˆin · aˆ ∼ cos(θ) kˆin · bˆ = 0
pˆi × pˆi = σˆ σˆ · aˆ = 0 σˆ · bˆ ∼ 1
TABLE IV. The incident beam is pi-polarized. The magnetic
field is alogn the bˆ-axis, in this geometry, parallel to the σ
direction.
For a pi-polarized incoming beam, magnetic resonant
scattering occurs in both the pi-pi and pi-σ channels. The
product ˆpi × ˆσ = kˆin and ˆpi × ˆpi = ˆσ so that the only
contribution of the moment to the scattering intensities
comes from the parallel projection along the incoming
beam, kˆin, and/or along the normal polarization direc-
tion of the beam, ˆσ. Typically, azimuthal scans are per-
formed to infer the moment’s direction by keeping the
set-up in the scattering condition and rotating the sam-
ple around the scattering wavevector, Qˆ = kˆout − kˆin.
The projection of the moment onto the fixed directions,
ˆσ and/or kˆin, varies depending on the azimuthal angle
Ψ, with maximum scattering for small angle between mˆ
and the fixed directions, and minimum scattering when
they are perpendicular. Unfortunately, we were not able
to perform azimuthal scans to determine the moment’s
10
FIG. 9. Field sweeps at the structural peaks (0, 0, 4n) and the magnetic peaks (0, 0, 12n± 2).
FIG. 10. Polarization study of a h + l = 12n ± 2
peak. The polarization measurements were performed using
the (0, 0, 8) and (0, 0, 10) directions of a graphite analizer.
direction and the relative phase between the possible ba-
sis vector. However, by probing the polarization of the
outcoming beam and by studying the q-dependence along
the (0, 0, l) direction, we can infer information about the
moment’s orientation.
Figure 8A shows the q-dependence along the (0, 0, l) di-
rection at 4 T. This data can be directly compared with
the expected intensity behavior of the pi-pi and pi-σ chan-
nels with moments along the aˆ and bˆ−axis listed on Table
IV. Since the scattered intensity decreases as the q-vector
is increased, we conclude that the moments are mostly
along aˆ and that the major contribution to the intensity
is in the pi-σ channel.
Polarization analysis were performed using the (0, 0, 8)
and (0, 0, 10) directions of a graphite crystal with struc-
tural factor F(0,0,8) ∼ 4.40 and F(0,0,10) ∼ 3.24 and in-
tensity ratio:
|F(0,0,8)|2
|F(0,0,10)|2 ∼ 2 (5)
which is very similar to that observed on the data (Figure
10). Since I = Ipiσ+cosφ·Ipipi, where φ is the polarization
angle, and we observed no φ dependence in the polariza-
tion data (except for what’s expected from the intensity
ratio), we conclude that most of the intensity comes from
the pi−σ channel which agrees with the q-dependence and
the energy arguments presented below.
D. Linear coupling of a zigzag spin pattern to a
uniform magnetic field in β-Li2IrO3
1. Symmetry analysis
To look for possible coupling between a spatial spin
pattern and an external field, such as a spatial modula-
tion of g-factor anisotropy, we first perform a full sym-
metry analysis of the lattice symmetries.
Table I D 2 show the symmetry transformations of var-
ious magnetic configurations under the symmetries of the
hyperhoneycomb lattice of β-Li2IrO3, together with time
reversal. We find that an external field couples only to
a particular configuration, denoted as Zigzag order. The
zigzag order of Sa (Sb) spins couples linearly to a uniform
magnetic field along the bˆ (aˆ) axis.
2. Microscopic mechanisms: spatially-varying local
susceptibility
Consider the environment of an iridium S = 1/2 site.
The local environment of the oxygen octrahedra sets the
g-factor anisotropy. The symmetry analysis above shows
that it is possible for the material to have a spatially mod-
ulated g-factor with off-diagonal terms, akin to that of
Sr2IrO4. However, here the iridium-oxygen octahedra do
not exhibit significant rotations. We therefore expect the
magnitude of the site-modulated off-diagonal gab term to
here be quite small, less than a few percent.
Once magnetic correlations sample the environment
beyond a single Ir site, however, the lattice symmetries
immediately come into play. In particular, the local ori-
entation of a zigzag chain produces a preferred local co-
ordinate system for the renormalized magnetic suscep-
tibility. This local coordinate system alternates among
sites, in precisely the zigzag pattern.
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Symmetry transformations
Ra Rb Rc I T
Uniform field (FM)
Sa + − − + −
Sb − + − + −
Sc − − + + −
Stripy
Sa + − − − −
Sb − + − − −
Sc − − + − −
Zigzag
Sa − + − + −
Sb + − − + −
Sc + + + + −
Neel
Sa − + − − −
Sb + − − − −
Sc + + + − −
Noncoplanar spiral − 0 0 0 −
TABLE V. Transformation rules for g-factor anisotropies and
various magnetic orders under all β-Li2IrO3 lattice symme-
tries. The symmetry generators are: pi rotations R around
the orthorhombic axes a, b, c, centered at a c-bond midpoint;
inversion centers I at the midpoint of d-bonds; and time-
reversal T . The space group Fddd also contains glide reflec-
tions, which are generated by R× I. The symbols +,−, 0 de-
note that a configuration with a given spin orientation Sa,b,c
is respectively even, odd, or fully-breaking under the symme-
try. The zigzag order of Sa (Sb) spins couples linearly to a
uniform magnetic field along the bˆ (aˆ) axis.
One can model this effect as a spatial modulation in a
local magnetic susceptibility tensor. The tensor is diag-
onal in the aˆ, bˆ, cˆ axis, but has an additional off-diagonal
component,
χab = −χba = (−1)zigzag chain (6)
The sign of this component alternates upon crossing a
cˆ-axis bond, ie it alternates between successive zigzag
chains.
The effect of this coupling is to produce a zigzag-a
(zigzag-b) configuration, together with net bˆ (aˆ) align-
ment, when a magnetic field is applied along the bˆ (aˆ)
axis.
E. Possible vestigial orders of the β-Li2IrO3 spiral
1. Symmetries of the spiral order
Let us consider the spiral order observed in β-Li2IrO3.
We assume it is incommensurate. The observed spiral
has wavevector along a. Its basis vectors all belong to
a single irreducible representation Γ4 at this wavevector,
consisting of basis vectors Ax, Cy, Fz, where x, y, z here
refer to spin directions along the orthorhombic axes a, b, c
respectively. Here F is uniform, and is pi/2 out of phase
with the nonuniform basis vectors A and C which are
present. For the sites given in the order above, C =
(+ +−−) and A = (+−+−).
Now consider its lattice symmetries. As seen in the
table, the operations I,Ga, Gb, Gc, Rb, Rc are completely
broken, in that they each take the spin configuration into
a completely different configuration, which remains dif-
ferent even up to an overall spin flip. Thus, the product of
each of these symmetry operations with time reversal T
also remains broken. However, the remaining operation
Ra takes each magnetic moment precisely to its opposite.
So its product with time reversal, TRa, is preserved as a
symmetry of the spiral.
This symmetry analysis assumes that translations are
fully broken along the spiral wavevector. A commensu-
rate spiral can have a few additional symmetry opera-
tions, associated with its very large commensurate unit
cell. However, these symmetry operations require fine-
tuning of the overall phase of a commensurate order.
Lacking any experimental evidence for such phase-locked
commensurate ordering, we here focus on the generic
case, where the wavevector is incommensurate or, if com-
mensurate, with generic overall phase.
2. Symmetry implications of the spiral order
From the analysis above, we see that the spiral ordering
preserves only a single space-group symmetry operation:
TRa, the product of time reversal and a rotation by pi
around the crystallographic a-axis passing through a c-
bond midpoint. Aside from the lattice translations along
b and c, the spiral order breaks all crystal symmetries
except for the single symmetry TRa.
It is therefore possible for the system to simutaneously
develop an order parameter for any order which preserves
these symmetries, namely TRa as well as b, c translations.
Together with the a-axis spiral, the following q = 0 or-
ders are therefore symmetry allowed. (1) Ferromagnetic
alignment along Sb or Sc, denoted FM-b,c. (2) C-Stripy
order (spins aligned across z-type i.e. c-type bonds and
antialigned elsewhere), with spins again along Sb or Sc,
denoted Stripy-b,c. (3) Neel order, with spins along Sa,
denoted Neel-a. (4) C-Zigzag order (spins anti-aligned
across z-type i.e. c-type bonds and aligned elsewhere),
with spins again along Sa denoted C-Zigzag-a. For con-
venience, we only consider the “C” versions of the stripy
and zigzag orders, and drop the “C” prefix henceforth.
3. Bragg peak signatures
These orders can be distinguished by their Bragg peak
signatures. The Bragg peak selection rules are indepen-
dent of the spin orientation. For clear comparison with
experiment, let us focus on the peaks at k = 0, i.e. the
(h,0,l) plane. In this plane, the (h,0,l) Bragg peaks can be
parametrized by two arbitrary integers m,n, as follows:
(1) FM or structural peaks: (2m, 0, 4n + 2m), with
strong peaks at (2m, 0, 12n+ 6m).
(2) Stripy peaks: (2m, 0, 4n + 2m + 2), with strong
peaks at (2m, 0, 12n+ 6m+ 6).
(3) Neel peaks: (2m, 0, 12n+ 6m± 4).
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(4) Zigzag peaks: (2m, 0, 12n+ 6m± 2).
4. Energetics of possible vestigial orders
Based on the known information on the Hamiltonian
of the zero-field spiral order, which has dominant FM Ki-
taev exchange, we can estimate the relative energies of
these competing vestigial orders. The Neel state is dis-
favored due to the strong FM exchange along all nearest
neighbor bonds. For the stripy pattern, where spins are
aligned only along c-bonds, the FM b-axis Kitaev cou-
pling on these c-bonds would favor Stripy-b. For the
zigzag pattern, where spins are aligned only along x, y-
bonds, the FM a, c-axis Kitaev coupling on these bonds
would favor Zigzag-a.
Finally by observing the known magnetic susceptibil-
ity, which is much stronger along b than along a, we note
that for the FM patterns, the FM-b is observed to be
more easily stabilized than FM-c. The candidate phases
with likely lower energy are thus as follows: (1) FM-b;
(2) Stripy-b; and (3) Zigzag-a.
The Zigzag-a configuration is linearly coupled to FM-
b. Applying an external b-field would then be expected to
disfavor Stripy-b as well as the more energetically-costly
vestigial possibilities, while favoring FM-b together with
Zigzag-a.
5. Quantitative estimate of the Kitaev-Heisenberg exchange
A quantitative estimate of the energetics of the field-
induced vestigial order can shed light on the Kitaev-based
model for β-Li2IrO3 at zero field. Consider the vestigial
order parameter ΨV, defined as the magnitude (in units
of ~/2) of the local spin whose magnetic moment orien-
tation is locked to the lattice b ± a directions. Its en-
ergy per site E is given by an expectation value of the
β-Li2IrO3 Hamiltonian supplemented by a Zeeman term
for the applied field H. Using the K-J-Ic model Hamil-
tonian for β-Li2IrO3 given in Ref.
12, one finds that the
pseudo-dipolar Ic parameter drops out, resulting in the
expression:
E =− gµB
2
( ~H · bˆ)cosθΨV
+
J
8
(3cos2θ + sin2θ)(ΨV)
2
+
K
8
(cos2θ + sin2θ)(ΨV)
2
Ev =− 0.047H(T )ΨV + (0.292J + 0.125K)(ΨV)2
With g = 2 and θ = tan−1 1/
√
2 ≈ 0.2pi correspond-
ing to the b ± a lattice locking of ΨV. Constraints on
the magnitude of the ferromagnetic Kitaev (K < 0) and
antiferromagnetic Heisenberg (J > 0) interactions can
be derived by comparing EV to the energy per site of
the incommensurate spiral order, estimated via mean-
field from TI = 38 K to be about EI ≈ −1.6 meV. Our
measurement, showing that a small H = 2.8 T field is suf-
ficient for destroying the incommensurate order in favor
of a saturated vestigial order ΨV, implies a high degree
of fine tuning between EV and EI : taking ΨV = 1 at
H = 2.8 T, we find that the Kitaev and Heisenberg in-
teractions must obey the following constraint,
K ≈ −11.8 meV − 2.3 J (7)
The few-Tesla instability of the incommensurate spiral
in favor of the vestigial order thus directly implies that
the Kitaev interaction must be significantly larger than
the Heisenberg exchange, and indeed must dominate the
physical response of the material at both zero and finite
applied fields.
6. Hyperhoneycomb lattice symmetries
The space group of the hyperhoneycomb lattice is
Fddd, number 70. The lattice symmetries consist of
the following operations. Together with the primitive
translation vectors of the face-centered Bravais lattice,
there are two-fold rotations through c-bonds, and inver-
sion centers and glide planes through d-bonds, as follows:
(1) There are two-fold rotations R, of three types, cor-
responding to each of the three orthorhombic axes a, b, c.
Each is a rotation by pi around one of the orthorhombic
axes. The rotation axis passes through a midpoint of a
c-bond.
(2) There are inversion centers I, at the midpoint of
d-bonds. (The d-bonds are the remaining “diagonal”
bonds, which form the zigzag chains; they carry Kitaev
labels x or y.)
(3) There are glide operations G, again of three types
corresponding to the three orthorhombic axes a, b, c. The
c-type glide plane involves reflection across the (a, b)
plane normal to c, together with translation by half the
primitive lattice vector normal to c, i.e. translation by
(1/4, 1/4, 0) in orthorhombic coordinates. The a and b
glide planes are similarly defined. For all of the glide op-
erations, the reflection plane passes through a midpoint
of a d-bond.
The midpoint of a c-bond is related to the midpoint
of a d-bond through a translation by vectors such as
(1/8, 1/8, 1/8), up to component-wise ± signs. Note that
the standard setting of Fddd (origin choice 2) places the
origin at the midpoint of a d-bond.
The primitive unit cell of the lattice contains 4 sites.
Taking the origin to be at a c-bond midpoint, we can
write the coordinates of the first two sites, across this
c-bond, as (0, 0,±1/12). The other two sites have coor-
dinates (1/4, 1/4, 1/4±1/12). We can shift the origin to a
d-bond midpoint by shifting the sites by −(1/8, 1/8, 1/8).
Finally, we note the relations among the symmetry op-
erations. Each glide operation is related to the respective
(a, b, c) rotation, through a product with the inversion
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symmetry. Moreover, each pair of rotations generates
the third. Thus the full lattice symmetries can be gener-
ated from the translations, an inversion center and two
rotations.
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