Forgotten attachments of e-mail message are a common and obnoxious problem. Several E-mail readers provide plugins that attempt to tackle this problem by trying to guess whether a message needs an attachment and warn the user in case s/he does not attach a file to such a message. However, these approaches essentially only work with a fixed list of keywords, which trigger such a warning whenever they occur in a message. In this paper, we try conventional machine learning techniques, which have been previously shown to work well for related problems such as spam mail filtering, on this new problem. Our results show that they work very well, clearly outperforming simple keyword-based approaches. The software is available as plugin for the Thunderbird e-mail reader.
Problem Description
Our application scenario is the following: Every time the user sends a message, the message is not immediately sent to the mail server, but first passed to a learning system (realized with a separate server process). If the message contains an attachment, the learner processes it as a new training example and then sends it off to the mail server right away. If the message does not contain an attachment, it is first passed to the classifier to ask whether it should have an attachment. If the classifier decides "no", the message is again used for training and then sent to the mail server, if the classifier says "yes", a pop-up window is generated and asks the user whether s/he would like to add an attachment or not. The message together with the user's final decision is then used for training and sent to the mail server.
Thus, from the point of view of the learner, we assume an incoming stream of E-mail messages M i , which have to be classified into the attachment-class a and the class r of regular e-mails. After each message M has been processed, the learner receives the correct label c(M ) for the message. Strictly speaking, in the case when the e-mail is sent off by the user without an attachment and the classifier agrees that it should not contain a message, its label may not be correct because both the user and the classifier might have overlooked that the message should contain an attachment. We currently simply ignore this problem.
At any time t, the learner thus has a pre-classified set of training examples D i = {M 1 , . . . M i−1 }. The task of the learner is to automatically derive a classifier from the dataset D i , which is able to predict a classc(M) for a new message M . The learning problem is incremental, i.e., the classifier can be adapted after a new message has arrived instead of having to re-train the classifier after every change in the dataset D i .
In our evaluation, we will also work with static datasets, in which case we simply omit the subscript i. Each dataset D can be divided into two sets D = D a ∪ D r , where D a is the set of messages that contain an attachment and D r is the set of regular messages, i.e., messages that do not contain an attachment. Each of these sets may also be considered as a large meta-document, i.e., A = M ∈D a M is the hypothetical message that consists of the concatenation of all e-mail messages with an attachment, and R = M ∈D r M is the concatenation of all messages without an attachment. The number of times a given word t occurs in these meta-documents is n t,A (the number of times that the word t occurs in A) and n t,R (the number of times that the word t occurs in R). We defined a word t simply as any consecutive character strings which entirely consist of letters and hyphens.
As all our learners essentially only use the frequency counts n t,A and n t,R as the basic information for deriving their predictions, their implementation in an on-line learning scenario, where we have a continuous incoming stream of messages, was quite straight-forward. Essentially, one only has to consider that the meta documents A and R are continuously growing and their associated term counts have to be adapted on-line.
Algorithms
In this section, we briefly recapitulate the learning algorithms with which experimented. We start with a simple keyword matcher, which is used in similar form in most publicly available attachment checking plugins (Section 3.1), and also discuss a simple method for automatically generating a list of keywords. We then proceed with the three learning methods, namely a Naïve Bayes classifier (Section 3.2), Paul Graham's spam mail filtering algorithm (Section 3.3), and a straight-forward combination of both (Section 3.4).
Keyword Matching
A keyword matcher maintains a list of keywords K, which are indicative of an E-mail that requires an attachment. The algorithm then simply walks through all words t in the e-mail message M , and whenever one of the words also occurs in K, the keyword matcher predicts class a. If none of the words of the message occur in K, it predicts class n.
We worked with two versions of this simple algorithm, which use different keyword lists K, one that uses a fixed, userdefined keyword list, and one that is able to automatically learn its keywords from messages with known classifications:
Static Keywords
This approach uses a fixed, immutable list of keywords. As we were working with German-text e-mails, we used the following keyword list
Dynamic Keywords
This approach adapts the list of keywords to the corpus at hand. The key idea is that a word is promoted to a keyword for the attachment class if it occurs k times as frequently in class a and than in class r, where k is a user-settable parameter. More formally, this approach tries to estimate the probabilities P(t | a) and P(t | r) that the word t occurs in class a and r respectively. The values P(t | a) and P(t | r) can be estimated with their relative frequencies in the meta documents A and R, i.e.,
Given these estimates, the keyword list is defined as
The keyword list can be estimated in batch (from a given training corpus) or dynamically adapted with the stream of incoming E-mails.
Naïve Bayes
The Naïve Bayes classifier is known for its simplicity and computational efficiency. It also can be trained incrementally, and therefore seems to be a very good candidate for solving our problem.
Its key idea is that for an e-mail message M , the Naïve Bayes classifier estimates the probabilities P(a | M ) that the message should contain an attachment and P(r | M ) = 1 − P(a | M ) that the message should not contain an attachment. Based on these probabilities, the classifier then predicts one of the two classes. Typically it will pick the one with the larger estimated probability, i.e., it will predict a if P(a | M ) > P(r | M ) and r otherwise. More generally, one can define a decision threshold d, and predict class a if the probability P(a | M ) is at least d times the probability P(a | M ).
For estimating the probability P(a|M ), the Naïve Bayes classifier uses Bayes' law:
where
• P(a) is the a priori probability for a message to have an attachment, i.e., the probability that a message has an attachment without considering the message text
• P(M ) is the a priori probability for an e-mail text M , i.e., the probability, that a given e-mail message text M can be observed independent of whether it has an attachment or not
• P(M |a) is the probability that a given e-mail text M would occur in the class of e-mails with an attachment
The first term, P(a), can be easily estimated from the data with the percentage of messages that contain an attachment. P(r) can be estimated analogously, i.e.,
The denominator of equation (3.6), P(M ), can be considered as a normalizing constant, i.e.,
The word-extraction divides e-mails into single words t. The assumption that the occurrence of a word in a message only depends on the class of the message (with or without attachment) but not on the presence of other words in the message, allows the following simplification
where P(t | a) is the probability that a word t occurs in the documents with attachments. P(M |r) is computed analogously. The values P(t | a) and P(t | r) are estimated as described in the previous section. Combining all these, yields the following estimate nb(M ) for the probability P(a|M ) that an e-mail M should have an attachment
It should be noted that the assumption underlying (3.9), the so-called Naïve Bayes assumption, is typically not justified. However, it can be argued that while making this assumption will yield bad probability estimates, it will have a much lesser impact on the performance of the classifier that is based on these estimates (Domingos and Pazzani, 1997) .
Graham's Algorithm
The algorithm of has been specifically developed and tuned for dealing with the problem of spam recognition. Several of its features are specifically targeted towards this problem, such as its focus on using only a few significant words, or the use of different weights for words in spam and regular E-mail messages. The algorithm has been quite successful and forms the basis of many anti-spam packages, such as Mozilla's spam mail filter or the SpamAssassin software.
In our work, we adapted the algorithm for use of recognizing e-mails that require attachments. The key component of the algorithm are two heuristic weights that are assigned to each term in an e-mail message, one for the attachment class and one for the class of regular e-mails
In both cases, we calculate the proportion between the numbers of words in the sets A and R, and the numbers of e-mails in the respective classes.
1 For spam mail filtering, the weights c a and c r are set according to a ratio of 1:2, i.e., the occurrence of non-spam words are weighted twice as heavily as the occurrence of spam words. For the problem of e-mail attachment recognition, we set both weights c a = c r = 1.
The two weights (3.11) are then combined into an overall weight w t , which is an indicator how often a word t occurs in a e-mail with respectively in a e-mail without attachment. The higher the value or w t , the larger the probability that a word is an indicator for the attachment-class.
The values AP and NP are set by the user. N P specifies the lowest value, which a word can have, if it is in the noattachment-class. Analogous specifies AP the highest value, which a word can have, if it is in the attachment-class. Because that 0 < N P < 1, 0 < AP < 1 and N P < AP, the value of w t is between 0 and 1.
Note that if we ignore all the minima and maxima in (3.11) and (3.12), and furthermore assume that the number of e-mail messages with and without attachments are approximately equal, then w t essentially estimates the probability that a given word occurs rather in class a than in class r:
For a given e-mail message M , Graham's algorithm selects the 15 words t i whose weights w i are most different from 0.5. These are then combined into a score g(M ) for the e-mail message M
.
To decide if M should have an attachment the score g(M ) is compared with a threshold score g.
We used much lower thresholds g than typically used for spam recognition, because false positives are not as problematic in the attachment problem as they are in spam recognition.
Combined Algorithm
Naïve Bayes and Graham's algorithm compute different scores for recognizing attachments, as we will also see in the experimental evaluation. Thus, it makes sense to try to combine these two in the hope to get the best of both approaches.
Both algorithms are evaluated independently, and their respective scores nb(M ) (3.10) and g(M ) (3.13) are computed. Both are in the range [0, 1] and can be combined with a simple weighted average
where v is a factor that indicates the relative importance of the two different methods. Unless otherwise mentioned, we use the value v = 2 in our experiments, i.e., the Naive Bayes prediction is considered to be twice as important as the prediction of Graham's algorithm. Again, a message M is predicted as belonging to class a if the score s(M ) exceeds a threshold score s.
Experimental Setup
We implemented the methods described in the previous section as a plugin for the Thunderbird mail reader. In order to determine the best performing configuration, we experimentally compared the algorithms on several mail collections. In this section, we describe the experimental setup, the next section will present the results from this evaluation.
Algorithms
We implemented all of the algorithms in the previous section, and also included a simple benchmark algorithms. In the following, we list all six algorithms and also give the parameter settings that were used (unless mentioned otherwise).
Never Attach: the default classifier, which always predicts the majority class, i.e., it always assumes that a messages will not require an attachment.
Static Keywords: the keyword-matching algorithm using the fixed set of keywords (3.2). These keywords were manually picked by the authors.
Dynamic Keywords: the keyword-matching algorithm using a list of keywords that has been automatically generated from the training data. We used the frequency threshold k = 2, i.e., keywords must occur at least twice as likely in class a than in class r.
Naive Bayes: with a threshold of d = 0.5.
Graham's algorithm: with a threshold of g = 0.51
Combined algorithm: with value ν = 2 (Naive Bayes twice important as Graham) and a threshold of s = 0.34.
Evaluation
We compare the performance of the algorithms using accuracy, precision and recall, which are commonly used for evaluating the performance of information retrieval and text classification algorithms (Manning et al., 2008) . These performance measures can be computed from a 2x2 confusion matrix with the following entries:
• true positive -e-mail with attachment, which is classified correctly,
• false positive -e-mail without attachment, which is misclassified,
• true negative -e-mail without attachment, which is classified correctly and
• false negative -e-mail with attachment, which is misclassified.
Accuracy describes the proportion of correctly classified e-mails in all e-mails: accuracy = true positive + true negative true positive + true negative + false negative + false positive .
Precision is the fraction of correctly recognized e-mails in all e-mails that have been predicted to have an attachment: precision = true positive true positive + false positive .
Recall is the fraction of e-mails with attachment that have been correctly predicted: recall = true positive true positive + false negative .
In order to summarize both measures into a single number, we also show results for the F -measure, the harmonic mean of recall and precision.
In addition, we also investigated the sensitivity of a method's parameters by trying several values and plotting the results in an ROC curve (Provost and Fawcett, 2001) . A ROC curve plots the true positive rate over the false positive rate for various different versions of a classifier. These can be obtained by sorting all predictions according to the predicted score value, and then trying several (or all) possible thresholds to break the list into the classes a and r.
We also report the AUC, the area under the ROC curve, which essentially is the probability that an arbitrarily selected message with attachment is ranked before an arbitrarily selected message without attachment. For more details on the use of ROC analysis for evaluating machine learning classifiers we refer to (Fawcett, 2006) .
For estimating these values from the training data, we performed a 10-fold cross validation
Datasets
We could not find any suitably publicly available datasets for our experiments. For example, from a big publicly available corpus of E-mails, the Enron corpus (Klimt and Yang, 2004) , all attachments had been removed prior to publication. Moreover, private e-mail-user do not want to give away private e-mails. Eventually, we found the following datasets to evaluate the algorithms:
1. dataset with 453 e-mails in German language, of which 74 e-mails have at least one attachment, 2. dataset with 531 e-mails in German language, of which 113 e-mails have at least one attachment, 3. dataset with 2245 e-mails in German language, of which 732 e-mails have at least one attachment.
For these three datasets, the full text of the e-mails was available. Only these datasets were used for full experimentation with the algorithms, i.e., the reported best-performing parameters of the algorithms were only tuned on these datasets.
Two additional datasets -so called control datasets -were used for evaluation only:
4. dataset with 282 e-mail in German language, of which 70 e-mail have at least one attachment, 5. dataset with 922 e-mail in German language, of which 96 e-mail have at least one attachment.
For these datasets, we did not have off-line access to the body of E-mails, but the algorithms were evaluated in the user's client browser, and only the results were recorded in order to protect the user's privacy. Thus, we were not able to tune the parameters of the algorithms or optimize their performance in any way, so that the results on these two datasets can be considered as a reasonable estimate of the algorithms performance in a real setting. The only difference to a practical setting is that, for simplicity, the evaluation is still performed via 10-fold cross-validation of the user's existing mail and not in an true on-line setting.
Results
This sections describes our results. We will first focus on predictive accuracy (Section 5.1), then look at recall and precision (Section 5.2), and finally perform an ROC analysis (Section 5.3). Paul Graham's algorithm and the Naïve Bayes classifier, on the other hand, exhibit a similar performance and are both consistently better than the three simple benchmarks. However, their predictions are still sufficiently diverse so that the combined algorithm is able to outperform both of them, most notably in Dataset 1, where it seems to be able to considerably reduce the variance resulting from the comparably low example numbers. On the third dataset, it is a little bit behind the Naïve Bayes algorithm, but it is obvious that it has been able to correct the comparably bad performance of Graham's algorithm on this dataset.
Accuracy
In comparison to the Never Attach strategy, which does not require any learning, but simply predicts the majority class (r), the best algorithms achieve an improvement in accuracy of about 20% (numbers shown in brackets). These were obtained on Dataset 3, where the number and fraction of messages with attachments is considerably higher than in the other two datasets, which could indicate that the learners have learned better models from the larger datasets. Table 5 .2: Predictive Accuracy of the learning algorithms on the control datasets (absolute and in comparison to the Never Attach benchmark).
To get independent results the algorithms were tested on the two control datasets. In principle, the trend of the first three datasets is confirmed. The Combined algorithm performs best, followed by Naïve Bayes and Graham's algorithm, and the three simple algorithms perform worst. Somewhat surprising is that on these datasets the trend from Dataset 1, namely that the keyword algorithms perform worse than the Never Attach strategy, is strongly confirmed on these datasets. This clearly indicates that something is going wrong, presumably the keywords are too unreliable to discriminate between the two classes and consequently trigger too many alarms.
For all accuracy values, it is not clear how the improvement of the detection was achieved. The increase may be caused by triggering fewer but more reliable alarms, or, conversely, by triggering more alarms at the expense of a few more false alarms. We will investigate this in more detail in the next sections.
Precision/Recall
Because the accuracy results do not allow conclusions about the reasons for the different results of the algorithms, we also analyzed the results with precision and recall in order to get a deeper understanding of the behavior of the algorithms. As the No Attach strategy never predicts class a, its recall is 0, and its precision is undefined. Hence we do not further consider it in this section. Figure 5 .3 shows the results of the remaining five algorithms on the first three datasets. Table 5 .3: Precision, recall, and F-measure of the learning algorithms
The Static Keywords approach shows a rather poor performance, in particular with respect to recall. This shows that the fixed list of keywords does not fire very often and does not classify many e-mails into the attachment class. However, it is also rather poor with respect to precision, which means that even if the keywords trigger an alarm, it is still quite frequently a false alarm. Only on the third dataset one has the impression that the keywords fit o.k., but still rather poor in comparison to the other approaches.
The Dynamic Keywords approach shows somewhat better results. Interestingly, there is not clear trend in whether the automated keyword selection tends to improve precision more than recall or the other way around. On the first dataset, it really boosted precision to the best performance of all algorithms, but maintained a very poor recall, i.e., it selected too few keywords, but those were very reliable. On the third dataset, the opposite seemed to happen, namely that the automatic keyword selection greatly improved recall, but at the expense of precision. Again, it might be that the comparably low number of the attachment documents in dataset 1 is responsible for this difference.
Naïve Bayes and Graham's algorithm perform considerably better, clearly topping the two keyword-based approaches in both recall and precision (with the exception of the precision of the dynamic keywords on dataset 1). However, it also becomes apparent that they work quite differently: Graham's algorithm is much more precise but produces a much lower number of warnings, whereas Naïve Bayes gives more alarms but is also less precise in its alarms. Even though our version of Graham's algorithm used a much lower threshold than is used for spam filtering, Graham's algorithm is still much more conservative in its predictions. Table 5 .4: Precision and recall of the learning algorithms on the control datasets
The Combined algorithm always provides good precision and recall values. They are typically among the top two of all results, and no algorithm beats them in both dimensions. This can also be seen when looking at the F-measures, where it is only beaten once on dataset 3 (which we already had observed and discussed above for the accuracy results). In general, it seems that the combined algorithm compensates the weaknesses of each of its constituent algorithms, never produces significantly worse results, but sometimes a considerably better performance. For example, on Dataset 1, the F -measure of the combined method is 20% higher than Naïve Bayes and 30% higher than Graham's algorithm. This behavior can be explained by the fact that Graham's algorithm and Naïve Bayes classify different e-mails as attachments. If one of the algorithms found an attachment-e-mail with high probability, this e-mail is reported. If the probability of the algorithms is on the borderline, the algorithm decides now with the help of the other if it is an attachment-e-mail.
All of the above findings are, again, confirmed on the control datasets, which are shown in Table 5 .4. Finally, Figures 5.1 and 5.2 show two (non-interpolated) recall and precision diagrams for datasets 2 and 4, which are generated by sorting all predictions according to the predicted score (similar to ROC curves, which are described in the next section) and computing and plotting the recall and precision values after each possible threshold. In both cases, one can see that the combined algorithm outperforms the other two in particular at higher recall levels, which indicates that the corrective effect is much higher in regions where the scores returned by Naïve Bayes and Graham's algorithm are less reliable.
ROC-Curve/AUC
So far, we primarily evaluated the classification performance of the methods with respect to the thresholds that we found worked best for our problems. However, it is of course also interesting to evaluate the quality of the scores nb(M ) (3.10), g(M ) (3.13) and s(M ) (3.15) independent of the selected thresholds. For the accuracy, recall and precision results presented in the last sections (except for the curves in Figures 5.1 and 5.2), these scores were thresholded in order to make a final prediction for attachment or no-attachment, and the presented results crucially depend on this parameter. ROC analysis allows to abstract from concrete values of this threshold.
In general, a good scoring function should give higher scores to messages with attachment than to messages without attachments. This can be most clearly evaluated with ROC curves. In an ROC curve (cf. also Section 4.2), the diagonal between the lower left corner and the upper right corner represents a random ordering of the predictions. the farther the curve moves away from the diagonal, the better is the sorting of the prediction into the two classes. The ideal case is when all messages with attachments receive a higher score than all messages without attachments. In this case, the ROC curve starts at the lower left corner (0, 0), goes straight up to the upper left corner (0, 1), and then continues straight to the upper right corner (1, 1) of the ROC space.
For comparison, we also show the results of the keyword classifiers, even though these do not return any scores. Here, the ROC curve consist only of a three points. The middle point represents the true positive and false positive rates of the classifier. The curve is formed by connecting this point to (0, 0) and (1, 1).
All shown curves are average curves over all 10 folds. The averages were formed by via an 11-point vertical average (Fawcett, 2006) . This means that the average curve consists of measurements for a false positive rate of 0, 0.1, . . . , 0.9, 1.0, which are the average of the point values in the individual curves. Figures 5.3 and 5.4 illustrate this by showing the curves of the individual folds and (with a dotted line) the resulting average curve for the Naïve Bayes and the Dynamic Keyword classifiers. In Figure 5 .3, we can see that the individual curves only have seven different levels on the T PR-axis. This is because each of the ten folds only contained seven of the 70 e-mails with an attachment. In Figure 5 .4, we can clearly see the three-point curves of the keyword-based classifier. Each of the angles represents one of the 10 classifier points, the dotted line, again, shows the average performance.
Figures 5.5 and 5.6 show the AUC curves for Datasets 1 and 4. Essentially, they reflect the results that we have obtained so far: a very good separation with the combined algorithm is possible, the worst separation is achieved with the two keyword-based algorithms. In particular on Dataset 1 (Figure 5 .5) they are both very close to a random classification. On Dataset 4, the Dynamic Keywords approach is a little bit better, but still has a very bad performance. All three learning algorithms exhibit a much stronger performance and are clearly above the diagonal, with the Combined algorithm dominating the other two.
The Naï ve Bayes algorithm in Figure 5 .6 shows a worse than random performance in the upper left region. Essentially this means that some of the attachment e-mails have been ranked very low, i.e., the algorithm was quite certain that they do not require attachments. In that area, the predictions would be better if they were reversed. As can be seen from Figure 5 .3, this did not happen in all of the folds of the cross-validation.
The area under these ROC curves is a good measure for summarizing the ranking performance of the algorithms. Essentially, it estimates the probability that an e-mail with attachment is ranked before an e-mail without attachment.
The AUC values of all algorithms are shown in Table 5 .5. They confirm again the order of the algorithms that we have already observed. The keyword-based algorithms are only slightly better than random, while Graham's algorithm and Naïve Bayes exhibit a reasonable performance in about the same range (with the exception of the outlier Dataset 4 for Naïve Bayes that we have discussed above). The Combined algorithm shows a very strong performance. On all five datasets, the probability that it ranks an e-mail without attachment before an e-mail with attachment was less then 5%. In this paper, we compared machine learning algorithms to the keyword-based algorithms that are currently used in practice for the problem of recognizing missing spam mails. Our results show that the learning algorithms clearly outperform the keyword-based approaches, both an approach with a static set of keywords as well as an approach that automatically adapts its keywords to the user. The two standard learning algorithms, Naïve Bayes and Graham's algorithm seem to fit well to this problem, but exhibit very different characteristics. While Naïve Bayes has a higher recall and a somewhat lower precision, Graham's algorithm, originally proposed for spam filtering, focuses much more on precision. A simple combination of the two outperformed all other algorithms. Given a randomly selected pair of messages, one with attachment and one without, it will recognize the e-mail with attachment in more than 95% of the cases.
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