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Nowadays, effectiveness of malware detection systems is below the expected level as
they have many difficulties to defend against polymorphic type attacks and zero-day at-
tacks. So that, systems protected behind them are exposed to an imminent risk.
Furthermore, it is increasingly common to use cryptography to protect communica-
tions which opens a new vector for unnoticed attacks. Avoidance system proposed herein,
shows as a NIDS is unable to detect encrypted attacks without using any type of attack
known for NIDS evasion (insertion, evasion, DoS, etc.).
Despite accuracy of NIDS in malware detection is improving moreover speed proces-
sing to detect these attacks, NIDS are still quite vulnerable to attacks whose content is
wholly or partially encrypted.
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vResumen
La eficacia de los sistemas de deteccio´n de malware de nuestros d´ıas esta´ muy por
debajo del nivel esperado ya que encuentran muchas dificultades a la hora de defenderse
sobre ataques de tipo polimo´rfico as´ı como ataques de d´ıa cero. Esto hace que se exponga
a un peligro inminente a los sistemas protegidos tras ellos.
Adema´s, es cada vez ma´s comu´n el uso de criptograf´ıa para proteger las comunicaciones
lo que abre un nuevo vector para ataques inadvertidos. El sistema de evasio´n propuesto en
el presente documento, muestra como un NIDS es incapaz de detectar ataques cifrados sin
necesidad de incluir algu´n tipo de ataque conocido para la evasio´n del NIDS (insercio´n,
evasio´n, DoS, etc).
A pesar de que se esta´ mejorando la precisio´n en la deteccio´n de malware de los NIDS y
la velocidad de procesamiento para detectar estos ataques, los NIDS todav´ıa son bastante
vulnerables a ataques cuyo contenido este´ total o parcialmente cifrado.
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Cap´ıtulo 1
Introduccio´n
La utilizacio´n de Internet [1] y de las redes dome´sticas ha aumentado de forma ex-
ponencial en los u´ltimos an˜os, tanto a nivel dome´stico como a nivel empresarial. Esto ha
provocado que haya tambie´n aumentado al mismo ritmo el nu´mero de ataques e intru-
siones [2] en los sistemas informa´ticos de todo el mundo. Actualmente el campo de la
investigacio´n en seguridad informa´tica es uno de los objetos de estudio en el entorno de la
informa´tica ma´s importantes que existen, sobre todo en el a´mbito empresarial.
”Test Your Network Intrusion Detection System” en adelante TYNIDS es un esfuerzo
realizado por los alumnos de la Facultad de informa´tica de la Universidad Complutense de
Madrid, Roberto Carrasco de la Fuente, Sergio Gumiel Erena y Adria´n Vizca´ıno Gonza´lez
como proyecto final de licenciatura dirigidos por los profesores Julia´n Garc´ıa Matesanz,
Luis Javier Garc´ıa Villalba y dentro del departamento ISIA (Departamento de Ingenier´ıa
del software e Inteligencia Artificial) durante el curso 2012-2013.
TYNIDS es una herramienta que tiene como cometido probar la eficacia que tiene un
NIDS (Network Intrusion Detection System) [3] a la hora de detectar malware. Las metas
planteadas en el origen del proyecto fueron las siguientes: crear una herramienta que sirva
para evadir un NIDS mediante el encapsulado y cifrado de co´digo malware y una vez con-
seguido esto, su optimizacio´n aplica´ndole te´cnicas de polimorfismo para hacer ma´s eficaz
la te´cnica de evasio´n utilizada.
Antes de explicar co´mo se han afrontado las metas anteriormente expuestas es conve-
niente establecer ciertos conocimientos relativos al dominio de los sistemas de deteccio´n
de intrusos, los cuales permitira´n un mejor entendimiento del trabajo realizado por los au-
tores de este documento en la elaboracio´n de nuestra propia herramienta para la evasio´n
de estos u´ltimos sistemas.
1.1. Conceptos previos
Se comienza explicando en este mismo apartado conceptos necesarios tales como el de
amenaza, seguridad informa´tica, malware, mecanismos de defensa, ofuscacio´n de co´digo,
as´ı como los distintos componentes de lo que ha venido a llamarse defensa en profundidad.
Para analizar este apartado introduciremos los sistemas de deteccio´n de intrusos as´ı como
otras te´cnicas avanzadas de deteccio´n de intrusiones tales como los sistemas de prevencio´n
de intrusiones y los HoneyPots. [4]
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A. Amenazas
Una amenaza es la posibilidad de ocurrencia de cualquier tipo de evento o accio´n que
puede producir un dan˜o (material o inmaterial) sobre los elementos de un sistema. En
la u´ltima de´cada el uso de sistemas de informacio´n se ha extendido entre la poblacio´n,
as´ı mismo ha aumentado la exposicio´n de los mismos ante ataques por el entorno en el
que son utilizados (conexiones de acceso pu´blico, redes dome´sticas inadecuadamente pro-
tegidas).
Antes, los intrusos necesitaban de un conocimiento ma´s profundo de las redes y los
sistemas informa´ticos para poder lanzar sus ataques. Desgraciadamente, gracias al incre-
mento del conocimiento sobre el funcionamiento de los sistemas, los intrusos esta´n cada
vez ma´s preparados y lo que antes estaba accesible para so´lo unos pocos (expertos), hoy en
d´ıa cualquiera tiene herramientas accesibles con las que poder determinar las debilidades
de los sistemas y explotarlas con el fin de obtener los privilegios necesarios para realizar
cualquier accio´n dan˜ina.
Existen amenazas que dif´ıcilmente se dejan eliminar (virus de ordenador) y por eso es
parte de la tarea de la gestio´n de riesgo el preverlas, implementar medidas de proteccio´n
para evitar o al menos minimizar los dan˜os en caso de que se produzca una amenaza.
Muchos de los riesgos provienen de los propios programas o aplicaciones instaladas en
nuestros sistemas, puesto que en la actualidad el ciclo de vida del software se ha visto
dra´sticamente reducido. Esto es debido en parte a la adopcio´n de metodolog´ıa de desa-
rrollo y a la consiguiente mejora en el tiempo necesario para realizar un desarrollo, sin
embargo en demasiados casos es simplemente debido a la elevada competitividad del mer-
cado, que ha llevado a un aumento en la complejidad del software y ha obligado a reducir
el tiempo destinado a disen˜o y pruebas del producto. Esto conlleva la presencia de errores
sin detectar que posibilitan la aparicio´n de vulnerabilidades a ser explotadas por atacantes.
B. Seguridad Informa´tica
La definicio´n de lo que hoy conocemos como seguridad informa´tica esta´ basada en la
obtencio´n de: confidencialidad, integridad y disponibilidad en un sistema de informacio´n.
La confidencialidad requiere que la informacio´n sea accesible u´nicamente por aquellos que
este´n autorizados, la integridad que la informacio´n se mantenga inalterada ante accidentes
o intentos maliciosos, y disponibilidad significa que el sistema informa´tico se mantenga
trabajando sin sufrir ninguna degradacio´n en cuanto a accesos y provea los recursos que
requieran los usuarios autorizados cuando e´stos los necesiten.
C. malware
Es un tipo de software que tiene como objetivo infiltrarse o dan˜ar una computadora
o sistema de informacio´n sin el consentimiento de su propietario. El software se consi-
dera malware en funcio´n de los efectos que, pensados por el creador, provoque en un
computador. El te´rmino malware [5] incluye virus, gusanos, troyanos, la mayor parte de
los rootkits, scareware, spyware, adware intrusivo, crimeware y otros softwares maliciosos
e indeseables.
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D. Mecanismos de defensa
Para la correcta proteccio´n de un sistema existen diversos mecanismos tales como el
cifrado, la identificacio´n y autentificacio´n de usuarios para proveer confidencialidad e in-
tegridad. Por otro lado existen mecanismos que velan por la disponibilidad del sistema
filtrando la informacio´n, ejemplos de estos mecanismos son las listas de acceso y corta-
fuegos. Como u´ltima l´ınea de defensa de un sistema de informacio´n encontramos te´cnicas
enfocadas a la deteccio´n de las amenazas tales como antivirus y sistemas de deteccio´n de
intrusos. La caracter´ıstica distintiva de estas te´cnicas es que al contrario de las anteriores
permiten detectar intentos de romper la seguridad de un sistema.
E. Ofuscacio´n de co´digo
El co´digo ofuscado es aquel co´digo que, aunque se tiene el co´digo fuente, ha sido en-
revesado espec´ıficamente para ocultar su funcionalidad (acto de hacerlo ininteligible). Por
ejemplo la ofuscacio´n binaria se realiza habitualmente para impedir o hacer ma´s dif´ıcil
los intentos de ingenier´ıa inversa y desensamblado que tienen la intencio´n de obtener una
forma de co´digo fuente cercana a la original.
F. Panales de miel (HoneyPots)
En el segundo caso nos encontramos con una te´cnica complementaria basada en la
creacio´n de elementos artificiales, aparentemente vulnerables con el objetivo de atraer a
los atacantes. Estos elementos de red no pueden ser accedidos por ningu´n servicio leg´ıti-
mo del sistema por lo que todo acceso es inmediatamente catalogado como ataque. Esto
resulta u´til para reunir informacio´n sobre te´cnicas de ataque y su procedencia las cuales
pueden ser usadas a posteriori para la mejora del resto de elementos de seguridad de la red.
G. Intrusio´n
Se puede definir intrusio´n como la violacio´n de la pol´ıtica de seguridad de un sistema o
como la materializacio´n de una amenaza. Heady et al.[6] definen intrusio´n como cualquier
conjunto de acciones de tratar de comprometer la integridad, confidencialidad o disponi-
bilidad de un recurso.
Una de las definiciones ma´s populares de intrusio´n es: fallo operacional maligno, in-
ducido externamente [7], aunque bien es sabido que muchas de las intrusiones proceden
del interior del sistema de informacio´n. Una vez definido el te´rmino de intrusio´n, podemos
enunciar de una manera ma´s formal el significado de las siglas IDS. El NIST (National
Institute of Standards and Technology) define deteccio´n de intrusos como el proceso de
monitorizacio´n de eventos que suceden en un sistema informa´tico o red y ana´lisis de di-
chos eventos en busca de signos de intrusiones.
H. Sistemas de deteccio´n de intrusos en una red (IDS)
Se trata de un programa que detecta intrusiones en un sistema a trave´s de la red. Como
definicio´n inicial es suficiente, no obstante durante todo el documento se encuentran refe-
rencias constantes a este te´rmino y profundizaremos ma´s. En el ape´ndice del documento
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se ha incluido un art´ıculo sobre los inicios de los IDS y como han ido evolucionando hasta
la actualidad.
I. Sistemas de prevencio´n de intrusos en una red (IPS)
Se trata de un dispositivo que ejerce el control de acceso en una red informa´tica para
proteger a los sistemas computacionales de ataques y abusos. La tecnolog´ıa de Prevencio´n
de Intrusos es considerada por algunos como una extensio´n de los Sistemas de Deteccio´n
de Intrusos (IDS), pero en realidad es otro tipo de control de acceso, ma´s cercano a las
tecnolog´ıas cortafuegos.
Utilizan las mismas te´cnicas de deteccio´n que los IDS, pero se diferencian principal-
mente en que realizan el ana´lisis sobre el tra´fico real de la red, en lugar de realizarlo
sobre copias del mismo, esto es denominado modo in-line. As´ı mismo los IPS usualmente
implementan mecanismos de respuesta activa. Los IPS fueron inventados de forma inde-
pendiente por Jed Haile y Vern Paxon [8] para resolver la confusio´n en la monitorizacio´n
pasiva de redes de computadoras, al situar sistemas de detecciones en la v´ıa del tra´fico. Los
IPS presentan una mejora importante sobre las tecnolog´ıas de cortafuegos tradicionales,
al tomar decisiones de control de acceso basados en los contenidos del tra´fico.
J. Sistemas de deteccio´n de intrusos a nivel de Host (HIDS)
Este tipo de IDS fue el primero en ser desarrollado y desplegado. T´ıpicamente esta´n
instalados sobre el servidor principal, elementos clave o expuestos del sistema. Los HIDS
operan monitorizando cambios en los registros de auditor´ıa del host tales como: procesos
del sistema, uso de CPU, acceso a ficheros, cuentas de usuario, pol´ıticas de auditor´ıa,
registro de eventos. Si los cambios en alguno de estos indicadores exceden el umbral de
confianza del HIDS o hace peligrar la integridad del sistema protegido el HIDS tomar´ıa
una accio´n en respuesta. La principal ventaja de estos detectores es su relativo bajo coste
computacional puesto que monitorizan informacio´n de alto nivel, sin embargo esto tam-
bie´n constituye su principal inconveniente puesto que so´lo pueden lanzar una alerta una
vez que el dan˜o al sistema ya esta´ hecho. Ejemplos de HIDS comerciales son: Symantec
Host IDS, ISS BlackICE PC16, TCPWrappers, Enterasys Dragon Host Sensor.
K. Shellcode
Primero es necesario saber el significado etimologico de shellcode [9]. Shell es como se
le dice en ingle´s a una terminal. Por lo tanto shellcode significa que es un co´digo que nos
crea una terminal para que la usemos.
Actualmente el te´rmino shellcode no solo se refiere al co´digo que nos permite crear
una shell, sino que se extiende a co´digos con a´s funciones como pueden ser crear usuarios,
matar/crear un determinado proceso, dar permisos a una carpeta, etc. Te´cnicamente, una
shellcode es una porcio´n de co´digo compilada para un determinado procesador que se eje-
cuta dentro de otro proceso previamente preparado para que la ejecute (ej: stack overflow).
Son pequen˜os programas escritos en ensamblador que, en la mayor´ıa de los casos, eje-
cutan una l´ınea de comandos propia del sistema operativo para el cual han sido escritos.
Generalmente los Shellcodes son parte del co´digo de un exploit.
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L. Exploit
Un exploit es un programa, escrito en cualquier lenguaje de programacio´n, que pre-
tende tomar ventaja sobre algun error o descuido en la programacio´n de cualquier otro
software. Generalmente esta´n escritos con la finalidad de obtener privilegio sin autoriza-
cio´n o inhabilitar cualquier equipo. Las vulnerabilidad que suelen explotar y que sera´n
explicadas en cap´ıtulos siguientes son: Buffer Overflow, Format String, Heap Overflow,
Cross Site Scripting, Heap Spraying.
1.2. Objeto de la investigacio´n
El objetivo de esta investigacio´n ha sido implementar te´cnicas de ofuscacio´n [10] de
malware para la evasio´n de Sistemas de Deteccio´n de Intrusos, ma´s concretamente para
Sistemas de deteccio´n de Intrusos en una Red (de ahora en adelante utilizaremos sus siglas
en ingle´s NIDS para referirnos a ellos). En concreto se ha trabajado para construir una
aplicacio´n capaz de cifrar malware, pudiendo escoger entre varios algoritmos de cifrado
de clave sime´trica, y encapsularlo en un fichero perfectamente ejecutable en una ma´quina
objetivo. Una vez cumplido este objetivo se han ido aplicando te´cnicas de mejora como el
uso de polimorfismo [11] para hacer que el cifrado de malware sea au´n ma´s potente y que
permita evadir NIDS previamente entrenados en la deteccio´n de dicho malware.
1.3. Estructura de trabajo
En el presente cap´ıtulo se han introducido conceptos tales como las amenazas, seguri-
dad informa´tica, malware, ofuscacio´n de co´digo y posibles mecanismos de defensa. Adema´s
se ha introducido el objeto de este trabajo que es la implementacio´n de una herramienta
que sirve para camuflar de tal manera el malware que pueda evadir a un sistema de de-
teccio´n de intrusos.
En el siguiente cap´ıtulo se tratara´n los siguientes temas:
Te´cnicas de ofuscacio´n de malware (subcap´ıtulo 2.1)
Te´cnicas de evasio´n de NIDS (subcap´ıtulo 2.2)
Arquitectura x86 y te´cnicas de acceso a memoria privilegiada (subcap´ıtulo 2.3)
A continuacio´n se introducira´ la herramienta ”TYNIDS” que se ha implementado y
una explicacio´n de su funcionamiento (Cap´ıtulo 3). Seguidamente se muestran los resul-
tados obtenidos con la ejecucio´n de la herramienta (Cap´ıtulo 4).
Presentaremos las conclusiones y propuestas de trabajo futuro que consideramos de
gran intere´s para la mejora de nuestra aplicacio´n en el acto de evadir los sistemas de de-
teccio´n de intrusos. (Cap´ıtulo 5)
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Por u´ltimo, encontramos los ape´ndices que contienen informacio´n relacionada con el
proyecto que no tiene cabida en los anteriores cap´ıtulos pero que se ha pensado que s´ı que
tiene que quedar reflejado de alguna manera en este trabajo ya que nos ha parecido una
informacio´n u´til e interesante para el lector.
Cap´ıtulo 2
Estado del arte
En esta seccio´n se muestran ciertos aspectos que motivan la investigacio´n en torno al rol
de los sistemas de deteccio´n de intrusos y co´mo es posible evadirlos. Se da una perspectiva
general de las te´cnicas de ofuscacio´n de malware que existen en la actualidad, se explican
distintas te´cnicas de evasio´n de NIDS y se hace una introduccio´n a la arquitectura x86 y
a las te´cnicas de acceso a memoria privilegiada.
2.1. Te´cnicas de ofuscacio´n de malware
2.1.1. Introduccio´n
En esta seccio´n se enumeran y definen distintos me´todos para transformar el co´digo P
de un malware [11] a un co´digo P’ sin que pierda funcionalidad y se mantenga el compor-
tamiento. Con esta accio´n se pretende conseguir que el co´digo malicioso no sea detectado
por un sistema de deteccio´n de intrusos [12].
Se hace referencia a diversos ejemplos de ofuscacio´n de co´digo [13] para explicar este
hecho y se da una perspectiva general de co´mo han ido evolucionando las distintas te´cnicas
a lo largo del tiempo. Tambie´n se hace referencia a te´cnicas de ofuscacio´n a nivel de capa
de aplicacio´n [14].
Y finaliza con la explicacio´n de una posible aplicacio´n de la ofuscacio´n para prevenir
el SPAM [15], adema´s de una breve conclusio´n.
2.1.2. Te´cnicas de ofuscacio´n de malware a nivel de shellCode / opcode
A. Definicio´n de ofuscacio´n
Te´rmino que fue formalizado por Barak et al.[16]. La ofuscacio´n de software es una
te´cnica para ocultar el flujo de control del software, as´ı como las estructuras de datos que
contienen informacio´n sensible y se utiliza tambie´n para mitigar la amenaza de la inge-
nier´ıa inversa [17], tambie´n conocida como reingenier´ıa.
En el an˜o 1997 Collberg et al. [18] hizo pu´blica una taxonomı´a completa de transfor-
maciones del co´digo para lograr su ofuscacio´n. Para medir el efecto de una ofuscacio´n,
Collberg define tres para´metros: Potencia, resistencia y coste.
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La potencia se describe como la dificultad que un ser humano tiene para entender un
programa P’ ya ofuscado. Existen distintas me´tricas de complejidad de software [19] para
realizar estas mediciones, aunque es un indicador bastante subjetivo.
En contraste con la potencia que evalu´a la fuerza de la transformacio´n de ofuscacio´n
contra la capacidad de entendimiento de los seres humanos, existe la resistencia que define
lo bien que aguanta el ataque de un desofuscador automa´tico [20] un co´digo previamente
ofuscado.
Con el transcurso del tiempo han ido surgiendo nuevas te´cnicas de ofuscacio´n de codigo
malicioso (figura 2.1). Primero se hara´ mencio´n a su nombre, en orden cronolo´gico de su
aparicio´n y, a continuacio´n, pasaremos a explicar en que´ consisten.
Figura 2.1: Te´cnicas de ofuscacio´n de co´digo malicioso
B. Cifrado
El primer virus cifrado conocido aparecio´ en 1987 con el nombre de ”Cascade” [21].
En la figura 2.2 se muestra el antes y despue´s del descifrado.
Figura 2.2: Virus Cascade
Un virus cifrado se compone de dos secciones ba´sicas: un bucle de descifrado y el cuer-
po principal. Decryptor [22], o bucle de descifrado, es un pequen˜o fragmento de co´digo,
que se encarga de cifrar y descifrar el co´digo del cuerpo principal. El cuerpo principal es el
co´digo real del malware, cifrado, y no tiene sentido antes de ser descifrado por el bucle de
descifrado. Cuando el virus empieza a actuar en el equipo destino, el primer bucle descifra-
dor debe descodificar el cuerpo principal. Un antivirus no puede detectar inmediatamente
el virus mediante firma ya que primero tiene que descifrar el cuerpo del virus para acceder
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a todo el co´digo. Sin embargo, si que puede detectar por firma la parte del mo´dulo de
descifrado.
C. Oligomorfismo
Un virus oligomo´rfico es una forma avanzada de cifrado. Contiene una coleccio´n de
descifradores diferentes, que son elegidos al azar para cada nueva v´ıctima. De esta ma-
nera, el co´digo de descifrado no es ide´ntico en todos los casos. El primer virus conocido
oligomo´rfico era ”Whale” [23], un virus de DOS que fue presentado en 1990.
El oligomorfismo no supone un gran problema para el software antivirus, ya que so´lo
tiene un malware ligeramente ma´s dif´ıcil de observar. A diferencia del virus cifrado, el
motor del antivirus tiene que comprobar todas las instancias posibles del Decryptor, en
lugar de buscar u´nicamente un descifrador, y necesita de ma´s tiempo. (Figura 2.3)
Figura 2.3: Proceso de infeccio´n en virus oligomo´rfico
D. Polimorfismo
Los virus polimo´rficos son similares a los virus cifrados y oligomorficos en cuanto al
uso de un co´digo de cifrado, pero la diferencia es que los polimo´rficos son capaces de crear
un nu´mero ilimitado de nuevos descifradores diferentes.
El primer virus polimo´rfico llamado ”1260” [24], un virus de la familia de camaleo´n
que aparecio´ en 1990, fue desarrollado por Mark Washburn. La regla principal es la de
modificar el aspecto del co´digo constantemente de una copia a otra.
Debe llevarse a cabo de tal forma que no haya cadena comu´n permanente entre las
variantes de un virus para que el motor del esca´ner del antivirus no lo detecte. Las te´cnicas
10 Cap´ıtulo 2. Estado del arte
polimo´rficas [11] son bastante dif´ıciles de implementar y administrar. (Figura 2.4)
Figura 2.4: Proceso de infeccio´n en virus polimo´rfico
E. Metamorfismo
Un virus metamo´rfico tiene el motor metamo´rfico embebido dentro de s´ı mismo. Un
ejemplo es el virus ”Zperm” [25] que no usa un cifrado polimo´rfica tradicional. En su lugar,
muta su co´digo mediante la insercio´n de instrucciones de salto. El cuerpo completo del
virus permuta, incluido el propio motor de permutacio´n. Durante la infeccio´n, el virus me-
tamo´rfico crea varias copias de s´ı mismo transformadas utilizando este motor incorporado.
A diferencia de las tres generaciones anteriores de camuflaje u ofuscado, el virus me-
tamo´rfico (figura 2.5) no tiene parte cifrada. Por lo tanto, no necesita descifrador, pero
como virus polimo´rfico que es, emplea un motor de mutacio´n, as´ı, en vez de modificar el
bucle de descifrado solamente, lo que muta es todo su cuerpo.
La definicio´n ma´s concisa de los virus metamo´rficos es introducida por Igor Muttik.
Def. ”metamorphics are body-polymorphics”. [25] Cada nueva copia puede tener diferente
estructura, secuencia de co´digo, taman˜o y propiedades sinta´cticas, pero el comportamiento
del virus no cambia. El primer virus conocido metamo´rfico que se produjo para DOS fue
ACG, en 1998.
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4. Ensamblador
Figura 2.5: Proceso de infeccio´n virus metamo´rfico
Despue´s de que el virus encuentre la ubicacio´n de su propio co´digo, se realiza un des-
ensamblado de forma interna. El analizador de co´digo es el responsable de proporcionar
informacio´n para el mo´dulo transformador. El transformador de co´digo puede necesitar
cierta informacio´n tal como la estructura y el diagrama de flujo del programa, subrutinas,
per´ıodo de vida de variables y registros, y as´ı sucesivamente. Esta informacio´n ayuda al
transformador de co´digo para que funcione adecuadamente. El co´digo transformador u
ofuscador es el corazo´n del motor de la mutacio´n. Es el responsable de ofuscar el co´digo y
cambiar la secuencia binaria del virus. Se pueden utilizar todas las te´cnicas de ofuscacio´n
que se han mencionado anteriormente para los virus polimo´rficos. El u´ltimo mo´dulo, en-
samblador, convierte el nuevo co´digo mutado en co´digo ma´quina binario.
Los virus metamo´rficos que este´n bien construidos no contendra´n firmas que coincidan
con transformaciones anteriores. Esto significa que un malware metamo´rfico profesional es
capaz de producir un nu´mero ilimitado de variantes similares en comportamiento y que no
contengan la vulnerabilidad de producir un patro´n u´nico que pueda ser detectado. Por lo
tanto, los motores de ana´lisis antivirus deben usar heur´ıstica y te´cnicas de ana´lisis basadas
en comportamientos para poder detectar este tipo de malware.
As´ı mismo esta categor´ıa de malware se puede subdividir en dos subcategor´ıas.
La primera ser´ıa la hipote´sis del mundo abierto la cual permitir´ıa que el malware se
pueda comunicar con otros sitios en Internet y pueda descargar actualizaciones. Un ejemplo
es el gusano ”Conficker” [27], 2008, comprometio´ muchos PC’s usando una vulnerabilidad
RPC sobre MS Windows.
La segunda subcategor´ıa se basa en la hipo´tesis de un mundo cerrado, lo que implica
que no haya comunicacio´n ninguna con el exterior durante la mutacio´n. El primer virus
que uso esta te´cnica fue Win32/Apparition [25]. El motor metamo´rfico sigue un algorit-
mo general para generar copias metamo´rficas del archivo de virus base. El algoritmo en
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lenguaje de alto nivel se resume en la figura 2.6. que se muestra en adelante.
Con posterioridad a la generacio´n de virus metamo´rfico, han surgido nuevas te´cnicas
de ofuscacio´n, como por ejemplo la ofuscacio´n en JavaScript o la ofuscacio´n de co´digo
dina´mica. Estas esta´n todav´ıa en v´ıas de desarrollo. El malware sobre la web es una grave
amenaza para los usuarios de Internet y cada vez supone un reto mayor para los fabrican-
tes de antivirus.
Figura 2.6: Algoritmo general virus metamo´rfico
F. Operacio´n de Mutacio´n
Entre estas te´cnicas podemos encontrar las siguientes:
Insercio´n de co´digo basura o co´digo muerto.




I. Insercio´n de co´digo basura:
La insercio´n de co´digo muerto o co´digo basura es la solucio´n ma´s fa´cil para modificar
la secuencia binaria del programa de un virus sin ningu´n efecto sobre la funcionalidad de
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co´digo y su comportamiento. Existen diversos tipos de co´digos de basura. En la figura 2.7.
y 2.8. se muestran algunos ejemplos de estas instrucciones. No cambian el contenido de
los registros de la CPU ni de la memoria, en ingle´s son conocidas como ”No-operation”
(NOP).
Figura 2.7: Ejemplo de instrucciones de co´digo basura (NOP) I
Figura 2.8: Ejemplo de instrucciones de co´digo basura (NOP) II
II. Sustitucio´n de variables registros:
Otro me´todo utilizado por los motores de mutacio´n es el intercambio de registros o
variables de memoria en diferentes instancias del virus. Con esta te´cnica, el virus trata
de derrotar a la deteccio´n por firmas, mediante la conversio´n de los bytes ide´nticos en las
diferentes generaciones. W95.Regswap fue uno de los primeros virus que hace uso de este
enfoque para producir diversas variantes del virus, en diciembre de 1998. Obviamente, esto
no cambia el comportamiento del co´digo, pero modifica la secuencia binaria del co´digo.
Este me´todo relativamente simple en combinacio´n con otras te´cnicas pueden producir va-
riantes bastante complicadas de un virus que haga que no puede ser descubierto fa´cilmente
y hacer que la deteccio´n basada en firmas sea muy poco pra´ctica.
III. Reemplazo de instrucciones:
Esta te´cnica intenta reemplazar algunas instrucciones por instrucciones equivalentes.
Por ejemplo, todas las instrucciones siguientes son diferentes y sirven para configurar el
registro eax con un cero. (Figura 2.9) Los programadores de virus aprovechan esta habi-
lidad para an˜adir la ofuscacio´n a los co´digos. Es similar al uso de diferentes sino´nimos en
lenguaje natural.
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Figura 2.9: Instruccio´n inofensiva de relleno
IV. Permutacio´n de instrucciones:
En muchos programas, el programador tiene la capacidad para reordenar una secuencia
de instrucciones de forma segura. Es decir, aunque se cambie el orden de las instrucciones
el resultado del programa tiene que ser el mismo (figura 2.10). Este caso se da cuando
algunas instrucciones son independientes entre s´ı. Cambiar su orden, no afectara´ al resul-
tado final.
Figura 2.10: Ejemplo de permutacio´n de instrucciones
V. Transposicio´n de co´digo:
Este tipo de ofuscacio´n permite cambiar la estructura del programa, de tal manera que
aunque reordenemos el co´digo, el flujo del co´digo sigue siendo el mismo (figura 2.11). Las
ramas condicionales o incondicionales se siguen comportando igual. La transformacio´n se
puede realizar a nivel de instruccio´n o bloque de co´digo.
2.1.3. Ofuscacio´n de malware a nivel de capa de aplicacio´n
Como se ha mencionado anteriormente existen numerosos caminos o me´todos que se
pueden seguir para intentar ofuscar el co´digo malware. Uno de los ma´s simples puede ser
cambiar el nombre a las variables por nombres (figura 2.12) que no aporten significado al
co´digo.
Pero al igual que evoluciona la tecnolog´ıa, tambie´n evoluciona los objetivos de los ata-
cantes. Cada vez se usan ma´s los dispositivos mo´viles, los navegadores web para visitar
las pa´ginas del banco, casas de apuestas, sitios de compras, etc. En definitiva, medios de
informacio´n que manejan datos muy sensibles. Por ello se esta´ haciendo ma´s hincapie en el
desarrollo de te´cnicas de ofuscacio´n de malware para dispositivos mo´viles o bien malware
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Figura 2.11: Ejemplo de transposicio´n de co´digo en el Virus Zperm
Figura 2.12: Ofuscacio´n por cambio de nombre de variables
que tiene como objetivo ejecutarse en navegadores de clientes. Esto se consigue por ejem-
plo mediante la ofuscacio´n de co´digo Javascript.
A. Ofuscando co´digo JavaScript
Una de las te´cnicas ma´s usadas por los atacantes para explotar vulnerabilidades en
los navegadores es la ofuscacio´n de scripts [28]. Los scripts que son ejecutados en la par-
te del cliente suelen estar escritos en Perl, JavaScript, VBScript, ofuscando el co´digo se
consigue complicar la tarea de comprender, estudiar o analizar la funcionalidad del mismo.
Esto ha conseguido que sea una de las te´cnicas ma´s utilizadas cuando se habla de
malware desarrollado espec´ıficamente para objetivos web. El objetivo es transformar el
co´digo en algo totalmente incomprensible mientras se transfiere desde el servidor web has-
ta el navegador del cliente, pero siempre manteniendo su funcionalidad. A continuacio´n
un co´digo sin ninguna transformacio´n.
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<script language=javascript>
function factorial( val, is_transient){
var ret = val == 1 ? 1 : factorial( val-1, 1) * val;
if (!is_transient) {







Para poder ofuscar el co´digo correctamente se puede seguir los siguientes pasos:
Cambiar el nombre de las variables utilizadas en el co´digo por caracteres sin sentido por
ejemplo ”factorial” puede llamarse ”ZmFjdG9yaWFs”. Reemplazar constantes o valores
nume´ricos por expresiones, as´ı ”485” puede ser ”0x16c1+3640-0x2314”. Reemplazar los
caracteres de los strings por sus valores hexadecimales correspondientes, as´ı ”javascript”
sera´:
\x6a\x61\x76\x61\x73\x63\x72\x69\x70\x74
Eliminar cualquier espacio o indentacio´n existente en el co´digo, de forma que este que-
de ma´s compacto y sea ma´s complicado de leer. Eliminar cualquier anotacio´n o comentario
en el co´digo que pueda dar pistas al usuario de la funcionalidad del mismo. Ejemplo de
como quedar´ıa ofuscado.
<script language=javascript>
function z60b72bb3fe (z387ef0e78e, zd06054e7d1)
{
var z205fd1aa25 = z387ef0e78e == (0x397+8978-0x26a8) ?
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Como se aprecia, el co´digo queda completamente ilegible, y esta es una te´cnica muy
usada para evadir las firmas de deteccio´n utilizadas por aplicaciones de seguridad como los
IPS (Intrusion Prevention Systems), esca´neres de malware o las aplicaciones de filtrado,
por mencionar algunos ejemplos.
B. Ofuscacio´n mediante el uso de iFrames
El iframe [29] no deja de ser una pa´gina web HTML, con la peculiaridad de que per-
mite insertar una pa´gina dentro de otra. Esto ha provocado que se convierta en una de las
te´cnicas preferidas por los atacantes para inyectar malware en las aplicaciones web.
Un ejemplo de las funciones ser´ıa:
escape("URL a codificar") se convierte \%22URL\%20a\%20codificar\%22
unescape(\%22URL\%20a\%20codificar\%22) se queda "URL a codificar"
Su funcionamiento consiste en encontrar parejas de 2 o 4 caracteres hexadecimales e
intercambiarlos por su representacio´n en Latin-1, de esta forma %20 es el equivalente al
espacio, %21 una exclamacio´n, %22 es el equivalente a la comilla doble, etc.
Co´digo antes del proceso de ofuscacio´n
<iframe src="http://URL-MALICIOSA" width="0" height="0"
frameborder="0"></iframe>




C. Cross Site Scripting (XSS)
Si se ha de hablar de una de las mayores vulnerabilidades en aplicaciones web usadas
para propo´sitos maliciosos, esa es Cross Site Scripting [30] o tambie´n conocido como XSS.
Permite a un atacante alterar o modificar el co´digo fuente de la aplicacio´n, resultando
en una ampliacio´n del ataque y en la infeccio´n de un mayor nu´mero de usuarios poten-
ciales. Una vez que ha tenido e´xito el ataque, la fase de propagacio´n puede realizarse tan
ra´pida como lo hizo el gusano Blaster, Slammer, etc. [31] La deteccio´n y explotacio´n de una
vulnerabilidad no conocida puede desencadenar en consecuencias desastrosas. Propagando
la infeccio´n de malware en sitios de confianza. Es comu´n que sitios como redes sociales,
foros, chats, correos, sean los objetivos escogido para perpretar un ataque debido al alto
tra´fico que reciben.
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Se trata de una vulnerabilidad capaz de causar un impacto considerable y perjudicial
sin necesidad de estar presente en un determinado navegador o sistema operativo.
Estas se producen cuando la entrada dada por un usuario es aceptada y no se valida,
transmitie´ndose al lado del cliente con una codificacio´n incorrecta. Esta situacio´n provoca
que se ejecuten secuencias de comandos malintencionados.
Normalmente suele aparecer en las pa´ginas dina´micas que no suelen tener un control
exhaustivo sobre sus salidas ni sobre co´mo procesan internamente la entrada de datos.
Para entenderlo supongamos que un atacante env´ıa el siguiente co´digo malicioso.
<a href=http://www.tuenti.com/#m=Profile&func=index&user_id=<script>
alert("XSS");</script></a>
Cuando la v´ıctima haga click sobre el v´ınculo se abrira´ un enlace hacia la direccio´n
apuntada junto con el co´digo contenido entre las etiquetas script.
D. Ofuscacio´n de Co´digo Dina´mica
I. Mecanismo de Proteccio´n o Amenaza
La ofuscacio´n de co´digo dina´mica es una nueva forma de enmascarar el co´digo, vere-
mos las ventajas y riesgos que implican el descubrimiento de esta nueva te´cnica, as´ı como
algunos de las me´todos que existen tanto para ofuscar el co´digo, como para lograr la
desofuscacio´n del mismo, adema´s de las principales formas y lugares donde esta te´cnica
puede ser aplicada. La ofuscacio´n de co´digo dina´mica es una te´cnica que transforma el
co´digo en garabatos incomprensibles, esta te´cnica puede ser utilizada con dos propo´sitos
principales, el primero como una herramienta de proteccio´n de derechos de autor del co´digo
de los programas, y el segundo como una amenaza a los mecanismos actuales de seguridad
en la red.
La mayor´ıa de las empresas tratan de evitar que su co´digo fuente pueda ser obtenido
por alguien ma´s, es por esto que hacen uso de herramientas que les permitan evitar que
alguien lo pueda obtener. Sin embargo la ofuscacio´n tambie´n sirve como un mecanismo
para generar muchas versiones del mismo co´digo, logrando de esta manera sobrepasar los
mecanismos usuales de ana´lisis de los sistemas de seguridad, como los antivirus.
II. La amenaza oculta
En la actualidad, a pesar de que los antivirus son cada d´ıa ma´s potentes y hacen uso
de te´cnicas mucho ma´s complejas para lograr evitar las amenazas, nace una nueva te´cnica
que logra poner en dificultad a estos sistemas actuales de defensa, esta nueva te´cnica es
llamada ofuscacio´n de co´digo dina´mica, y se basa en la transformacio´n o enmascaramiento
del co´digo para evitar que se pueda determinar la forma que ten´ıa originalmente.
La ofuscacio´n de co´digo dina´mica empezo´ a funcionar con Javascript un poco despue´s
de que fuera liberado este lenguaje en 1995, se hizo por la principal razo´n de proteger
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el co´digo que tanto trabajo les costaba desarrollar a los programadores, y que cualquier
usuario pod´ıa ver usando un explorador con esas caracter´ısticas.
Figura 2.13: Ejemplo de aplicacio´n de ofuscacio´n de co´digo
Existen muchas herramientas (figura 2.13) que ayudan a la fa´cil ofuscacio´n de co´digo,
las cuales permiten proteger los co´digos dina´micos o de scripting, aunque tambie´n se puede
utilizar con fines malignos.
III. Mecanismo de proteccio´n
El co´digo fuente de un programa es muy valioso, siendo una creacio´n intelectual, es
susceptible de ser utilizado sin haber tenido que pasar por un proceso creativo nuevamente,
es decir, una vez que se desarrollo´a el co´digo, puede volver a ser utilizado sin haber tenido
que emplear tiempo en su desarrollo, es por esto que las empresas y desarrolladores prote-
gen tan celosamente su co´digo. Una manera de entre muchas que existen en la actualidad
para proteger su co´digo, en otras palabras, su propiedad intelectual, es la ofuscacio´n, que
se ofrece como una manera de poder ejecutar el co´digo por otras personas, sin que estas
puedan llegar a entender co´mo funciona en realidad.
La ofuscacio´n de co´digo ha sido propuesta por un gran nu´mero de investigadores co-
mo un medio para dificultar la realizacio´n de ingenier´ıa inversa sobre el co´digo. Pero las
transformaciones t´ıpicas de ofuscacio´n se basan en razonamientos esta´ticos sobre ciertas
propiedades de los programas, lo cual da como resultado que la ofuscacio´n del co´digo pueda
ser fa´cilmente desentran˜ada mediante una combinacio´n de ana´lisis esta´ticos y dina´micos.
Conceptualmente se pueden distinguir dos tipos de ofuscacio´n de co´digo: la ofuscacio´n
superficial y la ofuscacio´n profunda. La primera siendo solamente un reacomodo de la sin-
taxis del programa, ya sea cambiando nombres de variables o algu´n otro me´todo similar,
y la segunda que intenta cambiar la estructura actual del programa, cambiando su control
de flujo o modo de referenciar sus datos, esta u´ltima teniendo menos efecto en el proceso
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de estar oculto a la ingenier´ıa inversa, ya que no se ocupa de disfrazar la sintaxis del co´digo.
IV. Te´cnicas de ofuscacio´n
Una de las te´cnicas de ofuscacio´n es la llamada ”aplanamiento de control de flujo ba´si-
co”, la cual intenta esconder la lo´gica de flujo del programa para que simule que todos los
bloques ba´sicos tienen el mismo antecesor y el mismo predecesor.
El control de flujo actual es guiado mediante un despachador de variables, el cual en
tiempo de ejecucio´n asigna a cada bloque ba´sico un valor variable, que indica cual es el
siguiente bloque ba´sico que debe ser ejecutado a continuacio´n. Entonces un bloque switch
utiliza el despachador de variable para saltar de manera indirecta, a trave´s de una tabla
de saltos hacia el sucesor de control de flujo que debe ser.
Existen varias mejoras en esta te´cnica de ofuscacio´n, siendo una de ellas el flujo de
datos interprocedimental, las variables que asignaba el despachador se encontraban dispo-
nibles dentro de la funcio´n misma, debido a lo cual aunque el comportamiento del control
de flujo del co´digo ofuscado no sea obvio, puede ser reconstruido mediante un ana´lisis de
constantes asignadas por el despachador de variables.
La ofuscacio´n del co´digo puedes ser ma´s dif´ıcil de reconstruir si adema´s de lo anterior
agregamos el paso de variables entre los procedimientos, la idea es utilizar un arreglo global
para pasar los valores asignados por el despachador de variables, as´ı cada vez que se llame
a la funcio´n se pasara´ el valor al arreglo de variables global, logrando de esta manera que
los valores asignados cada vez que se llama la funcio´n no sean constantes, sino que al exa-
minar el co´digo ofuscado no sea evidente el proceso que se realizo´ en la llamada a la funcio´n.
Figura 2.14: Ana´lisis de un co´digo ofuscado JavaScript
Ana´lisis de un co´digo ofuscado en Javascript. Se puede notar que son pocas las cade-
nas de texto legibles por humanos (figura 2.14). Determinar la sema´ntica de un co´digo (el
que realiza) es sumamente complicado, por este motivo la mayor´ıa de las herramientas de
proteccio´n bloquean en su totalidad programas de Javascript. [32]
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Otra mejora que se puede agregar a la te´cnica de ofuscacio´n mencionada es la adicio´n
de bloques ba´sicos al de flujo de control del programa, algunos de los cuales nunca van
a ser ejecutados, pero lo cual es muy dif´ıcil de determinar mediante ana´lisis esta´ticos,
debido a que las llamadas se generan de manera dina´mica durante la ejecucio´n del progra-
ma. Entonces se agregan funciones de cargas hacia esos bloques inalcanzables a trave´s de
punteros, lo cual tiene el efecto de confundir a los ana´lisis esta´ticos sobre el posible valor
que asigno´ el despachador de variables.
V. Te´cnicas de desofuscacio´n
As´ı como existen varias te´cnicas y mejoras para la ofuscacio´n del co´digo, tambie´n exis-
ten te´cnicas para lograr desofuscar el co´digo, o mejor dicho, te´cnicas de ingenier´ıa inversa
sobre el co´digo ofuscado algunas de las cuales se describen a continuacio´n.
Clonacio´n: Muchas de las te´cnicas de ofuscacio´n se basan en la creacio´n de rutas de
ejecucio´n falsas para engan˜ar a los programas de ana´lisis esta´ticos, debido a que esas rutas
nunca van a ser tomadas en el momento de ejecucio´n del programa, mas sin embargo, cau-
san informacio´n engan˜osa que se propagara´ a lo largo del ana´lisis y reducira´ la precisio´n
de la informacio´n obtenida, lo cual hara´ ma´s dif´ıcil de entender la lo´gica del programa
analizado.
Esa informacio´n defectuosa tiene la caracter´ıstica de introducir imprecisiones donde
los caminos de ejecucio´n se cruzan. Una forma de resolver este problema o desofuscar el
co´digo es mediante la clonacio´n de porciones de co´digo, de tal manera que las rutas de
ejecucio´n falsas no se unan con la ruta de ejecucio´n original.
Esta transformacio´n tiene que ser aplicada con sumo cuidado, debido a que si no se
hace de esta manera, puede incrementar el taman˜o del co´digo, y ma´s aun que lograr
desofuscar el co´digo, empeore el problema de desofuscacio´n, sin embargo como la meta
de la desofuscacio´n del co´digo es la de remover co´digo ofuscado, la clonacio´n implica que
se tenga un conocimiento previo de la ruta de ejecucio´n actual, lo cual podr´ıa lograrse
mediante la clonacio´n selectiva en ciertos puntos donde las rutas de ejecucio´n se unen.
Ana´lisis de factibilidad de ruta esta´tica: Este es un ana´lisis esta´tico basado en
cadenas, que evalu´a la factibilidad de una ruta de ser ejecutada.
En este ana´lisis primeramente se debe crear una cadena que corresponda con la ruta
de ejecucio´n, la construccio´n de esta cadena se puede realizar de varias maneras, pero la
meta, es que tome en cuenta los efectos de las operaciones aritme´ticas sobre los valores de
las variables de los bloques de co´digo, y que nos represente la propagacio´n de constantes a
trave´s de una ruta de ejecucio´n del programa, y despue´s se evalue´ si esa ruta de ejecucio´n
es factible o no.
Algunas de las formas de crear las cadenas anteriormente descritas son las siguientes:
Asignacio´n, aritme´tica, indireccio´n y bifurcaciones.
Combinacio´n de ana´lisis esta´ticos y dina´micos: Ana´lisis esta´ticos convenciona-
les son inherentemente conservadores, por lo tanto al aplicar te´cnicas de desofuscacio´n
meramente esta´ticas al co´digo ofuscado, el conjunto de resultados son en realidad un su-
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perconjunto de ese co´digo ofuscado, inversamente a lo que resulta si se aplican te´cnicas de
desofuscacio´n dina´mica, que no pueden tomar todos los posibles valores de entrada, por
lo cual este ana´lisis solamente nos regresa un subconjunto del co´digo ofuscado.
La naturaleza dual de estos dos tipos de ana´lisis sugieren que se debe intentar realizar
un ana´lisis que abarque estas dos aproximaciones de solucio´n para desofuscar un co´digo, lo
cual se puede realizar de dos maneras, primero realizando un ana´lisis dina´mico y despue´s
uno esta´tico para agregar partes al control de flujo del programa, o se puede realizar de
manera contraria, empezando primero con el ana´lisis esta´tico y despue´s el dina´mico, lo
que nos servira´ para reducir partes del control de flujo del programa.
De cualquier manera, cuando se realiza una combinacio´n de estos dos tipos de ana´lisis
no se puede garantizar la precisio´n, sin embargo si lo vemos desde el punto de vista de la
ingenier´ıa inversa, al unir estos dos tipos, nos podemos sobreponer a las limitaciones que
nos causan el hecho de realizar un ana´lisis esta´tico o uno simplemente dina´mico.
2.1.4. Aplicaciones de ofuscacio´n. Caso pra´ctico.
Te´cnica de ofuscacio´n de email para prevenir SPAM
A continuacio´n tambie´n se explica como usar la ofuscacio´n para evitar que los spiders
o rastreadores de la red recojan los emails de las pa´ginas webs. Existen diversas te´cnicas
ya sea mediante CSS [33] o con co´digo Javascript.
CSS Me´todo #1
Una te´cnica sencilla pero que da buenos resultados es escribir la direccio´n email al





Entonces creamos una funcio´n que se encargue de utilizar este me´todo para mostrar







Otro me´todo consiste en agregarle un texto oculto dentro de la direccio´n email, de esta
forma la direccio´n se visualizara´ correctamente pero si un spammer copia el email esta
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contendra´ un direccio´n inva´lida. Este texto se oculta con estilos utilizando la propiedad
display.
contacto@<span style="display:none">null</span>dominio.com
Luego creamos la funcio´n en PHP para ofuscar los emails:
function hideEmail(\$mail) {
\$temp = explode("@", \$mail);
return
\$temp[0]."@<span style=\"display:none;\">null</span>" . \$temp[1];
}
Me´todo ROT13
Este me´todo consiste en codificar la direccio´n email con el algoritmo ROT13 [34] que
consiste en trasladar 13 posiciones las letras del alfabeto, dejando los caracteres no-alfabe´ti-
cos sin modificar. Para ello escribimos el email codificado y lo mostramos correctamente








Luego escribimos una funcio´n en PHP que se encargue de codificar la direccio´n email




function(s){ \n"; \$temp.="return String.fromCharCode(s.charCodeAt(0)+
(s.toLowerCase()<’n?‘13:-13));\n"; \$temp.= "}));\n";
\$temp.= "</script>"; return \$temp;
}
2.1.5. Contramedidas
Anteriormente en los conceptos previos, se ha visto la definicio´n de shellcode, pero au´n
no se ha visto como intentar mitigar su maleza.
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Contramedidas para la mutacio´n de shellcode
Existen varios me´todos que pueden detectar shellcode polimo´rfico. u´nicamente men-
cionaremos los ma´s conocidos junto con alguna referencia donde se pueda encontrar ma´s
informacio´n al respecto.
Por ejemplo ”Buttercup” se trata de un me´todo de deteccio´n de polimorfismo a nivel
de red. Analiza el rango que es usado en la direccio´n de retorno para detectar shellcode
polimo´rfico que afecte a la vulnerabilidad de desbordamiento del buffer. No es escalable,
a pesar de que su precisio´n es alta - el falso positivo es de tan so´lo el 0,01 % y la tasa de
falsos negativos es del 0 %.
Tambie´n hay me´todos que usan redes neuronales para clasificar instrucciones desen-
sambladas, intentando analizar las posibles rutas de ejecucio´n de la carga u´til a la vez
que la tasa de repeticio´n de las instrucciones seleccionadas. La tasa tanto de falso-positivo
como de falso-negativo es muy baja en este me´todo, puede ser incluso incapaz de detectar
un co´digo shell de d´ıa cero si el co´digo shell no sigue estrategias de evasio´n comunes, tales
como bucles de descifrado, instrucciones basura, etc.
La deteccio´n de shellcode polimo´rfico a nivel de red simula la ejecucio´n de shellcode
en un emulador de CPU. Este enfoque trata el flujo de bytes de entrada como los co´digos
de instruccio´n e intenta ejecutarlos. La deteccio´n es factible debido a la ejecucio´n de bytes
aleatorios en la entrada y por lo general se detiene, enviando una alerta, antes que otros
me´todos de deteccio´n (por ejemplo, debido a que encuentra un co´digo de instruccio´n ilegal).
Un posible mecanismo de deteccio´n es si se encuentra un excesivo nu´mero de lectu-
ras de memoria dentro de una pequen˜a regio´n (esto podr´ıa significar haber encontrado
el proceso de descifrado). Por otra parte, la emulacio´n puede ser incapaz de analizar en
profundidad shellcodes complicados ya que supone un incremento en el consumo de ren-
dimiento y quiza´s el sistema de deteccio´n no pueda soportarlo.
El me´todo, Spector tambie´n emula simbo´licamente la ejecucio´n de shellcode e investiga
su comportamiento, analizando as´ı, la ejecucio´n de ciertas instrucciones o llamando a
ciertas interfaces de programacio´n de aplicaciones (API) que ayuden en el ana´lisis. A pesar
de que se realiza un exhaustivo ana´lisis en la emulacio´n, los atacantes pueden evadir la
deteccio´n con algunas te´cnicas avanzadas, como el ataque de escaneo de memoria ”memory
scanning”.
2.1.6. Te´cnicas de deteccio´n
Para la deteccio´n de malware hay varias te´cnicas que se pueden aplicar e incluso la
combinacio´n de varias de ellas. En esta seccio´n haremos un resumen de las estrategias que
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Empezaremos por el me´todo de deteccio´n basado en firmas (tambie´n conocido como
vacunas). Este emplea una base de datos generada por el fabricante que permite determi-
nar al software si un archivo es o no una amenaza. El sistema es sencillo: se coteja cada
archivo a analizar con la base de datos y, si existe coincidencia (es decir, existe en la base
una firma que se corresponde con el archivo), se identifica como co´digo malicioso.
Adema´s de la necesidad de mantener actualizada la base de datos, este me´todo posee
otras dos desventajas:
El programa no puede detectar malware que no se encuentre en la base de datos
El sistema debe contar con una firma por cada variante de un mismo co´digo malicioso
En conclusio´n, la deteccio´n por firmas es un me´todo de proteccio´n reactivo: prime-
ro se debe conocer el malware para que luego sea detectado. Para dar solucio´n a esta
problema´tica aparecen los me´todos de deteccio´n proactivos basados en heur´ıstica, como
complemento de la deteccio´n basada en firmas. Esto quiere decir que la deteccio´n proacti-
va es un agregado a la deteccio´n por firmas y para una o´ptima proteccio´n son necesarios
ambos me´todos, tal como trabajan las soluciones anti-malware en la actualidad.
Por lo general la programacio´n heur´ıstica es considerada como una de las aplicaciones
de la inteligencia artificial y como herramienta para la resolucio´n de problemas. Tal co-
mo es utilizada en sistemas expertos, la heur´ıstica se construye bajo reglas extra´ıdas de
la experiencia, y las respuestas generadas por tal sistema mejoran en la medida en que
”aprende” a trave´s del uso y aumenta su base de conocimiento. La heur´ıstica siempre es
aplicada cuando no puedan satisfacerse demandas de completitud que permitan obtener
una solucio´n por me´todos ma´s especificos (por ejemplo la creacio´n de una firma para un
malware determinado).
De igual forma, con las tecnolog´ıas reactivas es impsoible cubrir la proteccio´n necesaria
para las condiciones actuales de evolucio´n de amenazas, ya que no es posible contar con
todos lso co´digos maliciosos que circulan por Internet, y tampoco se puede disminuir los
tiempos de creacio´n de firmas lo suficiente para asegurar proteccio´n total al usuario. Ante
estas imposibilidades la aplicacio´n de heur´ısticas en tecnolog´ıas antivirus ofrece cobertura
y proteccio´n inteligente ante co´digos maliciosos.
El ana´lisis heur´ıstico posee un comportamiento basado en reglas para diagnosticar si un
archivo es potencialmente ofensivo. El motor anal´ıtico trabaja a trave´s de su base de reglas,
comparando el contenido del archivo conc reiterios que indican un posible malware, y se
asigna cierto puntuaje cuando se localiza una semejanza. Si el puntuaje iguala o supera un
umbral determinado, el archivo es sen˜alado como amenaza y procesado de acuerdo con ello.
Existen varios tipos de heur´ıstica:
Heur´ıstica gene´rica: Se analiza cua´n similar es un objeto a otro, que ya se conoce
como malicioso. Si un archivo es lo suficientemente similar a un co´digo malicioso
previamente identificado, este sera´ detectado como ”una variante de...”
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Heur´ıstica pasiva: Se explora el archivo tratando de determinar que´ es lo que el
programa intentara´ hacer. Si se observan acciones sospechosas, e´ste se detectara´ como
malicioso.
Por u´ltimo existe una heur´ıstica activa, relacionado con el tercer me´todo de de-
teccio´n conocido como emulacio´n de co´digo y se trata de crear un entorno seguro y
ejecutar el co´digo de forma tal que se pueda conocer cua´l es el comportamiento del
co´digo. Otros nombres para la misma te´cnica son ”sandbox” o ”emulacio´n”.
Los algoritmos heur´ısticos de los antivirus deben ser evaluados, no so´lo por sus capa-
cidades de deteccio´n, sino tambie´n por su rendimiento y la cantidad de falsos positivos
detectados. La mejor heur´ıstica es aquella que combina los niveles de deteccio´n con bajos
(o nulos) falsos positivos.
Como resumen de lo visto anteriormente se extrae que hay que intentar contar con
me´todos reactivos combinados con la heur´ıstica antivirus, que a su vez debe proporcionar
buenos ı´ndices de rendimiento y una baja tasa de falsos positivos. La combinacio´n de todas
estas variantes permitira´ al usuario confiar en una solucio´n efectiva para las necesidades
actuales en materia de proteccio´n contra malware. El desafio es poder adelantarse a los
creadores de co´digos maliciosos, que esta´n en constante movimiento y evolucio´n.
2.1.7. Conclusio´n
En el presente trabajo, se ha explicado en que consiste la ofuscacio´n y en las diversas
te´cnicas que existen para lograrla. Se ha explicado por que´ los malware ma´s sofisticados
hacen uso del polimorfismo y metamorfismo para intentar evadir los esca´neres de los
antivirus y que como tendencia futura se preve´ que los atacantes concentren sus esfuerzos
en el intento de conseguir atacar vulnerabilidades en dispositivos mo´viles y navegadores
web. Los cuales hacen uso de informacio´n sensible como puede ser datos bancarios y
direcciones de email.
2.2. Te´cnicas de evasio´n de NIDS
2.2.1. Introduccio´n
La evasio´n de NIDS fue tratada por primera vez por Ptacek y Newsham en 1998 [35].
En este art´ıculo, los autores resaltan dos grandes problemas en el procesamiento del tra´fico
de red por parte de los NIDS. En primer lugar, un NIDS no siempre es capaz de conocer
con exactitud la manera en que los paquetes sera´n procesados en el sistema final, debido a
los conflictos existentes en los protocolos TCP/IP. El segundo problema resaltado es que
es posible realizar ataques de Denegacio´n de Servicio (DoS) sobre los NIDS. Esta te´cnica
se explicara´ posteriormente en la parte de las tipos de ataques.
Con el fin de explotar y estudiar los conflictos mencionadas anteriormente, se han di-
sen˜ado algunas herramientas espec´ıficas, como Fragroute, la cual intercepta, modifica, y
reescribe el tra´fico destinado a un sistema [36], o IDSprobe, que genera tra´fico modificado
a partir de trazas originales [37]. Las modificaciones que estos sistemas proponen esta´n
orientadas a la generacio´n de tra´fico que provoque evasiones. De esta manera, se pueden
realizar auditor´ıas sobre NIDS haciendo uso de te´cnicas evasivas existentes. Alternativa-
mente a estas herramientas, se pueden utilizar algunas funcionalidades de programas ma´s
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conocidos como Nikto [38] o Nmap [39], cuyos para´metros de ejecucio´n permiten modificar
los paquetes que se env´ıan para intentar evitar la deteccio´n por parte de los NIDS.
La literatura existente sobre te´cnicas que prevengan a los NIDS ante posibles evasio-
nes se centra en el tratamiento del tra´fico que le llega al NIDS, con el fin de paliar los
conflictos en la interpretacio´n de los protocolos de comunicaciones y establecer un proce-
samiento comu´n. Watson et al. [40] proponen un sistema para depurar paquetes de datos,
de manera que se eliminen los posibles intentos de evasio´n de los NIDS, e implementan un
depurador (scrubber) sobre el protocolo TCP para generar tra´fico bien formado a partir
de uno de entrada que pueda contener conflictos. Por su parte, Handley et al., proponen
el concepto de normalizadores de tra´fico [37]. E´stos son elementos que se situ´an como
intermediarios en la red y que toman el tra´fico antes de que llegue al NIDS con el fin de
eliminar los posibles conflictos que puedan ocurrir. Dado que algunos de los problemas que
pueden llevar a evasiones se dan en el reensamblado de los paquetes, estos normalizadores
deben almacenar el estado y los paquetes previos de todas las conexiones entrantes, lo que
requiere una gran capacidad de almacenamiento, ya que deben verificar la consistencia de
los paquetes subsecuentes.
Esta tarea consume una gran cantidad de recursos (tanto de procesamiento como de
almacenamiento) y puede convertirse en un cuello de botella cuando se trabaja con re-
des de alta velocidad [41]. Tambie´n se han propuesto algunas soluciones alternativas que
no precisan de la modificacio´n del tra´fico. Varghese et. al. [42] plantean dividir la firma
que busca el NIDS para detectar el ataque (NIDS signature) en pequen˜os fragmentos, de
manera que cualquier paquete que contenga cualquiera de los fragmentos ser´ıa detectado
de forma ra´pida, pasando despue´s el conjunto de paquetes a un ana´lisis ma´s lento pero
ma´s profundo y por lo tanto ma´s eficaz. Shankar y Paxson [43] proponen un sistema que
notifica al NIDS la topolog´ıa de red y el comportamiento (entendie´ndose como tal la im-
plementacio´n de los protocolos) del sistema final que se monitoriza, de manera que pueda
modificarse la configuracio´n del NIDS para ajustarse a la informacio´n proporcionada por
su sistema. A este respecto Snort [44], uno de los NIDS de co´digo abierto ma´s utilizado
en la actualidad, implementa una te´cnica similar a esta en el preprocesador IP (frag3).
Finalmente, Antichi et al. [35] proponen el uso de Bloom Filters, una suerte de fil-
tros distribuidos que consiguen que la firma del NIDS sea detectada sin necesidad de un
reensamblado previo de los paquetes. Con este sistema se minimizan los falsos negativos
pero se incrementa sobremanera la carga computacional del NIDS. En lo referente a la
bu´squeda de evasiones en NIDS, cabe destacar el trabajo de Mutz et al. [45], en el cual los
autores proponen realizar ingenier´ıa inversa (tomando un conjunto de entradas/salidas y
analizando el comportamiento de los ficheros binarios de un NIDS comercial) con el fin de
obtener informacio´n acerca de las firmas que aplican los NIDS cuyo comportamiento no
es conocido al ser el co´digo propietario. Una vez analizado su funcionamiento, los autores
presentan un ejemplo de evasio´n con un ataque a servidores Apache. Su trabajo se centra
en la evasio´n de las firmas, las cuales son el u´ltimo escalo´n en la arquitectura de un NIDS,
sin tener en consideracio´n el preprocesamiento que pueda realizarse anteriormente. Sin em-
bargo, las te´cnicas evasivas propuestas por Ptacek y Newsham [46] se basan precisamente
en conflictos de este preprocesamiento.
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2.2.2. Evasio´n de la deteccio´n de patrones
Gran cantidad de IDS comerciales emplean bases de firmas como motor de ana´lisis pa-
ra la deteccio´n de patrones. Es decir, cuando se recibe un evento en el motor de ana´lisis se
compara contra toda la base de firmas. Si alguna de ellas coincide, se disparan las alarmas
y se genera un evento que sera´ almacenado para su posterior revisio´n.
La tecnolog´ıa de firmas ha sido heredada de los motores antivirus que las llevan em-
pleando desde sus inicios. No obstante ha quedado demostrada la facilidad que existe a
la hora de burlar dichos sistemas de firmas. Simples modificaciones en los contenidos de
los paquetes o la fragmentacio´n de los mismos sirven para que numerosos ataques pasen
desapercibidos al motor de firma, y es que a pesar de ser una herramienta esencial dentro
de los sistemas de seguridad presentan importantes limitaciones y problemas.
Uno de los inconvenientes ma´s importantes es el de las falsas alarmas: falsos positivos
y falsos negativos. Los falsos positivos consisten en aquellas alarmas que se generan cuan-
do en realidad no se esta´ produciendo ningu´n ataque, intrusio´n o abuso. Dentro de los
sistemas de deteccio´n por firmas o patrones, es frecuente que una firma (que en muchos
casos no es ma´s que una sucesio´n de bytes) aparezca dentro del flujo de tra´fico l´ıcito y
levante una alarma cuando no existe el ataque. Por otro lado los IDS basados en anomal´ıas
presentan tambie´n un problema similar. Pueden detectar como tra´fico hostil la aparicio´n
de un nuevo tipo de tra´fico generado, por ejemplo, por la instalacio´n de un nuevo servicio.
El otro tipo de falsa alarma son los falsos negativos y tienen que afectan precisio´n del
propio IDS, ya que se trata de ataques reales que no han podido ser detectados. Otro
problema importante que se deriva, es la excesiva cantidad de eventos o alarmas (en un
porcentaje alto de falsos positivos) que se pueden generar en una red de mediano taman˜o.
Lo ma´s negativo de esta cuestio´n es que la continua aparicio´n de falsos positivos puede
hacer que un administrador acabe ignorando las alarmas.
As´ı mismo, cada vez es ma´s comu´n el uso de la criptograf´ıa para proteger las comu-
nicaciones. Esto establece un nuevo problema para los IDS puesto que se imposibilita
la deteccio´n de los paquetes cifrados y por tanto se abre un nuevo vector para ataques
inadvertidos.
2.2.3. Tipos de ataques para la evasio´n de NIDS
A. Ataques de Insercio´n
Debido a la carencia de informacio´n de la que dispone, un NIDS puede aceptar un
paquete pensando erro´neamente que el paquete ha sido aceptado y procesado en el sis-
tema final cuando realmente no lo ha hecho. Un atacante puede explotar esta condicio´n
enviando paquetes al sistema final que rechazara´, pero que el IDS pensara´ que son va´lidos.
Haciendo esto, el atacante estara´ ”insertando” tra´fico en el IDS.
Para entender porque la insercio´n hace fallar el ana´lisis de firmas, es importante enten-
der la te´cnica empleada por los IDS. El ana´lisis de firmas se usan algoritmos de patrones
para detectar cierta cadena de bytes en un flujo de datos. Por ejemplo, para evitar un
ataque de ”transversal directory” un IDS intentara´ detectar una cadena como ”../” en la
URL de una peticio´n http. De esta forma, es normal que el NIDS genere una alerta cuando
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encuentre una peticio´n web como ”GET /carpeta/../../../etc/passwd”. ¿Pero que´ ocurrir´ıa
si el intruso consigue inyectar paquetes que no sera´n aceptados en la ma´quina atacada pe-
ro que el IDS si procesara´?. Pues conseguir´ıa que el NIDS ve una peticio´n diferente y no
detectara el ataque:
GET /carpeta/ ..AAAA/..AAAA/..AAAA/etc/pasAAAswd
El intruso ha usado un ataque de insercio´n para an˜adir los caracteres ’A’ al flujo
original. El IDS ya no detectar´ıa el ataque porque no encuentra literalmente la cadena
”../” que era su patro´n para encontrar este tipo de ataques.
Figura 2.15: Ejemplo de ataque de insercio´n
Como vemos en el diagrama anterior (figura 2.15), la peticio´n del intruso se fragmenta
en trozos ma´s pequen˜os e intercala paquetes especialmente formados (azul oscuro) que
sera´n procesados por el IDS pero no por la ma´quina objetivo. Con e´ste ataque de inser-
cio´n el NIDS es incapaz de encontrar la firma en la peticio´n http y por tanto no detecta
el ataque.
En general, los ataques de insercio´n ocurren cuando el IDS es menos estricto en el
procesamiento de paquetes que la ma´quina atacada. Por lo tanto una primera solucio´n
para evitar este tipo de ataques podr´ıa ser hacer el IDS lo ma´s estricto posible en el pro-
cesamiento de paquetes, pero como veremos ma´s adelante, esta opcio´n genera otro tipo de
problemas.
B. Ataques de Evasio´n
Son muy similares a los anteriores ataques de insercio´n, pero sucede la situacio´n contra-
ria: Una ma´quina de la red puede aceptar un paquete que el NIDS desecha erro´neamente
perdiendo todo su contenido. Informacio´n que sera´ vital para la correcta deteccio´n de la
alerta. Esto es debido a que el procesamiento de paquetes del NIDS es ma´s restrictivo que
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el que´ realiza la ma´quina final.
Estos ataques de evasio´n pueden tener un impacto de seguridad importante ya que se-
siones enteras pueden ser forzadas a evadir un NIDS y por consiguiente que no se detecte
ni la ma´s mı´nima alerta a nivel de red del ataque.
Como vemos en la figura siguiente, los ataques de evasio´n burlan la bu´squeda de patro-
nes de una manera similar a los ataques de insercio´n. De nuevo, el atacante que consigue
que el IDS vea un flujo de datos diferente al del sistema final.
Figura 2.16: Ataque de evasio´n
La peticio´n HTTP, de nuevo, la fragmentamos en distintas partes. Los paquetes azul
oscuro evaden el NIDS y no son procesados por el monitor, en cambio la ma´quina objetivo
procesa todos los paquetes normalmente. (Figura 2.16)
C. Denegacio´n de Servicios (DoS)
Otro de los ataques ma´s populares, son los ataques de denegacio´n de servicio (DoS)
que intenta comprometer la disponibilidad del un recurso. Entre los ma´s conocidos se en-
cuentran los SynFloods, MailBomb, PingFlod y el famos´ısimo ”Ping de la Muerte”. Todos
estos ataques intentan consumir desproporcionadamente montones de recursos para que
los procesos leg´ıtimos no los puedan utilizar. Otros ataques de DoS esta´n orientados a bugs
en el software que al explotarlos pueden llegar a bloquear el sistema.
Cuando un dispositivo de red recibe un ataque de denegacio´n de servicio, pueden ocu-
rrir dos cosas: que el dispositivo deje de dar servicio bloqueando la red, que ser´ıa el caso
ma´s comu´n de un router o un buen firewall. O bien, la otra posibilidad es que el dispositivo
de red deje de dar servicio pero permita completamente que cualquier tipo de trafico pase
a trave´s de e´l, este es el caso de los NIDS. Son sistemas pasivos que no pueden actuar sobre
la red y por lo tanto en caso de recibir un ataque de DOS actuar´ıan en modo ”fail-open”.
Si un atacante consigue bloquear el IDS o sus recursos, tiene total libertad para realizar
ataques a la red sin peligro de ser detectado por los NIDS.
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Algunas denegaciones de servicio surgen de un error en el software: Un IDS falla al
recibir cierto paquete o una serie de mensajes. Afortunadamente, este tipo de errores son
ra´pida y fa´cilmente corregidos por los fabricantes. Es tambie´n interesante hablar de los
IPS, que puede ser inundados con falsos positivos (paquetes maliciosamente malformados)
para que reaccionen contra ataques que nunca han ocurrido y bloqueen el tra´fico de ciertas
ma´quinas consiguiendo un ataque de DoS.
Hay muchos tipos diferentes de DoS que afectan a los sistemas de deteccio´n. Por lo
general estos ataques involucran el agotamiento de algu´n recurso. El atacante identifica
algu´n punto de la red que requiere la asignacio´n de algu´n recurso y causa una condicio´n
que consume todo el recurso:
Agotamiento de CPU: Consiste en el agotamiento de las capacidades de procesamiento
de un IDS, hacie´ndole ”perder el tiempo” en trabajo inu´til y as´ı evitar que realice otras
operaciones. Un ejemplo concreto es la fragmentacio´n: un atacante puede forzar un IDS a
procesas gran cantidad de fragmentos incompletos y lo ma´s pequen˜os posibles para con-
sumir ciclos de CPU.
Agotamiento de la Memoria: Un atacante puede determinar que operaciones requieren
una mayor utilizacio´n de la memoria y forzar al IDS para asignar toda la memoria a infor-
macio´n inu´til para facilitar algu´n tipo de ataque. Un IDS necesita memoria para una gran
cantidad de cosas: almacenar el estado de conexiones TCP, reensamblado de fragmentos,
buffers necesarios para la deteccio´n de firmas, etc.
Agotamiento de Disco: En algu´n punto, ya sea en fichero, BD o en algu´n otro formato,
el IDS necesitara´ almacenar los logs y las alertas del tra´fico de red. Un atacante puede
crear un flujo de eventos sin importancia que continuamente sean almacenados en el disco
y poco a poco ir completando el espacio del disco necesario para almacenar eventos reales.
Agotamiento de Ancho de Banda: Los sistemas de IDS deben llevar un seguimiento
de toda la actividad de las redes que monitoriza. Pocos IDS pueden hacerlo cuando las
redes esta´n extremadamente llenas de carga. Un IDS, a diferencia que una ma´quina final,
deben leer todos los paquetes de la red, no solo los destinados a ella. Un atacante puede
sobrecargar la red y evitar que el IDS detecte correctamente todo lo que ocurre en la red.
Este tipo de ataques son extremadamente dif´ıciles de defender. La sobrecarga de recursos
no es fa´cil de solventar y hay muchos puntos diferentes en los que los recursos de un IDS
pueden ser consumidos.
D. Inundacio´n de Alertas
Otro tipo de ataque contra la precisio´n y eficacia de los NIDS, es la inundacio´n de
alertas con el objetivo de enmascarar y ocultar el verdadero ataque. Un intruso puede
conseguir fa´cilmente que un NIDS genere gran cantidad de alertas de falsos ataques mien-
tras se realiza el verdadero ataque que solo genera unas pocas alertas. El objetivo es que la
verdadera alerta pase inadvertida para el administrador o la tome como un falso positivo
al igual que el resto de alertas falsas. Otra implicacio´n que puede tener la inundacio´n de
alertas es la del agotamiento del ancho de banda, antes comentado, que puede mermar la
capacidad del NIDS para detectar el verdadero ataque.
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E. Ataques de spoofing
El te´rmino spoofing hace referencia al uso de te´cnicas de suplantacio´n de identidad ge-
neralmente con objetivos maliciosos Existen diferentes tipos de spoofing que dependera´n
del entorno donde se produzca. Algunos ejemplos pueden ser el IP spoofing (quiza´s el ma´s
conocido), ARP spoofing, DNS spoofing, web spoofing o e-mail spoofing, etc.
Como se ha dicho el IP-spoofing es una de las te´cnicas ma´s conocidas, debido al desafor-
tunado hecho de que el protocolo Ipv4 no tiene forma de autenticacio´n: cualquier paquete
puede provenir de cualquier host. Esto supone algunos problemas para el IDS que puede
ser engan˜ado al analizar solamente la informacio´n basada en las cabeceras IP y creer algo
que realmente no esta´ pasando en la red. Este tipo de tipo de ataques tiene un especial
impacto en los protocolos no orientados a conexio´n donde no existe ninguna clase de co´di-
go de control de secuencia.
Hoy en d´ıa hay que tener en cuenta que los routers actuales no admiten el env´ıo de
paquetes con IP origen no perteneciente a una de las redes que administra (los paquetes
spoofeados no sobrepasara´n el router) ni tampoco aceptan paquetes entrantes con IP ori-
gen alguna de alguna de las redes internas. Estas dos caracter´ısticas mitigan notablemente
la posibilidad de realizar ataques de IP-spoofing.
2.2.4. Ataques en la capa de red
A. Cabeceras malformadas
Para realizar ataques de insercio´n simples el intruso debe generar paquetes que se re-
chacen en la ma´quina objetivo pero que sean procesados por el NIDS. La forma ma´s sencilla
de que un datagrama sea descartado es que tenga una cabecera no va´lida. Como a priori
el objetivo del NIDS no es el validar los campos de un paquete, puede ser relativamente
sencillo que procese paquetes malformados sin percatarse de que no son del todo correctos.
La definicio´n de la cabecera IP y de todo el protocolo lo podemos encontrar en el
RFC791 (http://www.ietf.org/rfc/rfc0791.txt).
El problema de intentar usar paquetes con cabeceras malformadas en ataques de in-
sercio´n, es que dichos paquetes no van a ser reenviados por los routers, que detectara´n los
paquetes como erro´neos. Por esta razo´n se hace complicado utilizar e´ste tipo de te´cnica
para engan˜ar a los NIDS a menos que nos encontremos en la misma red local que el ana-
lizador de red.
Un ejemplo de ataque de insercio´n consistir´ıa, por ejemplo, en intercalar paquetes
con el checksum erro´neo en el flujo de datos. Si el NIDS no comprueba la validez de este
campo procesara´ ma´s datagramas que la ma´quina destino viendo un flujo de datos distinto.
B. Ataques basados en TTL
El campo TTL dentro de la cabecera IP indica cuantos saltos puede realizar el pa-
quete para llegar a su destino. Cada vez que el paquete pasa a trave´s de un router, e´ste
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decrementa en uno el valor del campo TTL. Si el valor llega a cero el paquete es descartado.
Existe un tipo de ataque basado en el TTL, que puede ser tanto de insercio´n co-
mo de evasio´n, e intenta aprovechar el problema de la diferente localizacio´n en la red del
NIDS y la ma´quina atacada. Se vera´ ma´s claro con el siguiente ejemplo de red (figura 2.17):
Figura 2.17: Ataque basado en TTL
Por supuesto para realizar este ataque es necesario un conocimiento previo por parte
del atacante, de la topolog´ıa de red; aunque pueden ser especialmente u´tiles herramientas
ba´sicas como traceroute o algo ma´s complejas como paratrace para extraer informacio´n
acerca de la topolog´ıa.
Supongamos un caso ficticio de la empresa SA. De dicha empresa sabemos que tie-
ne un firewall protegiendo la red interna del exterior y que solo presenta dos tipos de
servicios a Internet: Servicio web y servicio DNS (Domain Name Service) de la zona ”sa-
enterprise.com”. Por tanto los u´nicos puertos abiertos al exterior sera´n el 53 UDP y el 80
TCP. Sabemos tambie´n que utiliza direccionamiento pu´blico para todas las ma´quinas de
su red.
El objetivo del ataque sera´ el servidor web y se intenta explotar una vulnerabilidad
en la aplicacio´n web www.sa-enterprise.com, por lo que dicho ataque podra´ ser realizado
a trave´s del puerto 80 sin que el firewall sea un impedimento. El u´nico problema que
encuentra el intruso, es que desconoce si existe algu´n otro dispositivo de ana´lisis de tra´fico
como un NIDS que pueda detectar el ataque. El intruso antes de arriesgarse a atacar y ser
detectado intenta recabar ma´s informacio´n acerca de la red.
Esta informacio´n puede ser obtenida de muy diferentes fuentes, pero en el ejemplo
existe un problema grave en el servicio DNS (ya sea por configuracio´n, software no actua-
lizado o vulnerabilidades) que le permite dicha informacio´n. El ejemplo ma´s catastro´fico
ser´ıa que el servidor DNS permitiera al atacante realizar una transferencia de zona y ob-
tener todos los nombres de dominio de la zona ”sa-enterprise.com”.
Una vez obtenida esta informacio´n el intruso observa un nombre que llama la atencio´n
”ids.sa-enterprise.com” Para encontrar la situacio´n exacta de estas dos ma´quinas en la
red, una posibilidad que tiene es realizar un trazado de ruta utilizando paquetes UDP con
puerto destino 53 (como el servicio DNS) ya que en el firewall esta´ permitido el tra´fico
de estas caracter´ısticas. Se podr´ıa maquillar aun ma´s el trazado, utilizando paquetes con
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peticiones DNS o HTTP reales pero para el ejemplo no sera´ necesario.
Para realizar el trazado el intruso utiliza una potente herramienta de generacio´n de
paquetes: HPING (http://www.hping.org/). Los comandos ejecutados ser´ıan:
hacker# hping ids.hall-enterprise.com --traceroute --udp --destport 53
hacker# hping www.hall-enterprise.com --traceroute --udp --destport 53
Una vez realizadas distintas pruebas, el intruso llega a la conclusio´n que el NIDS y
la ma´quina objetivo no se encuentran en la misma red y que hay uno o varios routers
situados en medio. Es posible entonces generar paquetes que solo vera´ el NIDS usando
el valor TTL justo para que sea procesado por el analizador y que llegue a cero antes de
alcanzar la ma´quina objetivo. (Figura 2.18)
Figura 2.18: Ataque de insercio´n usando TTL
Por supuesto, esta ha sido una situacio´n ficticia donde han coincidido varios problemas
graves de seguridad que han permitido el ataque. Con una correcta pol´ıtica de cortafuegos,
una buen ’configuracio´n del NIDS, un disen˜o de red seguro y un software actualizado y
bien configurado ser´ıan pra´cticamente imposibles ataques de este tipo.
C. Opciones IP
Otro tipo de problema es el relacionado con las opciones de la cabecera IP. El intruso
utilizando una combinacio´n adecuada de estas opciones, es capaz de nuevo, de realizar
ataques de insercio´n y evasio´n. Para evitar estos ataques, el NIDS deber´ıa analizar las
opciones de cada paquete. E´ste proceso adicional no es tan sencillo como verificar un
checksum y supone un coste adicional de procesamiento por paquete, adema´s de que no
soluciona el problema en todos los casos. Aqu´ı vemos algunas de las posibilidades que tiene
un paquete para ser descartado antes de ser procesado por la ma´quina atacada:
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Cualquier mala opcio´n de longitud.
Opcio´n de ruta origen: desplazamiento menor que 4.
Ruta origen estricta: Este ’host’ no es uno de los saltos en lista.
Ruta origen: Este ’host’ esta´ configurado para dejar fuente encaminada.
Ruta origen: No hay rutas para el siguiente salto.
Opcio´n registro de rutas: el desplazamiento es menor que 4.
Registro de ruta: No hay rutas en el registro de rutas para el siguiente salto.
Opcio´n marca temporal: Demasiado corto.
Marca temporal: No hay suficiente espacio para guardar marca temporal y direccio´n IP.
Marca temporal: El registro de marca temporal esta´ lleno y el contador de filas
ha vuelto a 0.
Marca temporal: Marca temporal mal determinada.
Tabla 2.1: Posibilidades de que un paquete sea descartado
Un ejemplo es el uso de la opcio´n strict source routing (encaminamiento estricto desde
el origen) que especifica la ruta exacta salto a salto. Si la ruta no es posible se produce
un error y el router desecha el paquete. Por lo tanto se pueden llegar a realizar ataques
muy similares a los basados en TTL. Examinar las opciones de source route en paquetes
IP parece ser la solucio´n obvia, pero hay ma´s opciones que hay que tener en cuenta y que
son tan obvias de procesar.
Otro ejemplo de ataque puede ser la opcio´n timestamp que indica que cada router
guarde en el paquete el instante en el que el paquete pasa por e´l. Si no hay suficiente
espacio para an˜adir ese dato de 32 bits, el paquete sera´ descartado por el router.
Un problema similar ocurre con el bit DF de la cabecera IP (Don’t fragment). El campo
DF dice a los dispositivos de enrutado que no deben fragmentar dicho paquete, cuando
el paquete es demasiado grande para ser reenviado por la red, simplemente es desechado.
Si el MTU en la red del NIDS es mayor que en el sistema destino, un atacante puede
insertar paquetes hacie´ndolos demasiados grandes para llegar a la ma´quina objetivo pero
lo suficientemente pequen˜os para viajar por la red del NIDS y que los procese. (Figura
2.19)
Como contramedida muchos de estos ataques se basan en la emisio´n de mensajes ICMP
de error, informando al emisor de lo que acaba de ocurrir. Un IDS puede potencialmen-
te analizar de dichos mensajes para intentar detectar estos ataques. Esto no siempre es
posible e implica mantener el ”estado” de cada paquete IP, lo cual supone un consumo
de recursos muy importante y un consiguiente ataque de denegacio´n de servicio contra el
IDS. Adema´s de que el NIDS en muchos casos no sabra´ diferenciar entre un ataque y un
error normal en la red.
D. Ataques de fragmentacio´n
El taman˜o ma´ximo de un paquete viene definido por disen˜o de la red. Cuando un pa-
quete supera la MTU de la red (maximium transfer unit) la u´nica posibilidad para que el
paquete viaje por la red es fragmentarlo en trozos ma´s pequen˜os que sera´n reensamblados
en el destino. A pesar de ser un mecanismo esencial del protocolo IP son bien conocidas
las implicaciones de seguridad que tiene la fragmentacio´n para dispositivos de ana´lisis de
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Figura 2.19: Ataque de insercio´n usando opciones IP
tra´fico como firewalls o IDS.
A continuacio´n se dan algunos ejemplos de ataques posibles contra NIDS basa´ndonos
en la fragmentacio´n.
El ataque ma´s ba´sico que existe para evadir la deteccio´n de firmas por parte de un
IDS consiste en fragmentar todo el tra´fico en trozos muy pequen˜os asegurando que en
cada datagrama individualmente no exista la cadena de bytes que identifica el ataque. Por
supuesto, la utilidad de los NIDS se pondr´ıan en duda si fueran vulnerables a un ataque
tan ba´sico. El analizador de red, debe ser capaz de reensamblar correctamente todos los
fragmentos tal y como har´ıa la ma´quina destino para poder analizar correctamente el flujo
de datos.
Para poder realizar el reensamblado el IDS (o cualquier ma´quina) debe esperar pa-
ra recibir todos los fragmentos de un paquete. Un NIDS puede ser atacado, envia´ndole
infinidad de fragmentos parciales, que nunca llegara´n a completar un paquete. El IDS
esperando recibir todas las partes, almacenara´ en memoria cada fragmento que reciba, lo
cual se convertira´ en un potencial ataque de denegacio´n de servicio (DoS) por consumo
de memoria.
E. Timeout de fragmentacio´n
Para evitar la situacio´n anterior y que no se produzca un consumo de memoria, muchos
sistemas desechan fragmentos basa´ndose en sus tiempos de llegada. Un IDS eventualmente
puede desechar fragmentos viejos e incompletos pero lo debe hacer de una forma consistente
con las ma´quinas que vigila, o sera´ vulnerable a ataques de insercio´n o evasio´n como
veremos a continuacio´n.
Imaginemos una red, donde el NIDS tiene un timeout de fragmentacio´n ma´s pequen˜o
que el servidor que vigila. El intruso puede enviar una serie de fragmentos y esperar que el
NIDS los deseche por tiempo l´ımite de reensamblado, consiguiendo un ataque de evasio´n.
Podemos encontrar tambie´n la situacio´n contraria:
El tiempo de reensamblado en el NIDS es mayor que en la ma´quina objetivo, por lo
que se pueden conseguir ataques de insercio´n esperando el tiempo exacto entre fragmentos
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Figura 2.20: Ejemplo de Timeout de fragmentacio´n
para que el servidor deseche algunos fragmentos. (Figura 2.20)
F. Superposicio´n de fragmentos
Es segundo problema y que puede presentar un mayor impacto en los IDS de red, es la
superposicio´n de fragmentos. Cuando a un sistema le llega un fragmento IP con datos que
ya ten´ıa, pueden ocurrir dos cosas segu´n la implementacio´n del algoritmo de reensamblado
que tenga. Una posibilidad es que la ma´quina sobrescriba con los nuevos datos que acaba
de recibir, la otra es que, deseche esos nuevos datos y conserve los antiguos. Como dec´ıamos
esto presenta un problema importante ya que si el NIDS no maneja la superposicio´n de
fragmentos de la misma forma que las ma´quinas que vigila podra´ ser vulnerable a ataques
de evasio´n.
La solucio´n a este problema es bastante complicada, cada sistema manejara´ la superpo-
sicio´n de paquetes de una forma, a veces a favor de los nuevos datos y otras prevaleciendo
los datos antiguos y desechando los nuevos. Por ejemplo, un Windows NT resuelve la
superposicio´n de fragmentos manteniendo las datos antiguos (no sobrescribe en caso de
superposicio´n). Esto difiere de los BSD y UNIX que tal y como sugieren los esta´ndares
sobrescribe con los datos nuevos que recibe.
En este ejemplo de red heteroge´nea vemos que el NIDS (ejecutandose en un sistema
SUN) despue´s de reensamblar no ve el mismo flujo de datos que otras ma´quinas (Linux,
FreeBSD y HP). El resultado final es que el reensamblado de fragmentos es diferente en el
sistema final dependiendo del sistema operativo. A menos que el IDS conozca que sistema
operativo esta´ ejecutandose en cada ma´quina y adema´s conozca co´mo maneja ese SO la
superposicio´n, te´cnicamente es vulnerable a ataques de superposicio´n de fragmentos.
38 Cap´ıtulo 2. Estado del arte
Figura 2.21: Ataque usando timeout
2.2.5. Ataques en la capa de transporte
En el nivel de transporte encontramos quiza´s uno de los protocolos ma´s importantes
de Internet: TCP.
Pra´cticamente todas las comunicaciones se realizan sobre conexiones TCP, por lo que
es evidente que la gran mayor´ıa de ataques se realizara´n sobre este protocolo. Esto supone
una serie de requerimientos para los sistemas de deteccio´n de intrusos a nivel de red. Los
NIDS deben ser capaces de reconstruir toda la sesio´n TCP y analizar la informacio´n de
env´ıa a trave´s de ella, tal y como la ven los sistemas que protege. Pero si no es capaz de
ello, tal y como pasaba con el protocolo IP, el NIDS sera´ vulnerable a cierto tipo de ataques.
A. Cabeceras malformadas
Normalmente en los sistemas de deteccio´n de intrusos, los segmentos TCP son re-
ensamblados y extra´ıdos sus datos sin verificar la mayor´ıa de los campos de la cabecera.
Esto hace peligrosamente sencillo realizar ataques de insercio´n contra el NIDS. El atacante
podr´ıa insertar correctamente en un flujo de datos, segmentos con cabeceras malformadas,
de forma que fuesen procesados por el NIDS pero descartados en la ma´quina destino. Por
lo tanto es importante que un NIDS valide las cabeceras TCP antes de procesar sus datos.
Un buen lugar para empezar, es examinar el co´digo fuente de la pila TCP/IP en algu´n
sistema operativo, con el objetivo de encontrar todos los puntos donde un segmento TCP
puede ser descartado o cua´ndo puede provocar la pe´rdida de conexio´n. Un campo fa´cil-
mente modificable para que un segmento TCP sea descartado es el de las opciones binarias
o flags. Cierta combinacio´n de opciones en ciertas situaciones no sera´n validas y el paquete
simplemente no se procesara´.
Otro ejemplo de ataque t´ıpico es que, muchas implementaciones TCP no aceptara´n da-
2.2. Te´cnicas de evasio´n de NIDS 39
Figura 2.22: Paquetes procesados por cada sistema operativo segu´n el ejemplo
tos en un paquete que no tiene bit ACK activo. De acuerdo con la especificacio´n TCP, los
sistemas deber´ıan ser capaces de aceptar datos contenidos en un paquete SYN. La realidad
es que al no ser una situacio´n nada comu´n, muchas implementaciones de la pila TCP/IP
no tienen en cuenta este caso. Desde el punto de vista del NIDS, si descarta los datos
de los paquetes SYN sera´ vulnerable a un trivial ataque de evasio´n y si por el contrario,
los tiene en cuenta pero las ma´quinas objetivo no lo implementan correctamente, el NIDS
es vulnerable a ataque de insercio´n. Como vemos el gran problema suponen mantener la
consistencia entre el analizador y los sistemas atacados.
Otro frecuente campo clave es el de checksum. Todas las implementaciones de TCP
requieren comprobarla validez de los paquetes entrantes con el checksum de la cabecera.
Pero sorprendentemente, muchos IDS no realizan esta comprobacio´n, por lo que el sistema
es vulnerable a la insercio´n de segmentos TCP con checksum erro´neo, que por supuesto
sera´n descartados en la ma´quina destino.
B. Opciones TCP
Tal y como pasaba con el protocolo IP, es importante que un IDS procese y analice las
opciones de la cabecera TCP correctamente. Desafortunadamente, el procesamiento de las
opciones TCP es significativamente ma´s complicado que el procesamiento de las opciones
IP, por lo que pueden haber ma´s puntos por donde atacar a un NIDS. Una razo´n para esto
son las muchas opciones TCP que han sido creadas como puede ser el TCP timestamps
and Protection Against Wrapped Sequence Numbers (PAWS) que permiten mejorar el
control de flujo descartando paquetes duplicados o segmentos antiguos con un timestamp
(que llevara´ cada paquete) superior a un cierto umbral. Consultar RFC1323.
Otra razo´n de la complejidad de analizar las opciones TCP es que existen restricciones
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concretas que hacen que algunas opciones sean inva´lidas en ciertos estados de conexio´n.
Por ejemplo, algunas implementaciones TCP puede que rechacen paquetes no SYN con
opciones que no se han especificado antes. Es importante que un IDS no acepte este tipo
de paquetes de forma ciega, ya que seguramente sera´n rechazados en la ma´quina final y
se producira´ un ataque de insercio´n.
Por otro lado algunos sistemas puede que simplemente ignoren las opciones erro´neas,
pero continu´en procesando el segmento. Si el IDS no conoce bien como se comportara´n
las ma´quinas que vigila sera´ te´cnicamente posible realizar ataques de insercio´n y evasio´n.
Vemos como aprovecharlos de las nuevas opciones implementadas en el RFC 1323: Un
atacante puede trivialmente crear un segmento TCP, con un timestamp muy bajo, que
causa que el mo´dulo PAWS de la pila deseche el paquete sin procesarlo. El NIDS cuando
analice el tra´fico debera´ estar seguro que los segmentos que procesa no sera´n descartados
en la ma´quina final por culpa del PAWS. El IDS no solo necesita saber que el sistema final
suporta PAWS necesita conocer adema´s el umbral para los timestamp. Sin esta informa-
cio´n, un IDS puede erro´neamente procesar segmentos TCP inva´lidos, siendo vulnerable a
ataques de insercio´n.
Otra forma de aprovecharse de esta nueva funcionalidad es que el umbral de timestamp
normalmente depende del timestamp del u´ltimo paquete procesado correctamente que lle-
ga. Un intruso puede maliciosamente generar un segmento con un tiemstamp adecuado
para modificar el umbral y que los pro´ximos fragmentos que lleguen sean descartados a
pesar de ser completamente correctos. Esto es posible ya que en muchos casos en la ac-
tualizacio´n de este umbral no se comprueba la validez del segmento (uso de nu´meros de
secuencia no va´lidos).
C. Sincronizacio´n de NIDS
Cada conexio´n TCP la podemos identificar por cuatro variables que la distinguen de
cualquier otra conexio´n de la red existente en el mismo instante. Estas variables son la
direccio´n IP origen del cliente, el puerto origen, la direccio´n IP destino del servidor y el
puerto destino. Son los llamados para´metros de conexio´n y no podra´n existir a la vez en
la misma red dos conexiones con estos mismos para´metros.
Una sesio´n TCP va a poder estar en diferentes estados, en el siguiente grafo (figura
2.23) vemos como se realiza esta transicio´n:
D. Creacio´n del BCT
Es un punto cr´ıtico. La forma que tiene un NIDS de detectar una nueva conexio´n
condicionara´ en gran medida su precisio´n. En el momento de inicializar BCT se almace-
nan datos como los nu´meros de secuencia iniciales que el NIDS utilizara´ para mantenerse
”sincronizado” y poder reensamblar la sesio´n. Si un intruso consigue forzar la creacio´n de
un falso BCT con falsos nu´meros de secuencia, conseguira´ que las siguientes conexiones
con los mismos para´metros (direcciones y puertos) este´n desincronizadas con el NIDS, ya
que detectara´ que el SEQ de los paquetes es erro´neo.
Existen diversas aproximaciones para detectar una nueva conexio´n, pero pra´cticamen-
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Figura 2.23: Auto´mata TCP
te todas presentan inconvenientes que un atacante puede vulnerar. La primera opcio´n y
ma´s obvia consiste en crear el BCT cuando el NIDS detecte el saludo a tres v´ıas TCP. El
inconveniente claro que sin saludo, analizara´ cada paquete individualmente y no como un
flujo TCP. Cosa conseguira´, si el atacante se asegura que el NIDS no vea el saludo utili-
zando alguna de las te´cnicas de evasio´n antes comentadas. Otro problema es la creacio´n
de falsos BCT forzados por el atacante, de desincronizara´ cualquier otra conexio´n con los
mismos para´metros (ejemplo del pa´rrafo anterior). A priori en una red donde se controle
el spoofing de IP sera´ una tarea realmente complicada falsear las respuestas del servidor
para engan˜ar al NIDS.
Existen otras posibilidades que consisten, por ejemplo, en crear el BCT cuando detec-
ten paquetes SYN u obtener el estado de la conexio´n y los nu´meros de secuencia analizando
el tra´fico existente.
E. Reensamblado
Como ya se ha comentado en varias ocasiones, para conseguir que el eensamblado del
flujo TCP sea correcto es necesario un seguimiento fiable de los nu´meros de secuencia.
Veamos algunos puntos de´biles donde romper esa sincronizacio´n y evadir el ana´lisis de
patrones.
Un problema inherente de los monitores pasivos, es que si pierden paquetes no pueden
solicitar una retransmisio´n como cualquiera de las ma´quinas implicadas en la comuni-
cacio´n. Por tanto un intruso puede provocar de algu´n modo intencionado la pe´rdida de
paquetes, por ejemplo gracias a ataques de DoS o paquetes que llegan fueran de orden y el
NIDS no procesa adecuadamente. Las pe´rdidas de paquetes provocan una desincronizacio´n
del NIDS y por consiguiente evita que el eensamblado del flujo TCP sea posible.
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Irix 5.3 Procesa los datos nuevos
HP-UX 9.01 Procesa los datos nuevos
Linux Procesa los datos nuevos
AIX 3.25 Procesa los datos nuevos
Solaris 2.6 Procesa los datos nuevos
FreeBSD 2.2 Procesa los datos nuevos
Windows NT Procesa los datos antiguos
Tabla 2.2: Superposicio´n de segmentos TCP
Otra clase de problemas hacen referencia al taman˜o de la ventana de la comunicacio´n
TCP, un NIDS normalmente no analizara´ si los datos segmentos que procesa se encuen-
tran dentro de la ventana indicada por la ma´quina destino. Un NIDS que no realiza esta
comprobacio´n sera´ vulnerable a ataques de insercio´n ya que estos paquetes que superan el
taman˜o de la ventana sera´n descartados en la ma´quina destino.
Al igual que ocurr´ıa con el reensamblado de fragmentos IP, en TCP tambie´n es posible
que ocurra una superposicio´n de segmentos. Un intruso intencionadamente puede generar
dos segmentos TCP exactamente iguales salvo en el campo de datos (y por supuesto en el
checksum).A la ma´quina objetivo le llegara´n los dos, pero solo procesara´ uno dependiendo
de su implementacio´n (coger el ma´s antiguo o el ma´s nuevo), el NIDS sin conocer el SO de
la ma´quina atacada, solo con el tra´fico de red no puede saber cua´l de los dos segmentos ha
procesado. Y si no los procesa exactamente igual, es susceptible de ataques de insercio´n o
evasio´n.
La segunda posibilidad es el env´ıo de segmentos TCP desordenados con un taman˜o tal
que al reensamblarlos se sobrescriban ciertos segmentos. En la siguiente tabla podemos
ver como manejan los diferentes sistemas operativos la superposicio´n de segmentos TCP:
Una posibilidad que tiene el IDS para saber si un paquete es procesado en la maquina
destino, es esperar hasta que escuche el ACK de la ma´quina destino, que indicara´ que el
paquete se ha procesado correctamente. Pero no sera´ posible en todos los casos ya que el
nu´mero ACK es acumulativo y no se realiza el asentamiento de todos y cada uno de los
segmentos.
F. Destruccio´n del BCT
Evidentemente es imposible mantener eternamente los BTC en memoria, por lo que
el NIDS tendra´ algu´n mecanismo para desecharlos. Mecanismo que intentara´ vulnerar un
atacante.
Un intruso puede hacer creer al NIDS que la conexio´n con la ma´quina objetivo ha
terminado, entonces el NIDS al cabo de un tiempo o inmediatamente desechara´ el BTC
de memoria, y el intruso podra´ seguir atacando sin miedo a que el NIDS reensamble los
paquetes. Por lo tanto el NIDS debe conocer exactamente cuando se cierra una conexio´n
y evitar ser engan˜ado.
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En TCP una conexio´n se finaliza con dos formas diferentes: utilizando paquetes FIN
o paquetes RST. Cuando un sistema env´ıa un segmento FIN indica que ha terminado de
enviar datos y esta´ preparado para cerrar la conexio´n. Los mensajes FIN se responden
con un ACK y cada extremo de la conexio´n env´ıa debera´ enviar un segmento FIN para
terminar la comunicacio´n. A priori, en un entorno sin posibilidad de spoofing de IP, es
suficientemente fiable que el NIDS conf´ıe en la desconexio´n FIN para determinar que real-
mente una conexio´n ha terminado.
No ocurre lo mismo con los paquetes RST. E´ste flag indica que ha habido algu´n error
y la conexiones debe cerrarse inmediatamente. Como el segmento RST no tiene acuse de
recibo, el NIDS no puede saber si el servidor que vigila le ha llegado el paquete y ha
cerrado la conexio´n realmente. Un atacante puede generar un segmento RST va´lido (SEQ
ok) pero que no sera´ procesado por la ma´quina objetivo. De esta forma el NIDS cree que
ha finalizado la conexio´n.
El u´nico me´todo que tiene el IDS para verificar que se ha cerrado la conexio´n es es-
cuchando durante un periodo de tiempo si se transmiten datos, si no es as´ı se desecha el
BTC. Pero esto implica potencialmente un nuevo tipo de ataque contra el NIDS. Imagine-
mos la siguiente situacio´n: El atacante inicia una conexio´n normalmente, inmediatamente
despue´s genera un segmento RST que no llega a la ma´quina objetivo pero que si procesa
el NIDS. El atacante inicia otra conexio´n con los mismos para´metros pero con nu´meros
de secuencia diferentes.
¿Co´mo va a actuar el NIDS? ¿Generando un nuevo BTC y eliminando el antiguo? o
¿desecha la nueva conexio´n porque los segmentos tienen un nu´mero de secuencia diferente
al que espera? En un caso como este cada IDS actuara´ de un modo, cosa que el intruso
puede intentar explotar.
2.2.6. Ataques en otras capas
A. Nivel de enlace
Existen las mismas implicaciones comentadas durante todo el documento para los ata-
ques de insercio´n en la campa de enlace. Un atacante en la misma LAN que el monitor
de red puede directamente enviar paquetes de la capa de enlace del IDS, sin permitir que
el host especificado como IP destino vea el paquete (Ya que el direccionamiento se hace
a nivel MAC). Si el atacante conoce la MAC del NIDS, el atacante utilizando la te´cnica
del ARP-spoofing, simplemente debe falsificar el paquete con la direccio´n del NIDS en la
MAC destino, y la direccio´n IP de la ma´quina atacada. Ningu´n otro sistema de la LAN
procesara´ el paquete aunque. Y si el NIDS no comprueba la correspondencia MAC-IP es
correcta, el monitor de red es vulnerable a ataques de insercio´n.
De nuevo, a menos que el IDS compruebe la direccio´n de destino en la cabecera con-
trasta´ndola con la cabecera de la capa de enlace (lo cual es normal que haga),podra´ ser
vulnerable a este tipo de ataques.
B. Nivel de aplicacio´n
Todos los ataques que sea han comentado hasta ahora aprovechan inconsistencias del
entorno y manipulan el tra´fico de red, por supuesto no son las u´nicas te´cnicas existentes
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a la hora de evadir la deteccio´n de patrones de un IDS.
Te´cnicas sobre el protocolo HTTP
Los NIDS pueden ser evitados con el simple uso de te´cnicas que convierten las URL’s a
hexadecimal [47]. Tambie´n es posible explotar las vulnerabilidades CGI (common Gateway
Interface) mediante el intercambio de los me´todos utilizados (GET o HEAD). El atacante
puede transformar el contenido de formato Unicode a hexadecimal, generando una gran
cantidad de firmas diferentes. Como u´ltimo ejemplo, el NIDS puede ser evitado con la
colocacio´n de los para´metros de instrucciones en diferente lugar al que corresponde en la
peticio´n HTML. Vamos a ver algunos ejemplos de las te´cnicas sobre el protocolo HTTP
(RFC2616) para evitar que un IDS pueda detectar ataques web.
Todos esto ataques son bien conocidos y esta´n basados en diferentes maneras de ofuscar
contenido web malintencionado, explotando vulnerabilidades que no involucren un cifrado,
por lo que pra´cticamente todos los sistemas de deteccio´n deber´ıan manejarlos correcta-
mente. En muchas ocasiones, el intruso intentara´ combinar varias te´cnicas o modificar las
ya existentes.
Inyeccio´n SQL
Una te´cnica que esta´ siendo ampliamente usada es ”Structured Query Language (SQL)
Injection”. Es un me´todo que permite explotar las aplicaciones web mediante la inserciones
de comandos y meta-caracteres SQL entre los campos de entrada de una web con el fin
de manipular la ejecucio´n de las consultas SQL [48]. Es tan vulnerable que puede pasar
por alto muchas de las capas de seguridad tradicionales como por ejemplo los Firewall,
los cifrados, y tambie´n saltarse la autenticacio´n de usuarios, lo cual es un gran fallo en las
aplicaciones web [49].
La forma principal de inyeccio´n de co´digo SQL consiste en la insercio´n directa de co´di-
go en variables especificadas por el usuario que se concatenan y se ejecutan con comandos
SQL. Existe un ataque menos directo que inyecta co´digo dan˜ino en cadenas que esta´n
destinadas a almacenarse en una tabla. Cuando las cadenas almacenadas se concatenan
posteriormente en un comando SQL dina´mico, se ejecuta el co´digo dan˜ino.
Se dice que existe o se produjo una inyeccio´n SQL cuando, de alguna manera, se in-
serta o ”inyecta” co´digo SQL invasor dentro del co´digo SQL programado, a fin de alterar
el funcionamiento normal del programa y lograr as´ı que se ejecute la porcio´n de co´digo
”invasor” incrustado, en la base de datos.
El proceso de inyeccio´n consiste en finalizar prematuramente una cadena de texto y
anexar un nuevo comando. Como el comando insertado puede contener cadenas adiciona-
les que se hayan anexado al mismo antes de su ejecucio´n, el atacante pone fin a la cadena
inyectada con una marca de comentario ”–”.
Al ejecutar una consulta en la base de datos, el co´digo SQL inyectado tambie´n se
ejecutara´ y podr´ıa hacer un sinnu´mero de cosas, como insertar registros, modificar o
eliminar datos, autorizar accesos e, incluso, ejecutar otro tipo de co´digo malicioso en
el computador.
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Caracteres NULL GET %00 /cgi-bin/some.cgi
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Tabla 2.3: Te´cnicas para evitar que un IDS detecte ataques web
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2.3. Arquitectura x86 y acceso a memoria privilegiada
2.3.1. Introduccio´n
En los inicios de la informa´tica eran muy pocas las personas que ten´ıan los conoci-
mientos necesarios para usar los ordenadores. Sobre los an˜os 50 y 60, los ordenadores eran
ma´quinas enormes que ocupaban habitaciones enteras y que necesitaban de varias perso-
nas operando sobre ellas para su correcto funcionamiento. So´lo se pod´ıan permitir el lujo
de tener ordenadores o universidades muy importantes o el eje´rcito, en los hogares era
impensable. Es evidente que a d´ıa de hoy, todo esto ha cambiado y hoy no concebimos un
hogar en el que no haya un ordenador.
Para nuestro proyecto se ha elegido la arquitectura x86 como base para nuestra imple-
mentacio´n y pruebas, por ello haremos una breve introduccio´n para saber un poco ma´s
sobre esta arquitectura.
2.3.2. Arquitectura x86
X86 es la denominacio´n gene´rica que se ha dado a una familia de microprocesadores
de la marca Intel debido a la terminacio´n de sus respectivos nombres 8086, 80286, 80386,
80486, etc. Desde los inicios de esta familia han sido pra´cticamente un esta´ndar para
los ordenadores. Esta arquitectura comienza sobre 1978, an˜o en el que Intel presenta el
8086/88. Anteriormente hab´ıan publicado otros como 4004, 8080 y 8085, pero pertenec´ıan
a otra familia (IA-16, Intel Architecture 16 bits).
Durante toda la era de la x86 se ha mantenido la compatibilidad entre arquitecturas
con procesadores precedentes. Cosa que no ocurre a partir de los u´ltimos modelos de Intel
como son el Itanium e Itanium 2 con arquitectura IA-64, que son totalmente incompatibles
con procesadores anteriores. El 80386 (386 a partir de ahora) fue el primer procesador con
un juego de instrucciones de 32 bits. Tanto operandos como direccionamiento en memoria
los utilizan, lo que permite un direccionamiento de 4 GB. Este modelo tambie´n fue el
primero en incorporar un MMU (Unidad de Gestio´n de Memoria) para realizar las tra-
ducciones de memoria.
Conocer esta arquitectura x86 es conocer la base de los procesadores. Es incontable la
cantidad de procesadores de esta arquitectura que se han vendido a lo largo de la corta
vida de la informa´tica. Adema´s ha sido una arquitectura que dio pie del concepto de or-
denador personal.
Por otro lado, el gran rival de x86 es ARM (ver ape´ndice), una arquitectura cuyo
crecimiento en los u´ltimos an˜os esta´ siendo important´ısimo al conseguir introducirse en
dispositivos pequen˜os, eficientes y con un precio generalmente ma´s atractivo, que seducen
a muchos usuarios.
A. Caracter´ısticas ba´sicas del x86
La arquitectura x86 es de longitud de instruccio´n variable, de tipo registro memoria
y disen˜o CISC.
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El espacio de direcciones lineal es de 4GB, aunque la memoria f´ısica puede llegar
hasta los 64GB en algunos modelos, con acceso desalineado y almacenamiento little-
endian.
Un programa normal dispone de 8 registros de propo´sito general de 32 bits, 6 registros
de segmento de 16 bits, un registro de estado EFLAGS y un puntero de instruccio´n
EIP, ambos de 32 bits. Dichos registros se pueden acceder desde las operaciones de
propo´sito general, compuestas por las instrucciones de aritme´tica entera, las instruc-
ciones de control de flujo, las de operaciones con bits y con cadenas de bytes, y las
instrucciones de acceso a memoria.
Un conjunto de 8 registros de coma flotante de 80 bits, un conjunto de 8 registros
MMX y XMM, de 64 y 128 bits respectivamente, para realizar operaciones SIMD.
Un conjunto de recursos para el manejo de la pila y la invocacio´n de subrutinas.
El SO dispone adema´s de puertos E/S, registros de control, de manejo de memoria,
de depuracio´n, de monitorizacio´n, etc.
I. Registros de propo´sito general
Los registros de propo´sito general se ilustran en la figura 2.24. Para la confeccio´n de
la herramienta TYNIDS se ha apoyado en el uso del registro EAX para implementar la
te´cnica de polimorfismo que ma´s adelante se explicara´.
Figura 2.24: Registros de propo´sito general
Adema´s estos registros tienen un uso especial en algunas instrucciones.
EAX Registro acumulador. Fuente y destino en algunas operaciones.
EBX Puntero a los datos en el segmento DS.
ECX Contador en las operaciones de cadena y bucles.
EDX Puntero a los puertos de E/S.
ESI Puntero fuente en las operaciones de cadena y puntero a datos en el segmento
DS.
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EDI Puntero destino en las operaciones de cadena y puntero a datos en el segmento
ES.
ESP Puntero de pila.
EBP Puntero a los datos alojados en la pila.
II. Niveles de privilegio
En la arquitectura x86 existen 4 niveles de privilegios, siendo el nivel 0 el ma´s privile-
giado, teniendo acceso a todos los recursos del sistema y el nivel 3, el menos privilegiado.
En un sistema operativo tradicional, el nivel 0 es usado por el kernell y el de menor nivel
es usado por el usuario.
El hecho de usar distintos niveles de privilegio, genera latencias, ya que el SO debe
de estar todo el tiempo comprobando que cada acceso de lectura, escritura o ejecucio´n es
va´lido. En un SO de propo´sito general, esta jerarqu´ıa de privilegios es totalmente necesaria
por ejemplo para que se puedan ejecutar varios procesos y, tambie´n para que en caso de
que algu´n proceso este´ mal programado, no sobrescriba co´digo que pertenece al propio
kernell. Existen instrucciones que otorgan el acceso a algunos puertos de E/S. Desde luego
que estas instrucciones no se pueden ejecutar en el nivel de privilegio 3 sino que las ejecuta
el S.O. en el nivel de privilegio 0 y su efecto se mantiene al volver al proceso. Los niveles
de privilegio 2 y 3 son intermedios y se usan para servicios del sistema operativo, drivers
o dispositivos. Una representacio´n gra´fica de los niveles de privilegio podr´ıa ser como la
siguiente. (Figura 2.25)
Figura 2.25: Niveles de privilegios
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2.3.3. Te´cnicas de acceso a zonas de memoria privilegiadas
A. Buffer overflow y stack overflow
I. Buffer overflow
El buffer overflow [50] es un error de software que se produce cuando un programa no
controla bien el taman˜o de los datos que tiene que procesar, de tal forma que el taman˜o de
esos datos que tiene que procesar, es superior al taman˜o ma´ximo que le ha sido asignado
al proceso, por lo que al escribir esos datos, en realidad no se esta´n escribiendo en zonas
de la memoria que pertenecen a ese proceso, si no que pertenecen a otro, pudiendo sobre
escribir incluso zonas de la memoria que pertenecen al SO.
En una arquitectura comu´n, como la zona de memoria entre datos e instrucciones no es
diferenciable, si se sobre escribe una zona de memoria que no se debe, se pueden reempla-
zar zonas en las que antes hab´ıa instrucciones, y esto provocar´ıa que el flujo del programa
se ver´ıa afectado.
Por lo tanto, esta vulnerabilidad la podr´ıa utilizar un usuario malintencionado para
cambiar el flujo del programa y redirigirlo al co´digo malintencionado.
En los procesadores modernos, existen directivas del SO para poder proteger zonas de
memoria, y que cuando un proceso intente escribir sobre estas, se lance una excepcio´n.
Esta es una te´cnica para evitar esta clase de ataques, aunque estas zonas de memoria debe
de declararlas restringidas el programador.
Un ejemplo sencillo de buffer overflow ser´ıa el siguiente. Disponemos de 2 buffers (fi-
gura 2.26 y figura 2.27) con los siguientes valores:
Figura 2.26: Estado inicial del buffer
El valor de buffer1 es ”RULETA” y el valor del buffer es ”PEPE”. Nuestro programa
inicialmente tiene una variable con el valor ”HOLA MUNDO”. A continuacio´n copiamos
el valor de esta variable en el buffer1 y como existen funciones por ejemplo en 2 que no
hacen comprobacio´n de los taman˜os, si utilizasemos una de estas funciones el resultado
ser´ıa:
Como ”hola mundo” ocupa ma´s que el buffer1, lo que ocurre es que se sobre escriben
las direcciones de memoria siguientes al del buffer1, en este caso las de buffer2, y en un
principio, si no es co´digo mal intencionado, esto no es lo que se busca. Para evitar lo
anterior existen funciones que copian valores en buffers con comprobacio´n de taman˜os.
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Figura 2.27: Buffer sobre escrito
II. Stack overflow
La te´cnica de stack overflow se basa en el mismo principio que el buffer overflow, pe-
ro en lugar de buscar sobrescribir zonas de memoria en las que haya instrucciones para
poder cambiar el flujo de programa, lo que busca es sobrescribir la zonas de memoria que
pertenezcan a la pila.
Ya que en la pila se guarda el contexto del estado del procesador cuando hay una lla-
mada a una funcio´n, una interrupcio´n, etc. Lo que busca esta te´cnica es poder sobrescribir
la zona de la pila en la que se encuentra el puntero de retorno, por lo que cuando el pro-
cedimiento o funcio´n termina, en lugar de volver a la direccio´n de la instruccio´n donde se
encontraba, como se ha sobrescrito el valor, presumiblemente ira a una zona de memoria
donde el usuario mal intencionado ha colocado su co´digo.
B. NOP Sleed
Esta te´cnica tambie´n es conocida como NOP slide y NOP ramp. Consiste en una
secuencia de NOPs (instruccio´n que no hace nada). Esta te´cnica se utiliza cuando la eje-
cucio´n de un programa se ramifica, por lo que no se sabe en que´ posiciones de memoria
so colocara´ el co´digo malicioso, por lo que el usuario mal intencionado sobrescribe zonas
de memorias anteriores y posteriores a su co´digo malicioso con secuencias de NOPs, y al
final de ellos coloca un salto que sera´ relativo, y este salto conduce a su co´digo. Entonces
cuando una de estas ramificaciones, ejecuta un salto y cae en una zona de NOPs, se eje-
cutara toda la secuencia y la final se ejecutara´ nuestra instruccio´n de salto efectiva para
ejecutar el co´digo malintencionado.
La descripcio´n de dicha te´cnica hace muy fa´cilmente detectar que se esta´ usando. Basta
con buscar zonas de un programa que haya secuencias de NOPs. Para ocultar esta te´cnica
lo que se hace es en lugar de rellenar con NOPs, se rellena con instrucciones que no afec-
ten a la ejecucio´n del programa, como por ejemplo sumar cero a un registro, o mover un
registro a s´ı mismo).
C. Heap Spray
Esta te´cnica es una alternativa a las te´cnicas de acceso a zonas de memoria con acceso
privilegiado que atacan a la pila. Para comprender su funcionamiento, hay que tener claro
las diferencias entre pila de programa y mont´ıculo (heap). Ambas partes de los procesos
se crean al principio de la ejecucio´n.
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Figura 2.28: Ejemplo de NOP Sleed
PILA MONTI´CULO
Taman˜o constante Taman˜o variable
Gestio´n de la CPU Gestio´n del compilador
Almacena para´metros de funciones, variables




Tabla 2.4: Diferencias entre PILA y MONTI´CULO en la te´cnica de Heap Spray
Las principales diferencias son:
D. Heap Sleed dirigido
En este tipo de ataque, el atacante conoce la direccio´n a la que va a saltar el programa
atacado en alguna funcio´n, o conoce alguna variable que puede ser explotada.
Entonces crea un Sleed entre esa direccio´n vulnerable y el co´digo que quiere ejecutar.
Cuando el programa vulnerable accede al Sleed, e´ste le conduce al co´digo malicioso, y
se apodera del flujo de ejecucio´n.
E. Heap Sleed no dirigido
El atacante coloca arbitrariamente un Sleed muy grande cerca de las regiones de me-
moria en las que opera el programa vulnerable. Se espera a que el programa caiga dentro
del Sleed. Una vez dentro, se hace con el flujo de ejecucio´n del programa.
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La ventajas de la te´cnica de Heap spray con respecto a otras te´cnicas de overflow de
la pila es que al estar gestionada la pila por el SO, su ubicacio´n en memoria sea pra´cti-
camente impredecible para el atacante, por lo que el e´xito de un ataque con la te´cnica de
stack overflow tiene mucho porcentaje de azar.
Por el contrario, la direccio´n de inicio del mont´ıculo es predecible por el atacante, por
lo que el atacante puede actuar con mayor precisio´n.
Cap´ıtulo 3
Proyecto TYNIDS: Test Your
NIDS
3.1. Introduccio´n
El proyecto de Sistema de Ofuscacio´n de Malware para la Evasio´n de NIDS, de ahora
en adelante SOMEN, tiene como objetivo ofuscar malware para que pase inadvertido ante
un NIDS. SOMEN combina algoritmos de cifrado de clave sime´trica y te´cnicas de polimor-
fismo para conseguir la ofuscacio´n. El resultado es un fichero ejecutable que contiene el
malware ofuscado y lo hace invisible ante un NIDS, incluso malware previamente conocido.
TYNIDS es el nombre con el que se ha bautizado a la herramienta generada a trave´s del
proyecto SOMEN. En este apartado se presentara´ informacio´n sobre los me´todos de ofus-
cacio´n empleados, adema´s se comentara´ algunos aspectos sobre los algoritmos utilizados
en la ofuscacio´n y las te´cnicas de polimorfismo empleadas. A continuacio´n se procedera´ a
mostrar los resultados obtenidos en el env´ıo de malware ofuscado ante APAP, un prepro-
cesador de Snort desarrollado en la Universidad Complutense de Madrid.
Adicionalmente se introducen los trabajos realizados para mejorar tanto el proceso de
ofuscacio´n, como el de des-ofuscacio´n que realiza el fichero resultado durante su ejecucio´n,
mediante el uso de la librer´ıa OpenMP y arquitecturas de memoria compartida (en nues-
tro caso las pruebas se hicieron sobre un procesador Intel Core i3). As´ı mismo se recopila
los resultados obtenidos para las distintas opciones de paralelizacio´n que fueron probadas
durante el desarrollo del proyecto.
Por u´ltimo se hara´ un ana´lisis de posicionamiento de la herramienta en el mercado
actual de Sistemas Detectores de Intrusos teniendo en cuenta los resultados obtenidos en
el anterior apartado.
3.2. Te´cnicas de Ofuscacio´n usadas en la implementacio´n
Son los me´todos que se utilizan en la creacio´n de virus para asegurar que este no sea
detectable fa´cilmente y que cumpla con su objetivo [36]. A continuacio´n se presentan las
dos te´cnicas de ofuscacio´n que se han utilizado.
53






Tabla 3.1: Valores de la operacio´n lo´gica XOR
3.2.1. Cifrado con algoritmos sime´tricos
A. Cifrado XOR
Este algoritmo sencillo pero que cumple su funcio´n, utiliza la operacio´n lo´gica XOR
para cifrar bloques bit a bit utilizando una clave. A continuacio´n se explica con un ejem-
plo el mecanismo de este algoritmo. El fundamento de la OR exclusiva se muestra en la
siguiente tabla.
Dada la cadena ”0101 1011 0100” y la clave ”1101 1111 0010” el resultado de aplicar





Si se vuelve a aplicar la XOR a la secuencia de bit resultante con la misma clave se






AES (Advanced Encryption Standard por sus siglas en Ingle´s), tambie´n conocido como
Rijndael, es un algoritmo de cifrado por bloques creado por dos cripto´logos belgas, Joan
Daemen y Vicent Rijmen, que ha sido adoptado como un esta´ndar de cifrado por el go-
bierno de los Estados Unidos.
El cifrado por bloques consiste en coger texto de una longitud fija de bits y transfor-
marlo mediante una serie de operaciones de cifrado en otro texto de la misma longitud.
Descripcio´n del algoritmo
3.2. Te´cnicas de Ofuscacio´n usadas en la implementacio´n 55
Se caracteriza por ser un algoritmo de cifrado por bloques. Los datos a cifrar se dividen
en bloques de taman˜o fijo (128 bits), donde cada bloque se representa como una matriz
de 4x4 bytes llamada estado, como se muestra en la siguiente figura.
Figura 3.1: Estado de AES
A cada estado se le aplican N rondas, cada una esta´ compuesta por un conjunto de
operaciones. Las N rondas se pueden clasificar en tres tipos: una ronda inicial, Nr rondas
esta´ndar y una ronda final. Por ser AES un algoritmo sime´trico, utiliza la misma clave
para cifrar y descifrar los datos. A esta clave se la denomina clave inicial (K), la longitud
de la clave K varia de 128, 192 y 256 bits, en cada caso AES tiene 10, 12, y 14 rondas res-
pectivamente. Las claves resultantes junto con la clave inicial son denominadas sub-claves
y cada una es utilizada en una de las rondas.
La ronda inicial realiza una sola operacio´n:
AddRoundKey: se hace un XOR byte a byte entre el estado y la clave inicial.
En cada una de las siguientes Nr rondas, denominadas esta´ndar, se aplican 4 opera-
ciones en el siguiente orden:
SubBytes: se reemplaza cada byte del estado por otro de acuerdo a una tabla de
sustitucio´n de bytes con valores predeterminados. Este valor resultante se obtiene
accediendo a la tabla tomando como ı´ndice de fila los primeros 4 bits del byte a
reemplazar y como ı´ndice de columna los u´ltimos 4 bits. El taman˜o de la tabla es de
16x16 bytes.
ShiftRows: a excepcio´n de la primera fila del estado, que no se modifica, los bytes de
las filas restantes se rotan c´ıclicamente a izquierda: una vez en la segunda fila, dos
veces en la tercera y tres veces en la cuarta.
MixColumns: a cada columna del estado se le aplica una transformacio´n lineal y es
reemplazada por el resultado de esta operacio´n. AddRoundKey: es igual a la ronda
inicial pero utilizando la siguiente sub-clave.
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AddRoundKey: es igual a la ronda inicial pero utilizando la siguiente sub-clave.
La ronda final consiste de 3 operaciones:
SubBytes: de la misma forma que se aplica a las rondas esta´ndar.
ShiftRows: de la misma forma que se aplica a las rondas esta´ndar.
AddRoundKey: al igual que las rondas anteriores pero utilizando la u´ltima sub-clave.
La siguiente figura 3.2 muestra un esquema del funcionamiento del algoritmo explicado
anteriormente.
Figura 3.2: Esquema del algoritmo AES
C. Triple DES
Triple DES es un algoritmo que hace un triple cifrado DES, desarrollado por IMB en
1988. DES es un algoritmo de cifrado por bloques, que utiliza un taman˜o de bloque de
64 bits. Tambie´n utiliza una clave para realizar el cifrado y el descifrado. La clave mide
64 bits, aunque en realidad solo 56 de ellos son empleados por los algoritmos. Los 8 bits
restantes se utilizan para comprobar la paridad, y despue´s son descartados. El Institu-
to Nacional de Esta´ndares Americano (ANSI por sus siglas en ingles) adopto´ DES como
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esta´ndar para el cifrado comercial y datos sensibles. Esto esta´ definido en Esta´ndares Fe-
derales de Procesamiento de la Informacio´n (FIPS 46, 1977) publicado por el Instituto
Nacional de Esta´ndares y Tecnolog´ıa (NIST) [51] [52]
Descripcio´n
La estructura ba´sica del algoritmo presenta 16 fases ide´nticas de proceso denomina-
das rondas. Tambie´n hay una permutacio´n inicial y final denominada PI y PF, que son
funciones inversas entre s´ı (PI ”deshace” la accio´n de PF, y viceversa). PI y PF no son
criptogra´ficamente significativas, pero se incluyeron presuntamente para facilitar la carga
y descarga de bloques sobre el hardware de mediados de los 70. Antes de las rondas, el
bloque es dividido en dos mitades de 32 bits y procesadas alternativamente. Este entre-
cruzamiento se conoce como esquema Feistel.
La estructura de Feistel asegura que el cifrado y el descifrado sean procesos muy simila-
res, la u´nica diferencia es que las sub-claves se aplican en orden inverso cuando desciframos.
El resto del algoritmo es ide´ntico.
La funcio´n-F mezcla la mitad del bloque con parte de la clave. La salida de la fun-
cio´n-F se combina entonces con la otra mitad del bloque, y los bloques son intercambiados
antes de la siguiente ronda. Tras la u´ltima ronda, las mitades no se intercambian; e´sta es
una caracter´ıstica de la estructura de Feistel que hace que el cifrado y el descifrado sean
procesos parecidos.
La siguiente figura 2.31 muestra un esquema de la estructura general de Feistel.
La funcio´n F de Feistel
La funcio´n-F, representada en la figura 2.32, opera sobre medio bloque (32) cada vez
y consta de cuatro pasos:
1. Expansio´n: La mitad del bloque de 32 bits se expande a 48 bits mediante la per-
mutacio´n de expansio´n, denominada E en el diagrama, duplicando algunos de los
bits.
2. Mezcla: El resultado se combina con una sub-clave utilizando una operacio´n XOR.
Diecise´is sub-claves, una para cada ronda, se derivan de la clave inicial mediante la
generacio´n de subclaves descrita ma´s abajo.
3. Sustitucio´n: Tras mezclarlo con la sub-clave, el bloque es dividido en ocho trozos
de 6 bits antes de ser procesados por las S-cajas, o cajas de sustitucio´n. Cada una
de las ocho S-cajas reemplaza sus seis bits de entrada con cuatro bits de salida, de
acuerdo con una trasformacio´n no lineal, especificada por una tabla de bu´squeda.
Las S-cajas constituyen el nu´cleo de la seguridad de DES, sin ellas el cifrado ser´ıa
lineal y fa´cil de romper.
4. Permutacio´n: Finalmente, las 32 salidas de las S-cajas se reordenan de acuerdo a
una permutacio´n fija; la P-caja.
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Figura 3.3: Estructura general de Feistel
Alternando la sustitucio´n de las S-cajas, y la permutacio´n de bits de la P-caja y la ex-
pansio´n-E proporcionan las llamadas ”confusio´n y difusio´n” respectivamente, un concepto
identificado por Claude Shannon en los 40 como una condicio´n necesaria para un cifrado
seguro y pra´ctico.
Generacio´n de claves
Primero, se seleccionan 56 bits de la clave de los 64 iniciales mediante la Eleccio´n
Permutada 1 (PC-1), los ocho bits restantes pueden descartarse o utilizarse como bits de
comprobacio´n de paridad. Los 56 bits se dividen entonces en dos mitades de 28 bits; a
continuacio´n cada mitad se trata independientemente. En rondas sucesivas, ambas mitades
se desplazan hacia la izquierda uno o dos bits (dependiendo de cada ronda), y entonces se
seleccionan 48 bits de sub-clave mediante la Eleccio´n Permutada 2 (PC-2), 24 bits de la
mitad izquierda y 24 de la derecha. Los desplazamientos (indicados por ”” en el diagrama)
implican que se utiliza un conjunto diferente de bits en cada sub-clave; cada bit se usa
aproximadamente en 14 de las 16 sub-claves. (Figura 2.33)
La generacio´n de claves para descifrado es similar, se debe generar las claves en orden
inverso.
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Figura 3.4: Funcio´n F
3.2.2. Polimo´rfismo
A continuacio´n se explica las te´cnicas de polimorfismo, sin entrar en mucho detalle, que
se han incluido en el proyecto. La herramienta cuenta con tres te´cnicas de polimorfismo
posible que podra´ ser seleccionado en cada ejecucio´n.
TYNIDS es capaz de generar para una misma entrada distintas salidas, es decir, para
un mismo malware a cifrar, la herramienta es capaz de aplicar distintas te´cnicas de poli-
morfismo con variables aleatorias que hara´ que la salida siempre tenga una forma distinta,
en cuanto a contenido de instrucciones se refiere. Esto provocara´ que el NIDS tenga mucha
ma´s carga de trabajo a la hora de intentar detectar el malware debido a que la deteccio´n
por firmas no le sera´ u´til.
A. Insercio´n de co´digo basura
Este tipo de procedimiento genera un nu´mero aleatorio de instrucciones que sera´n in-
troducidas en distintas partes del co´digo. Como no es posible introducir las instrucciones
en cualquier parte, se realizan unas series de bu´squedas de lugar previamente ya estudia-
das y almacenadas.
Los tipos de instrucciones que se introducen son de un tipo especial inofensivo, es decir,
son instrucciones que sirven de relleno, no afectan al contexto del co´digo y sin embargo
hace que el co´digo crezca en la medida que sea deseada.
Con esto tratamos de conseguir que distintas ejecuciones del co´digo genere distinto
nu´mero de instrucciones resultantes. Por ejemplo, un co´digo inicial de 1000 instrucciones,
tras aplicar esta te´cnica a veces podra´ generar co´digos de 1050 instrucciones, 2000 instruc-
ciones o 7000 instrucciones por poner algu´n ejemplo.
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Figura 3.5: Generacio´n de claves
Al ser un nu´mero diferente de instrucciones de relleno en cada ejecucio´n generara´ que
un ana´lisis por firma no sea capaz de detectar el co´digo malicioso que penetrara´ el NIDS.
B. Intercambio de instrucciones independientes
La segunda te´cnica que se ha utilizado es la de la bu´squeda de instrucciones inde-
pendientes. Aqu´ı usamos un concepto de independencia propia. Se ha implementado un
mecanismo de bu´squeda de pares de instrucciones consecutivas en las que no se compartan
los registros ni origen ni destino entre las instrucciones respectivamente.
Esto hace que un intercambio entre instrucciones consecutivas, es decir, poner la ins-
truccio´n A en lugar de la instruccio´n B y la instruccio´n B justo donde estaba antes la
instruccio´n A, haga que el co´digo var´ıe de forma y sin embargo el contexto final, el resul-
tado de la ejecucio´n del co´digo sea exactamente la misma que antes del intercambio.
De mismo modo que la te´cnica anterior, se aplica un nu´mero aleatorio para decidir
cuantas veces se ejecutara´ este tipo de ejercicio, lo que hara´ que dos ejecuciones seguidas
del mismo co´digo generen co´digo resultante diferente.
C. Insercio´n de co´digo basura e intercambio de instrucciones independientes
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Por u´ltimo se usa un tercer tipo de te´cnica que es una mezcla de las dos anteriores.
Primero se ejecutara´ la te´cnica de introduccio´n de operaciones NOP o co´digo basura y a
continuacio´n se empezara´ a hacer intercambios entre instrucciones independientes.
Es lo´gico que primero se introduzcan las instrucciones basura antes de hacer inter-
cambios ya que cuantas ma´s instrucciones tenga el co´digo ma´s posibilidades habra´n de
encontrar instrucciones candidatas para hacer intercambios.
Este tipo de te´cnica es la ma´s prometedora para evadir al NIDS ya que incluye las
otras dos te´cnicas explicadas anteriormente, pero por s´ı solas cualquiera de ellas podr´ıa
servir para violar el sistema de deteccio´n del NIDS.
3.2.3. Funcionalidad de la herramienta TYNIDS
Para explicar co´mo trabaja TYNIDS, lo ma´s sencillo es enumerar y describir las dis-
tintas fases o estados por los que pasa desde que inicia su ejecucio´n hasta que finaliza.
Primera fase: Cifrado
Es quiza´s la fase ma´s importante, ya que aparte de ser la primera, es la que hace que
el malware quede completamente ofuscado para intentar impedir que el NIDS sea capaz
de detectarlo.
Lo primero que se hace para cifrar malware es obtener el Opcode del fichero ejecutable
que queremos cifrar, a continuacio´n, se le aplica uno de los algoritmos de clave sime´trica
comentados anteriormente (Apartado 3.2.1. Cifrado XOR, AES, 3DES) y una clave, am-
bos elegidos por el usuario de la aplicacio´n.
El co´digo del malware resultante de aplicar uno de estos tres algoritmos de cifrado,
au´n sufrira´ ma´s cambios, los cuales esta´n explicados en los siguientes apartados.
A. Elaboracio´n de ficheros intermedios
Dado que el co´digo obtenido despue´s del cifrado es totalmente incomprensible, se realiza
un paso intermedio (figura 3.6) para dotar ese co´digo ofuscado de una apariencia ma´s
amigable, y fa´cilmente manipulable.
Figura 3.6: Esquema de elaboracio´n de ficheros intermedios
Este paso de convertir el co´digo incomprensible a algo ma´s apetecible visualmente
podr´ıa considerarse como la agregacio´n de un nivel ma´s al proceso de ofuscacio´n.
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Una vez que finaliza esta fase, se guarda en un fichero todo lo necesario para llevar a
cabo el proceso inverso al de cifrado.
3.2.4. Segunda fase: Aplicacio´n de te´cnicas de polimorfismo
Una vez obtenido el co´digo ofuscado y con un formato fa´cilmente manipulable se ge-
nera un fichero que contiene las instrucciones en ensamblador sobre las que se aplican las
te´cnicas polimo´rficas descritas anteriormente.
Este es el siguiente punto importante donde se aplica ofuscacio´n al co´digo del malware.
Mediante la te´cnica del polimorfismo logramos que el resultado final nunca sea igual.
Se aplican distintas transformaciones de forma aleatoria en cada ejecucio´n, como por
ejemplo insercio´n de co´digo basura o intercambio de instrucciones independientes. Con
esto conseguimos que el malware tenga ma´s posibilidades de pasar inadvertido ante el
NIDS.
3.2.5. Generacio´n de ficheros ejecutables
Cuando se ha terminado de aplicar todas las te´cnicas polimo´rficas, TYNIDS genera
un fichero ejecutable que contiene el malware cifrado, el mecanismo de descifrado y la
autonomı´a necesaria para ejecutarse en la ma´quina destino, una vez burlada la seguridad
del NIDS.
3.2.6. Ejecucio´n de ficheros ejecutables
Dado que la finalidad de este proyecto es evadir un NIDS que vigila una red y atacar
a una ma´quina que se esconde tras e´l, el fichero tiene que ser ejecutado en algu´n momento
para llevar a cabo el ataque completo y as´ı producirse la infeccio´n con el malware.
La ejecucio´n tiene dos partes claramente diferenciadas, el descifrado y la ejecucio´n del
malware descifrado.
3.2.7. Descifrado
Para que el descifrado sea posible, primero se tienen que revertir todas las operaciones
intermedias que se han realizado hasta obtener el co´digo cifrado original (figura 2.35),
excepto las aplicadas en la fase de aplicacio´n de te´cnicas polimo´rficas.
Recordemos que el co´digo del malware tiene una apariencia en hexadecimal y que
podr´ıa interpretarse como co´digo ejecutable, no obstante, este co´digo no sigue el patro´n
necesario para que ese co´digo pueda ser ejecutado. Dada esta falsa apariencia, se realiza
el proceso inverso en dos etapas antes de proceder al descifrado.
Figura 3.7: Proceso de descifrado del co´digo
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El co´digo cifrado original se descifra aplicando la funcio´n de descifrado del algoritmo
seleccionado al principio de la aplicacio´n.
3.2.8. Generacio´n de ficheros finales y ejecucio´n
Una vez obtenido el co´digo del malware descifrado, se procede a su ejecucio´n. Para ello
se crean dos ficheros finales, uno de ellos contendra´ el co´digo del malware descifrado y el
otro las funciones encargadas de crear un fichero binario con el co´digo del primer fichero
y la llamada al sistema que ejecuta el fichero binario anteriormente mencionado. (Figura
3.8)
Figura 3.8: Esquema de generacio´n de ficheros
3.2.9. Esquema de la estructura de los ficheros generados
A continuacio´n se detalla la estructura (figura 2.37) de los ficheros intermedios gene-
rados por la aplicacio´n, tanto en la fase de cifrado, como en la de descifrado.
Se comienza mostrando la estructura del fichero ejecutable generado en la fase de
cifrado. Este fichero contiene el malware cifrado, en una falsa apariencia hexadecimal, a
continuacio´n el modulo de descifrado del algoritmo elegido para el cifrado, as´ı como las
operaciones inversas intermedias que se deben realizar antes del propio descifrado, y el
cuerpo del programa principal.
La estructura de los fichero finales es muy simple, pero no por ello menos importante,
ya que sin ellos la ejecucio´n del malware no ser´ıa posible. (Figuras 2.38 y 2.39)
El fichero binario generado por los ficheros finales, es un fichero temporal que tiene
una estructura binaria que no vamos a representar, dado que es una estructura espec´ıfica
de cada sistema operativo.
3.2.10. Gu´ıa de ejecucio´n
Para hacer uso de la herramienta no es necesario tener unos profundos conocimientos
en redes, NIDS o malware, so´lo se necesitan los conocimientos ba´sicos que permitan mo-
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Figura 3.9: Estructura ficheros intermedios
verse por diferentes directorios mediante una shell de Linux.
El objetivo de la herramienta es ofuscar malware en ficheros ejecutables, por ello se
hace requisito indispensable saber previamente donde esta´ dicho malware. La herramienta
generara todos los directorios que contendra´n los ficheros intermedios que se creen durante
el proceso de ofuscacio´n, por lo que sabiendo el directorio fuente de los ficheros ejecutables,
no hay nada ma´s de lo que preocuparse. Para poder ejecutar la herramienta es necesa-
rio ingresar el comando de Linux en consola necesario para tal fin, seguido de directorio
fuente donde esta´n los ficheros a ofuscar. A continuacio´n se muestra un ejemplo de co´mo
se deber´ıa ejecutar la herramienta. No´tese que el directorio tiene que acabar con la barra
transversal ”´’.
./tynids.o directorio_fuente/
Una vez se ha ejecutado el comando, aparecera´ un menu´ donde podremos elegir el
algoritmo que deseamos para el proceso de ofuscacio´n. A continuacio´n se pide que se in-
troduzca una clave, esta clave la necesitan los algoritmos para realizar el cifrado, despue´s
de esto mostrara´ un submenu´ donde se muestran los modos de polimorfismo disponibles
y se pedira´ que se ingrese el que se quiere aplicar. Si todo ha ido bien, por cada fichero
que trate la herramienta, se mostrara´ un mensaje que indica el fichero de co´digo fuente
que se ha generado, si la compilacio´n de dicho co´digo ha sido correcto o no y los ficheros
generados al aplicar polimorfismo. Si la compilacio´n no ha sido correcta, se generara´ un
fichero ”log” que contendra´ el error que devuelve el proceso de compilacio´n.
Cuando la herramienta haya finalizado se genera´n varios directorios. El directorio
”crypt files” contiene el co´digo fuente de los ficheros sin compilar, cuyo contenido es el
malware cifrado con el algoritmo que se haya elegido anteriormente, y todo lo necesario
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Figura 3.10: Estructura fichero finales I
Figura 3.11: Estructura fichero finales II
para su posterior ejecucio´n. El directorio ”asm files” contiene los ficheros compilados con
el flag -S, es decir, los ficheros que contienen el co´digo en ensamblador de los archivos que
hay en el directorio ”crypt files”. Estos ficheros con extensio´n ”.s” son sobre los que se apli-
ca la te´cnica de polimo´rfismo que se ha escogido previamente. Y por u´ltimo el directorio
”compilados” que contiene todos los ficheros finales, listos para ser usados.
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Cap´ıtulo 4
Pruebas realizadas y resultados
En esta seccio´n se describe que´ tipo de pruebas se han generado para probar la efi-
cacia de la herramienta TYNIDS objeto de este proyecto, as´ı como tambie´n co´mo se ha
comportado y los resultados obtenidos con ella.
4.1. Introduccio´n a las pruebas
La bater´ıa de pruebas esta´ basada en una coleccio´n de 25 malwares y 47 antivirus




















































Las pruebas esta´n divididas en 2 fases.
1. Primera fase: Se ha realizado un ana´lisis de los 25 malware sin cifrar con cada
antivirus de los mencionados anteriormente. Supone un total de 1175 ana´lisis.
2. Segunda fase: Una vez cifrado el malware con cifrado AES, 3DES o´ XOR se le ha
aplicado te´cnicas de polimorfismo descritas en cap´ıtulos anteriores. Logra´ndose esta
vez un total de 2350 ana´lisis.
4.2. Resultados
Resultados primera fase:
Del total de 1175 ana´lisis realizados en esta fase, 941 han sido positivos. Esto significa
que en el 80 % de los ana´lisis el malware ha sido descubierto, resultado que lo´gicamente
es el esperado puesto que la herramienta TYNIDS au´n no ha entrado en accio´n en esta
primera fase. (Tablas 4.1, 4.2, 4.3, 4.4 y 4.5)
Resultados segunda fase:
Del total de 2350 ana´lisis realizados en esta fase, 0 han dado positivo. Lo que significa
que ningu´n antivirus ha sido capaz de descubrir el malware cifrado y ofuscado por TY-
NIDS. Es decir, se ha resuelto el objetivo con un 100 % de eficacia. (Tablas 4.6, 4.7, 4.8,
4.9, 4.10, 4.11, 4.12, 4.13, 4.14 y 4.15)
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antivirus/malware 13th 5120 addict9 cybernet darksatan
Avast SI SI SI SI SI
AVG SI SI SI SI SI
BitDefender SI SI SI SI SI
ByteHero NO NO NO NO NO
CAT-QuickHeal SI NO SI SI SI
ClamAV SI SI SI SI SI
Commtouch SI SI SI SI SI
Comodo SI SI SI SI SI
DrWeb SI SI SI SI SI
Emsisoft SI SI SI SI SI
eSafe NO NO SI SI SI
ESET-NOD32 NO NO NO SI SI
F-Prot SI SI S SI SI
F-Secure SI SI SI SI SI
Fortinet SI SI NO SI SI
GData SI SI SI SI SI
Ikarus SI SI SI SI SI
Jiangmin SI SI SI SI SI
K7AntiVirus SI SI SI SI SI
K7GW SI NO SI SI NO
Kaspersky SI SI SI SI SI
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee SI SI SI SI SI
McAfee-GW-Edition SI SI SI SI SI
Microsoft SI SI SI SI SI
MicroWorld-eScan SI SI NO SI NO
NANO-Antivirus SI SI SI SI SI
Norman NO NO NO SI SI
nProtect SI SI SI SI SI
Panda SI SI SI SI SI
PCTools SI SI SI SI SI
Rising SI SI SI SI NO
Sophos SI SI SI SI SI
SUPERAntiSpyware NO NO NO NO NO
Symantec SI SI SI SI SI
TheHacker NO SI NO SI NO
TotalDefense SI SI SI SI SI
TrendMicro SI SI SI SI SI
Tabla 4.1: Resultado Fase 1: Malware no cifrado. Ejemplo I
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antivirus/malware diamon.gr elvis erasmus glitch guerilla
Avast SI SI SI SI SI
AVG NO SI SI SI SI
BitDefender SI SI SI SI SI
ByteHero NO NO NO NO NO
CAT-QuickHeal SI SI SI NO SI
ClamAV SI SI SI SI SI
Commtouch SI SI SI SI SI
Comodo SI SI SI SI SI
DrWeb SI SI SI SI SI
Emsisoft SI SI SI SI SI
eSafe SI SI SI SI SI
ESET-NOD32 NO NO NO SI SI
F-Prot SI SI SI SI SI
F-Secure SI SI SI SI SI
Fortinet SI SI SI SI SI
GData SI SI SI SI SI
Ikarus SI SI SI SI SI
Jiangmin SI SI SI SI SI
K7AntiVirus SI SI SI SI SI
K7GW SI NO SI SI SI
Kaspersky SI SI NO SI SI
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee SI SI SI SI SI
McAfee-GW-Edition SI SI SI SI SI
Microsoft SI SI SI SI SI
MicroWorld-eScan NO SI SI SI SI
NANO-Antivirus SI SI SI SI SI
Norman NO SI NO SI SI
nProtect SI SI SI SI SI
Panda SI SI SI SI SI
PCTools SI SI SI SI SI
Rising SI SI SI SI SI
Sophos SI SI SI SI SI
SUPERAntiSpyware NO NO NO NO NO
Symantec SI SI SI SI SI
TheHacker SI SI SI SI SI
TotalDefense SI SI SI SI SI
TrendMicro SI SI SI SI SI
Tabla 4.2: Resultado Fase 1: Malware no cifrado. Ejemplo II
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antivirus/malware halloween1376 harakiri hero394 ifreetv int1988
Avast SI SI SI SI SI
AVG SI SI SI SI SI
BitDefender SI SI SI SI SI
ByteHero NO NO NO NO NO
CAT-QuickHeal SI NO SI NO SI
ClamAV SI SI SI SI SI
Commtouch SI SI SI SI SI
Comodo SI SI SI SI SI
DrWeb SI SI SI SI SI
Emsisoft SI SI SI SI SI
eSafe SI SI SI SI SI
ESET-NOD32 SI SI NO NO SI
F-Prot SI SI SI SI SI
F-Secure SI SI SI SI SI
Fortinet SI SI SI SI SI
GData SI SI SI SI SI
Ikarus SI SI SI SI SI
Jiangmin SI SI SI SI SI
K7AntiVirus SI SI SI SI SI
K7GW SI NO SI SI SI
Kaspersky SI SI NO SI SI
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee SI SI SI SI SI
McAfee-GW-Edition SI SI SI SI SI
Microsoft SI SI SI SI SI
MicroWorld-eScan SI SI NO NO SI
NANO-Antivirus SI SI SI SI SI
Norman NO SI NO SI SI
nProtect SI SI SI SI SI
Panda SI SI SI SI SI
PCTools SI SI SI SI SI
Rising SI SI SI SI SI
Sophos SI SI SI SI SI
SUPERAntiSpyware NO NO NO NO NO
Symantec SI SI SI SI SI
TheHacker SI SI NO NO SI
TotalDefense SI SI SI SI SI
TrendMicro SI SI SI SI SI
Tabla 4.3: Resultado Fase 1: Malware no cifrado. Ejemplo III
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antivirus/malware intrud1 jerusalem jsr3a manequin nextgen
Avast SI SI SI SI SI
AVG SI SI SI SI SI
BitDefender SI SI SI SI SI
ByteHero NO NO NO NO NO
CAT-QuickHeal SI SI NO SI NO
ClamAV SI SI SI SI SI
Commtouch SI SI SI SI SI
Comodo SI SI SI SI SI
DrWeb SI SI SI SI SI
Emsisoft SI SI SI SI SI
eSafe SI SI SI SI SI
ESET-NOD32 SI SI NO NO SI
F-Prot SI SI SI SI SI
F-Secure SI SI SI SI SI
Fortinet NO NO SI SI SI
GData SI SI SI SI SI
Ikarus SI SI SI SI SI
Jiangmin SI SI SI SI SI
K7AntiVirus SI SI SI SI SI
K7GW SI SI SI SI NO
Kaspersky SI SI SI SI SI
Kingsoft SI NO NO NO SI
Malwarebytes NO NO NO NO NO
McAfee SI SI SI SI SI
McAfee-GW-Edition SI SI SI SI SI
Microsoft SI SI SI SI SI
MicroWorld-eScan SI NO SI SI SI
NANO-Antivirus SI SI SI SI SI
Norman SI SI SI SI SI
nProtect SI SI SI SI SI
Panda NO SI NO SI SI
PCTools SI SI SI SI SI
Rising SI NO SI SI SI
Sophos SI SI SI SI SI
SUPERAntiSpyware SI NO SI NO NO
Symantec SI SI SI SI SI
TheHacker SI NO SI SI NO
TotalDefense SI SI SI SI NO
TrendMicro SI SI SI SI SI
Tabla 4.4: Resultado Fase 1: Malware no cifrado. Ejemplo IV
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antivirus/malware pas3072b pdfcreator quake server xvidsetup8
Avast SI SI SI SI SI
AVG SI SI SI SI SI
BitDefender SI SI SI SI SI
ByteHero NO NO NO NO NO
CAT-QuickHeal NO SI NO SI SI
ClamAV SI SI NO SI SI
Commtouch SI SI SI SI NO
Comodo SI SI SI SI SI
DrWeb SI SI SI SI SI
Emsisoft SI SI SI SI SI
eSafe SI SI SI SI NO
ESET-NOD32 SI SI SI NO SI
F-Prot SI SI SI SI SI
F-Secure SI SI SI SI SI
Fortinet SI SI SI SI SI
GData SI SI SI SI SI
Ikarus SI SI SI SI SI
Jiangmin SI SI SI SI SI
K7AntiVirus SI SI SI SI SI
K7GW SI NO SI SI SI
Kaspersky SI SI SI SI SI
Kingsoft SI SI SI SI NO
Malwarebytes SI SI NO NO SI
McAfee SI SI SI NO SI
McAfee-GW-Edition SI SI SI NO SI
Microsoft NO SI SI NO SI
MicroWorld-eScan NO SI SI SI SI
NANO-Antivirus NO SI NO NO NO
Norman SI SI SI SI SI
nProtect SI SI SI NO SI
Panda SI SI SI SI NO
PCTools SI SI SI SI SI
Rising SI NO SI NO SI
Sophos SI SI SI SI SI
SUPERAntiSpyware NO NO NO NO SI
Symantec SI SI SI SI SI
TheHacker SI SI SI SI NO
TotalDefense SI SI NO NO SI
TrendMicro SI SI SI NO SI
Tabla 4.5: Resultado Fase 1: Malware no cifrado. Ejemplo V
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antivirus/malware 13th 5120 addict9 cybernet darksatan
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
Emsisoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO S NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
KingsoftNO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
Rising NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.6: Resultado Fase 2: Cifrado XOR con polimorfismo. Ejemplo I
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antivirus/malware diamon.gr’ elvis erasmus glitch guerilla
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
EmNOsoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO NO NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
RiNOng NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.7: Resultado Fase 2: Cifrado XOR con polimorfismo. Ejemplo II
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antivirus/malware halloween1376 harakiri hero394 ifreetv int1988
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
EmNOsoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO NO NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
RiNOng NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.8: Resultado Fase 2: Cifrado XOR con polimorfismo. Ejemplo III
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antivirus/malware intrud1 jerusalem jsr3a manequin nextgen
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
EmNOsoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO NO NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
RiNOng NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.9: Resultado Fase 2: Cifrado XOR con polimorfismo. Ejemplo IV
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antivirus/malware pas3072b pdfcreator quake server xvidsetup8
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
EmNOsoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO NO NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
RiNOng NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.10: Resultado Fase 2: Cifrado XOR con polimorfismo. Ejemplo V
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antivirus/malware 13th 5120 addict9 cybernet darksatan
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
Emsisoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO S NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
Rising NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.11: Resultado Fase 2: Cifrado AES con polimorfismo. Ejemplo I
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antivirus/malware diamon.gr elvis erasmus glitch guerilla
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
EmNOsoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO NO NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
RiNOng NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.12: Resultado Fase 2: Cifrado AES con polimorfismo. Ejemplo II
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antivirus/malware halloween1376 harakiri hero394 ifreetv int1988
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
EmNOsoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO NO NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
RiNOng NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.13: Resultado Fase 2: Cifrado AES con polimorfismo. Ejemplo III
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antivirus/malware intrud1 jerusalem jsr3a manequin nextgen
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
EmNOsoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO NO NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
RiNOng NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.14: Resultado Fase 2: Cifrado AES con polimorfismo. Ejemplo IV
84 Cap´ıtulo 4. Pruebas realizadas y resultados
antivirus/malware pas3072b pdfcreator quake server xvidsetup8
Avast NO NO NO NO NO
AVG NO NO NO NO NO
BitDefender NO NO NO NO NO
ByteHero NO NO NO NO NO
CAT-QuickHeal NO NO NO NO NO
ClamAV NO NO NO NO NO
Commtouch NO NO NO NO NO
Comodo NO NO NO NO NO
DrWeb NO NO NO NO NO
EmNOsoft NO NO NO NO NO
eSafe NO NO NO NO NO
ESET-NOD32 NO NO NO NO NO
F-Prot NO NO NO NO NO
F-Secure NO NO NO NO NO
Fortinet NO NO NO NO NO
GData NO NO NO NO NO
Ikarus NO NO NO NO NO
Jiangmin NO NO NO NO NO
K7AntiVirus NO NO NO NO NO
K7GW NO NO NO NO NO
Kaspersky NO NO NO NO NO
Kingsoft NO NO NO NO NO
Malwarebytes NO NO NO NO NO
McAfee NO NO NO NO NO
McAfee-GW-Edition NO NO NO NO NO
Microsoft NO NO NO NO NO
MicroWorld-eScan NO NO NO NO NO
NANO-Antivirus NO NO NO NO NO
Norman NO NO NO NO NO
nProtect NO NO NO NO NO
Panda NO NO NO NO NO
PCTools NO NO NO NO NO
RiNOng NO NO NO NO NO
Sophos NO NO NO NO NO
SUPERAntiSpyware NO NO NO NO NO
Symantec NO NO NO NO NO
TheHacker NO NO NO NO NO
TotalDefense NO NO NO NO NO
TrendMicro NO NO NO NO NO
Tabla 4.15: Resultado Fase 2: Cifrado AES con polimorfismo. Ejemplo V
Cap´ıtulo 5
Conclusiones finales y propuestas
de mejora
5.1. Conclusiones sobre los resultados obtenidos
Una vez realizadas las pruebas de cifrado y polimorfismo y teniendo presente los re-
sultados obtenidos se puede concluir que la aplicacio´n TYNIDS que es el objeto de este
trabajo, aporta un resultado excelente ya que al ofuscar el malware por cualquiera de los
me´todos que permite la aplicacio´n, ya sea AES, XOR o 3DES, tanto si aplicamos polimor-
fismo como si no, ningu´n malware ha sido detectado por los antivirus con los que se han
realizado las pruebas.
Se ha obtenido una tasa de eficacia del 100 %.
5.2. Conclusiones sobre el proyecto
La asignatura de sistemas informa´ticos no so´lo ha servido de v´ıa para superar el pro-
yecto fin de carrera, si no que ha supuesto una oportunidad para abordar l´ıneas de in-
vestigacio´n que el equipo de trabajo desconoc´ıa como por ejemplo las diversas te´cnicas
de cifrado de co´digo que se han incluido en este proyecto. Tampoco se ten´ıa un adecuado
conocimiento del uso que aportaba un sistema NIDS y para lograr evadirlo se ha tenido
que investigar su funcionamiento y atacar sus puntos de´biles usando potentes te´cnicas de
cifrado de co´digo y estrategias de polimorfismo.
Como se ha podido observar, la evasio´n de un NIDS no es una tarea sencilla. Hacer
de ello una tarea manual resulta tedioso a la par que propenso a errores. Para ahorrar
tiempo y molestias a la hora de probar un NIDS, se ha implementado una herramienta que
automatiza la ofuscacio´n del malware en grandes cantidades, solo hay que especificar el
directorio donde se encuentra dicho malware y la herramienta trata cada fichero de forma
independiente aplica´ndole todo el proceso de ofuscacio´n mencionado en el cap´ıtulo 3.
5.3. Posibles usos de la herramienta. Educativo / Comercial
En esta seccio´n se describe los posibles usos que se han pensado que se podr´ıa hacer
con la herramienta final. Existen dos vertientes a abordar, una ser´ıa un uso educativo y
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otro el comercial.
Este proyecto surge como consecuencia de la realizacio´n de la asignatura de Sistemas
Informa´ticos, por lo que TYNIDS se podr´ıa utilizar para hacer pruebas y mejoras sobre
sistemas NIDS. Si a futuro, surge un proyecto que consista en mejorar un sistema NIDS,
nuestra herramienta puede ser clave en la consecucio´n del mismo, pues continuamente
puede usarse para generar co´digo con el que probar las distintas reglas por las que se
rige el sistema de intrusos. Otro punto de vista es el comercial y es que co´mo cada d´ıa
que pasa, la necesidad de seguridad en sistemas comerciales es mayor, empresas podr´ıan
comprar licencias de nuestra herramienta para probar sus NIDS y estar as´ı continuamente
mejorando sus sistemas de seguridad de cara a posibles amenazas procedentes de la red.
5.4. Propuestas para futuros trabajos
A lo largo de proyecto han ido surgiendo necesidades que se han ido abordando de
la mejor manera posible, adema´s de problemas que se han tenido que solucionar. Por lo
tanto han ido quedando mejoras y optimizaciones que no ha dado tiempo a incluir en
el proyecto debido al tiempo necesario en investigacio´n e implementacio´n de las mismas.
As´ı proponemos para futuras versiones de esta herramienta los siguientes puntos:
Generacio´n de ma´s instrucciones de co´digo basura a la hora de realizar el polimor-
fismo.
Insercio´n de ma´s me´todos de polimorfismo como por ejemplo sustitucio´n de varia-
bles/registros y transposicio´n de co´digo.
Inclusio´n de la te´cnica del metamorfismo descrita en este proyecto.
Desarrollo de nuevas estrategias y me´todos de cifrado e inclusio´n de nuevos algorit-
mos.
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A.1. Un repaso a la historia del Malware
El surgimiento de estas amenazas puede ubicarse a finales de los an˜os 80, ma´s preci-
samente en 1988, cuando aparecio´ el gusano Morris, considerado el primero de su especie.
Este, logro´ colapsar cientos de sistemas pertenecientes a ArpaNet (la predecesora de Inter-
net). En el an˜o 2000 aparece el generador de gusanos VBSWG (Visual Basic Script Worm
Generator), que dio lugar a algunos worms importantes, como por ejemplo el gusano ”An-
na Kournikova” que infecto´ a la NASA. Este mismo an˜o nacio´ otro gusano, ”ILOVEYOU”,
que logro´ infectar millones de ma´quinas a trave´s de correos electro´nicos. En 2001 aparece
el primer malware escrito en PHP, ”Pirus”. Tambie´n se desarrollaron gusanos importantes
para Linux, como ”Ramen” y ”Lion”.
En 2003, el gusano ”Slammer” que explotaba una vulnerabilidad del servidor Microsoft
SQL, logro´ infectar en solo 10 minutos el 90 % de las ma´quinas vulnerables. Otro malware
destacable de este an˜o fue ”Blaster”. En el an˜o 2004 aparece ”Mydoom”, este gusano se
caracterizaba porque pod´ıa propagarse tanto por email como por la red Kazaa, permi-
tiendo el control de los computadores infectados. Tambie´n aparece ”Brador” un troyano
para Windows CE y ”MP3Concept”, el primer troyano para MAC OS X. En 2006 destaca
”Stardust” que infectaba macros de los paquetes OpenOffice y Startoffice y ”Leap” otro
malware que afecta a Mac OS X.
En 2008 aparece el gusano ”Conficker” que explotaba una vulnerabilidad de los siste-
mas Windows. En el an˜o 2010, se ha creado por el momento un 34 % de todo el malware
que se ha desarrollado en la historia, un dato importante. A mediados de an˜o se descubre
”Stuxnet”, gusano que afecta a equipos con Windows y es capaz de reprogramar sistemas
industriales SCADA pudiendo afectar a infraestructuras cr´ıticas (centrales nucleares, de-
puradoras, etc.)
En Diciembre de 2010, nace el troyano ”Flu” como una herramienta libre y educativa
para formar en materia de seguridad y servir en auditor´ıa de seguridad. Y un mes ma´s
tarde, en Enero de 2011, nace su variante ”Flu-AD”, disen˜ada especialmente para colabo-
rar con las fuerzas de seguridad para combatir los casos de cibergrooming en Internet.
Ref.: http://www.flu-project.com/un-repaso-a-la-historia-del-malware-vi-de-vi.html
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A.2. El crecimiento del malware es exponencial
El incremento de los ciberataques es una realidad que nos afecta a todos. Kaspersky
Lab detectaba hace un an˜o 70.000 muestras de malware al d´ıa. La cifra, que ya ascend´ıa
a 125.000 en el mes de mayo, ahora llega a 200.000. Que los programas maliciosos crez-
can en este periodo de tiempo un 285 % es sorprendente a la vez que preocupante. Ya no
esta´ a salvo ningu´n sistema operativo en ningu´n dispositivo con conexio´n a Internet sin
la correcta proteccio´n.
Algunos datos de Kaspersky Lab a tener en cuenta:
En 2012 se bloquearon ma´s de 1,5 millones de ataques basados en Web, cifra 1,7 ve-
ces superior a la del an˜o 2011. Se detectaron ma´s de 3 millones de infecciones locales en
equipos de usuarios en 2012. El malware Mac OS X sigue aumentando. Kaspersky Lab
creo´ un 30 % ma´s de parches que en 2011.
Una de las noticias ma´s importantes de 2012 fue el descubrimiento de ”Flashback”, una
potente botnet formada por 700.000 ordenadores Apple infectados (sistemas Mac OS X).
El incidente de seguridad puso punto final a la percepcio´n de que la plataforma Mac OS X
era invulnerable. Adema´s, los equipos Mac OS X tambie´n se han convertido en v´ıctimas
de ataques dirigidos. La razo´n principal la encontramos en que los productos de Apple
son muy populares entre pol´ıticos y empresarios influyentes, y la informacio´n almacenada
en los dispositivos resulta de gran intere´s para los delincuentes ciberne´ticos. En total, los
expertos de Kaspersky Lab crearon un 30 % ma´s de firmas para detectar troyanos para
Mac en 2012 que en 2011.
En 2012, los productos de Kaspersky Lab bloquearon una media de ma´s de 4 millones
de ataques diarios basados en vulnerabilidades del navegador. La te´cnica ma´s utilizada
para atacar a los usuarios online son las vulnerabilidades en los programas o aplicaciones.
En ma´s del 50 % de los ataques se usaron brechas en Java. Diferentes versiones de esta
ma´quina virtual, segu´n los datos de Oracle, esta´n instaladas en ma´s de 1.000.000.000 de
ordenadores.
En segundo lugar esta´n los ataques mediante Adobe Reader, que constituyeron la
cuarta parte de los ataques neutralizados. Poco a poco va bajando la popularidad de los
exploits para Adobe Reader debido a que el mecanismo usado para detectarlos es bastante
sencillo y a las actualizaciones automa´ticas introducidas en las u´ltimas versiones de Reader.
No cabe duda de que el malware crece a un ritmo vertiginoso. Si en diciembre de 2012
se han detectado 200.000 muestras al d´ıa, en 2013 ningu´n sistema operativo en ningu´n
dispositivo con conexio´n a Internet sin la correcta proteccio´n estara´ a salvo.
Ref.: http://www.elcandelero.es/tecnologico/blog/comment.php?type=trackback&entry id=10079
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Gusanos
En te´rminos informa´ticos, los gusanos son en realidad un sub-conjunto de malware. Su
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principal diferencia con los virus radica en que no necesitan de un archivo anfitrio´n para
seguir vivos. Los gusanos pueden reproducirse utilizando diferentes medios de comunica-
cio´n como las redes locales o el correo electro´nico. El archivo malicioso puede, por ejemplo,
copiarse de una carpeta a otra o enviarse a toda la lista de contactos del correo electro´nico.
En general, los gusanos son mucho ma´s fa´ciles de eliminar de un sistema que los virus,
dado que no infectan archivos. Los gusanos muy a menudo se an˜aden al inicio del sistema o
modifican las claves de registro, para asegurarse que sera´n cargados cada vez que el mismo
se inicie.
Gusanos de correo electro´nico
Los gusanos que se env´ıan por correo electro´nico son los ma´s antiguos y los ma´s popu-
lares tambie´n hasta el momento. Las te´cnicas utilizadas son similares a las explicadas en el
ı´tem anterior: mensajes atractivos utilizando ingenier´ıa social, env´ıo automa´tico a la libre-
ta de contactos si el usuario esta´ infectado y archivos adjuntos por lo general ejecutables.
Una de las caracter´ısticas relevantes es la de suplantar la identidad de un usuario con fines
maliciosos, conocida como spoofing. De esta forma, el correo llega a trave´s de un remitente
conocido por el usuario, solo que este no ha enviado el correo de forma voluntaria. Es-
te detalle puede hacer que el usuario conf´ıe en el correo solo por los datos de quie´n lo env´ıa.
Gusanos de P2P
Los gusanos tambie´n utilizan las redes P2P como medio de transmisio´n para infectar
ordenadores. En este tipo de redes (como el Emule o el Kazaa) utilizan nombres atractivos,
teniendo en cuenta cua´les son las palabras ma´s buscadas en estos servicios. Entre los
disfraces ma´s comunes, aparentan ser generalmente cracks de programas, fotos o videos
de mujeres famosas o pel´ıculas taquilleras.
Gusanos de Web
Tambie´n es posible descargar un gusano a trave´s de pa´ginas web. Las te´cnicas utiliza-
das son similares al resto de los tipos de gusanos, utilizando nombres atractivos y creando
pa´ginas web falsas. Estos gusanos se combinan muchas veces con te´cnicas de phishing para
lograr que la v´ıctima ingrese a la pa´gina web y descargue el archivo malicioso.
Otra metodolog´ıa de propagacio´n web, utilizada por los gusanos, es a trave´s de vul-
nerabilidades en las aplicaciones utilizadas. A trave´s de la ejecucio´n de scripts (porciones
de co´digo), es posible generar una descarga y ejecucio´n del co´digo malicioso, sin necesidad
de intervencio´n del usuario. Esta te´cnica se denomina Drive-By-Download, siendo el u´nico
paso que realiza el usuario para infectarse, el ingreso a una URL con el co´digo malicioso.
Estos scripts, se encuentran por lo general ofuscados, de forma tal de evitar su deteccio´n.
Gusanos de mensajer´ıa instanta´nea
Estos gusanos aprovechan el env´ıo de archivos en el cliente de mensajer´ıa instanta´nea.
Por lo general, solo afectan a los ma´s populares: el MSN y el Windows Messenger. De esta
forma, el usuario recibe la opcio´n para transferir un archivo que en realidad es malware.
Por lo general, estos archivos utilizan nombres atractivos para asegurarse que ma´s usuarios
lo descargara´n, combinando el malware con te´cnicas de ingenier´ıa social. Por lo general,
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un PC que este´ infectado con este tipo de malware, al iniciar sesio´n en Messenger, au-
toma´ticamente el co´digo malicioso env´ıa el archivo (la invitacio´n para descargar el archivo
espec´ıficamente) a todos los contactos que tenga el usuario conectados. Otra caracter´ıstica
es que comu´nmente estos archivos son ejecutables (extensio´n .exe o .bat) a pesar de que
en el texto de env´ıo figuran como fotos o videos.
Esta nueva manera de pensar, de reconocimiento a negocio, ha tra´ıdo consigo una gran
variedad de co´digos maliciosos que podemos clasificar de la siguiente manera:
Virus: ”Programas informa´ticos o secuencias de comandos que intentan propagarse
sin el consentimiento y conocimiento del usuario” y que realizan alguna accio´n maliciosa.
Entre sus principales caracter´ısticas podemos identificar las siguientes:
Se presentan como archivos ejecutables, o han adherido su co´digo malicioso a ima´ge-
nes, hojas de ca´lculo o documentos.
No pueden reproducirse por s´ı mismos, es decir para infectar otras computadoras es
necesario que el usuario intervenga.
Llevan a cabo una actividad maliciosa.
Caballo de troya (troyano): ”Programa de computadora que aparenta tener una
funcio´n u´til, pero que contiene co´digo posiblemente malicioso para evadir mecanismos de
seguridad, a veces explotando accesos leg´ıtimos en un sistema.”
Bot : ”Programa o script que realiza funciones que de otra manera habr´ıa que hacer
manualmente. Tambie´n se refiere a una computadora que ha sido comprometida y que
ejecuta las instrucciones que el intruso ordena.”
Spyware: ”Tambie´n conocido como programa esp´ıa y comu´nmente se refiere a aplica-
ciones que recopilan informacio´n sobre una persona u organizacio´n, las cuales se instalan
y se ejecutan sin el conocimiento del usuario.”
Adware: Son programas que se instalan en el equipo con o sin intervencio´n del usua-
rio, su objetivo principal es descargar publicidad a la computadora infectada.
Dialers: Programas que utilizan el modem para realizar llamadas a servicios telefo´ni-
cos con alto costo.
Puertas traseras: Son programas que tienen por objetivo hacer alguna modificacio´n
que permita a un tercero tener acceso total al equipo, a la red y/o a la informacio´n.
Hasta el momento se ha mencionado que estos programas realizan alguna actividad
maligna en el equipo infectado, pero ¿que´ tipo de actividad?
Entre las acciones ma´s representativas del malware encontramos las siguientes:
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Robo de informacio´n: Entre la informacio´n que puede buscar un intruso a trave´s
de un co´digo maliciosos encontramos: informacio´n relacionada con juegos, datos per-
sonales (tele´fonos, direcciones, nombres, etce´tera), informacio´n de inicio de sesio´n
(usuarios y contrasen˜as) y tambie´n informacio´n relacionada con la actividad que
realizamos en nuestra computadora, incluyendo ha´bitos de navegacio´n y programas
comu´nmente utilizados.
Env´ıo de correo no deseado (spam): Algunos programas maliciosos se encargan
de utilizar nuestra computadora y conexio´n a Internet para enviar correos publici-
tarios o con contenido malicioso a mu´ltiples usuarios en Internet.
Control remoto: Esta accio´n permite a un usuario malicioso tomar control de nues-
tro equipo, esto le permitir´ıa utilizar nuestros recursos para almacenar ma´s malware
o para instalar programas o eliminar datos; aunque tambie´n podr´ıa utilizarse el
equipo para llevar a cabo ataques a otros equipos de Internet.
Ataques de ingenier´ıa social: Existe una nueva tendencia de fabricar malware
que tiene por objetivo intimidar, espantar o molestar a los usuarios para que compren
ciertos productos (Roberts, 2008). Por ejemplo, existe co´digo malicioso que se hace
pasar por un antivirus y alerta a los usuarios de que el equipo esta´ supuestamente
infectado y que la u´nica manera de eliminar la infeccio´n es adquiriendo un software
promocionado por el malware (Garnham, 2009).
Estos problemas ocasionados por los co´digos maliciosos pueden ser mitigados si como
usuarios de los sistemas establecemos mecanismos para prevenir o erradicar una infeccio´n.
Para ello es indispensable que identifiquemos si nuestro equipo ha sido infectado; anterior-
mente se ha mencionado que los desarrolladores de malware han mejorado sus te´cnicas
para prevenir que los usuarios localicen su presencia, a pesar de ello au´n existen carac-
ter´ısticas que nos permiten identificar si nuestra computadora esta´ infectada:
Disminucio´n del rendimiento del equipo: Cuando un co´digo malicioso se eje-
cuta utiliza recursos de memoria y procesamiento por lo que podemos identificar la
presencia de malware si nuestro equipo se vuelve ma´s ”lento” sin razo´n aparente.
Problemas en la red: Debido a que algunos co´digos maliciosos hacen uso de la
conexio´n a red, podemos detectar su presencia si se presentan fallas en la red (no es
posible conectarse a sitios, no se pueden compartir archivos, etce´tera) o simplemente
si nuestras transferencias tardan ma´s de lo esperado.
Aparicio´n inesperada de publicidad.
Pe´rdida inesperada de informacio´n.
Aparicio´n de nuevos archivos no creados por el usuario: Algunos co´digos
maliciosos crean archivos en el sistema por lo que la disminucio´n repentina de es-
pacio en disco, as´ı como la aparicio´n de archivos en el sistema que no hayan sido
creados por el usuario puede ser un s´ıntoma de infeccio´n.
Algunas variantes de co´digos maliciosos son capaces de desactivar la proteccio´n antivi-
rus y de cualquier otro software de seguridad de nuestro equipo como firewall, antispyware,
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etce´tera.
Una vez identificada la infeccio´n por malware en nuestro equipo es necesario establecer
mecanismos que nos permitan erradicarla:
Realizar un escaneo con un antivirus y antispyware actualizados: Un anti-
virus y un antispyware actualizados podr´ıan localizar la infeccio´n y erradicarla por
completo del equipo. El escaneo se puede realizar mediante el antivirus instalado en
el equipo o utilizando el servicio de un antivirus en l´ınea.
Utilizar programas de eliminacio´n automa´tica: En ocasiones podemos encon-
trar en Internet herramientas automatizadas que permiten eliminar co´digos mali-
ciosos, la desventaja es que solamente eliminan una variedad o un co´digo malicioso
muy espec´ıfico.
Eliminar manualmente: Si investigamos un poco acerca del co´digo malicioso que
afecta al sistema podemos encontrar cuales son las acciones que realiza y co´mo
se podr´ıa eliminar manualmente, sin embargo estos procedimientos se recomiendan
solamente a usuarios experimentados.
Reinstalar el sistema operativo: Este me´todo so´lo debe ser utilizado cuando no
es posible eliminar al malware por ninguna de las recomendaciones anteriores, sin
olvidar que se debe respaldar la informacio´n antes de llevar a cabo e´sta accio´n.
Sin embargo no es suficiente tomar acciones reactivas ante una infeccio´n por malware,
pues actuar solamente cuando el malware ha tenido algu´n efecto podr´ıa traer consigo un
dan˜o a las computadoras o a la informacio´n que pudiera ser irreversible, por lo que es
necesario que tambie´n establezcamos acciones preventivas que nos ayuden a disminuir las
probabilidades de que co´digos maliciosos nos afecten:
Instalar y actualizar un software antivirus: Un software antivirus no evita la
infeccio´n por parte de un virus de Internet, pero si ayuda a la deteccio´n de e´ste
tipo de co´digo malicioso. Es necesario instalar, administrar y actualizar un software
antivirus de forma correcta, pero no debe ser el u´nico software de seguridad en el
equipo” (Fuentes, 2006).
No abrir archivos adjuntos contenidos en correos electro´nicos de proce-
dencia extran˜a: Una gran diversidad de virus en el Internet se propagan a trave´s
del correo electro´nico, adjuntando a estos un archivo infectado con lo cual se puedan
seguir propagando (Fuentes, 2006), por lo que so´lo deben de ser abiertos aquellos
documentos adjuntos que provengan de una fuente confiable y siempre que haya sido
analizado por un antivirus antes de abrirlo.
Analizar los archivos con un antivirus antes de abrirlos: Es recomendable
solicitar al antivirus que lleve a cabo un ana´lisis antes de que abramos un archivo, en
especial debemos realizar esta accio´n cuando son archivos que abrimos por primera
vez y/o que provienen de otro equipo.
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Analizar medios extra´ıbles como: disquetes, memorias usb, cd’s, etce´tera. Cuan-
do insertamos medios extra´ıbles en otros equipos pueden contagiarse de algu´n tipo de
co´digo malicioso, por lo que antes de abrir el dispositivo y los archivos que contiene
debemos analizarlo con un antivirus en bu´squeda de malware.
Actualizar el sistema constantemente: Algunos virus pueden tomar ventaja de
algunas vulnerabilidades no actualizadas en el sistema, por lo que es indispensable
instalar las actualizaciones de seguridad ma´s recientes. Esto permitira´ estar prote-
gido contra posibles ataques de distintos virus que traten de tomar ventaja de una
vulnerabilidad no actualizada.” (Fuentes, 2006)
Ref.: http://revista.seguridad.unam.mx/numero-01/c %C3 %B3digos-maliciosos
A.4. Historia de los NIDS
Las primeras investigaciones sobre deteccio´n de intrusos comienzan en 1980 en un tra-
bajo de consultor´ıa realizado para el gobierno norteamericano por James P. Anderson [3],
quien trato´ de mejorar la complejidad de la auditor´ıa y la habilidad para la vigilancia de
sistemas informa´ticos. Es el primero que introduce el te´rmino ”amenaza” en la seguridad
informa´tica, y lo define como la potencial posibilidad de un intento deliberado de acceso a
informacio´n, manipulacio´n de la misma, o hacer que un sistema sea inutilizable. Anderson
presento´ la idea de que el comportamiento normal de un usuario podra´ caracterizarse me-
diante el ana´lisis de su actividad en los registros de auditor´ıa. De ese modo, los intentos
de abusos podra´n descubrirse detectando actividades ano´malas que se desviaran significa-
tivamente de ese comportamiento normal.
En 1988, en los laboratorios Lawrence Livermore de University of California en Davis,
se realiza el proyecto Haystack para las fuerzas ae´reas de EE.UU. Haystack era el primer
IDS que analizaba los datos de auditor´ıa y los comparaba con patrones de ataque prede-
finidos. De este modo nac´ıa el primer sistema de deteccio´n de usos indebidos basado en
firmas, el tipo de IDS ma´s extendido en el mercado actual. En 1990, surgen los primeros
proyectos de IDS basados en red.
Todd Heberlein introduce tal idea y desarrolla NSM [54] (Network Security Monitor)
en University of California at Davis. En esa misma fecha, en Los Alamos National Labo-
ratory de EEUU realizan un prototipo de un sistema experto que monitoriza la actividad
de red. Su nombre es NADIR (Network Anomaly Detector and Intrusion Reporter) [55].
A partir de este momento, comienzan una gran variedad de proyectos de investigacio´n que
hacen uso de diferentes te´cnicas y algoritmos para el ana´lisis del comportamiento de un
sistema informa´tico.
En el an˜o 2007 podemos encontrar ya ma´s de 300 IDS comerciales cada uno con sus
puntos fuertes y flaquezas, pudiendo afirmar que nos encontramos ante un conjunto de tec-
nolog´ıas ya maduro y plenamente aceptado por la comunidad como un elemento necesario
para la defensa en profundidad de un sistema. Sin embargo ya en 2001 hab´ıan aparecido
nuevos conceptos y herramientas de seguridad tales como los IPS (Sistema de Prevencio´n
de Intrusiones) o HoneyPots (Panales de miel) los cuales en la actualidad han desplazado
parcialmente a los IDS como herramienta de deteccio´n.
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Taxonomı´a
Debido a la variedad de alternativas, las cuales presentan como es lo´gico sus parti-
culares bondades y flaquezas, se hace necesario escoger una serie de ejes (caracter´ısticas
definitorias) en torno a los que agrupar la taxonomı´a con el fin de poder establecer una
clasificacio´n correcta para cualquier IDS existente.
A.4.1. Clasificacio´n por estrategia de respuesta
Respuesta pasiva:
T´ıpicamente los IDS presentan este tipo de respuesta siendo la respuesta activa una
caracter´ıstica ma´s propia de un IPS [56] (Intrusion Prevention Systems). Este tipo de
respuesta consiste en enviar alertas al administrador del sistema cuando un evento supera
el umbral de confianza especificado para el detector. El principal problema de este tipo
de IDS es que puede sobrepasar a los operadores humanos con alertas procedentes de un
mismo ataque, o simplemente con la generacio´n de falsos positivos (En un entorno t´ıpico
de trabajo de un IDS pueden llegar hasta el millo´n diarios).
Respuesta activa:
Es de fa´cil comprensio´n que la respuesta activa presenta ventajas fundamentales en la
proteccio´n de cualquier sistema, puesto que una pronta respuesta ante un ataque significa
que la integridad del sistema estar´ıa mejor protegida que se ha de esperar a que el opera-
dor humano analice las alertas generadas por el IDS y efectu´e las acciones correspondientes.
La naturaleza de las acciones que pueden ser llevadas a cabo por parte de un IDS en
respuesta a un positivo en el ana´lisis depende esencialmente de si se trata de un NIDS
(Host-based Intrusion Prevention System) o de un HIDS [58].
Conclusio´n
En un IDS con respuesta pasiva los falsos positivos pueden llegar a ser muy molestos
puesto que pueden llegar a sobrepasar la capacidad de los operadores humanos para dis-
criminar entre una falsa alarma y una real, sin embargo cuando se emplea la respuesta
activa podemos llegar a incurrir en denegaciones de servicio arbitrarias a usuarios leg´ıti-
mos con lo que el rango de circunstancias en las que se emplea una respuesta activa ha
de ser limitado a un pequen˜o conjunto de actividades maliciosas bien detenidas como por
ejemplo la exploracio´n de puertos.
A.4.2. Clasificacio´n por entorno monitorizado
Host IDS (HIDS)
Este tipo de IDS fue el primero en ser desarrollado y desplegado. T´ıpicamente esta´n
instalados sobre el servidor principal, elementos clave o expuestos del sistema. Los HIDS
operan monitorizando cambios en los registros de auditor´ıa del host tales como: procesos
del sistema, uso de CPU, acceso a ficheros, cuentas de usuario, pol´ıticas de auditor´ıa,
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registro de eventos. Si los cambios en alguno de estos indicadores exceden el umbral de
confianza del HIDS o hace peligrar la integridad del sistema protegido el HIDS tomar´ıa
una accio´n en respuesta. La principal ventaja de estos detectores es su relativo bajo coste
computacional puesto que monitorizan informacio´n de alto nivel, sin embargo esto tam-
bie´n constituye su principal inconveniente puesto que solo pueden lanzar una alerta una
vez que el dan˜o al sistema ya esta´ hecho. Ejemplos de HIDS comerciales son: Symantec
Host IDS, ISS BlackICE PC16, TCPWrappers, Enterasys Dragon Host Sensor.
Network IDS (NIDS)
NIDS son las siglas de Network Intrusion detection System, estos IDS analizan eventos
del tra´fico provenientes del tra´fico de red para clasificarlos adecuadamente en pertenecien-
tes o no a un ataque. Existen diversas formas de clasificar los NIDS: por objeto de ana´lisis,
por situacio´n de los componentes del IDS, por tipo de ana´lisis efectuado y por u´ltimo por
la te´cnica de ana´lisis empleada. Para el propo´sito de este documento tan solo entraremos
en detalle sobre el objeto de ana´lisis.
Un NIDS monitoriza los eventos de red, esto significa que el objeto de ana´lisis son los
paquetes y tramas de los diversos protocolos de la misma. Estos eventos de red se dividen
en dos partes: cabecera y contenedor, en consecuencia se han desarrollado NIDS’s que
abordan el problema de la deteccio´n de intrusiones mediante el ana´lisis de una de estas
componentes dado que cada una de estas aproximaciones trae ventajas en la deteccio´n de
distintos tipos de ataques.
A.4.3. Clasificacio´n por estrategia de deteccio´n
La estrategia de ana´lisis se refiere a la aproximacio´n elegida para distinguir el uso
leg´ıtimo y el uso ano´malo del sistema. La mayor parte de autores coinciden al identificar
dos categor´ıas principales y una derivada de ellas: IDS basados en deteccio´n de firmas,
IDS basados en deteccio´n de anomal´ıas y por u´ltimo IDS h´ıbridos. En pocas palabras la
deteccio´n de firmas construye modelos sobre ataques conocidos llamados firmas, cualquier
coincidencia de una secuencia de eventos con un patro´n almacenado disparara´ una alarma,
por otro lado en la deteccio´n de anomal´ıas intenta modelar el comportamiento usual del
entorno monitorizado y se asume que cualquier evento anormal es en s´ı mismo sospechoso.
IDS basados en deteccio´n de firmas
Los IDS que basan su estrategia de deteccio´n de firmas monitorizan en el uso indebido
de los recursos y realizan su trabajo mediante la clasificacio´n de los eventos de acuerdo
a una base de conocimiento que guarda firmas de ataques conocidos. Si una secuencia de
eventos de sistema coincide con una firma almacenada en la base de datos se disparar´ıa
una alarma.
Originalmente las firmas eran construidas a mano usando en conocimiento de expertos,
sin embargo hoy en d´ıa este proceso se ha agilizado gracias a la utilizacio´n de te´cnicas de
miner´ıa de datos sobre registros de intrusiones conocidas [59].
Estos sistemas funcionan de manera muy precisa siempre que se trate de patrones de
ataques conocidos, sin embargo resulta bastante fa´cil engan˜arlos con la introduccio´n de
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variaciones equivalentes a NOPS [60] en los eventos de los ataques, y son ba´sicamente
inu´tiles frente a ataques de nueva aparicio´n.
IDS basados en deteccio´n de anomal´ıas
Por el contrario los orientados a la deteccio´n de anomal´ıas [54], se basan en el mode-
lado de la actividad normal del sistema y en la deteccio´n de desviaciones sobre la misma.
Han recibido una gran atencio´n en los u´ltimos an˜os debido a que tienen la interesante
propiedad de poder hacer frente a amenazas de nueva aparicio´n. Sin embargo presentan
varios problemas relacionados tanto con su proceso de construccio´n como con el elevado
ratio de falsos positivos que suelen arrojar.
El primer obsta´culo esta´ en establecer cua´l es el uso normal del sistema. Esto no es tri-
vial, y todo IDS basado en anomal´ıas ha de, o bien construir un conjunto de datos limpio,
u obtenerlo de algu´n modo. Decimos limpio puesto que aunque recientemente estos IDS
pueden tolerar cierto ruido o presencia de ataques en el conjunto de entrenamiento. Si se
entrenan con tra´fico real este puede contener ataques no detectados y el detector puede
aprender esos ataques como parte del comportamiento normal del sistema, y por lo tanto
sera´n incapaces de detectarlo una vez desplegados.
Por otro lado los conjuntos construidos artificialmente pueden ser demasiado restricti-
vos y no reflejar en absoluto el comportamiento del sistema, haciendo de esta manera que
el nu´mero de falsos positivos se dispare. El elevado ratio de falsos positivos, es el precio a
pagar por tener un detector de anomal´ıas, puesto que cualquier nueva aplicacio´n o incluso
evolucio´n en el uso del mismo por parte de los usuarios puede ser identificado como una
amenaza y disparar una alerta.
Cabe resen˜ar que ante amenazas conocidas, los IDS basados en uso indebido presen-
tan un mejor rendimiento y un coste menor. Sin embargo hay que ponderar la deteccio´n
precisa de amenazas conocidas frente a la deteccio´n de amenazas de nueva aparicio´n.
IDS h´ıbridos
Existe tambie´n la posibilidad de combinar ambas estrategias dando lugar a detectores
h´ıbridos [61], los cuales intentan combinar los puntos fuertes de las estrategias antes des-
critas puesto que los detectores de anomal´ıas no constituyen una respuesta completa al
problema de la deteccio´n de intrusiones y usualmente han de ser combinados con estrate-
gias de deteccio´n de uso indebido.
Las razones para esto son: alto ı´ndice de aciertos y bajo nu´mero de falsos positivos
ante vulnerabilidades conocidas de los IDS basados en uso indebido, y la proteccio´n frente
a nuevos ataques de los IDS basados en la de deteccio´n de anomal´ıas. Un ejemplo de este
tipo de IDS es Emerald [62], que realiza ambos tipos de ana´lisis. Como otra caracter´ıstica
interesante de Emerald es que hace uso de la plataforma CIDF para permitir la comunica-
cio´n entre sus elementos de ana´lisis y la adicio´n de mo´dulos procedentes de terceras partes
permitiendo as´ı configurar el sistema de deteccio´n para responder a las necesidades de la
organizacio´n que lo despliegue.
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A.4.4. Clasificacio´n por te´cnicas de ana´lisis
Tambie´n se puede realizar la clasificacio´n orienta´ndonos por la te´cnica elegida para
implementar el clasificador de eventos en los mo´dulos de ana´lisis del IDS. Clasificamos los
me´todos en 5 grupos: basados en conocimiento, basados en ana´lisis de firmas, ana´lisis de
transicio´n de estados, basados en me´todos estad´ısticos y por u´ltimo aquellos basados en
aprendizaje automa´tico.
Sistemas basados en el conocimiento: Basados en reglas de tipo if-then-else, si algu´n
evento captado del entorno satisface todas las precondiciones de una regla, esta se dis-
parara. Ofrecen la ventaja de separar la lo´gica de control del dominio del problema, sin
embargo no son una buena alternativa para analizar secuencias de eventos. Ejemplo de
este tipo de IDS es P-Best, aunque este sea ma´s bien un inte´rprete utilizado por otros IDS.
Ana´lisis de firmas: Observa la ocurrencia de cadenas especiales en los eventos monito-
rizados por el IDS y los compara con los almacenados en una base de datos con firmas de
ataques. El principal problema con este enfoque es la necesidad de incorporar una nueva
firma a la base de datos por cada nuevo ataque conocido. Quiza´s el ejemplo ma´s conocido
de estos IDS sea Snort [9] debido a su licencia libre y capacidad de desarrollo de prepro-
cesadores y reglas por parte de la comunidad.
Ana´lisis de transicio´n de estados: Se trata de auto´matas finitos que a trave´s de transi-
ciones basadas en los estados de seguridad del sistema intentan modelar el proceso de una
intrusio´n. Cuando el auto´mata alcanza un estado considerado de peligro lanza una alerta.
Representantes de estos sistemas que alcanzaron gran difusio´n son NetSTAT y USTAT
(basados en red y local respectivamente).
Sistemas basados en me´todos estad´ısticos: Se basan en modelizar el comportamiento
de los usuarios en base a me´tricas extra´ıdas (estrategia de deteccio´n de anomal´ıas) de los
registros auditor´ıas del sistema. Una caracter´ıstica cla´sica de estos sistemas es el estable-
cimiento de perfiles para los distintos usuarios del sistema. El proceso de comparacio´n
consiste en cotejar un vector de variables que han sido recogidas del sistema, con otro al-
macenado que guarda el comportamiento normal de ese usuario. Si la desviacio´n supera un
valor predefinido, se lanzar´ıa una alarma. Es conveniente actualizar los perfiles cada cierto
tiempo, usando para ello los registros de actividad, del usuario, ma´s recientes, para de esa
manera moderar el nu´mero de falsos positivos de la herramienta. Sin embargo esta es una
fuente de vulnerabilidad de estos sistemas, puesto que un atacante puede desentrenar la he-
rramienta para que permita una intrusio´n. Un ejemplo de estos sistemas es el ISA-IDS. [53]
Sistemas basados en aprendizaje automa´tico: Se trata de sistemas que realizan uso de
te´cnicas que no necesitan intervencio´n humana para extraer los modelos que representan
bien ataques, o bien el uso leg´ıtimo del sistema. La extraccio´n de los modelos se realiza
durante la fase de entrenamiento. Ejemplos de conjuntos representativos disponibles en la
red son los elaborados por la DARPA en 1998 y 1999 as´ı como el proveniente de la KDD
Cup de 1999 organizada por la ACM. Tambie´n pueden ser entrenados con datos recogidos
de redes reales. Con respecto al mecanismo de entrenamiento se puede hacer la divisio´n
entre entrenamiento supervisado y no supervisado.
El aprendizaje supervisado hace uso de conjuntos etiquetados, teniendo como des-
ventaja la escasez de dichos conjuntos de datos sobre sistemas reales, a proteger por la
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herramienta, ya que pocas organizaciones guardan conjuntos de datos exhaustivamente
etiquetados. Por el contrario el aprendizaje no supervisado no precisa de conjuntos etique-
tados. Muchas te´cnicas de aprendizaje automa´tico pueden hacer uso de ambos me´todos
en distintas etapas del entrenamiento. Por ejemplo [35] hace uso de ambas. Estos sistemas
han recibido gran atencio´n tanto en el desarrollo de IDS orientados a deteccio´n de ano-
mal´ıas como en el de uso indebido. Ya que permiten la extraccio´n de conocimiento sobre
el dominio del problema, minimizando la intervencio´n humana y el tiempo que se tarda
en preparar las defensas frente a nuevas amenazas.
A.5. Introduccio´n a la arquitectura ARM
Como se ha dicho anteriormente, la microarquitectura RISC tiene a ARM como su
principal representante en el mercado actual. Es cierto que existen otras arquitecturas con
el mismo enfoque, como lo son los IBM PowerPC o las MIPS32 y MIPS64 de MIPS Tech-
nologies, pero su uso es mucho menor que en el caso de nuestra principal protagonista.
Sus siglas provienen de Advanced RISC Machine.
La simplicidad de los procesadores ARM es lo que le ha convertido a esta arquitec-
tura en el l´ıder para uso en ordenadores y dispositivos de bolsillo tales como tablets y
mo´viles. Esta microarquitectura no so´lo triunfa en el campo de los dispositivos mo´viles,
tambie´n se ha hecho con el mercado como por ejemplo un disco duro tradicional o un SSD.
Todos estos usos de procesadores ARM existen porque es una arquitectura de muy
bajo consumo energe´tico, al menos en comparacio´n con las alternativas existentes en el
mercado. Adema´s, la fabricacio´n de estos chips es bastante barata. Por el contrario tiene
que las implementaciones software espec´ıficas s´ı que suelen ser ma´s costosas que en otras
arquitecturas como la x86 ma´s habitual de nuestros ordenadores. Desde la primera versio´n
comercial alla´ por mediados de los 80, ARM ha ido evolucionando con el paso del tiempo y
por supuesto se han introducido nuevas instrucciones con cada versio´n de la arquitectura,
no so´lo para mejorar el rendimiento si no tambie´n la seguridad.
Como se ha dicho muchas veces, la caracter´ıstica principal de ARM es que consume
poco y que es barata. Esto es debido a que ARM utiliza relativamente pocos transistores,
o al menos muchos menos que los procesadores de otras arquitecturas.
Desde el nacimiento de Advanced RISC Machines Ltd hace poco ma´s de veinte an˜os,
ARM ha crecido de forma muy notable tanto econo´mica como tecnolo´gicamente. Ya se ha
dicho que esta arquitectura se ha impuesto en el mercado de los dispositivos mo´viles, y no
solo eso, sino que ahora con las mejores que han ido introduciendo a lo largo de los an˜os,
ARM se esta´ imponiendo incluso en los elementos a priori ma´s tradicionales para ofrecer
nuevas funciones a los usuarios: por ejemplo los nuevos aspiradores robot, televisiones, o
incluso los juguetes ma´s tecnolo´gicamente avanzados.
ARM es una microarquitectura tan fiable y de tan buenas prestaciones que se esta´ con-
virtiendo en una opcio´n real para la sustitucio´n de las arquitecturas actuales en centro de
datos. Ya que el bajo consumo de esta microarquitectura y el bajo coste, abaratar´ıa mucho
dinero a estos centros, debido al consumo energe´tico de estos. Ya que si los procesadores
consumen menos, se calientan menos, se consume menos en ventilacio´n, etc.
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A d´ıa de hoy podemos asegurar que el futuro de ARM de lo ma´s prometedor. Ganan
rendimiento en cada nueva generacio´n de procesadores, incluso reduciendo el consumo
energe´tico, y por si fuera poco la innovacio´n tiene muy en cuenta a esta arquitectura. Como
por ejemplo la domo´tica (conjunto de sistemas que permiten automatizar una vivienda),
los coches esta´n empezando a utilizarlos, adema´s de nuevos elementos electro´nicos que
aparecera´n en los pro´ximos an˜os de la misma forma que hace no mucho aterrizaron los
tele´fonos, tablets o libros electro´nicos.
Y no solo eso: los usuarios esta´n modificando su concepto de ordenador personal.
Estamos ante eso que muchos denominan la era post-PC en la que ARM puede ser vital
para conseguir nuevos tipos de dispositivos porta´tiles y con autonomı´as hoy impensables,
pero que sera´n razonables y tecnolo´gicamente viables dentro de unos pocos an˜os.
