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Re´sume´
Nous proposons un algorithme de calcul nume´rique des racines d’un syste`me polynomial en intersection
comple`te. Cet algorithme utilise les matrices de Be´zout et ne fait appel qu’a` des proce´dures d’alge`bre line´aire. Il
est possible d’e´xe´cuter l’ensemble des calculs en arithme´tique flottante. Une imple´mentation en Numpy/Octave/Sage
est publie´e sur le site [8].
1 Cas d’une variable
Rappelons quelques faits connus sur les polynoˆmes a` une variable.
Dans toute cette partie nous conside´rons un polynoˆme f = a0x
d + · · · + ad−1x + ad a` coefficients dans C. Notons
〈f〉 l’ide´al engendre´ par f dans l’anneau de polynoˆmes C[x] et A = C[x]/〈f〉 son alge`bre quotient. Dore´navant x
de´signera indiffe´remment la variable x, sa projection sur le quotient A ou l’endomorphisme de multiplication par x
dans A. Une base du C-espace vectoriel A est la base des monoˆmes x = (1, x, · · · , xd−1).
1.1 Matrices des ope´rateurs de multiplication dans A
L’ope´rateur de multiplication x :
∣∣∣∣ A 7→ Ah 7→ xh est un endomorphisme et se repre´sente donc dans la base des
monoˆmes par la matrice X de taille d, appele´e usuellement matrice compagnon
X =

0 · · · 0 −ad/a0
1 0 · · · −ad−1/a0
...
. . .
. . .
...
0 · · · 1 −a1/a0
 (1)
Nous avons la proposition classique suivante :
Proposition 1. La matrice compagnon admet f comme polynoˆme caracte´ristique et comme polynoˆme minimal,
c’est-a`-dire que l’on a f(X) = 0. De plus les racines du polynoˆme f sont les valeurs propres de X, compte´es avec
les meˆmes multiplicite´s.
Remarque. La proposition pre´ce´dente fournit une me´thode efficace de calcul nume´rique des racines de f . En effet,
X est une matrice de Hessenberg, a` laquelle on peut appliquer de performantes techniques de calcul de valeurs
propres, comme la me´thode QR. Nous verrons a` la section 2 que ces techniques peuvent aussi s’appliquer au cas
d’un syste`me multivariable en intersection comple`te.
Plus ge´ne´ralement, pour tout e´le´ment g ∈ A, l’ope´rateur de multiplication g :
∣∣∣∣ A 7→ Ah 7→ gh est un endomorphisme,
et se repre´sente dans la base des monoˆmes par une matrice appele´e encore matrice compagnon de g et qui se calcule
facilement a` partir de X. Conside´rons par exemple g = x2. L’ope´rateur de multiplication par x2 n’est autre que le
carre´ de l’ope´rateur de multiplication par x ; sa matrice est donc X2. D’une fac¸on ge´ne´rale, nous avons donc
Proposition 2. la matrice compagnon de g est g(X).
Remarque. Il faut noter que si g1, g2 sont deux repre´sentants de g on a g1(X) = g2(X), ce qui de´finit g(X) sans
ambiguite´, inde´pendamment du repre´sentant choisi.
1
ar
X
iv
:1
60
9.
09
79
2v
1 
 [m
ath
.A
C]
  3
0 S
ep
 20
16
1.2 Polynoˆmes et matrices de Bezout
De´finition 1. Introduisons une nouvelle variable y. Pour tout polynoˆme g, on de´finit le polynoˆme de Bezout
δ(g) et la matrice de Bezout B(g) = [bαβ ] par les formules
δ(g) =
f(x)g(y)− f(y)g(x)
x− y =
∑
α,β=0,··· ,m−1
bαβx
αyβ (2)
ou` m de´signe n’importe quel entier supe´rieur ou e´gal au maximum des degre´s de f et g.
Example 1. Pour f = x2 − 3x + 2, et g = x3 on a les polynoˆmes de Bezout δ(1) = −3 + x + y et δ(x3) =
−2x2 − 2xy − 2y2 + 3x2y + 3xy2 − x2y2 qui, repre´sente´s sous forme de tableaux, font apparaitre les matrices de
Bezout B(1) et B(x3)
δ(1) 1 y y2
1 −3 1 0
x 1 0 0
x2 0 0 0
δ(x3) 1 y y2
1 0 0 −2
x 0 −2 3
x2 −2 3 −1
Remarque. Le polynoˆme et la matrice de Bezout sont lie´s par l’e´galite´ matricielle
δ(g) = xB(g)yT (3)
ou` x = (1, x, · · · , xm−1) et y = (1, y, · · · , ym−1) sont des vecteurs de monoˆmes de C[x] et C[y]. (Attention, on
emploie encore ici la notation x pour un vecteur de C[x]m, notation qui e´tait utilise´e pre´ce´demment pour de´signer
la base des monoˆmes x ; en pratique cette confusion n’est pas geˆnante).
Conside´rons maintenant les produits xB(1) et xB(g). Ces deux familles sont constitue´es des colonnes de B(1),
resp. B(g), vues comme des polynoˆmes en x exprime´s dans la base des monoˆmes. On peut voir aussi xB(1), resp.
xB(g), comme la famille des coefficients du polynoˆme δ(1), resp. δ(g), vu comme un polynoˆme en y a` coefficients
dans C[x].
Proposition 3. Soit g un polynoˆme de C[x], et m le maximum des degre´s de f et g. Si on e´crit B(1) et B(g) dans
le meˆme syste`me d’indice x = (1, x, · · · , xm−1) et y = (1, y, · · · , ym−1), alors dans Am on a
xB(1)g = xB(g) (4)
De´monstration. Ecrivons
δ(g) = g(x)
f(x)− f(y)
x− y − f(x)
g(x)− g(y)
x− y
δ(g) = g(x)δ(1)− f(x)g(x)− g(y)
x− y
Regardons cette dernie`re e´galite´ comme une e´galite´ entre polynoˆmes en la variable y, a` coefficients dans C[x]. Si
h ∈ C[x][y] et β ∈ N notons hβ le coefficient de yβ dans h. On a alors
δ(g)β = g(x)δ(1)β − f(x)(g(x)− g(y)
x− y )β
qui est une e´galite´ entre e´le´ments de C[x]. En projetant sur A on a δ(g)β = g(x)δ(1)β et comme ceci est vrai pour
tout β ∈ N, on obtient bien la relation (4).
Remarque. En disant la proposition autrement, chaque colonne de B(1) donne, lorsqu’elle est multiplie´e par g
modulo A, la colonne de meˆme indice de B(g).
Example 2. Reprenant l’exemple pre´ce´dent, la proposition 3 dit que, modulo A, on a les e´galite´s (−3+x)x3 = −2x2,
(1)x3 = −2x+ 3x2, (0)x3 = −2 + 3x− x2, qui se ve´rifient facilement.
Remarque. En conside´rant les lignes de B(1), B(x) a` la place des colonnes on aboutirait a` une formule e´crite en la
variable y, identique a` la formule (4) car les matrices de Bezout sont ici syme´triques, ce qui ne sera plus le cas en
plusieurs variables.
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1.3 Lien entre matrices de Bezout et matrices compagnon
Particulie`rement importantes sont les matrices de Bezout B(1) et B(x)
δ(1) 1 y . . . yd−1
1 ad−1 . . . . . . a0
x ad−2 . . . a0 0
...
...
...
...
...
xd−1 a0 0 . . . 0
δ(x) 1 y . . . yd−1
1 −ad 0 . . . 0
x 0 ad−2 . . . a0
...
...
...
...
...
xd−1 0 a0 . . . 0
(5)
en effet nous avons le lien suivant entre matrice de Bezout et la matrice compagnon
Proposition 4. La matrice compagnon X peut se calculer graˆce a` la formule de Barnett [2]
B(x)B(1)−1 = X (6)
De´monstration. De´finissons deux nouveaux familles dans A par
xB(1) = (ad−1 + ad−2x+ · · ·+ a0xd−1, · · · , a1 + a0x, a0).
xB(x) = (−ad, ad−2x+ · · ·+ a0xd−1, · · · , a0x) (7)
et posons xˆ = xB(1). B(1) e´tant inversible, la famille xˆ est une base de A appelle´e base de Horner. D’apre`s la
proposition 3 on a xˆx = xB(1). Par construction, les familles xˆ et xˆx s’expriment dans la base x (des monoˆmes)
respectivement par les matrices B(1) et B(x). La famille xˆx s’exprime donc dans la base xˆ (de Horner) par la
matrice B(1)−1B(x) ce qui veut dire que l’endomorphisme x :
∣∣∣∣ A 7→ Ah 7→ xh a pour matrice B(1)−1B(x) dans la base
xˆ et pour matrice B(1)(B(1)−1B(x))B(1)−1 = B(x)B(1)−1 dans la base x.
1.4 Formule de Barnett ge´ne´ralise´e
La formule de Barnett a e´te´ e´crite en conside´rant les matrices de Bezout des polynoˆmes 1 et x. Si on conside`re un
polynoˆme quelconque g de C[x] et B(g) sa matrice de Bezout il serait naturel d’avoir entre les matrices de Bezout
B(1) et B(g) la relation suivante, que nous appellerons formule de Barnett ge´ne´ralise´e
B(g)B(1)−1 = g(X) (8)
On montre facilement la formule (8) lorsque le degre´ de g est infe´rieur ou e´gal a` d, c’est-a`-dire lorsque B(1) et B(g)
sont de meˆme taille. Par exemple pour f = x2 − 3x+ 2, d = 2, on a
δ(1) 1 y
1 −3 1
x 1 0
δ(x) 1 y
1 −2 1
x 1 0
δ(x2) 1 y
1 0 −2
x −2 3
B(x)B(1)−1 =
[
0 −2
1 3
]
= X B(x2)B(1)−1 =
[−3 −6
2 7
]
= X2 (9)
ce qui confirme bien la formule (8). Si par contre le degre´ de g est supe´rieur a` d, alors B(g) et B(1) ne sont plus de
la meˆme taille et une ope´ration telle que B(g)B(1)−1 n’a plus de sens. Une premie`re ide´e est de re´e´crire les deux
matrices de Bezout dans le meˆme syste`me d’indices, a` savoir x = (1, x, · · · , xm−1) et y = (1, y, · · · , ym−1), m e´tant
le degre´ de g. Par exemple en choisissant f comme ci-dessus et g = x3 on aurait
δ(1) 1 y y2
1 −3 1 0
x 1 0 0
x2 0 0 0
δ(x3) 1 y y2
1 0 0 −2
x 0 −2 3
x2 −2 3 −1
mais alors B(1) n’est plus inversible. Nous allons cependant montrer, graˆce aux relations (4), que si on projette
les deux polynoˆmes de Bezout sur le quotient A alors les matrices B(g) et B(1) sont redimensionne´es a` la meˆme
taille, B(1) est inversible et la formule (8) s’applique. Illustrons le proce´de´ sur l’exemple ci-dessus. Puisque B(1)
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n’est pas inversible, on peut trouver une combinaison line´aire de colonnes qui s’annule, ici c’est la troisie`me colonne
qui est nulle. En la multipliant par x3, et en appliquant les relations (4), on obtient que la troisie`me colonne de
B(x3) est aussi nulle. Mais cette colonne vaut −2 + 3x− x2 ce qui entraine que, dans le quotient, −2 + 3x− x2 = 0
(ce n’est pas une surprise car ce dernier polynoˆme n’est autre que −f ; ceci est duˆ au fait que l’exemple choisi
est particulie`rement simple, mais nous verrons dans le cas multivariable que les relations nulles dans le quotient
ainsi ge´ne´re´es sont loin d’eˆtre triviales). En vue d’automatiser les calculs, traduisons le proce´de´ pre´ce´dent en termes
d’alge`bre matricielle. Toujours sur le meˆme exemple
δ(x3) =
[
1 x x2
]  0 0 −20 −2 3
−2 3 −1
 1y
y2

δ(x3) =
[
1 x x2
] 1 0 20 1 −3
0 0 1
1 0 −20 1 3
0 0 1
 0 0 −20 −2 3
−2 3 −1
 1y
y2

δ(x3) =
[
1 x 2− 3x+ x2]
 4 −6 0−6 7 0
−2 3 −1
 1y
y2

En re´sume´, nous multiplions le vecteur d’indices
[
1 x x2
]
a` droite par la transformation de Gauss P =
1 0 20 1 −3
0 0 1

et les deux matrices de Bezout B(1) et B(g) a` gauche par P−1. Les polynoˆmes de Bezout, e´crits sous forme de
tableaux, deviennent alors
δ(1) 1 y y2
1 −3 1 0
x 1 0 0
2− 3x+ x2 0 0 0
δ(x3) 1 y y2
1 4 −6 0
x −6 7 0
2− 3x+ x2 −2 3 −1
Ce que disent les relations (4) c’est que la troisie`me colonne de B(x3) est nulle dans le quotient A, c’est a`-dire
−2 + 3x− x2 = 0, (on reconnait l’e´galite´ −f = 0). On a donc
δ(1) =
[
1 x
] [−3 1
1 0
] [
1
y
]
δ(x3) =
[
1 x
] [ 4 −6
−6 7
] [
1
y
]
+ (2− 3x+ x2)(−2 + 3y − y2)
puis, en projetant δ(1), δ(g) sur A⊗A
δ(1) 1 y
1 −3 1
x 1 0
δ(x3) 1 y
1 4 −6
x −6 7
Nous avons bien obtenu des matrices de Bezout de meˆme taille, avec B(1) inversible. Formons alors le quotient
B(x3)B(1)−1 =
[−6 −14
7 15
]
= X3 (10)
ce qui est bien conforme a` la formule de Barnett ge´ne´ralise´e.
Remarque. On peut remplacer la matrice de Gauss par toute matrice permettant de transformer une colonne donne´e
en une colonne posse´dant un seul e´le´ment non nul, comme par exemple une matrice orthogonale de Householder.
C’est le choix qui sera fait dans l’imple´mentation en Octave propose´e en [8].
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2 Cas multivariable
Dans le cas univariable, examine´ a` la section pre´ce´dente, la structure de A se compose d’une part d’une base, en
l’occurence la base des monoˆmes, d’autre part de la matrice compagnon, exprimant l’endomorphisme de multipli-
cation par x dans cette base. Ces deux e´le´ments peuvent eˆtre obtenus soit directement par lecture des coefficients
de f , soit a` partir des matrices de Bezout B(1), B(x).
Dans le le cas multivariable, de´veloppe´ dans cette section, ni une base ni les matrices compagnon (matrices des
ope´rateurs xj :
∣∣∣∣ A 7→ Ah 7→ xjh dans la base) ne sont visibles directement sur les coefficients des polynoˆmes de de´part. En
revanche nous allons montrer comment construire des matrices de Bezout B(1), B(x1), · · · , B(xn) a` partir desquelles
on peut obtenir une base et les matrices compagnon Xj associe´es a` la base obtenue. Commenc¸ons par fixer le cadre
de travail. Pour n polynoˆmes f1, · · · , fn en n variables x1, · · · , xn a` coefficients dans C, conside´rons :
– C[x] l’anneau des polynoˆmes en les variables x = x1, · · · , xn
– 〈f〉 l’ide´al ge´ne´re´ par la famille f = f1, · · · , fn
– V (f) = {x ∈ Cn : f(x) = 0} la varie´te´ associe´e a` 〈f〉
– A = C[x]/〈f〉 l’alge`bre quotient
Nous supposerons dore´navant que l’ide´al 〈f〉 est ze´ro-dimensionel, c’est-a`-dire que V (I) est fini ou, de fac¸on
e´quivalente [7, p. 234], que A est de dimension finie en tant qu’espace vectoriel sur C. Ceci est bien suˆr toujours
le cas lorsque n = 1.
2.1 Construction des polynoˆmes et des matrices de Bezout
2.1.1 Extension de la de´finition 1 au cas multivariable
De´finition 2. Soit xγ = xγ11 · · ·xγnn ∈ C[x] un monoˆme. Introduisons un nouveau jeu de variables y = y1, · · · , yn
et conside´rons, pour tous i, j = 1 · · ·n, le rapport
δi,j(x
γ) =
y
γj
j fi(y1, · · · , yj−1, xj , · · · , xn)− xγjj fi(y1, · · · , yj , xj+1, · · · , xn)
xj − yj (11)
qui est un polynoˆme en les variables x, y. Nous obtenons une matrice de diffe´rences finies ∆(xγ) = (δij(x
γ))ij , qui
est a` la matrice jacobienne ce que le taux d’accroissement est a` la de´rive´e. Le polynoˆme de Bezout du monoˆme
xγ est par de´finition
δ(xγ) = det(∆(xγ)) (12)
qui est un e´le´ment de C[x, y]. Pour un polynoˆme ge´ne´ral g =
∑
γ gγx
γ ∈ C[x], on e´tend la de´finition pre´ce´dente par
line´arite´ δ(g) =
∑
γ gγδ(x
γ). En de´veloppant δ(g) =
∑
α,β bαβx
αyβ comme une somme de monoˆmes de C[x, y], et
en notant x et y les familles de tous les monoˆmes en x et y apparaissant dans ce de´veloppement, nous de´finissons
la matrice de Bezout B(g) = [bαβ ], c’est a` dire que l’on a la relation suivante, similaire a` la relation (3), entre
polynoˆme et matrice de Bezout
δ(g) = xB(g)yT (13)
Illustrons la de´finition pre´ce´dente a` l’aide d’un exemple, tire´ de [4].
Example 3. Fixons n = 2 et conside´rons f1 = x
2
1 + x1x
2
2 − 1, f2 = x21x2 + x1. Nous allons calculer les matrices
de Bezout B(1), B(x1), B(x2), qui vont servir a` la construction des matrices compagnon X1, X2, comme nous le
verrons plus loin. Pour commencer, calculons a` partir des formules (11)
∆(1) =
(
x1 + x
2
2 + y1 x2y1 + y1y2
1 + x1x2 + x2y1 y
2
1
)
∆(x1) =
(
1 + x1y1 x2y1 + y1y2
1 + x1x2 + x2y1 y
2
1
)
∆(x2) =
(
x1 + x
2
2 + y1 1− y21 + x2y1y2
1 + x1x2 + x2y1 −y1
)
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dont le de´terminant fournit les polynoˆmes de Bezout
δ(1) = −x2y1 − x1x22y1 + x1y21 + y31 − y1y2 − x1x2y1y2 − x2y21y2
δ(x1) = y
2
1 − x1x22y21 + x1y31 − x1x2y21y2
δ(x2) = −1− x1x2 − x1y1 − x2y1 − x22y1 + x1x2y21 + x2y31 − x2y1y2 − x1x22y1y2 − x22y21y2
Les familles de moˆnomes apparaissant dans ces polynoˆmes sont x = (1, x2, x
2
2, x1, x1x2, x1x
2
2) et y = (1, y1, y1y2, y
2
1 , y
2
1y2, y
3
1).
Les polynoˆmes de Bezout s’e´crivent sous forme de tableaux faisant apparaitre les matrices de Bezout
δ(1) 1 y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 −1 1
x2 −1 −1
x22
x1 1
x1x2 −1
x1x
2
2 −1
δ(x1) 1 y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 1
x2
x22
x1 1
x1x2 −1
x1x
2
2 −1
δ(x2) 1 y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 −1
x2 −1 −1 1
x22 −1 −1
x1 −1
x1x2 −1 1
x1x
2
2 −1
Remarque. Ici, contrairement au cas univariable, les listes x et y ne sont pas des bases de A. Nous verrons plus loin
qu’elles sont cependant ge´ne´ratrices et comment on peut en extraire des bases.
2.1.2 Calcul effectif des matrices de Bezout
Dans l’exemple pre´ce´dent, les polynoˆmes de Bezout s’obtiennent en calculant le de´terminant des matrices
∆(1),∆(x1),∆(x2), qui sont de taille 2 et dont les coefficients sont des polynoˆmes en x1, x2. Si le nombre de
variables n ou le degre´ des polynoˆmes fi augmente alors ce calcul peut devenir difficile car les coefficients des
matrices ∆(xk) ne sont pas nume´riques et on ne peut donc pas appliquer la me´thode du pivot de Gauss. Un moyen
de re´soudre cette difficulte´ est de proce´der par e´valuation-interpolation :
1. on estime a` priori l’ensemble des monoˆmes qui vont apparaitre dans le re´sultat δ(xγ)
2. on e´value ∆(xk) sur un ensemble ade´quat U × V de multi-points de Fourier u = (u1, · · · , un) ∈ U et v =
(v1, · · · , vn) ∈ V
3. pour chaque point (u, v) ∈ U×V on calcule le de´terminant nume´rique de ∆(xk)(u, v) par la me´thode du pivot
de Gauss.
4. pour finir on interpole l’ensemble des valeurs obtenues par le polynoˆme cherche´ δ(xk).
Pour imple´menter cet algorithme concre`tement on doit pre´ciser l’ensemble des monoˆmes de δ(xk) ainsi que les
points de Fourier utilise´s pour l’e´valuation de δ(xk). Prenons l’exemple d’un syste`me polynomial f de multidegre´
(d1, · · · , dn), c’est-a`-dire que pour tous i, j = 1..n le degre´ de fi en la variable xj est infe´rieur ou e´gal a` dj . Fixons
un entier k compris entre 0 et n et adoptons la convention que x0 = 1. On voit facilement que δ(xk), polynoˆme en
x, y, est de multidegre´ (d1, 2d2, · · · , ndn) en x et de multidegre´ (nd1, (n − 1)d2, · · · , dn) en y. Pour l’e´valuation de
δ(xk) aux points de Fourier (u, v) ∈ U × V nous choisirons donc U =
∏
j=1..n Uj ou` Uj est l’ensemble des racines
complexes de Xjdj − 1. De meˆme nous choisirons V = ∏j=1..n Vj de fac¸on que Uj et Vj soient disjoints, afin que
le de´nominateur ne s’annule jamais dans la formule (11). Ceci est re´alise´ par exemple lorsque Vj est l’ensemble des
racines complexes de X(n−j+1)dj − θj avec θj = eipi/j . Les conside´rations pre´ce´dentes nous permettent maintenant
d’e´crire l’algorithme 1 pre´sente´ ci-dessous fournissant les ensembles U et V . Les ensembles de points de Fourier U
et V peuvent alors eˆtre utilise´s par l’algorithme 2 suivant pour construire la matrice d’e´valuation du polynoˆme de
Bezout.
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Algorithm 1 Construction des ensembles U, V de points de Fourier servant a` l’e´valuation du polynoˆme de Bezout
δ(xk), k = 0, · · · , n.
function fourierPoints(d) . multidegre´ d = (d1, · · · , dn)
for j = 1..n do . construction des facteurs Uj , Vj
Uj ← ensemble des racines de Xjdj − 1
Vj ← ensemble des racines de X(n−j+1)dj − eipi/j
end for
U ←∏j=1..n Uj
V ←∏j=1..n Vj
return U, V
end function
Algorithm 2 Construction de la matrice C(k) d’e´valuation du polynoˆme de Bezout δ(xk)
function evaluation(f, k) . f = (f1, · · · , fn) syste`me polynomial
U, V ← fourierPoints(d) . d multidegre´ de f
D ←∏j=1..n jdj
C(k) ← zeros(D,D)
for (u, v) ∈ U × V do
∆← zeros(n, n)
for i, j = 1..n do
∆i,j ← δi,j(xk)(u, v) . δi,j(xk) de´fini a` la formule (11)
end for
C
(k)
u,v ← det(∆)
end for
return C(k)
end function
Ayant note´ C(k) la matrice d’e´valuation du polynoˆme de Bezout δ(xk), notons B
(k) la matrice de Bezout B(xk).
La matrice B(k) =
[
b
(k)
αβ
]
αβ
est de´finie par δ(k)(x, y) =
∑
α,β b
(k)
αβx
αyβ . On a donc C
(k)
u,v = δ(k)(u, v) =
∑
α,β b
(k)
αβu
αvβ ,
ce qui s’e´crit comme produit de matrices
[
C
(k)
u,v
]
u,v
= [uα]u,α
[
b
(k)
α,β
]
α,β
[
vβ
]T
v,β
. De´finissons alors les matrices de
Fourier Fu = [u
α]u,α et Fv =
[
vβ
]
v,β
. On obtient la relation d’e´valuation-interpolation entre les matrices B(k) et
C(k)
C(k) = FuB
(k)FTv
Graˆce au choix des points de Fourier fait dans l’algorithme 1 les matrices Fu et Fv sont unitaires et la matrice B
(k)
s’obtient alors facilement par la relation
B(k) = F ∗uC
(k)Fv (14)
La construction des matrices de Bezout, inspire´e des conside´rations pre´ce´dentes, a e´te´ imple´mente´e en Numpy et
publie´e sur le site [8].
2.2 Formules de Barnett et structure de l’alge`bre quotient.
Dans l’hypothe`se ou` l’ide´al est ze´ro-dimensionel, la dimension de l’alge`bre quotient A = C[x]/〈f〉 est finie, ce qui
assure l’existence d’une base et de matrices compagnon X1, · · · , Xn (matrices des ope´rateurs de multiplication par
les variables dans la base conside´re´e). Nous allons montrer que le meˆme proce´de´ mis en oeuvre dans la section 1.4,
consistant en manipulations sur les colonnes des matrices de Bezout B(1), B(x1), · · · , B(xn), permet ici aussi de
construire une base de A ainsi que les matrices compagnons associe´es. Rappelons tout d’abord un certain nombre
de proprie´te´s alge´briques du polynoˆme δ(1) et des matrices de Bezout B(xk).
2.2.1 Proprie´te´s alge´briques du polynoˆme δ(1) et de la matrice B(1)
Les proprie´te´s qui suivent sont de nature alge´brique et sont donne´es sans de´monstration. Le lecteur inte´resse´
pourra consulter les de´tails dans [4]. Comme dans la proposition 4, de´finissons de nouvelles familles d’e´le´ments de
7
A par les produits vecteur-matrice :
xˆk = xB(xk), k = 0 · · ·n (15)
avec la convention de notation habituelle xˆ0 = xˆ.
Example 4. En reprenant l’exemple 3 nous avons
xˆ0 = (0,−x2 − x1x22,−1− x1x2, x1,−x2, 1)
xˆ1 = (0, 0, 0,−1− x22,−x1x2, x1)
xˆ2 = (−1− x1x2,−x2 − x22 − x1,−x2 − x1x22, x1x2,−x22, x2)
(16)
Proposition 5. (admise, de´monstration dans [4]). Pour tout k = 1 · · ·n on a
xˆ0xk = xˆk (17)
Les relations ci-dessus sont faciles a` ve´rifier sur l’exemple 3. Jusqu’a` maintenant les cas univariable et multiva-
riable sont tre`s similaires, sauf sur un point : dans le cas multivariable les familles x et xˆ ne sont plus ne´cessairement
des bases de A. On a cependant la proprie´te´ suivante
Proposition 6. (admise, de´monstration dans [4]). Chacune des familles x et xˆ est ge´ne´ratrice dans A.
2.2.2 Processus de re´duction
La proposition pre´ce´dente fournit un de´but de structure de l’alge`bre A. Nous avons pour l’instant une famille
ge´ne´ratrice x de A ainsi que des matrices de Bezout B(xk), k = 0, · · · , n. Nous allons montrer comment, en appli-
quant le proce´de´ matriciel de´crit dans la section 1.4 a` la famille ge´ne´ratrice x et aux matrices de Bezout B(xk), on
peut fabriquer une base de A et des matrices compagnon Xk. Illustrons les calculs a` partir de l’exemple 3. Le rang
de B(1) est 5. La premie`re colonne de B(x1) est nulle mais celle de B(x2) ne l’est pas, ce qui fournit la relation
dans le quotient 1 + x1x2 = 0. Multiplions x a` droite par la matrice de Gauss P dont la cinquie`me colonne vaut
(1, 0, 0, 0, 1, 0)T , et multiplions les matrices de Bezout a` gauche par P−1, ce qui revient a` soustraire la cinquie`me
ligne a` la premie`re. Les matrices de Bezout B(1), B(x1), B(x2) s’e´crivent :
B(1) 1 y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 1
x2 −1 −1
x22
x1 1
1 + x1x2 −1
x1x
2
2 −1
B(x1) 1 y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 1 1
x2
x22
x1 1
1 + x1x2 −1
x1x
2
2 −1
B(x2) 1 y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 −1
x2 −1 −1 1
x22 −1 −1
x1 −1
1 + x1x2 −1 1
x1x
2
2 −1
La premie`re colonne de B(x2) contient maintenant un seul coefficient non nul, indexe´ par 1 + x1x2. On peut donc,
en projetant les trois bezoutiens sur Ax, supprimer la premie`re colonne et la cinquie`me ligne dans les trois matrices :
B(1) y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 1
x2 −1 −1
x22
x1 1
x1x
2
2 −1
8
B(x1) y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 1 1
x2
x22
x1 1
x1x
2
2 −1
B(x2) y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 −1
x2 −1 −1 1
x22 −1 −1
x1 −1
x1x
2
2 −1
La deuxie`me colonne de B(1) est nulle, celle de B(x2) ne l’est pas. La relation est x2 + x1x
2
2 = 0. La matrice
P est de´finie par sa cinquie`me colonne (0, 1, 0, 0, 1)T . Le vecteur x devient (1, x2, x
2
2, x1, x2 + x1x
2
2). On soustrait la
cinquie`me ligne a` la deuxie`me. Les bezoutiens s’e´crivent :
B(1) y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 1
x2 −1
x22
x1 1
x2 + x1x
2
2 −1
B(x1) y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 1 1
x2 1
x22
x1 1
x2 + x1x
2
2 −1
B(x2) y1 y1y2 y
2
1 y
2
1y2 y
3
1
1 −1
x2 −1 1
x22 −1 −1
x1 −1
x2 + x1x
2
2 −1
La deuxie`me colonne de B2 contient un seul coefficient non nul, en cinquie`me ligne, on peut donc supprimer les
deuxie`mes colonnes et les cinquie`mes lignes :
B(1) y1 y
2
1 y
2
1y2 y
3
1
1 1
x2 −1
x22
x1 1
B(x1) y1 y
2
1 y
2
1y2 y
3
1
1 1 1
x2 1
x22
x1 1
B(x2) y1 y
2
1 y
2
1y2 y
3
1
1 −1
x2 −1 1
x22 −1 −1
x1 −1
La premie`re colonne de B(1) est nulle, celle de B(x2) ne l’est pas. La relation est x2 + x
2
2 + x1 = 0. La matrice
P est de´finie par sa quatrie`me colonne (0, 1, 1, 1)T . Le vecteur x devient (1, x2, x
2
2, x2 + x
2
2 + x1). On soustrait la
quatrie`me ligne a` la deuxie`me et a` la troisie`me. Les bezoutiens s’e´crivent :
B(1) y1 y
2
1 y
2
1y2 y
3
1
1 1
x2 −1 −1
x22 −1
x2 + x
2
2 + x1 1
B(x1) y1 y
2
1 y
2
1y2 y
3
1
1 1 1
x2
x22 −1
x2 + x
2
2 + x1 1
B(x2) y1 y
2
1 y
2
1y2 y
3
1
1 −1
x2 1
x22 −1
x2 + x
2
2 + x1 −1
La premie`re colonne de B2 contient un seul coefficient non nul, en quatrie`me ligne, on peut donc supprimer les
premie`res colonnes et les quatrie`mes lignes :
B(1) y21 y
2
1y2 y
3
1
1 1
x2 −1 −1
x22 −1
B(x1) y
2
1 y
2
1y2 y
3
1
1 1 1
x2 1 −1
x22 −1
B(x2) y
2
1 y
2
1y2 y
3
1
1 −1
x2 1
x22 −1
A ce stade, la matrice B(1) est inversible et le processus de re´duction est donc termine´. On ve´rifie que les familles
x = (1, x2, x
2
2) et y = (y1, y
2
1 , y
3
1) sont des bases de A, dont les bases de Horner associe´es sont xˆ = (−x2−x22,−x2, 1)
et yˆ = (y31 ,−y21 − y21y2,−y21). La dimension de A est ici e´gale a` 3. D’une fac¸on ge´ne´rale nous avons ([4] p.57, [5], [6])
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Proposition 7. Lorsque le processus de re´duction est termine´, c’est-a`-dire lorsque la matrice B(1) est inversible
et que toutes les matrices B(xk), k = 0, · · · , n sont de meˆme taille et indexe´es par des familles de polynoˆmes x,y,
alors chacune des familles x,y est une base de A.
Remarque. Nous insistons sur le fait que la proposition pre´ce´dente est valable uniquement dans l’hypothe`se ou`
l’ide´al est ze´ro-dimensionnel. Lors de nos expe´riences nous avons pu observer que dans le cas contraire, il est
possible d’obtenir a` la fin du processus de re´duction des matrices B(1) de tailles diffe´rentes suivant que l’on utilise
les relations en x ou en y lors du processus de re´duction. Le cas e´che´ant, cette diffe´rence de taille finale est un
phe´nome`ne qui reste a` e´claircir.
2.2.3 Formules de Barnett et matrices compagnon
Reprenons l’exemple pre´ce´dent et de´finissons les matrices X1, X2 par les quotients
X1 = B(x1)B(1)
−1 =
 0 −1 0−1 0 −1
−1 0 0
 , X2 = B(x2)B(1)−1 =
0 0 11 0 0
0 1 −1
 (18)
On ve´rifie que X1, X2 sont les matrices de multiplication par les variables x1, x2 dans la base x et sont donc les
matrices compagnon associe´es a` la base x. D’une fac¸on ge´ne´rale nous avons :
Proposition 8. Lorsque le processus de re´duction est termine´ et que les matrices de Bezout sont e´crites dans
des bases x,y, alors les matrices compagnon Xj, c’est a` dire les matrices de multiplication par xj dans la base x,
peuvent se calculer graˆce aux formules de Barnett
Xj = B(xj)B(1)
−1 (19)
Remarque. Comme dans le cas univariable nous avons pour tout j = 1, · · · , n,
B(xj)
TB(1)−T est la matrice de multiplication par yj dans la base y
B(1)−1B(xj) est la matrice de multiplication par xj dans la base xˆ
B(1)−TB(xj)T est la matrice de multiplication par yj dans la base yˆ
2.2.4 Calcul nume´rique des racines
Comme dans le cas univariable (voir Proposition 1) les racines du syste`me polynomial f1, · · · , fn s’obtiennent
nume´riquement en calculant les valeurs propres des matrices compagnons ([1]). Dans cet exemple les matrices X1, X2
fournissent les valeurs propres
x1 x2
−1.32472 0.75488
0.66236 + 0.56228i −0.87744 + 0.74486i
0.66236− 0.56228i −0.87744− 0.74486i
Puisque l’alge`bre A est commutative, les matrices X1, X2 commutent et ont donc les meˆmes vecteurs propres.
Lors du calcul il faut donc faire attention d’ordonner les valeurs propres pour qu’elles correspondent aux meˆmes
vecteurs propres. Dans l’exemple pre´ce´dent on ve´rifie facilement que les couples (x1, x2) ci-dessus sont bien des
approximations des racines du syste`me f1 = x
2
1 + x1x
2
2 − 1, f2 = x21x2 + x1.
2.3 Structure bloc-triangulaire et rang nume´rique de B(1)
Dans le processus de re´duction vu a` la section 2.2.2 la premie`re e´tape consiste a` calculer le noyau de B(1).
Lorsque les coefficients des polynoˆmes d’entre´e sont entiers ou rationnels, ceci peut se faire de manie`re exacte au
moyen d’un programme de calcul symbolique. La taille des entiers peut alors croˆıtre conside´rablement au cours
des calculs et augmenter en conse´quence le temps total de calcul et les besoins en me´moire du calculateur. Si par
contre on veut effectuer l’ensemble des calculs en nombres flottants, ou si les coefficients d’entre´e sont eux meˆmes
donne´s sous forme nume´rique, alors on doit faire un calcul nume´rique du noyau. La me´thode e´prouve´e pour cela,
imple´mente´e dans des packages d’alge`bre line´aire nume´rique comme Matlab/Octave, Numpy ou Julia, est d’effectuer
une factorisation QR “rank revealing” de B(1), que nous appellerons factorisation QRP, c’est-a`-dire accompagne´e
de pivots sur les colonnes. L’expe´rience montre que cette approche est souvent efficace mais peut s’ave´rer de´licate
a` mettre en oeuvre si la taille de la matrice augmente. Montrons le sur un exemple. Nous choisissons n = 4 et un
syste`me polynomial f de multidegre´ [2, 2, 2, 2]. Seuls une quinzaine de monoˆmes sont retenus pour chaque polynoˆme.
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Figure 1 – Matrice B(1), sparsite´
Les coefficients, entiers, sont choisis ale´atoirement entre −t et t avec, ici, t = 3. Choisir une plus grande valeur de t
ne poserait aucun proble`me particulier si on utilise les matrices de Bezout mais on constate que le temps de calcul
est excessivement long lorsqu’on utilise les bases de Grobner (voir Table 1). Voici la liste des polynoˆmes composant
le syste`me f :
f = [3x20x
2
1x
2
2x
2
3 − x0x21x22x23 − 2x20x21x22 − 3x20x1x2x23 + 3x21x22x23 − x20x1x2x3 + 2x0x1x22x3 + x21x22x3 + 2x20x2x23 −
2x20x1x2 + 3x1x2x
2
3 + x
2
2x
2
3 − 2x3,
− 2x20x21x22x23 + 3x20x1x22x3 − x20x1x2x23 + 2x0x1x22x23 + x20x21x2 − x0x21x22 − x0x22x23 − 2x20x21 + x20x1x3 − 2x1x22x3 +
3x1x2x
2
3 − 3x0x21 + x0x22 − 3x1x2x3 + 3x0x23 − 2x0x1,
− 3x20x21x22x23 + 2x20x1x22x23 + 2x20x21x22 − x0x1x22x23 + 2x21x22x23 − x20x1x22 − 3x20x21x3 + 2x20x1x23 − 2x0x1x2x23 + 2x20x21 −
2x1x
2
2x3 − 3x0x21 − 3x21x2 − x20x3 − x22x3 − 2x2x23 − 3x20 − 3x0x2 + 2x0x3 − x1x3,
3x20x
2
1x2 − x0x21x22 + 2x20x21x3 + 2x21x22x3 − 2x0x22x23 − 2x1x22x23 − 3x20x21 + x1x22x3 + 3x20x23 − x0x2x23 + x22x23 + x20x1 +
2x0x1x2 − x21x2 − 2x0x22 − x0x1x3 + 3x1x23 − 2x2 − 3]
La matrice de Bezout B(1) est de taille 384 et posse`de une certaine structure, comme le montre la Figure 1. Comme
il parait difficile d’exploiter cette structure pour le calcul nume´rique du rang de la matrice B(1), on doit recourir a`
une me´thode nume´rique ge´ne´rale, par exemple une factorisation SVD ou une factorisation QRP “rank revealing”.
Choisissons cette deuxie`me me´thode. Les termes diagonaux du facteur triangulaire R sont trie´s en ordre de´croissant,
comme le montre la figure 2. On s’aperc¸oit que les derniers termes non nuls de´croissent vite, et qu’il peut devenir
difficile de choisir un seuil au dessus duquel les termes diagonaux seront de´clare´s “non nuls”. Les termes non nuls
s’e´tendent de 104 a` 10−4. Le saut entre termes “non-nuls” et termes proches du epsilon machine a tendance a`
diminuer a` mesure que la taille de la matrice augmente, ce qui rend le calcul du rang nume´rique difficile. Nous
pouvons cependant ame´liorer, dans une certaine mesure, la situation pre´ce´dente en exploitant une proprie´te´ de
B(1). En effet, en permutant lignes et colones de cette matrice d’une certaine fac¸on, on peut arriver a` une structure
bloc-triangulaire de B(1) (Figure 2, subplot 2). En appliquant a` la matrice une factorisation QRP bloc apre`s bloc,
les termes diagonaux vont alors de´croitre uniquement a` l’inte´rieur de chaque bloc. La figure 2, subplot 2, montre la
nouvelle disposition des termes diagonaux a` la fin de la factorisation QRP, en traitant les blocs l’un apre`s l’autre.
Ici, les termes non nuls s’e´tendent de 100 a` 10−3. Le calcul du rang nume´rique est facilite´ et l’on trouve ici un rang
e´gal a` 331, qui correspond au nombre de termes dans la figure 2, subplot 2. Enfin la figure 2, subplot 3, montre
la distribution des termes diagonaux dans la matrice finale, une fois les re´ductions faites, comme explique´ dans la
section 2.2.2. On voit que la distribution des termes est tre`s proche de celle pre´ce´dent les re´ductions. Le rang de la
nouvelle matrice est 330, c’est la dimension du quotient A, d’apre`s la proposition 7.
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Figure 2 – Factorisation QRP de B(1), termes diagonaux
2.4 Calcul nume´rique des racines
Figure 3 – Processus de re´duction exe´cute´ en arithme´tique exacte
Nous reprenons l’exemple ci-dessus. La matrice de Bezout B(1), a` coefficients entiers, est de taille 384 . Apre`s
re´ductions on trouve que la dimension du quotient A est 330 . En calculant nume´riquement les valeurs propres des
matrices compagnon Xj = B(xj)B(1)
−1 on obtient les racines du syste`me polynomial f . On ve´rifie la qualite´ de
chacune des racines obtenues en lui appliquant les polynoˆmes fi, i = 1, · · · , n. Les re´sultats sont repre´sente´s sous
forme d’histogramme (Figure 3) ou` le logarithme de´cimal de l’erreur est porte´ en abscisse. Sur le plot de gauche
le processus de re´duction est effectue´ en arithme´tique exacte, sur le plot de droite il est effectue´ en arithme´tique
flottante. On constate (Table 1) que le temps de calcul en arithme´tique flottante est plus court mais au prix d’une
de´gradation sensible de la qualite´ des re´sultats. On peut noter aussi que le calcul de la dimension du quotient,
effectue´ par la me´thode des bases de Grobner (fonction vector space dimension() de Sage), demande un temps
beaucoup plus long que lorsqu’on utilise les matrices de Bezout. Il semble de plus que ce temps de calcul (bases de
Grobner) augmente conside´rablement avec la taille des coefficients entiers du syste`me polynomial, ce qui explique
notre choix de restreindre ces coefficients entre t = −3 et t = 3 dans notre expe´rience.
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Table 1 – timings
Arithme´tique Me´thode Processus Software Timing
flottante Bezout
Construction matrices de Bezout NumPy 2090 ms
Noyau de B(1) Octave 117 ms
Re´duction matrices Octave 190 ms
Valeurs propres SciPy 2614 ms
exacte
Bezout Re´duction matrices Sage 6663 ms
Grobner Ve´rification dimension Alge`bre Sage 827933 ms
3 Conclusion et perspectives
Nous avons propose´ une me´thode de re´solution nume´rique des syste`mes polynoˆmiaux en intersection comple`te.
Cette me´thode utilise exclusivement des techniques d’alge`bre line´aire nume´rique. Le principe de la me´thode est de
nature alge´brique mais fournit des racines dont on peut tester facilement la qualite´ nume´rique.
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