Abstract. We consider the compressible Navier-Stokes system with variable entropy. The pressure is a nonlinear function of the density and the entropy/potential temperature which, unlike in the NavierStokes-Fourier system, satisfies only the transport equation. We provide existence results within three alternative weak formulations of the corresponding classical problem. Our constructions hold for the optimal range of the adiabatic coefficients from the point of view of the nowadays existence theory.
-Introduction
The purpose of this paper is to analyze the model of flow of compressible viscous fluid with variable entropy. Such flow can be described by the compressible Navier-Stokes equations coupled with an additional equation describing the evolution of the entropy. In case when the conductivity is neglected, the changes of the entropy are solely due to the transport and the whole system can be written as:
1a)
∂ t (̺s) + div(̺su) = 0 in (0, T ) × Ω, (1.1b)
∂ t (̺u) + div(̺u ⊗ u) + ∇p = div S in (0, T ) × Ω, (1.1c) where the unknowns are the density ̺ : (0, T ) × Ω → R + ∪ {0}, the entropy s : (0, T ) × Ω → R + and the velocity of fluid u : (0, T ) × Ω → R 3 , and where Ω is a three dimensional domain with a smooth boundary ∂Ω.
The momentum, the continuity and the entropy equations are additionally coupled by the form of the pressure p, we assume that p(̺, s) = ̺ γ T (s), γ > 1, (1.2) where T (·) is a given smooth and strictly monotone function from R + to R + , in particular T (s) > 0 for s > 0. We assume that the fluid is Newtonian and that the viscous part of the stress tensor is of the following form S = S(∇u) = 2µ D(u) − 1 3 div uI + η div x uI with D(u) = 1 2 (∇u + ∇u T ). Viscosity coefficients µ and η are assumed to be constant, hence we can write div S(∇u) = µ∆u + (µ + λ)∇ div u with λ = η − In contrast to entropy equation in system (1.1) the above form is insensitive to appearance of vacuum states; in fact it is completely decoupled from the continuity equation. The regularity of the density in the compressible Navier-Stokes-type systems is in general rather delicate matter. Therefore, one can expect that proving the existence of solutions to system (1.1) requires more severe assumptions than to get a relevant solution to (1.6) . This observation will be reflected in the range of parameter γ which determines the quality of a priori estimates for the argument of the pressure -Z = ̺[T (s)] 1 γ according to the notation from above.
In order to clarify this issue a little more let us introduce a third formulation of system (1.1) describing the evolution of the pressure argument Z = ̺[T (s)] 
(1.7c) Again, the above formulation is equivalent with the previous ones provided the solution is regular enough, which, however, may not be true in case of weak solutions. The above discussion motivates distinction between the cases when the evolution of the entropy is described by the continuity, the transport or the renormalized transport equation. Indeed, the form of the entropy equation, although used to describe the same phenomena, is a diagnostic marker indicating the notion of plausible solution to the whole system. Our paper contains an existence analysis for all three systems: (1.1), (1.6) and (1.7) within suitably adjusted definitions of weak solutions. Such an approach allows us to emphasise the implications between the solutions and to better understand the restrictions of renormalization technique. These issues, absent in the analysis of the standard single density systems, are of great importance for more complex multi-component or multi-phase flows. Our results show possible applications of nowadays classical tools in the analysis of the Navier-Stokes system to challenging problems, e.g. constitutive equation involving nonlinear combinations of hyperbolic quantities: densities, concentrations, etc.
The outline of the paper is the following. We first consider system (1.7), for which we are able to show the existence of a weak solution using standard technique available for the compressible Navier-Stokes system, see [6] . Next, using a special form of renormalization, and division of equation (1.7b ) by ̺, we show that we may replace (1.7b) by (1.6b ) and finally by (1.1b). We are able to handle (1.6b) as well as (1.7b) for the optimal range of γ's (i.e. γ > . This is a restriction under which the renormalization theory of DiPerna-Lions [1] can be applied.
In Section 2, we introduce the definition of the weak solutions to all three systems mentioned above and present our main existence theorems. Then, in Section 3 we recall some specific classical results which are then used in the proof. Further, in Sections 4 and 5 we prove the existence of weak solutions to system (1.7); we introduce several levels of approximations and prove the existence of solutions at each step by performing relevant limit passages in Sections 6 and 7. Finally, in Section 8 we prove the existence of weak solution to systems (1.1) and (1.6).
-Weak solutions, existence results
Throughout our analysis we naturally distinguish two different situations. They are associated to the magnitude of the adiabatic exponent γ. From the point of view of theory of global in time weak solutions, it is reasonable to assume that γ > 3 2 .
This assumption provides L 1 bound of the convective term and is necessary for application of nowadays techniques. Under this condition we will first prove the existence of a weak solution to system (1.7), see Theorem 2. Then we shall deduce from this result existence of weak solutions for the formulation (1.6) still under assumption (2.1), see Theorem 2. This result is not equivalent to the existence of weak solutions to system (1.1) though. The latter can be proved solely under the restriction
Indeed, the latter more restricted range of γ's enables to obtain L 2 estimate of the density and, as mentioned in the introduction, makes it possible to apply the DiPerna-Lions theory of the renormalized solutions to the transport equation (1.6b) and to multiply it by ̺ within the class of weak solutions.
Weak solutions to system (1.1)
Let us first introduce the definition of a weak solution to our original system (1.1). We assume that the initial data (1.4) satisfy:
3)
The choice of nontrivial initial condition for s on the set {̺ 0 = 0} will play an important role in the last section. Indeed, there is a certain difference in the proof of the case s 0 = const, and s 0 non-constant on this set. We consider 
4)
and for any t ∈ [0, T ] we have:
) and the continuity equation (1.1a ) is satisfied in the weak sense
) and equation (1.1b) is satisfied in the weak sense
) and the momentum equation (1.1c ) is satisfied in the weak sense
Before presenting the existence result for the auxiliary problem, let us recall the definition of a renormalized solution to equation (1.7b):
Definition 3. We say that equation (1.7b) holds in the sense of renormalized solutions, provided (Z, u), extended by zero outside of Ω, satisfy
We have the following existence result for solutions defined by Definition 2 
Weak solution to system (1.6)
If we replace (1.1b) by (1.6b) (using also the renormalization of the latter), the result is also much better than in Theorem 1, in fact optimal from the point of view of nowadays theory of compressible NavierStokes equations. In order to formulate the result precisely, we first rewrite system (1.6) in a slightly different way. We look for a triplet (ρ, ζ, u) solving the system of equations 19c) with initial conditions
and satisfying assumptions (2.10), in particular
Then the weak solution is defined as follows. 
22)
and for any t ∈ (0, T ] we have:
) and the continuity equation (2.19a ) is satisfied in the weak sense
) and equation (2.19b ) is satisfied in the weak sense
) and the momentum equation (2.19c ) is satisfied in the weak sense
(iv) the energy inequality
holds for a.a t ∈ (0, T ), where E 2 is defined through (2.16) .
The last result concerns the existence of solutions meant by Definition 4. (2.19a ) and (ζ, u) solves (2.19b) in the renormalized sense.
Using the result of Theorem 3, we may easily obtain a solution to system (1.6). Indeed, we may define
and use the fact that equation (2.19b ) holds in the renormalized sense. 
-Auxiliary results
Before proving our main theorems, we recall several auxiliary results used in this paper. These are mostly standard results and we include them them only for the sake of clarity of presentation.
Then it is uniformly bounded on [0, T ]. More precisely, we have
where c is a positive constant independent of n.
Then, at least for a chosen subsequence
Next, let us consider weak solutions to the continuity equation
As a result of the DiPerna-Lions [1] theory we have
where Ω ⊂ R 3 is a domain with Lipschitz boundary. Let (Z, u) be a weak solution to (3.6) and q ≥ 2. Then (Z, u) is also a renormalized solution to (3.6) , i.e. it solves (2.17) in the sense of distributions on (0, T ) × R 3 provided Z, u are extended by zero outside of Ω.
Remark 2. By density argument and standard approximation technique, we may extend the validity of (2.17) to functions
be a weak solution to (1.6b) with
In some situations when the DiPerna-Lions theory is not applicable, i.e. when q < 2 in Lemma 5, we can still prove that the solution is in fact a renormalized one using the approach from [3] . To this purpose one has to consider the oscillation defect measure of the sequence Z δ approximating Z, i.e.
where
with T ∈ C ∞ (R) such that
We have 
) is a renormalized solution to the continuity equation.
We further need the following well-known result [2, 13] concerning the solution operator to the problem
Next, we report the following general result concerning the compensated compactness (see [12] or [16] )
Lemma 9. Let U n , V n be two sequences such that
We will further need the following operators
where ∆ −1 stands for the inverse of the Laplace operator on R 3 . To be more specific, the Fourier symbol of A j is
Note that for a sufficiently smooth v
and, by virtue of the classical Marcinkiewicz multiplier theorem,
Note that (see [5] 
Next, let us also introduce the so-called Riesz operators 16) or, in terms of Fourier symbols, F(R ij )(ξ) = ξ i ξ j |ξ| 2 . We recall some of its evident properties needed in the sequel. We have
-Approximation
We first focus on the proof of the auxiliary result, i.e. on Theorem 2. The problem can be viewed as compressible Navier-Stokes system with two densities, where one is connected with inertia of the fluid and the other one with the pressure. The proof of Theorem 2 is hence very similar to the construction of solutions to the usual barotropic Navier-Stokes equations. The purpose of this section is to introduce subsequent levels of approximation and to formulate relevant existence theorems for each of them. The proofs of these theorems are presented afterwards by performing several limit passages when corresponding approximation parameters vanish. We first regularize the pressure in order to get higher integrability of Z (and also of ̺) in order to obtain the renormalized continuity equations using the DiPerna-Lions technique [1] . Next we regularize the continuity equations (for both ̺ and Z). The construction of a solution is done at another level of approximation, the Galerkin approximation for the velocity.
First approximation level
A weak solution of problem (1.7) (1.5) is obtained as a limit when δ → 0 + of the solutions to following problem
with the boundary conditions
and modified initial data
The specific assumption on the initial data (4.3b) is not needed here, at this approximation level we would be satisfied with less regular approximation without this condition. However, more regular approximation with the above mentioned compatibility condition is needed at another approximation level and we prefer to regularize the initial condition just once. Note that we require
. While the first part, i.e. the initial condition for the linear momentum, is easy to ensure by standard mollification, the regularization of the initial condition for Z and ̺ is more complex. However, we may multiply Z 0 by a suitable cut-off function (to set the function to be zero near the boundary), then add a small constant to this function and finally mollify it; i.e.
It is not difficult to see that for suitably chosen cut-off function ϕ δ all properties connected with Z 0,δ in (4.3a)-(4.3b) will be fulfilled as well as Z 0,δ → Z 0 in L γ (Ω) for δ → 0 + . Similarly we proceed for ̺ 0 . By a suitable regularization of the initial linear momentum we may also ensure that
Second approximation level
We prove the existence of a solution to problem (4.1)-(4.3) by letting ǫ → 0 + in the following approximate system. Given ǫ, δ > 0, we consider
supplemented with the boundary conditions 6) and modified initial data (4.3) (see the comments above).
Existence results for the approximate systems
Let us present now the existence result for the first approximation level 8) and for any t ∈ (0, T ) we have:
) and the continuity equation (4.1a) is satisfied in the weak sense
) and equation (4.1b) is satisfied in the weak sense
) and the momentum equation (4.1c ) is satisfied in the weak sense
holds for a.a t ∈ (0, T ), where 
and for any t ∈ (0, T ) we have:
) and the continuity equation (4.4a ) is satisfied in the weak sense
) and equation (4.4b ) is satisfied in the weak sense R 3 ) ) and the momentum equation (4.4c ) is satisfied in the weak sense
holds for a.a t ∈ (0, T ), where E δ (̺, u, Z) is the same as in Proposition 1;
(v) the following estimates hold with constants independent of ǫ
-Existence for the second approximation level
We are not going to present detailed proof of Proposition 2, as it is similar to the corresponding step in the existence proof for the barotropic Navier-Stokes equations, cf. [13] . In what follows we only explain main ideas as well as how to obtain the crucial estimate (4.22). We introduce another approximation level, the Galerkin approximation for the velocity. We take a suitable basis
, and replace (4.25) by
The initial condition for the momentum equation reads
with P n the corresponding orthogonal projection on the space spanned by {Φ j } n j=1 . We construct the solutions to the n-th Galerkin approximation by means of a version of the Schauder fixed point theorem. The fundamental step in this procedure is derivation of the a priori estimates. They can be obtained by using the solution u n as a test function in (5.1) and combining it with (4.4b) as well as with (4.4a). We then deduce
with C independent of n (also of ǫ and δ). Next, testing equations (4.4a) and (4.4b) by ̺ and Z, respectively, we also have
To prove inequalities (4.22) we use a simple comparison principle between ̺ and Z. Taking c ⋆ , c ⋆ as in (4.3a) we may write
As both equations have non-negative initial conditions, it is easy to see that also the solutions are nonnegative and due to the uniqueness of solutions we deduce that
a.e. in (0, T ) × Ω. Combining (5.4) with (5.2) we also have
with C = C(c ⋆ , δ, E δ ). The regularity of solutions to parabolic problems allows us to deduce that we have independently of n
for all q ∈ (1, ∞). These estimates are sufficient to apply the fixed point argument, but also to pass to the limit n → ∞. To this aim, recall also that ̺ and Z belong to C w ([0, T ]; L β (Ω)) and ̺u n to
(Ω, R 3 )). Hence, using several general results from Section 3 (see Lemmas 2-4) we may pass to the limit with n → ∞ to recover system (4.3)-(4.6) as stated in Proposition 2. To finish the proof of this proposition, we have to show estimate (4.32). To this aim, we use as test function in (4.25) ψ, solution to (cf. Lemma 8 in Section 3)
with homogeneous Dirichlet boundary conditions. Due to properties of the Bogovskii operator we may prove
which, together with (5.4), finishes the proof of Proposition 2.
6 -Vanishing viscosity limit: proof of Proposition 1
Limit passage based on the a priori estimates
At this stage, we are ready to pass to the limit for ǫ → 0 + to get rid of the diffusion term in the equations (4.4a), (4.4b) as well as of the ǫ-dependent term in (4.4c). Note that the parameter δ is kept fixed throughout this procedure so that we may use the estimates derived above, except (5.6). Accordingly, the solution of problem (4.3)-(4.6) obtained in Proposition 2 above will be denoted (̺ ǫ , Z ǫ , u ǫ ). First of all, by virtue of (4.28) and (4.30), we obtain
and, analogously,
From estimates (4.27)-(4.32) we further deduce
passing to subsequences if necessary. By virtue of (4.22) and the weak L β+1 -convergence derived above we obtain (Ω). Since they belong to C w ([0, T ]; L β (Ω)) and they are uniformly bounded in L β (Ω) (by virtue of (4.27)), we use Lemma 4, in order to get at least for a chosen subsequence
Once we realize that the imbedding L s (Ω) ֒→ W −1,2 (Ω) is compact for s > 6 5 , we apply Lemma 2 to ̺ ǫ and Z ǫ , and obtain
Consequently, by virtue of the previous formula, (4.29) and (6.1c) we obtain
Taking into account (4.25) and (4.27)-(4.32) we conclude that ̺ ǫ u ǫ is uniformly continuous in
(Ω, R 3 )) and since it is uniformly bounded in L 2β β+1 (Ω, R 3 ) (see (4.29)), Lemma 4 yields
The imbedding L 2β β+1 (Ω) ֒→ W −1,2 (Ω) is compact, hence we deduce from Lemma 2
It implies, together with (6.1c) that
for some q > 1.
We have proven that the limits ̺, Z and u satisfy for any t ∈ [0, T ] the following system of equations
where, by virtue of (4.32),
In particular, equations (4.4a), (4.4b) and (4.4c) (with p instead of Z γ + δZ β ) are satisfied in the sense of distributions and the limit functions satisfy the initial condition
where (̺ 0,δ , Z 0,δ , q 0,δ ) are defined in (4.3). Thus our ultimate goal is to show that
which is equivalent to the strong convergence of Z ǫ in L 1 ((0, T ) × Ω).
Effective viscous flux
We introduce the quantity Z γ + δZ β − (λ + 2µ) div u called usually the effective viscous flux. This quantity enjoys remarkable properties for which we refer to Hoff [8] , Lions [10] , or Serre [15] . We have the following crucial result.
Lemma 10. Let ̺ ǫ , Z ǫ , u ǫ be the sequence of approximate solutions, the existence of which is guaranteed by Proposition 2, and let ̺, Z, u and p be the limits appearing in (6.1a) , (6.1b) , (6.1c) and (6.12) respectively. Then
The proof of Lemma 10 is based on the Div-Curl Lemma of compensated compactness, see Lemma 9. We will not present it here, as it is a relatively standard result in the theory of weak solutions to the compressible Navier-Stokes equations; see e.g. [13] for more details. The basic tools for the proof can be found in Section 3. We shall give more details to the proof of a similar result used in the limit passage δ → 0, where, moreover, several arguments are more subtle than here.
We conclude this section by showing (6.14) and, consequently, strong convergence of the sequence Z ǫ in L 1 ((0, T ) × Ω).
Recall that Z solves (6.10) in the sense of renormalized equations, see Lemma 5. Thus, we take b(Z) = Z ln Z (see Remark 2) to get
On the other hand, Z ǫ solves (4.4b) a.e on (0, T ) × Ω, in particular,
for any b convex and globally Lipschitz on R + ; whence
from which we easily deduce
Take two non-decreasing sequences ψ n , φ n of non-negative functions such that
Lemma 10 implies that lim sup
Using also (6.15) and (6.16), we observe that lim sup
for all m ≤ n, where η(n) → 0 for n → ∞.
Thus we have proved
To conclude the proof of (6.14), we make use of a (slightly modified) Minty's trick. Since the nonlinearity
and, consequently,
and the choice v = Z + ηϕ, η → 0, ϕ ∈ C ∞ c ((0, T ) × Ω) arbitrary, yields the desired conclusion
To finish the proof of Proposition 1 we have to show (4.20) . To this aim, we use as test function in (4.1c) solution to (cf. Lemma 8 in Section 3)
with homogeneous Dirichlet boundary conditions, where θ > 0 is a constant. Due to properties of the Bogovskii operator we may show (the proof is similar to the case of compressible Navier-Stokes equations, see e.g.
Other estimates can be obtained easily. The proof of Proposition 1 is finished.
-Passing to the limit in the artificial pressure term. Proof of Theorem 2
Our next goal is to let δ → 0 + . We will relax the assumptions on the growth of the pressure and on the regularity of the initial data. We are again confronted with a missing estimate for the sequence of densities which would guarantee the strong convergence. Additional problems will arise from the fact that the a priori bounds for the density do not allow us to apply the DiPerna-Lions transport theory, see Lemma 5. To overcome these difficulties, we will apply to system (4.1) Feireisl's approach. Accordingly, the solution of problem (4.1) obtained in Proposition 1 above will be denoted ̺ δ , Z δ , u δ .
Limit passage based on a priori estimates
Using estimates independent of the parameter δ, i.e. (4.13)-(4.20), as well as the procedure at the beginning of the previous section we show (see also [13] )
passing to subsequences as the case may be.
Consequently, ̺, Z, u satisfy
2)
Thus the only thing to complete the proof of Theorem 2 is to show the strong convergence of Z δ in L 1 ((0, T ) × Ω) which is actually equivalent to identifying Z γ = Z γ .
Strong convergence of Z δ
Recall that the cut-off functions T and T k were introduced in (3.8)-(3.9).
Effective viscous flux
As in Section 6, we need the following auxiliary result: 
for any ψ ∈ C ∞ c ((0, T )) and φ ∈ C ∞ c (Ω), passing to subsequences, if necessary.
Proof. Recall that we have for δ > 0 the renormalized form of equation (4.1b)
however, for the limit we only have
both in the sense of distributions. We use as the test function in the approximated momentum equation (4.1c) the function
and for the limit equation (7.4) the test function
Here, ψ ∈ C ∞ c (0, ∞) and φ ∈ C ∞ c (Ω), for the definition of A see Section 3. Note that thanks to properties of ψ and φ we indeed extend our domain from Ω onto the whole space R 3 . It allows then to work with A defined in terms of Fourier multipliers.
We get
We have
Consequently, going back to (7.8) and dropping the compact terms, where we use
we obtain
Our goal is to show that the right-hand side of (7.9) vanishes. We write
where l.o.t. denotes lower order terms (with derivatives on φ) and appear due to the integration by parts in the first term on the left-hand side. We consider the bilinear form
We may write
and
Therefore we may apply the Div-Curl lemma (Lemma 9) and using
we conclude that
Note that s > 
going back to (7.9), we have
Remark 3.
Observe that an analogue of equality (7.6) holds also when we consider σ δ instead of T k (Z δ ), where σ δ are uniformly essentially bounded and satisfy
where f δ are bounded in L 2 ((0, T )×Ω) (see [11] and [14] ). This generalization will be necessary in Section 8.
Oscillation defect measure and renormalized solutions
The main results of this part are essentially taken over from [3] :
There exists a constant c independent of k such that
with c independent of k ≥ 1.
Proof. One has lim sup
as Z → Z γ is convex, T k concave on R + , and
for all z, y ≥ 0. Hence,
On the other hand,
Relations (7.14), (7.15) combined with Lemma 11 yield the desired conclusion.
Using the result of Lemma 12 one has the following crucial assertion (see Lemma 7):
Lemma 13. The limit functions (Z, u) solve (1.7b) in the sense of renormalized solutions, i.e.,
are extended by zero outside Ω.
Strong convergence of the density
We are going to complete the proof of Theorem 2. To this end, we introduce a family of functions (L k ) k≥1 :
Note that L k is convex for any k ≥ 1 and
We can use the fact that (Z δ , u δ ) are renormalized solutions of (4.1b) to deduce
with Z δ , u δ extended by zero outside of Ω. Similarly, by virtue of (7.3) and Lemma 13 (as above, we may justify the use of L k (·) by density argument)
In view of (7.19), we have
for all 1 ≤ q < ∞. Hence (7.19) yields
. Therefore, (7.20) and (7.22) imply
Due to convexity of L k (·) we have
Now, the effective viscous flux equality (7.5) and (7.15) imply
.
Recall that
As sup
we also have lim
Therefore, one verifies that
for any q < γ + θ. The proof of Theorem 2 is finished.
-Proof of equivalent formulations
From Theorem 2 it follows that for any γ > 3 2 there exists a triple of functions
satisfying equations (1.7) in the sense specified in Definition 2. However, in what follows, we will use the result only for γ ≥ 9 5 . Our aim will be to deduce from this the existence of s ∈ L ∞ ((0, T ) × Ω) such that the pressure in the momentum equation equals p = ̺ γ T (s) satisfying either equality (2.13) or the distributional formulation of (1.6b) with corresponding initial data in a similar way as suggested in Feireisl et al. [7] .
8.1
The case γ ≥ 9 5 We first present the main ideas of the proof which corresponds to the situation
Due to the construction we know that functions (̺, Z, u) extended by zero outside of Ω fulfill equations (1.7a), (1.7b) in the sense of distributions on the whole (0, T ) × R 3 . Therefore, we may test both of these equations by ξ η (x − ·), where ξ η is a standard mollifier. We obtain the following equations
where by a η we denoted a * ξ η . From the Friedrichs lemma (see e.g. [13] ) we know that r 1 η , r 2 η converge to 0 strongly in L 1 ((0, T ) × R 3 ) as η → 0 + (the strong convergence of r 1 η requires the stronger assumption on γ). Now we multiply the first equation by − (Zη+λ) (̺η+λ) 2 and the second by 1 ̺η+λ with λ > 0, respectively. Note that for η fixed ∂ t ̺ η and ∂ t Z η belong to L ∞ (0, T ; C ∞ c (R 3 )), so these are sufficiently regular test functions. After some manipulations, we obtain the following equation
So, for λ fixed, we may use the strong convergence of ̺ η → ̺, Z η → Z and the dominated convergence theorem to let η → 0 and to obtain the following equation
which is satisfied in the sense of distributions on (0, T ) × R 3 . Before we pass to the limit with λ → 0 + note that we may distinguish two situations
• for ̺ = 0 we have Z = 0 and therefore
• for ̺ > 0 we have
Recall that this construction corresponds to the choice ζ 0 = 1 in (2.21). In the more general case, for T (s 0 ) We multiply the last equality by 1 ̺η+λ and mimicking the previous approach we obtain
Next, we let η → 0 + and get
Let us denote θ = in the sense of distributions on (0, T ) × R 3 . The initial condition A 0 is attained in the sense of weak solutions for the transport equation. In addition, we can renormalize this equation, using any G ∈ C 1 (R) and deduce that ∂ t G(θ) + u · ∇G(θ) = 0 (8.6) is also satisfied in the sense of distributions on (0, T ) × R 3 . Taking for example G(θ) = T −1 (θ γ ), we obtain equation for s ∂ t s + u · ∇s = 0,
and, for G(θ) = B(T −1 (θ γ )), also its renormalized version ∂ t B(s) + u · ∇B(s) = 0 (8.8)
satisfied in the sense of distributions on (0, T ) × R 3 for any B ∈ C 1 (R). In order to obtain the weak solution to problem (1.1b) we need to test equation (8.7) by ̺. This is, however, not allowed due to low regularity of ̺. Instead we will use ϕ̺ η , where ϕ ∈ C ∞ c ((0, T ) × R 3 ) and ̺ η satisfies (8.2). Here we essentially use the fact that ̺ ∈ L 2 ((0, T ) × Ω), hence this step cannot be repeated for γ less then Having this formulation we pass to the limit with η → 0 + , note that the term on the r.h.s. vanishes and therefore we obtain 
, is satisfied in the sense of distributions on (0, T ) × Ω. Observe that ̺ δ belongs (not necessarily uniformly with respect to δ) to L β ((0, T ) × Ω) for each δ > 0. At this stage we can use the stability result given by Theorem 3.1 in [11] and finish the proof of Theorem 3.
For the sake of completeness, we will provide the limit process δ → 0 + following the arguments from [11] . We take ζ δ = θ −1 δ and denote ζ the weak−⋆ limit of ζ δ (or its subsequence) in L ∞ ((0, T ) × Ω). For any δ > 0 the pair (ζ δ , u δ ) satisfies the transport equation in the weak sense (see Definition 4) along with the initial data ζ 0,δ = Z 0,δ ̺ 0,δ . As we know from Section 7, sequence Z δ = ρ δ ζ δ (or its subsequence) converges strongly in L q ((0, T ) × Ω) to Z for any q < γ + θ. Hence for the same q we have
Therefore ζ, ̺ and u satisfy in the weak sense ∂ t ̺ + div(̺u) = 0, (8.14a)
The next step is to show that the pair (ζ, u) satisfies the transport equation
in the weak sense. We apply the Div-Curl lemma (Lemma 9) with
where j ∈ {1, 2, 3}. We know that div U δ and curl V δ are bounded in L 2 ((0, T ) × Ω), hence precompact in W −1,2 ((0, T ) × Ω). Therefore we obtain ζ δ u δ → ζu weakly in L 2 ((0, T ) × Ω, R 3 ). Due to the strong convergence of the pressure terms Z γ δ we get by the means of Lemma 11 (and Remark 3)
Therefore (8.14c) is satisfied in the weak sense and due to the boundedness of ζ it is also a renormalized solution. The proof of Theorem 3 is complete.
