Mobile applications running on wearable devices and smartphones can greatly benefit from accurate and scalable deep CNN-based machine learning algorithms. While mobile CPU performance does not match the intensive computational requirement of deep CNNs, the embedded GPU which already exists in many mobile platforms can be leveraged for acceleration of CNN computations on the local device and without the use of a cloud service. We present a GPU-based accelerated deep CNN engine for mobile platforms with upto 60X speedup 1 .
Introduction
Many applications such as image classification [1] , speech recognition, and movement activity recognition [2] require utilization of machine learning algorithms on mobile platforms (Figure 1 ). Convolutional Neural Networks (CNNs) proved to be one of the most promising machine learning algorithms that can achieve state of the art results in such tasks. As opposed to classic neural networks which have few fully connected layers, CNNs constitute of several convolution layers. This disparity substantially decreases the number of parameters in the final model, reduces over-fitting, and moreover, facilitates creation of deeper networks.
Although deep CNNs are promising in terms of both prediction accuracy and scalability, they are highly computationally intensive, and therefore, are not practical without parallel processing or hardware acceleration. On server and desktop platforms, there are many libraries such as Caffe [3] , Torch [4], Theano [5] , cuDNN [6] and cuda-convnet [7] which employ GPU computing and SIMD processor extensions for acceleration of deep CNN computations.
On mobile platforms (e.g., wearable devices and smartphones), to the best of our knowledge, the existing CNN libraries are limited to the processing power of mobile CPUs [8] . As a result, execution of large deep CNNs on mobile platforms seems currently unfeasible in terms of both computational performance and power consumption. To address this issue, several groups have proposed various hardwarebased CNN accelerators [9, 10] . Such hardware-based acceleration engines are not practically deployed in existing mobile systems due to high production costs of hardware and large chip area requirements. More importantly, a fixed hardware accelerator is normally limited to execution of only a set of predefined CNNs.
We present a novel software-only acceleration engine for deep CNN by programming the GPU hardware which already exists in most mobile platforms for graphics purposes. Only recently, major mobile chip manufacturers have opened their embedded GPU hardware to software developers for general purpose computations. The proposed acceleration engine employs several novel techniques to boost performance of CNN computations on mobile GPUs. Our solution works on current mobile systems and is flexible in terms of running different types of CNNs. In addition, it works locally on the mobile device, hence eliminates the need to offload CNN processing to a cloud server.
The paper is organized as follows. First, deep CNNs and mobile GPUs are briefly explained in Sections 3 and 2. Next, the proposed GPU-based acceleration engine for deep CNNs and its implementation details are presented in Sections 4 and 5. Finally, results of empirical evaluations are presented in Section 6.
Deep Convolutional Neural Networks

Network Layers
Deep CNN is composed of several layers, and the final prediction is achieved by traversing the forward path of the neural network. Starting from the first layer, at each step, the output is computed from the input based on the type of the layer and its parameters. The output of each layer is fed to the next layer as input. Here a brief overview of CNN layers is presented.
Convolution layers are integral parts of CNNs. In each convolution layer, the output is calculated by applying a set of pre-trained filters (or kernels) on the input. The convolution layers, in fact, constitute a large portion of the entire network's computational workload. Therefore, we will focus on acceleration of convolution layers in Section 4.
Non-linearity layers apply a predefined non-linear function to each element of their input. One of the most effective non-linear functions is Rectified Linear Unit (ReLU) which is defined as f (x) = M ax(x, 0). Since a non-linearity layer is normally placed right after a convolution layer, its implementation can be merged into the convolution layer for higher performance. Refer to Section 4 for more details.
Pooling layers, also known as sub-sampling layers, usually follow a convolution or a non-linearity layer. One of the most common types of pooling is max-pooling in which the maximum value in a moving window with a pre-defined size is selected as the output layer value corresponding to that window.
Fully connected layers are actually the same as layers used in classic neural networks. The computation of this layer can be represented by a matrix multiplication function. Since the computation workload of fully connected layers are also considerable, they are accelerated in Section 4. Figure 2 shows the proposed process of deploying a deep CNN model on a mobile platform. First, the model is trained on a desktop or server system. In this work, we use the Caffe [3] library. Next, the trained model which includes layer weights and parameters as well as the network architecture is converted to an appropriate format and uploaded to the mobile system, e.g., smartphone. Finally, the model is executed on the mobile device as part of the mobile application with the aid of the proposed accelerated engine. In other words, we only implement the forward path of the network on the mobile device because network training is not performed on the mobile device.
Model Deployment
Mobile GPU Architectures
Graphics Processing Unit (GPU) is essentially a parallel processor which was originally designed for computer graphics applications such as gaming. Modern GPUs are programmable and can be used for general purpose computations as well. Therefore, modern GPUs can act as an accelerator engine for CPUs.
While desktop/server GPUs have been programmable for about a decade now, major mobile chip manufacturers have only recently made their GPU hardware open for being programmed by software developers for general purpose computations. A modern mobile GPU is typically composed of several programmable parallel computing units called shader cores (SC). Every shader core is composed of several parallel ALUs.
As an example, the internal architecture of Samsung Exynos 5433 chip is illustrated in Figure 3 . This mobile system is composed of ARM Cortex-A53/A57 CPU and Mali T-760 GPU. Each shader core in T-760 mobile GPU has two 128-bit ALUs in VLIW format. Each 128-bit ALU is capable of performing SIMD operations, i.e., each 128-bit ALU may execute two 64-bit, four 32-bit or eight 16-bit operations in parallel [11] . Another example is PowerVR GPUs in which each shader core has several 16-bit and 32-bit ALUs.
Mobile GPUs have important differences comparing with their desktop counterparts. Mobile chips are very arearestricted, and thus, mobile GPUs have considerably fewer cores. Nevertheless, fewer cores can make parallel thread management easier. For example, in some mobile GPUs each thread has its own program counter, hence, branch divergence is not an issue unlike in desktop GPUs [11] . Another major difference is that in desktop systems, CPU and GPU have separate main memories, whereas in mobile systems CPU and GPU reside on the same chip and use the same main memory. Hence, unlike desktop systems, there is no overhead in copying data between CPU and GPU main memories.
CNN on Mobile GPU
For brevity, and without loss of generality, the discussions in this section focus on CNNs designed for image recognition applications. Among different CNN layers, convolution and fully-connected layers are the most computationally intensive. For brevity, we omit the discussion of our proposed methodology for acceleration of fully connected layers, and only discuss the acceleration of convolution layers.
The convolution layer accepts as input a batch of n frames, n k kernels, and n k bias numbers and generates n output frames, each of which corresponds to one of the input frames. Each of the input and output frames and kernels are 3-dimensional arrays, dimensions of which are width, height and channel respectively, where the width is the lowest dimension. Here, the convolution operation is defined on two 3-dimensional arrays of equal sizes, where the output is the sum of element-wise multiplications of these arrays. All array elements are 32 bit single precision floating-point values. The first two dimensions of the arrays correspond to height and width of the input images. In the first convolution layer, the number of channels is either one or three, i.e. the number of color channels of the input images. In all other convolution layers, the number of channels equals the number of kernels of the previous convolution layer (n k ). Inside the convolution layer, each kernel traverses every frame at particular strides (stride x and stride y ), and at each step, the kernel gets convoluted to the corresponding part of the frame. The result of each convolution, added by a bias, forms one of the elements of the corresponding output (Figure 4) . The height and width of output frames depend on the strides and the height and width of the input frames; and the number of channels of the outputs equals the number of kernels (n k ).
CPU-Only Sequential CNN
The sequential method of performing the convolution layer is used as a baseline reference for evaluating the performance of the proposed GPU-based parallel methods. Here the entire convolution layer is executed as a single thread on CPU. For every input frame, all kernels sweep the frame while getting convoluted with the frame.
GPU-Based Basic Parallel Acceleration
The basic parallel acceleration method utilizes a straightforward GPU-based parallelization approach in which output frames are calculated serially one after another, but each frame is calculated in parallel on the GPU. For every output frame, each element is calculated by one separate parallel GPU thread. The loops for performing the convolution iterate on the width, height, and channels of the input frame respectively, where the width corresponds to the innermost loop.
In this and also the following two GPU-based acceleration methods, the ReLU layer, if present, is embedded into the main pipeline of the convolution layer without adding any significant runtime overhead. This is achieved by judicious scheduling for exploiting CPU idle times. Thus, while the GPU is busy calculating the i'th output, the ReLU layer will be applied to the (i − 1)'th output. Therefore, both the CPU and GPU are active at the same time, and no overhead for including the ReLU layer is introduced ( Figure 5 ).
GPU-Based Basic SIMD Acceleration
As discussed in section 3, the shader cores in mobile GPUs are composed of SIMD ALUs. Such ALUs are capable of calculating several arithmetic operations in one clock cycle. For instance, the latest Mali GPUs have 128-bit SIMD ALUs [11] which provide the opportunity to calculate four 32-bit floating point arithmetic operations at the same time in each SIMD ALU. We utilize this feature to increase the performance to a higher level.
Common kernel sizes of the convolution layers are usually odd numbers and hence not divisible by 4. Hence, in order to unleash the full potential of the SIMD units and avoid their underutilization, we manipulate both of the input arrays of the convolution layer (input frames and kernels) as follows. Since the number of channels in the input arrays is usually divisible by 4, we rearrange the dimensions of arrays and bring the channels to the lowest dimension. The height and width of the inputs are also moved to the higher dimensions. We call this operation "dimension swapping". Considering the aforementioned adjustments in the input arrays, we need to modify the threads as well, and calculate the convolution through the channels axes. Hence, we reorder the loops, and as a result, the channels correspond to the inner loop. As a result, in each iteration, a vector of four 32-bit floating point numbers from each input array is loaded, and the dot products of these vectors are calculated. Since the arrays are rearranged, loading these vectors of channels will access a single line of cache, leading to the same memory performance as before.
The overall procedure of calculating the outputs is similar to the basic parallel method. The only modified part is rearranging the dimensions of the input arrays before running the threads, which is handled by exploiting the idle time of CPU while GPU is busy calculating convolution operation ( Figure 5 ).
GPU-Based Advanced SIMD Acceleration
In the basic SIMD acceleration method, in spite of loading the inputs as vectors which contain 4 numbers, only one element of the output is calculated in each thread. In order to reduce the number of threads, which leads to decreasing the number of times that the frames and kernels are loaded into the GPU cache, we propose more than one element of the output be calculated at each thread, that is, 4 or 8 elements of the output are computed per thread. Obviously, by decreasing the number of threads, each thread must perform a heavier task. In this method, similar to the basic SIMD acceleration method, as the number of kernels is usually divisible by 4 and also by 8, 4 or 8 elements of the output along the channels axis are calculated in each thread (Figure 6 ). Since the channels are the lowest dimension in the resulting array of the convolution operation, dimension swapping is also performed for the output frames in the CPU idle time ( Figure 5 ).
RenderScript Implementation
The proposed GPU-based acceleration methods in the previous section can be implemented on any mobile platform which provides application developers with a framework for general purpose GPU computing. Android OS provides such a framework called RenderScript [12] .
The sequential CPU-only code is written in the form of a single-thread mobile app in Java, which is the common language for app development in Android OS. RenderScript is a framework similar to OpenCL with compute kernel codes written in a C99-derived language. Data is passed to RenderScript kernels through Allocations, which are specific buffers or memory locations. The kernel runs on each item inside a certain Allocation. In other words, thread numbers directly correspond to the number of items inside a certain Allocation.
In the proposed GPU-based acceleration methods, input Allocations are defined as global, i.e., all the items of global Allocations can be accessed by each thread. For the convolution kernel, three Allocations are defined for the input frame, kernels, and biases. We define one output Allocation for all the proposed methods except the advanced SIMD method in which eight elements of the output array are calculated per thread (Section 4.4). Since the Allocations cannot be composed of items or vectors of eight 32-bit float numbers in RenderScript, we defined two output Allocations of the same size for the mentioned method, each of which composed of vectors of four 32-bit float numbers. In every part of the proposed methods where SIMD feature is needed, mathematical operations are performed on vectors of four 32-bit floating point numbers.
The procedure of implementing the proposed GPUbased acceleration methods in RenderScript is illustrated in Figure 7 . First, data are copied to the input Allocations. Then, by calling "forEach" method in Java, we execute the convolution kernel on the items of the output Allocation(s). Finally, when all the parallel threads are finished, the calculated output are copied from the output Allocation(s).
Empirical Evaluation
Mobile Systems
We empirically evaluate the proposed CNN acceleration engine on two Android smartphones, namely, Samsung Galaxy Note 4 and HTC One M9. Detailed specifications of the mobile devices are shown in Table 1 . Before each experiment, smartphones are fully charged and put into airplane mode and minimum screen brightness. Table 2 . Layer setup of benchmark CNNs.
Benchmarks
We employ three well-known CNNs, namely LeNet-5 [13] , Alex Krizhevsky's networks for CIFAR-10 [14] and ImageNet 2012 dataset [15] as benchmarks in our experimentation. Table 2 shows the layer setup in the three benchmark CNNs. The overall CNN architecture for ImageNet 2012 dataset is shown in Figure 8 . All of the mentioned test benches accept batches of 16 images as input in our experiments.
Experiment Results
We execute forward paths of the benchmark CNNs on our mobile systems and measure their runtime. Since the convolution layers are the most computationally intensive ones, they are accelerated using the GPU-based parallel methods described in Section 4 for all three benchmark CNNs. For LeNet-5 and the CIFAR-10 CNNs, other layers are implemented sequentially on mobile CPU due to the their small runtime.
For the large CNN of ImageNet 2012 dataset, however, other layers require acceleration as well. For this benchmark, fully connected layers are also accelerated on mobile GPU using methods similar to acceleration of the convolution layers. Since the pooling and normalization layers are unsuitable for GPU-based acceleration, they are accelerated on mobile CPU via multi-threading. gained by the acceleration methods as described above. As expected, the runtime speedup increases as we move from simple parallel acceleration methods to more advanced acceleration methods. Note that realtime performance is achieved in LeNet-5 and CIFAR-10, where at worst case in HTC One M9, 75.8 and 37.4 frames per second, respectively, is achieved. In addition to runtime of the entire network, we also measured runtime of the heaviest convolution layer in each case in order to observe the direct impact of the proposed GPU-based acceleration methods on speedup of convolution layers. Table 4 shows this portion of the runtime and its corresponding GPU-based speedups. Again as expected, the speedup in runtime of the convolution layer increases as we move from simple parallel acceleration methods to more advanced acceleration methods.
The highest achieved speedup is 63.4 for ImageNet 2012 on Galaxy Note 4 which utilizes Mali-T760 GPU with 6 shader cores. Detailed architecture of this mobile GPU is discussed in Section 3. Since each shader core in Mali-T760 contains of two 128-bit SIMD units, and all our CNN array elements are 32 bit single precision floating point numbers, a maximum of 6 × 2 × 128 32 = 48 operations may run in parallel. In other words the maximum theoretically achievable speedup is 48. Therefore, the 63.4 speedup comes from other factors such as software language performance of RenderScript over Java.
Note that in the proposed Advanced SIMD algorithm we expect to see higher speedup when eight output elements are computed per thread comparing with when four output elements are computed per thread (Section 4.4). This ex- pectation is due to reduced number of times that the frames and kernels are loaded into the GPU cache. However, we see the opposite in some cases like CIFAR-10 on Galaxy Note 4, which is possibly because of the excessive reduction in the number of running threads.
As for the performance comparison of our test devices, we see that the speedup in ImageNet 2012 on Galaxy Note 4 is approximately 30% higher than HTC One M9. This can be either the result of lower GPU frequency of HTC One M9 or its aggressive throttling policy in order to prevent overheating issues in long runtimes.
Compared to the dedicated hardware accelerator proposed in [9] , our proposed method is more flexible in terms of network architecture and also has higher performance in ImageNet 2012.
Conclusion
We proposed a novel GPU-based accelerated CNN engine for mobile platforms and implemented it on mobile devices using Android RenderScript. Empirical evaluations using LeNet-5, CIFAR-10 and ImageNet 2012 benchmarks demonstrated up to 60X speedup and realtime performance for LeNet-5 and CIFAR-10. The proposed acceleration methods may also be implemented on other mobile systems such as Nvidia Tegra and Apple.
