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Abstract
Let L(Bk) be the Laplacian matrix of an unweighted balanced binary tree Bk of k levels.
In this note, we show that
(a) λ = 1 is an eigenvalue of L(Bk) with multiplicity
∑(k−2)/4
l=0 2k−4l−2 if k is not a multiple of 4 or
1 +∑(k−2)/4
l=0 2k−4l−2 if k is a multiple of 4,
where (k − 2)/4 is the greatest integer not exceeding (k − 2)/4.
(b) λ = 3 is an eigenvalue of L(Bk) if and only if k is even.
(c) λ = 5 is an eigenvalue of L(Bk) if and only if k is a multiple of 4.
© 2003 Elsevier Science Inc. All rights reserved.
AMS classification: 5C50; 15A48
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It is well known that the Laplacian matrix of a graph G is a real symmetric matrix
and that 0 is its smallest eigenvalue. Moreover, 0 is a simple eigenvalue if and only
if G is a connected graph.
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Denote byBk an unweighted balanced binary tree of k levels and then n = 2k − 1
vertices. Let L(Bk) be the Laplacian matrix of Bk. In [1], we proved that the spec-
trum σ(L(Bk)) of L(Bk) is the union of the spectra of some symmetric tridiagonal
matrices. More precisely,
Lemma 1 [1,Theorem 7, c]. The spectrum of L(Bk) is
σ(L(Bk)) =
k−1∪
j=1 σ(Tj ) ∪ σ(Sk), (1)
where Tj is the nonsingular tridiagonal j × j matrix given by
T1 = [1], Tj =

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and Sk is the singular tridiagonal k × k matrix given by
Sk =

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The purpose of this note is to search for the integer eigenvalues of L(Bk).
Since Bk is a connected graph, 0 is a simple eigenvalue of L(Bk).
From lemma 1, Geršgorin’s theorem and the fact that L(Bk) is a positive semi-
definite matrix, it follows that if λ is an eigenvalue of L(Bk) then
0  λ  3 + 2√2. (2)
Then, the only possible positive integer eigenvalues of L(Bk) are 1, 2, 3, 4 and 5.
At this point, we recall a result concerning to an integer eigenvalue of a tree.
Lemma 2 [2]. If λ > 1 is an integer eigenvalue of the Laplacian matrix of a tree T
with n vertices then λ exactly divides n.
Because 2 and 4 do not divide n = 2k − 1 for any k, the only possible positive
integer eigenvalues of L(Bk) are restricted to 1, 3 and 5.
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Let Pj (λ) be the characteristic polynomial of the matrix Tj , j = 1, . . . , k − 1,
and Sk(λ) be the characteristic polynomial of the matrix Sk. The expansion of Sk(λ)
by increasing principal minors leads to the following three-term recursion formulas
Pj (λ) = (λ− 3)Pj−1(λ)− 2Pj−2(λ), (3)
with P0(λ) = 1 and P1(λ) = λ− 1, and
Sk(λ) = (λ− 2)Pk−1(λ)− 2Pk−2(λ). (4)
Since we are searching for the positive integer eigenvalues of L(Bk) and they are
restricted to 1, 3 and 5, we may restrict the values of λ to the interval (3 − 2√2, 3 +
2
√
2). Let λ ∈ (3 − 2√2, 3 + 2√2) be fixed. From (3), we obtain the second order
homogeneous linear difference equation with constant coefficients
Pj (λ)− (λ− 3)Pj−1(λ)+ 2Pj−2(λ) = 0 (5)
and initial conditions
P0(λ) = 1 and P1(λ) = λ− 1. (6)
The characteristic equation of (5) is
u2 − (λ− 3)u+ 2 = 0. (7)
Since λ ∈ (3 − 2√2, 3 + 2√2), λ2 − 6λ+ 1 < 0 and thus the roots of (7) is a
pair of conjugate complex roots:
u1 = λ− 32 +
√
6λ− λ2 − 1
2
i and u2 = λ− 32 −
√
6λ− λ2 − 1
2
i,
where i = √−1.
Therefore, the general solution of (5) is [3, p. 29]:
Pj (λ) = ρj (c1 cosφ(λ)j + c2 sinφ(λ)j),
where
ρ =

(λ− 3
2
)2
+
(√
6λ− λ2 − 1
2
)2
1/2
= √2
and
cosφ(λ) = λ− 3
2
√
2
and sinφ(λ) =
√
6λ− λ2 − 1
2
√
2
. (8)
The initial conditions (6) give the system of equations
j = 0 : c1 = 1,
j = 1 : √2(c1 cosφ(λ)+ c2 sinφ(λ)) = λ− 1,
296 O. Rojo, M. Peña / Linear Algebra and its Applications 362 (2003) 293–300
with solution
c1 = 1 and c2 = λ+ 1√
6λ− λ2 − 1 .
Thus
Pj (λ) =
√
2
j
(
cos jφ(λ)+ λ+ 1√
6λ− λ2 − 1 sin jφ(λ)
)
. (9)
Lemma 3 [1,Corollary 5]. The characteristic polynomial of L(Bk) is
det(λI − L(Bk)) = P 2k−21 (λ)P 2
k−3
2 (λ) · · ·P 2
2
k−3(λ)P 2k−2(λ)Pk−1(λ)Sk(λ).
Theorem 4
(a) λ = 1 is an eigenvalue of Tj if and only if
j ∈ {4l + 1: l nonnegative integer} .
(b) λ = 1 is an eigenvalue of Sk if and only if k is a multiple of 4.
(c) The multiplicity of λ = 1 as an eigenvalue of L(Bk) is
(k−2)/4∑
l=0
2k−4l−2 if k is not a multiple of 4
or
1 +
(k−2)/4∑
l=0
2k−4l−2 if k is a multiple of 4
where (k − 2)/4 is the greatest integer not exceeding (k − 2)/4.
Proof. (a) Let λ = 1. From (8), we have cosφ(1) = −1/√2 and sinφ(1) = 1/√2.
Then, φ(1) = 3/4. Therefore, from (9),
Pj (1) =
√
2
j
(
cos
3j
4
+ sin 3j
4
)
. (10)
We see that Pj (1) = 0 if and only if
tan
3j
4
= −1.
Hence, λ = 1 is an eigenvalue of Tj if and only if
j ∈ {4l + 1: l nonnegative integer}.
(b) From (4), we obtain
Sk(1) = −Pk−1(1)− 2Pk−2(1). (11)
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From (10),
Pk−1(1) =
√
2
k−1
(
cos
3(k − 1)
4
+ sin 3(k − 1)
4
)
. (12)
We recall the identities
cos
3k
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4
)
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2
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.
Replacing in (12), we obtain
Pk−1(1) = −
√
2
k
cos
3k
4
.
Also from (10),
Pk−2(1) =
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4
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Now, we recall the identities
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= sin
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4
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= cos
(
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4
)
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4
.
Replacing in (13), we have
Pk−2(1) =
√
2
k−2
(
− sin 3k
4
+ cos 3k
4
)
.
Thus, substituting the above formulas for Pk−1(1) and Pk−2(1) into (11), we get
Sk(1) =
√
2
k
sin
3k
4
.
Hence, λ = 1 is an eigenvalue of Sk if and only if k is a multiple of 4.
(c) From parts (a) and (b) of this theorem, we have that 1 is an eigenvalue of Tj if
and only if j = 1, 5, 9, . . . , 4(k − 2)/4 + 1 and that 1 is a eigenvalue of Sk if and
only k is a multiple of 4. Now, from the fact that any symmetric tridiagonal matrix
with nonzero codiagonal entries has simple eigenvalues [4, Theorem 4–10], 1 is a
298 O. Rojo, M. Peña / Linear Algebra and its Applications 362 (2003) 293–300
simple eigenvalue of such matrices. From Lemma 3, the characteristic polynomial
of L(Bk) is
det(λI − L(Bk)) = P 2k−21 (λ)P 2
k−3
2 (λ) · · ·P 2
2
k−3(λ)P 2k−2(λ)Pk−1(λ)Sk(λ).
Consequently, the multiplicity of 1, as an eigenvalue of L(Bk), is
2k−2 + 2k−6 + 2k−10 + · · · + 2k−4(k−2)/4−2 =
(k−2)/4∑
l=0
2k−4l−2,
if k is not a multiple of 4. In the case k multiple of 4, we have to add 1 to the above
summation corresponding to the multiplicity of 1 as an eigenvalue of Sk. Therefore,
if k is the multiple of 4 then the multiplicity of 1 as an eigenvalue of L(Bk) is
1 +
(k−2)/4∑
l=0
2k−4l−2.
The proof is finished. 
Example 5. λ = 1 is an eigenvalue of L(B11) with multiplicity equal to
2∑
l=0
211−4l−2 = 29 + 25 + 2 = 546
and λ = 1 is an eigenvalue of L(B8) with multiplicity equal to
1∑
l=0
28−4l−2 + 1 = 26 + 22 + 1 = 69.
Theorem 6
(a) Pj (3) /= 0 and Pj (5) /= 0 for all j.
(b) 3 ∈ σ(L(Bk)) if and only if k is even.
(c) 5 ∈ σ(L(Bk)) if and only if k is a multiple of 4.
Proof. (a) Let λ = 3. From (8), we obtain cosφ(3) = 0 and sinφ(3) = 1. Then,
φ(3) = /2. Hence
Pj (3) =
√
2
j
(
cos
j
2
+√2 sin j
2
)
. (14)
We see that Pj (3) /= 0 for all j. Now, let λ = 5. From (8), we have cosφ = sinφ =
1/
√
2. Then
Pj (5) =
√
2
j
(
cos
j
4
+ 3 sin j
4
)
. (15)
Thus, Pj (5) /= 0 for all j.
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(b) From (4) and (14), we obtain
Sk(3)= Pk−1(3)− 2Pk−2(3)
= √2k−1
(
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(k − 1)
2
+√2 sin (k − 1)
2
)
− 2√2k−2
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(
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2
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2
))
− 2√2k−2
(
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(
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2
− 
)
+√2 sin
(
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2
− 
))
= √2k−1
(
sin
k
2
−√2 cos k
2
)
− 2√2k−2
(
− cos k
2
−√2 sin k
2
)
= 3√2k−1 sin k
2
.
We see that Sk(3) = 0 if and only if k is even. Then, λ = 3 is an eigenvalue of Sk if
and only if k is even. From this fact together with part (a) of this theorem and (1), we
conclude (b).
(c) Taking in consideration (4) and (15),
Sk(5)= 3Pk−1(5)− 2Pk−2(5)
= 3√2k−1
(
cos
(k − 1)
4
+ 3 sin (k − 1)
4
)
− 2√2k−2
(
cos
(k − 2)
4
+ 3 sin (k − 2)
4
)
= 3√2k−1
(
1√
2
cos
k
4
+ 1√
2
sin
k
4
+ 3√
2
sin
k
4
− 3√
2
cos
k
4
)
− 2√2k−2
(
sin
k
4
− 3 cos k
4
)
= 5√2k sin k
4
.
From which, Sk(5) = 0 if and only if k is a multiple of 4. Then, λ = 5 is an eigen-
value of Sk if only if k is a multiple of 4. From this fact together with part (a) of this
theorem and (1), we obtain (c). 
Finally, we observe that if λ = 3 or λ = 5 is an eigenvalue of L(Bk) then it is a
simple eigenvalue.
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