The Koopman operator has recently garnered much attention for its value in dynamical systems analysis and data-driven model discovery. However, its application has been hindered by the computational complexity of extended dynamic mode decomposition; this requires a combinatorially large basis set to adequately describe many nonlinear systems of interest, e.g. cyber-physical infrastructure systems, biological networks, social systems, and fluid dynamics. Often the dictionaries generated for these problems are manually curated, requiring domain-specific knowledge and painstaking tuning. In this paper we introduce a computational framework for learning Koopman operators of nonlinear dynamical systems using deep learning. We show that this novel method automatically selects efficient deep dictionaries, requiring much lower dimensional dictionaries while outperforming state-of-the-art methods. We benchmark this method on partially observed nonlinear systems, including the glycolytic oscillator and show it is able to predict on test data quantitatively 100 steps into the future, using only a single timepoint as an initial condition, and quantitative oscillatory behavior 400 steps into the future.
I. INTRODUCTION
In 1931, B. O. Koopman published a paper showing that the evolution of any set of observables on a dynamical system can be expressed through the action of an infinite dimensional linear operator, the Koopman operator [1] . Because the Koopman operator is a canonical representation of any autonomous dynamical system, in principle, its use can bring to bear linear analysis methods on nonlinear systems. The Koopman operator is especially powerful for inferring properties of dynamical systems that are either partially or completely unknown or that are too complex to express using standard methods in analysis. Examples of such systems include biological networks [2] , extremely large physical systems (which are intractable to analyze as white-box models [3] , [4] ), social networks, cyber-physical communication networks, and distributed computing systems that are subject to varying degrees of uncertainty. For this reason, the Koopman operator has gained attention as an effective tool for data-driven model discovery. The Koopman operator provides Please address correspondence to Prof. Enoch Yeung at email : eyeung@ucsb.edu. Enoch Yeung is with the Department of Mechanical Engineering, the Center for Dynamical Systems, Control, and Computation, and the Biomolecular Science and Engineering Graduate Program at University of California, Santa Barbara. Soumya Kundu is with the Energy and Environment Directorate at the Pacific Northwest National Laboratory. Nathan Hodas is with the National Security Directorate at the Pacific Northwest National Laboratory.
a data-driven model for comparing the asymptotic behavior of dynamical systems [5] , specifically as a function of its spectra [5] , [6] . Various algorithms have extended these methods using dynamic and extended dynamic mode decomposition, both for autonomous and controlled systems [7] , [8] , [9] .
The prevailing method for learning the Koopman operator from data is dynamic mode decomposition [6] . Dynamic mode decomposition is the process of identifying a linear operator from temporally or spatially-linked data, ultimately with the objective of characterizing the spectrum of the operator. There are many variants of dynamic mode decomposition, but the most recent advances in Koopman operator learning have emerged from extended dynamic mode decomposition [7] .
In extended dynamic mode decomposition, the idea is to lift the set of system observables from its native vector space into a higher dimensional space, usually through a nonlinear transformation [5] , [6] , [7] . When studying nonlinear systems, the hope is to lift the observables onto a nonlinear manifold, where there trajectories then evolve according to a linear law (the Koopman operator). The set of nonlinear transformations is often referred to as a dictionary, while the choice of what dictionary functions to include is left to the discretion of the scientist, or based on a priori knowledge of the physical system of interest.
Thus, extended dynamic mode decomposition allows for the study of complex nonlinear phenomena, e.g. the spectrum of nonlinear flows, but it is currently limited by a scientist's knowledge or intuition. This inherently makes the learning process manual, since a dictionary must be intuited, implemented, and then evaluated, followed by careful review of the results by the scientist. If the dictionary is not sufficiently complex, then the scientist must engineer prospective functions into the dictionary (see Figure I ).
In this paper we introduce a deep learning approach for training Koopman operators from data. We show that deep neural networks can be used to both efficiently generate dictionaries and traverse function space during training, to obtain an accurate estimate of the Koopman operator. We argue that deep neural networks lend themselves to larger problems than existing dynamic mode decomposition methods and highlight improved performance on a range of application problems. Most importantly, we show how deep Koopman operators can be used to learn higher fidelity Koopman operator models, which improve on state-of-the-art multi-step prediction tasks (long-term forecasting). We show how single-step prediction error can be misleading when evaluating dynamic mode decomposition (DMD) approaches and discuss the advantages of training dictionaries over oneshot computations (using DMD).
The ideas in this paper are complementary to the recent work presented in [10] and [11] , [12] , [13] . In [10] , the authors consider a 3-layer neural network with fixed depth and tanh activation functions to learn the dynamics of the Duffing oscillator and Kuramoto-Sivahinsky system. In [11] , [13] , [12] , the authors consider an autoencoder approach to learning Koopman operators for the Duffing oscillator, a pendulum system, the Kuraomot-Sivahinsky system, as well as to estimate the spectrum of the Koopman operators. Here we consider the use of deep multi-layered feedforward neural networks to automatically generate and update dictionaries for Koopman operator learning. Our computational framework is implemented in Tensorflow, allowing for direct manipulation of the objective functions, variations in the choice of activation functions such as RELUS, cRELUs, or ELUs over the entire network, variations in network depth, width, and composition, as well as direct access to deep training algorithms, e.g. AdaGrad [14] , ADAM [15] with hiearchical dropout [16] for network regularization.
II. DEEP DYNAMIC MODE DECOMPOSITION FOR KOOPMAN OPERATOR LEARNING A. Extended Dynamic Mode Decomposition
We consider a discrete-time nonlinear dynamical system of the form
where f ∈ R n is continuously differentiable and h ∈ R p is continuously differentiable. The function f is the state-space model and the function h maps current state values x n ∈ R n to a vector of observables or outputs y n ∈ R p . The Koopman operator of this system must satisfy the equation
where ψ(x n ) ∈ R m is an observable function, where m ≤ ∞, that defines the lifted space of observables. In theory, ψ must belong to a space of observables under which ψ(x n ) is K-invariant for all n. This ensures that the Koopman operator comprehensively describes the flow of the observable trajectory (x 1 , x 2 , ...). More precisely, we suppose that the span of the dictionary matrix
contains all observables ψ(x n ) for all n. The challenge, in practice, is that the dictionary matrix D is unknown. This makes it difficult to ascertain what and how many functions to include, let alone the minimal number of functions, to ensure K-invariance. In reality, the data is provided and set as a series of points (x 1 , ..., x N ), so whatever functions picked must satisfy the invariance property with respect to the set In extended dynamic mode decomposition, we use an expansive set of orthonomal polynomial basis functions. However, this approach does not scale well and suffers from overfitting with an increasing number of dictionary functions. Each element in x k , k = 1, ..., n is lifted to m polynomials, making for mn distinct dictionary functions. These dictionary functions are often monomial, so quadratic or cubic cross terms are computed to model nonlinear interaction between states, which further exponentiates the size of the dictionary matrix. Finally, since the Koopman operator is unknown, it is generally presumed to be fully parameterized and gradually regularized during optimization. This makes it difficult to solve problems with even only 10-20 outputs, since the Koopman operator will quickly grow to contain thousands of potential entries. Thus, it is critical to regularize the learning problem, to minimize overfit. For dynamic mode decomposition of a Koopman operator, the learning problem is typically cast as follows.
Let ψ be an observables vector defined on y n , for n = 1, ..., N . We stack the observables in two matrices Y f and
From these definitions, it is straightforward to horizontally stack the Koopman equation for a single observable update
Extended dynamic mode decomposition is formulated thus as the following optimization problem:
while the sometimes used L 1 -regularized version of this problem is written as
where the second term is computed first as the 2-norm of each column vector, followed by a 1-norm on all of the 2-norms, to encourage sparsity. The parameter λ is a hyperparameter for tuning the sparsity constraint. We remark that the problem formulated here is the transpose of the problem formulated in [17] and is convex. This formulation thus is guaranteed to converge to a unique global estimate of the Koopman operator, so long as it is computationally tractable. Our subsequent experimental results will draw comparisons against this state-of-the-art approach for estimating Koopman operators.
B. Deep Dynamic Mode Decomposition
In deep dynamic mode decomposition, we define the dictionary as the output of a deep neural network. The deep neural network can be specified to have any architecture upstream, so long as it takes y k as an input. The advantage of employing deep neural networks is that they have rich expressivity [18] , [19] , can be trained automatically, and scale to extremely large networks [20] . With each additional layer, the number of new nonlinear functions grows combinatorially, but only with a linear increase in the model parameters. We setup the deep Koopman operator learning problem as follows. Define the deep dictionary as
where N Ψ (x n ) is a neural network of choice. The Koopman operator problem is cast similarly as with extended dynamic mode decomposition: where
are the numerical parameters of the neural network. For example, in the case of a multi-layer deep feedforward residual network,
The parameters d, r j are hyperparameters that are optimized using a combination of dropout and regularization, while the the activation function σ j can be chosen to be one of the many activation functions that result in fast convergence, e.g. ELU, cRELU, or the RELU. Given this formulation, we remark it is also possible to initialize a neural network, akin to selecting a randomly parameterized dictionary, and directly solve the dynamic mode decomposition problem. Computing Y f and Y p as before, yields
However, we observed in practice that this approach did not produce accurate estimates of the Koopman operator.
The key difference between deep Koopman operator learning and dynamic mode decomposition is that in deep Koopman operator learning, the dictionary and the Koopman operator are learned simultaneously. This increases the number of degrees of freedom in the problem, but no more than was initially present. In reality, the dictionary functions and the Koopman operator are unknown. Dynamic mode decomposition simplifies the problem by having the user impose a particular choice of dictionary, followed by direct optimization of the Koopman operator assuming a fixed dictionary. However, both (sets of) variables are usually unknown in data-driven applications.
Finally, we remark that once the Koopman operator is obtained, as with dynamic mode decomposition, an eigendecomposition of K will yield the eigenmodes for the neural network basis functions. The weighted combination of those basis functions will define the Koopman eigenfunctions, with corresponding Koopman eigenvalues in the diagonalization or Jordan form of K.
Which neural network is used ultimately impacts the nature of the dictionary embedding the observables. If the neural network has memory, e.g. an LSTM network or a recurrent neural network, then the dictionary functions can be viewed as time or space varying. Their properties change according to some memory state, which is dynamic from one time point x n to the next x n+1 . If the network has hybrid or bifurcative behavior, e.g. a switching network, then the dictionary functions may have the capacity to model multiple invariant subspaces of the Koopman operator simultaneously. The challenge is knowing when the dictionary functions are trained accurately to recover the true Koopman operator. Unless the system can be Carleman linearized [21] , it is difficult to ascertain the complete dictionary. However, the ultimate empirical measure of approximation fidelity is forecasting or multi-step prediction accuracy on test data.
In the next section, we review a collection of several experiments performed to 1) gain insight into how deep Koopman operators learn basis functions, 2) show the ability of deep Koopman operators to learn completely unknown governing laws for a biological network and forecast multiple steps into the future, and 3) demonstrate the ability of deep Koopman operators to learn an approximate coarse-grained model for a power transmission system.
III. EXPERIMENTAL RESULTS

A. The Emergence of Koopman Basis Functions During Training
As a first experiment, we trained deep and classical Koopman operators on randomly generated linear systems with partially observed dynamics y of the forṁ where x ∈ R n , A ∈ R n×n , y ∈ R p , C ∈ R p×n and C is either the identity matrix (full-state measurement) or C = I 0 (partial state measurement). When linear systems have partial state output, their Koopman operator is a coarse grained model of the underlying latent dynamics. For discrete time partially observed linear systems, a closed form analogue of the Koopman operator acting solely on the space of measured variables exists, and is defined in the Z-transform space, known as the dynamical structure function, [22] . Finding a precise analytical representation in the time-domain remains an open problem. However, the Koopman operator can be readily approximated using deep, extended, and classical dynamic mode decomposition algorithms.
We first performed experiments on a range of small networks, ranging from 4-128 nodes. In each experiment, a subset of the nodes were defined as "latent" or "hidden" during the experiment. The systems were simulated in Python and time-series data was collected and divided into training and test data. For optimization, we used the AdaGrad algorithm, as implemented in Tensorflow. We tried randomly shuffling and varying batch size; we found that shuffling did not have a significant effect on the prediction accuracy of the deep Koopman operator. As expected, if batch size became too small, e.g. less than 10 samples per batch, the algorithm would not converge. All training and validation was done using Python Tensorflow 1.0, on an NVIDIA TitanX Pascal or P40 system.
The results of the study are presented in Table II 
TABLE I PREDICTION ACCURACY OF E-DMD VS DEEP-DMD KOOPMAN OPERATORS ON PARTIALLY OBSERVED LINEAR SYSTEMS (POLS) AND THE
GLYCOLYTIC PATHWAY dynamical systems. The primary challenge is that the convex optimization routines run out of memory. We tested the algorithm both on a NVIDIA GPU TitanX Pascal system, as well as a NVIDIA P40 system. For moderate sized networks with more than 10 variables, the quadratic and cubic terms induces rapid expansion in the size of the Koopman operator, which ultimately slowed the CVXPY solvers.
On the other hand, we were able to compute the deep Koopman operator for increasingly higher dimensional systems. For small systems, a network width of 20 nodes and a depth of 3-5 layers was sufficient. With networks ranging from 10-100 states, we found that a predictive deep Koopman operator could be learned from the data if the neural network was sufficiently deep. This may be because the deeper the neural network, the more efficiently it encodes complex nonlinear functions [19] , [18] . Once again, the one-step training error and test error were approximately 1%.
To better understand what the deep Koopman operator was learning, we visualized the response of the neural network dictionary functions to basis perturbations along each observable axis. We found that much of the drastic changes in the basis function profile occurs in the first 10,000 iterations of training. During this process, the basis functions initialize as flat constant functions across all points and gradually train to spike, dip, or ramp in response to input signals (see Figure 3 ). This allows our Koopman dictionary to be updated during training, while simultaneously optimizing the Koopman operator. This may explain why the deep Koopman operator is able to achieve a higher fidelity than the extended DMD Koopman operator.
B. Learning A Koopman Operator for the Glycolysis Pathway
The ultimate benchmark of whether or not a Koopman operator has been successfully learned is if the operator is able to predict multiple points into the future, using only a single initial time-point or condition. Any small amount of error in the Koopman operator estimate will propagate and compound on itself. Moreover, the ultimate challenge is to learn the Koopman operator on a nonlinear system for which there is no known Carleman linearization or Koopman invariant subspace.
The glycolysis pathway is a fundamental pathway to metabolism in biology. We use the standard model introduced in [23] , a seven state nonlinear model with Michaelis-Menten dynamics. It is given as follows:
,
The network has 19 edges and 7 nodes, autoregulatory feedback, both positive and negative feedback. We considered a set of parameters where where the network parameters are tuned to oscillate. As seen in Table 1 , the deep Koopman operator achieved less than .1% error on all test cases, whether n = 7, 5, or 3 nodes in the glycolysis network were measured. Interestingly, the deep Koopman operator is able to predict multiple time-steps into the future (∼ 100 timepoints) with quantitative accuracy and qualitative accuracy for the full duration of the simulation (500 timepoints).
C. Learning Koopman Operators on Power Systems
Our next example is a multi-machine power systems network [24] . There are multiple time-scales of dynamics involved in power systems; transient dynamics represent the fastest of all time-scales. Transient instability often leads to instability in frequency and voltage levels, which can result in cascading blackouts. Transient dynamic models are often calibrated, but small fluctuations in parameters, as well real-time state uncertainty is often unknown. However, measurement data for rotor speed and angle is often available, motivating the use of data-driven methods for discovering realtime relationships between power flow variables and swing dynamics. In addition, discovering a Koopman operator from data enables direct application of linear analysis methods for contingency planning [25] , which has traditionally been addressed using brute-force simulation studies [26] .
Specifically, we are interested in power systems transient dynamics, which models the evolution of rotor angles of the synchronous machines at sub-second to a couple of seconds timescales. At this timescale, the dynamics of interest can be modeled as the classical swing dynamics:
(13) where i = 1, 2, ...n. δ i and ω i represent the generator rotor angle and speed, respectively. Rotational inertia (M i ) and damping (D i ) are the parameters associated with each synchronous machine, while P m,i is its mechanical power input. P e,i is the network term that represents the total electrical power output from the generator terminal into the power grid. In the Kron-reduced network representation (each node in the network is a machine), the electrical output is a sum of the total power flowing from the generator to all other generators connected to it. Power flowing between two generators is a function of their voltages (V i , V j ), rotor angles (δ i , δ j ) and the transfer conductance (G ij ) and susceptance (B ij ). The values of G ij and B ij are zero if there is no power line between i and j. Note that since only the rotor angle difference (and not their absolute values) matter, It is generally customary to use a generator angle as the reference angle, and express all the rotor angles relative to the reference angle.
We next explored the use of deep Koopman operators to learn the dynamics of a IEEE 39 bus benchmark system. The system has 39 buses and 10 generators; it is a classical model system that has been well studied in the context of coherency and spectral modes, especially using the Koopman operator [27] . For a more detailed exposition on the relationships between spectral stability of a data-driven Koopman operator and that of the underlying system, we refer the reader to [28] , [29] .
In our numerical experiments, we sought to characterize the ability of deep dynamic mode decomposition to learn the transient dynamics of a power system over a wide range of initial conditions. For training, we generated 1000 randomly generated trajectories of the swing dynamics. The same training data was provided to both deep and extended dynamic mode decomposition algorithms. For extended dynamic mode decomposition, we used Legendre basis polynomials [7] , using L1 regularization to find the best scoring Koopman operator (in terms of 1-step prediction training error). We iterated over a range of maximum polynomial degrees, selecting the best scoring Koopman operator. Our choice of Legendre polynomials was based on the recommendations of [7] . We remark that for the IEEE 39 bus benchmark system, it may be possible that a better choice of bases could be thinplate radial basis functions (RBFs) or Hermite polynomials.
During deep dynamic mode decomposition, we selected the deep Koopman operator that minimized 1-step prediction training error. At the test stage, we then generated a random initial condition different from any of the initial conditions used to generate training trajectories. The outcomes are plotted in Figure 5 . Our benchmark again is multi-step prediction accuracy, given time-series data. We observed that the deep dynamic mode decomposition algorithm performed much better at multi-step prediction than Legendre-polynomial based dynamic mode decomposition. Again it is possible that with another choice of dictionary functions, e.g. Hermite polynomials or thin-plate RBFs, we would obtain more accurate results. The insight from these results is that the deep dynamic mode decomposition algorithm appears to be able to adaptively learn the Koopman basis required for both glycolytic and swing dynamic oscillations. Notice that the oscillatory nature of the glycolysis dynamics are more of a relaxation-type oscillator, while the swing dynamics follow a damped sinusoidal response. The deep dynamic decomposition algorithm appears to be able capture both types of nonlinearities, albeit with potentially different weighting parameters within the deep neural networks. For the power system example, we found that a 20-layer ELU feedforward network was adequate to recapitulate the swing dynamics of the system. However, Liao et al. showed that a shallow 3-layer neural network with Tikhonov regularization using the tanh activation function, can also learn oscillatory dynamics for the Duffing oscillator [10] . Future research will investigate ways to characterize the minimal depth, or neural net complexity, as well as the impact of different activation functions, required to learn the Koopman operator for different types of systems.
IV. CONCLUSION
In this paper we presented a new algorithm, deep dynamic mode decomposition (deepDMD), to calculate the Koopman operator using automated dictionary learning. In particular, we showed it is possible to use deep learning to simultaneously learn the Koopman operator and search high dimensional function space to find efficient and sparse dictionaries. We demonstrate that our algorithm is able to learn efficient dictionaries for higher dimensional dynamical systems, including partially observed linear systems with up to 128 states, thus demonstrating the scalability of the approach. Notably, we show that with deepDMD trained Koopman operators are able to solve the learning and long-term forecasting challenge for an unknown nonlinear system, reducing long-term forecasting test error by up to an order magnitude over existing E-DMD methods. Our results suggest that deepDMD provides a complementary and promising alternative to extended dynamic mode decomposition approaches for data-driven modeling problems of complex nonlinear systems. Their suggestions, perspectives, and feedback greatly improved the quality of this paper.
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