Text clustering has been developed in distributed system due to increasing data. The popular algorithms like K-Means (KM) and Fuzzy CMeans (FCM) are combined with Map Reduce algorithm in Hadoop Environment to be distributable and parallelizable. The problem is performance comparison between Distributed KM (DKM) and Distributed FCM (DFCM) that uses Tanimoto Distance Measure (TDM) has not been studied yet. It is important because TDM's characteristics are scale invariant while allowing discrimination collinear vectors. This work compared the combination of TDM with DKM (DKM-T) and TDM with DFCM (DFCM-T) to acquire performance of both algorithms. The result shows that DFCM-T has better intra-cluster and inter-cluster densities than those of DKM-T. Moreover, DFCM-T has lower processing time than that of DKM-T when total nodes used are 4 and 8. DFCM-T and DKM-T can perform clustering of 1,400,000 text files in 16.18 and 9.74 minutes but the preprocessing times take hours to complete.
Introduction
Data Mining (DM) [1] is a branch of Artificial Intelligence (AI) that focuses on retrieving information or knowledge from bunch of data. DM development is influenced by data that are produced by device around humans. Data can be structured, semi structured, or unstructured. Structured data are rowcolumn data e.g. CSV and XLS data. Semi structured data can be XML and JSON data. Unstructured data consist of picture, video, music, text, etc. All of data types continue to grow and become too large and too fast to be processed using traditional methods.
Another popular term in information technology is Big Data. Big Data [2] has at least one of these characteristics i.e. Volume, Velocity, and Variety (3V). The term Volume means data from those devices become really big and make most computers cannot handle them. On the other hand, the data are produced in a very fast real time which leads to the term Velocity. As has been mentioned, the produced data are varied and thus it refers to Variety. All 3V's problems can be solved using Big Data Technologies which are strongly related to Hadoop Framework and MapReduce Algorithm.
Most of data in the world is text and it will be wasted if the vast amount data is not processed to gain knowledge or information. Hence, Hadoop is developed in order to handle massive text data in efficient and effective ways. Hadoop [3] strong aspects are scalability and affordability. The data is divided in chunk and distributed in cluster. Then it is processed in parallel ways so the process becomes faster than single computer processing.
Text clustering [4] is one of text mining categories which is used extensively for clustering news or document. Most algorithms which are used are K-Means and Fuzzy C-Means (FCM). Both algorithms are not suitable to process massive news and document. To improve the algorithm capabilities, K-Means and FCM are combined with MapReduce algorithm. The Distributed K-Means (DKM) and Distributed FCM (DFCM) are implemented in Hadoop platform and it was proven that it is effective for document and news clustering [5] .
Comparison between K-Means and FCM was already performed in several data types. For example, there was comparison that used image data [6] , intrusion data [7] , or structured data [8] . Moreover comparison between DKM and DFCM has been performed for Wikipedia [5, 9] , Twitter [10] [11], and KDD Cup 1999 Data [12] .
Most of those research works are using Euclidean Distance Measure (EDM) and Cosine Distance Measure (CDM) for measuring gap between instance and centroid. EDM is good for numerical data but it is bad for text data [11] . On the other hand, CDM is good for handling text data because of its scale invariant characteristic. Therefore, it is often used in text clustering or classification. Based on literature [13] CDM can miss relative distance between instance and centroid. Hence, Tanimoto Distance Measure (TDM) or Jaccard Distance Measure (JDM) is developed to capture both relative distance and degree between instance and centroid. Therefore, TDM [14] has both advantages of EDM and CDM which are scale invariant while allowing discrimination collinear vectors. In accordance with performance of distance measure, TDM [14, 15, 16, 17] is one of best distance measure for clustering text. Because of several reasons stated before, it is important to understand the behavior of TDM in distributed environment especially in DKM and DFCM.
Based on literature review, the problem is the performance of DKM that uses TDM (DKM-T) and DFCM that uses TDM (DFCM-T) have not been revealed yet. Therefore, this research is conducted to gain knowledge about characteristics of DKM and FCM which apply Tanimoto Distance Measure. This paper discusses four sections which are Introduction, Material and Method, Result and Discussion, and Conclusion.
Materials and Methods
In this section the dataset for clustering, applied methodologies, and tools are explained. The methods are tokenization, pruning, TF-IDF, DKM, DFCM, Tanimoto Distance Measure, inter-cluster density, and intra-cluster density.
Materials
In this research, the dataset [18] 
Methods
All fundamental theories are explained briefly in every sub section. The method is based on fundamental theories and is designed to meet the purpose of the research.
Tokenization
Tokenization is a technique to remove punctuation mark or white space so the word becomes independent as shown in Fig. 1 . 
Pruning
Pruning is a method to remove very high frequency or very low frequency word. Using example in Fig. 1 , frequency of "a" is 100 and frequency of "business" is 1 but other examples have frequencies in between 3 and 10. We set pruning rules that remove the most and the least occurring word. Hence, the "a" and "business" words are neglected.
TF-IDF
Term Frequency (TF) is frequency of occurring word or term in a document. TF will be high if the frequency of occurring word in the document is high.
Inverse Document Frequency (IDF) is combination which diminishes the weight of terms that occur very frequently in the document set and increases the weight of terms that occur rarely. A little document frequency (df) indicates that the word is a significant term. TF-IDF (W) is calculated using both TF and IDF as shown in (1) and (2).
MapReduce
MapReduce [19] is a framework which is used for executing distributable and parallelizable algorithm. Sequential algorithm can become distributable algorithm if the algorithm is adjusted to MapReduce framework. MapReduce has two important tasks which are Map task and Reduce task. Map task converts a set of data to become another set of data which the original set of data is split into tuple as key and value pairs. Next, the Reduce task takes the output from map (1) (2) task and uses it for input. Then the collected tuples is combined to make smaller set of tuples.
Fig. 2. Map reduce algorithm
As shown in Fig. 2 , the tuple (K1, V1) is mapped to new tuple (K2, {V2, V2, …}). Then new tuple (K2, {V2, V2, …}) is reduced to tuple (K3, V3). The desired algorithm (e.g. KMeans or FCM) need to be modified to behave like MapReduce Algorithm.
Distributed Fuzzy C-Means (DFCM)
Fuzzy c-means (FCM) is a data clustering technique in which a dataset is grouped into n clusters with every data point in the dataset belonging to every cluster to a certain degree. For example, a certain data point that lies close to the center of a cluster will have a high degree of belonging or membership to that cluster. Meanwhile, another data point that lies far away from the center of a cluster will have a low degree of belonging or membership to that cluster.
FCM algorithm objective is reducing value of J or Cost function as (3) . N is represented as total member of cluster. c represents cluster index. is position of data. is centroid of cluster.
is membership function.
The process of FCM algorithm is explained in the following steps:
1. Determine total cluster and initiate centroid of cluster .
2. Calculate membership function 4. Test whether cluster is already convergent or not.
Update membership function
Distributed Fuzzy C-Means (DFCM) [13] is a combination of FCM and MapReduce algorithm. Hence, Map task is launched when calculating membership function . Next, Reduce task is applied when averaging membership functions to determine new centroid. The Map and Reduce task is the main task to gain paralleled or distributed process. DFCM is implemented in Mahout [20] which is scalable machine learning library for large dataset.
Distributed K-Means (DKM)
K-means is an unsupervised learning algorithm that can be used for clustering dataset. The steps are simple and easy and the objective is classifying a given data set through a certain number of clusters c. K-means Clustering Algorithm is composed of the following steps:
Similar to DFCM, the algorithm of DKM [13] is a combination of K-Means and MapReduce algorithm. The Map task is conducted while assigning all instance with closest centroid. Then Reduce task is performed when calculating average of every cluster member to gain new centroid. As well as DFCM algorithm, DKM algorithm is conducted in Mahout [20] .
Tanimoto Distance
Cosine Distance Measure does not capture relative distance between two instances but only calculates cosine value between two vectors. On the other hand, Tanimoto Distance Measure can capture the relative distance and angle between vectors. Both information can be used for distinguishing two vectors better than only one information. How to get Tanimoto Distance (R) is explained in (6) and (7). The respective vectors are p and q. ) * + , * + , ⋯ , * . + .
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Intra-cluster Density
Intra-cluster Density (Di) is density in the cluster that is calculated using distance between instance and centroid in cluster as represented in (8) . Distance between instance and centroid in cluster is represented as di. Total instance is represented as N. The greater the intra-cluster density, the more compact the cluster. 
Inter-cluster Density
Inter-cluster Density (Da) is density between clusters which is calculated using distance between cluster centroid as shown in (9) . Distance between cluster centroids is represented as da. Total cluster is represented as M. The smaller the inter-cluster density, the more distinct the clusters.
Work Flow
Work flow of comparing both algorithms is started by converting the dataset in CSV format to 1,400,000 text files and then convert the text files to sequential format. Sequencing files format is mandatory if we want to process a dataset in Hadoop environment. After the file is in sequential format, it is converted to vector. When sequential file is converted to vector, the preprocessing is later conducted as follows:
Tokenization
Convert the document to tokens or terms.
Term Frequency (TF)
Calculate frequency of terms.
Pruning
Remove 1 % of highest frequency words.
Term Frequency-Inverse Document Frequency (TF-IDF)
Weighting the terms, the term that rarely appear in all documents gains bigger weight than the term that often appear in all documents.
After that the vector files are processed in two testing scenarios which are:
1. All dataset is clustered using ten clusters (c = 10) in local, 2 nodes, 4 nodes, and 8 nodes. Then the computational time is recorded. This first scenario process is shown in Fig. 4 . 2. All dataset, half of dataset, a quarter of dataset, and 10% of dataset is clustered using ten clusters (c = 10) in 8 nodes. Then the computational time is recorded. This second scenario process is shown in Fig. 5 .
After the clusters are available, all clusters are evaluated with inter-cluster density and intra-cluster density. We choose ten clusters (c = 10) because the dataset itself has ten classes. The dataset [18] was used by Zhang et al. for solving text classification problems. The general process of comparing both algorithms is presented in Fig. 3 . To get fair results, both algorithms are conducted in same initial cluster. Using same initial cluster leads both cluster algorithms to search convergence solution in same space or region. There are four initial clusters namely initial cluster for 10% dataset, 25% dataset, 50% dataset, and 100% dataset.
Example of Mahout command line that is used to perform both algorithms is as follows: a) DKM-T 
Results and Discussion
In this section, the result will be presented in tables and figures and will be explained in four sections namely preprocessing, first scenario, second scenario, and cluster evaluation.
Preprocessing
Before 1,400,000 text data can be processed, it needs to be converted to sequential files. It takes hours to convert bunch of text files to sequence files as shown in Table 1 . This preprocessing is the main problems of DKM-T and DFCM-T. The cause of high processing time is cumulative time to read and extract text data one by one and then convert it to sequential files.
Fig. 7. Error message when uploading text data to HDFS
All text data is converted to sequence file using laptop with 8 GB memory because the Hadoop cluster cannot perform the process due to error when uploading files to HDFS. The error happens since the quantity of files is beyond memory capability of Hadoop Cluster in which each computer only has 2 GB memory. The error message is shown in Fig. 7 . and is separated in different folder as shown in Fig. 8 . The  Fig. 8 shows HDFS folder view after the vector files is uploaded in HDFS. The replication value means total data replication across nodes to prevent data failed to be processed in result of some data loss. The block size means the maximum data chunk size. If the data is more than 128 MB then the data must be split to several chunk. After all processes are done then the sequential files become vectors and are ready to use for clustering. Based on Table 2 , preprocessing times are much smaller than converting text files to sequence files. This happens because the input sequential files are 2, 3, 6, and 11 files. It is much lesser than 175,000, 350,000, 750,000, 1,400,000 text files. The total file processed is very influential on the computation time. 
First Scenario
We also examine the clustering computation time using local, 2 nodes, 4 nodes, and 8 nodes for 100% dataset. DFCM-T becomes faster than DKM-T when nodes reaches 4. This indicates that DFCM-T has better scalability than that of DKM. Moreover, the DFCM-T's computation time decreases gradually but DKM-T's computation time decreases fast in 2 nodes and then decreases slowly in 4 nodes and 8 nodes as shown in Table 3 . This scenario is implemented in 8 nodes and uses difference data size. For both DKM-T and DFCM-T have similar trend. It is normal when the dataset size increases, the computational times also increases as presented in Table 4 .
Cluster Evaluation
Based on information in Table 5 , DFCM-T has greater average intra-cluster density than DKM-T. It means that DFCM-T has better cluster distribution than DKM-T. The distribution of cluster indicates the similarity of instances in the cluster. The smaller distance between instances or the more compact of cluster, the more possible instances are in the right cluster. As shown in Table 6 , inter-cluster density of DFCM-T is smaller than DKM-T so DFCM-T's clusters are more separated than DKM-T's cluster. The separation between clusters indicates that the cluster is different from each other. So the possibilities that we get the right clusters are high. DFCM-T is better than DKM-T because the instances seem to be related to each other. Therefore, the fuzzy approach is more suitable than crisp approach. 
Conclusion
DKM-T's characteristic is much reduced computational time in 2 nodes but almost stucks in more than two nodes. This is because the DKM-T scalability becomes saturated when it uses 2 nodes. In terms of cluster quality, DKM-T is worse than DFCM-T. This is because the instances seem to be related to each other. Therefore, fuzzy approach gives better result than crisp approach. Both DKM-T and DFCM-T have problem in preprocessing. Both algorithms preprocessing time are very high because processing a lot of small text files is really exhausting. Even if we want to process in Hadoop Environment, we still need to upload files to HDFS. Moreover, uploading a lot of small files in HDFS is not possible due to out of memory problems. In order to overcome the problems we need to convert CSV file that contains question and answer to sequential file directly. Hence, the file can be processed in HDFS or directly in local system. In fact the DKM-T becomes saturated when it uses 2 nodes which must be studied further.
