Abstract. The main goal of this paper is to compute (up to a moduli-independent constant factor) determinants of Laplacians in flat metrics with conic singularities on compact Riemann surfaces. We consider two classes of metrics: the Ströbel metrics and metrics given by moduli square of a holomorphic differential. For the latter case, if all conic angles equal 4π, our formulas essentially coincide with heuristic expressions proposed by Sonoda in 1987. For this goal we develop the formalism of Bergmann tau-functions on moduli spaces of holomorphic one and two-differentials on Riemann surfaces; these tau-functions are natural analogs of isomonodromic tau-functions from the theory of Hurwitz Frobenius manifolds. As a by-product we get a new version of Rauch variational formulas for the spaces of holomorphic differentials. In our computations we essentially rely on techniques developed by Fay in his 1992 memoir.
Introduction
The tau-functions of different kind play the central role in the theory of integrable partial and ordinary differential equations and numerous areas of their application. In particular, the zeros of Jimbo-Miwa isomonodromic tau-function [5] govern the solvability of matrix Riemann-Hilbert problem. For a class of Riemann-Hilbert problems with special monodromy groups [4, 9] the Jimbo-Miwa tau-function gives rise to a horizontal section of a line bundle over Hurwitz spaces (spaces of ramified coverings of the Riemann sphere) [23, 24] ; this horizontal section was called in [23] the Bergmann tau-function, due to its close link with Bergmann projective connection. The Bergmann tau-function on Hurwitz spaces was computed in [25] in terms of theta-functions and prime-forms on branched coverings; this allowed to find explicit expressions for G-function of Hurwitz Frobenius manifolds and get a new formula for determinant of Laplace operator in Poincare metric over Riemann surfaces.
In this paper we define and compute the Bergmann tau-function on different strata of the spaces H g and Q g , where H g is the space of holomorphic differentials over Riemann surfaces i.e. space of pairs (L, w) where L is a compact Riemann surface of genus g and w is a holomorphic differential on L; Q g is the space of holomorphic quadratic differentials over Riemann surfaces, i.e space of pairs (L, W ) where W is a holomorphic quadratic differential on L.
We apply the developed formalism to computation of determinants of Laplacians in flat metrics with conic singularities over Riemann surfaces given by |w| 2 (the cone angles of this metric are 2πk , k ∈ Z ; k > 1) or |W | (Ströbel metrics, corresponding to the highest stratum of the space Q g , when all cone angles equal 3π).
The spaces H g and Q g are stratified according to multiplicities of zeros of differentials w and W , respectively, and the structure of each stratum can be rather complicated [1, 2] . In particular, the stratum of the space H g having the highest dimension (on this stratum all zeros of w are simple) is connected; the maximal number of connected components of a given stratum of the space H g equals three [1] . Analogous complete results for the space Q g are not yet known [2] .
The treatments of tau-functions on the spaces H g and Q g and Laplacians in corresponding singular metrics are parallel in most essential aspects. Thus we shall give the detailed proofs only for the metrics |w| 2 ; for general Ströbel metrics we only discuss the details which make it different from the case of the metrics |w| 2 .
Let us denote by H g (k 1 , . . . , k M ) the stratum of H g , consisting of differentials w which have M zeros on L of multiplicities (k 1 , . . . , k M ). Denote the zeros of w by P 1 , . . . , P M i.e. the divisor of differential w is given by (w) = M m=1 k m P m . Let us choose a canonical basic of cycles (a α , b α ) on punctured Riemann surface L \ (w) (the basis of "absolute" homologies) and the homology classes (on L \ (w)) of paths l m connecting the zero P 1 with other zeros P m of w (the basis of "relative" homologies), m = 2, . . . , M . Then the local coordinates on H g (k 1 , . . . , k M ) can be chosen as follows; If all zeros of w are simple, we have M = 2g − 2; therefore, the dimension of the highest stratum H g (1, . . . , 1) equals 4g − 3. The abelian integral
provides a local coordinate in a neighbourhood of any point P ∈ L except the zeros P 1 , . . . , P M . In a neighbourhood of P m the local coordinate can be chosen to be (z(P ) − z m ) 1/(km+1) . We prove the analog of Rauch variational formulas [3] on the spaces H g (k 1 , . . . , k M ); for example, for the matrix of b-periods B αβ of the surface L as function of coordinates (1.1) we have: where S B is the Bergmann projective connection on L, the projective connection S w (ζ) is defined via the Schwarzian derivative P w, ζ ; the difference between two projective connections S B and S w is a meromorphic quadratic differential with poles at the zeros of w. In global terms, τ is a horizontal holomorphic section of certain line bundle over given connected component of the covering H g (k 1 , . . . , k M ) of the space H g (k 1 , . . . , k M ). The space H g (k 1 , . . . , k M ) consists of triples (L, w, {a α , b α , l m }), where (L, w) ∈ H g (k 1 , . . . , k M ) and {a α , b α , l m } is a basis of homologies on surface L with punctures P 1 , . . . , P M .
The name "Bergmann tau-function" for the function τ (L, w) defined by (1.5),(1.6),(1.7) is inherited from Bergmann tau-function on Hurwitz spaces [23] (or, equivalently, the tau-function of Hurwitz Frobenius manifolds [4, 24] ). Although at the moment we don't know whether the function τ (L, w) itself can be interpreted as tau-function of some isomonodromy problem (perhaps on a Riemann surface of genus higher than zero), we call it tau-function due to very similar definitions and similar role in computation of determinants of Laplacians.
The system (1.5),(1.6),(1.7) can be solved in terms of multi-valued holomorphic g(1 − g)/2-differential C(P ) on L given by the formula C(P ) = 1 W[w 1 , . . . , w g ](P ) g α 1 ,...,αg=1 ∂ g θ(K P ) ∂ zα 1 . . . ∂ za g w α 1 . . . w αg (P ), (1.8) where W(P ) = det 1≤α,β≤g ||w
is the Wronskian of holomorphic differentials at the point P ; K P is the vector of Riemann constants corresponding to the basepoint P . For simplicity consider the stratum of highest dimension H g (1, . . . , 1), where all zeros of differential w are simple. Assume that the fundamental domainL is chosen such that A (w) + 2K P 0 = 0, where A is the Abel map with the basepoint P 0 (this choice of fundamental domain is always possible if all (or even one) zeros of w are simple) Then, it is easy to verify that the following expression is independent of point P ∈ L:
The prime-forms in (1.9) at the points P m are evaluated in the local parameters (z(P ) − z m ) 1/2 .
The Bergmann tau-function on H g (1, . . . , 1) i.e. the solution of the system (1.5),(1.6),(1.7) is given by the following expression: 10) where again the prime-forms are evaluated in the local parameters (z(P ) − z m ) 1/2 . The proof of the formula (1.10) uses Fay's variational formulas for differential C(P ), and technique of variation and holomorphic factorization of certain Dirichlet integral. The Laplacian corresponding to the flat singular metric |w| 2 is defined by ∆ = ∆ |w| 2 = 4|w| −2 ∂∂. It acts in trivial line bundle over the surface L. The main goal of this paper is to apply the formalism of Bergmann tau-function on spaces of holomorphic differentials to computation of determinants of such Laplacians. The metric |w| 2 has conic singularities at the zeros of differential w and this causes a certain trouble in the standard definition of the determinant of the corresponding Laplacian through the operator zeta-function, det∆ = exp{−ζ ′ ∆ (0)} ; to ensure that ζ ∆ (z) has no pole at z = 0 one needs to apply some additional information about the asymptotics of heat kernel on conic manifolds.
More troubles appear in the study of dependence of this determinant on the point (L, w). For smooth metrics dependence of the determinant of Laplacian on moduli and metric is well-known and is described by Fay's variational formulas for analytic torsion (see [17] ). In particular, the PolyakovAlvarez formula [6, 7] ,
is a special case of these general formulas (being the integrated version of formula for the variation of torsion under the infinitesimal variation of metric within the same conformal class). Here g 1 := ρ −2 1 (z,z)|dz| 2 and g 2 := ρ −2 2 (z,z)|dz| 2 are two smooth (ρ 1,2 and ρ
1,2 ∂∂ are the determinants of Laplacians defined through standard ζ-function regularization (we adopt the notation from [17] ).
For metrics with conic singularities, to the best of our knowledge, the variational formulas were absent. If one of the metrics in (1.11) has conic singularity, the right-hand side of Polyakov-Alvarez formula does not make sense. In principal, one may choose some kind of regularization of the arising divergent integral. This idea was widely used in string theory literature. It leads to an alternative definition of the determinant of Laplacian in conic metrics: one may simply take for g 2 some smooth metric and define the determinant of Laplacian in conic metric g 1 through formula (1.11) with properly regularized right-hand side. Such a way was chosen in the work of Sonoda [8] (see also [12] ). In this work the metric g 2 is chosen to be the Arakelov metric. Since the determinant of Laplacian in Arakelov metric is known (it was calculated in [13] in functional integral approach; the expression found in [13] was then rigorously proved in [17] ), such an approach leads to some "heuristic" formula for det ∆ g 1 . However, it remains unclear whether this formula for det ∆ g 1 for singular g 1 has something to do with determinant of Laplacian in metric g 1 defined via its spectrum. Certainly, a rigorous study of this question requires extending of the variational formulas for analytic torsion to the case of metrics with conic singularities. To this end we apply the machinery of analytic surgery due to Burghelea, Friedlander and Kappeler ([15] ), proving an analog of analytic surgery formula for surfaces with conic singularities. It turns out that variations of log det ∆ |w| 2 and log |τ (L, w)| 2 with respect to local coordinates in H g (k 1 , . . . , k M ) coincide up to a simple additional term; this leads to the following explicit formula
where Vol(L) := L |w| 2 is the area of L; B is the matrix of b-periods of L; τ (L, w) is the Bergmann taufunction on the space H g (k 1 , . . . , k M ); C is a constant (which can be different for different connected components of
The formula (1.12) can be considered as a generalisation to the case of higher genus of the famous Kronecker formula for the determinant of Laplacian on elliptic surface in flat nonsingular metric |dz| 2 :
where σ is the period of elliptic surface and η is the Dedekind eta-function (see [30] ). The analog of "smooth" Polyakov-Alvarez formula (1.11) is given by the following formula, which shows how determinants of Laplacians ∆ |w| 2 and ∆ |w| 2 , where w andw are two holomorphic 1-forms on the same Riemann surface (for simplicity with simple zeros) are related to each other:
where {P k } are zeros of w;P k are zeros ofw. The previous formalism needs to be slightly modified to cover the case of Ströbel metrics |W |, where W is a quadratic meromorphic differential on L with poles of order not higher than 1. For simplicity we discuss only the case of holomorphic quadratic differentials W with 4g − 4 simple zeros (i.e. all the conic angles equal 3π).
As the first step towards the computation of determinant of Laplacian in the metric W we define and compute the Bergmann tau-function on the stratum Q g (1, . . . , 1) (i.e. the subspace of Q g where all zeros of W are simple). The system of local coordinates on the space Q g (1, . . . , 1) is well-known (see [28] and references therein). To construct them one needs to introduce the canonical two-sheeted coveringL (of genus 4g − 3) of the Riemann surface L with branch points at the zeros P k of quadratic differential W . OnL the one-form √ W is well-defined holomorphic 1-form with 4g − 4 zeros of second order at the branch points P k . The local coordinates on Q g (1, . . . , 1) are given by independent periods of √ W over basic cycles ofL. We prove natural analog of variational formulas (1.4) with respect to these coordinates and define the Bergmann tau-function τ (L, W ) on this space similarly to (1.5), (1.6), (1.7). The solution of defining equations for the Bergmann tau-function Q g (1, . . . , 1) is given by an expression which looks very similar to (1.9), (1.10), although is defined in a different coordinate system on L, coming from the local coordinate P √ W . Together with variational formulas for Laplacian determinant det ∆ |W | in the metric |W |, this allows to write down the following expression:
where, Vol(L) := L |W |; B is the matrix of b-periods of L; C is a constant. For Ströbel metrics it also takes place a discrete version of Polyakov-Alvarez formula, similar to (1.13).
The paper is organised as follows. In Section 2 we derive variational formulas on the spaces of holomorphic differentials and introduce the Bergmann tau-function on an arbitrary stratum of the space of holomorphic differentials over Riemann surfaces. Section 3 pays a technical role: here we introduce certain Dirichlet integral on L, derive variational formulas for this integral and show that it admits a holomorphic factorization. In section 4, using the technique developed in the previous sections, we compute the Bergmann tau-function on the spaces of holomorphic 1-forms. In Section 5 we summarise previously known variational formulas for determinants of Laplace operator over Riemann surfaces and adjust them to the case of flat metrics with conic singularities using the technique of analytical surgery. Comparison of variational formulas for the Bergmann tau-function with variational formulas for determinant of Laplacian, together with explicit computation of the tau-function, leads to the formula (1.12). Section 6 is devoted to (relatively brief) extension of these results to space of holomorphic quadratic differentials with simple poles and computation of determinants of Laplacian in Ströbel metrics with all cone angles equal to 3π.
2 Variational formulas on the space of holomorphic differentials over Riemann surfaces
Variational formulas for canonical meromorphic bidifferential and holomorphic 1-forms
Denote by w a (P ) the basis of holomorphic 1-forms on L normalized by aα w β = δ αβ . Introduce also the canonical meromorphic bidifferential w(P, Q) = d P d Q log E(P, Q) where E(P, Q) is the primeform. The bidifferential w(P, Q) has the following local behaviour near diagonal P → Q:
where S B (x(P )) is the Bergmann projective connection.
Theorem 1
The holomorphic normalized differentials w α depend as follows on A α , B α and z m :
where we assume that z(P ) = Proof. Let us write down the differential w α (outside of the points P m ) with respect to the local parameter z(P ): w α (P ) = f α (z)dz. Then the variational formula (2.4) is a complete analog of the formula for derivative of holomorphic differential on a branched covering with respect to branch point of order k m (see formula (2.19) of [23] ). Indeed, in a neighbourhood of P m , z(P ) is just a function on L with critical value z m (z m is the analog of branch point λ m in [23] ).
For example, let us prove (2.3). Consider some point P 0 ∈ L such that z 0 := z(P 0 ) is independent of the moduli {A β , B β , z m }. Let us dissect the surface L along the basic cycles started at P 0 to get the fundamental polygonL. Denote the images of the different shores of the basic cycles in z-plane by a
The endpoints of these contours coincide with the points z 0 , z 0 + A β , z 0 + B β and z 0 + A β + B β . Let us write down the differential w α in terms of the local parameter z as follows:
The function f α (z) is the same on the different shores of the cuts a − β and a
obviously, this is the only discontinuity of the differential
has all vanishing a-periods and jump − ∂fα ∂z (z(P ))dz(P ) on the contour a − β ; outside of the cycle a β this differential is holomorphic (in other words, it solves the scalar Riemann-Hilbert problem on contour a β ). Such differential can be easily written (see e.g. [10] ) in terms of canonical bidifferential w(P, Q) as a contour integral over a β in the form (2.3) (in terms of coordinate z(P ) we have w(Q) = dz(Q)).
The formula (2.3) can be proved in the same way; the only difference is the change of sign which appears due to asymmetry between cycles a b and b β imposed by their intersection index 
We shall also use the variational formula for the canonical bidifferential w(P, Q) given by the following Theorem 2 The bidifferential w(P, Q) depends on A α , B α and z m as follows:
for α, β = 1, . . . , g, m = 2, . . . , M , where we assume that z(P ) and z(Q) are kept constant under differentiation.
The proof of this theorem is completely parallel to the proof of the theorem 1. Denote by S w (ζ(P )) the Schwarzian derivative P w, ζ(P ) . Then the difference of two projective connections S B − S w is a (meromorphic) quadratic differential on L; its dependence of the moduli is given by the following
Corollary 2
The following variational formulas take place:
Proof. The formulas (2.10), (2.11), (2.12) follow from variational formulas for the bidifferential w(P, Q) (2.7), (2.8) and (2.9) in the limit P → Q if we write down these formulas with respect to the local coordinate z(P ) (in this local coordinate the projective connection S w vanishes) and take into account the definition (2.1) of the Bergmann projective connection.
Basic Beltrami differentials
Consider a thin strip Π α on the surface L around basic cycle a α (one considers smooth curve representing the homology class); one half of the oriented boundary of Π α is homologous to a α ; another half is homologous to −a α . Assume that this strip is thin enough not to contain zeros of w. Let χ be a function from C ∞ (L) which is equal to 1 in a neighbourhood of the cycle a α and vanishes in a neighbourhood of −a α . Consider a (0, 1)-form σ which coincides with∂χ in the strip Π α and vanishes outside Π α . Introduce the Beltrami differential µ Bα from C ∞ by
Using the Stokes theorem, it is easy to see that
for any meromorphic quadratic differential W which is holomorphic outside of the zeroes of w. Therefore, due to Corollary 1, one has the relation
for any differentiable function F on the Teichmüller space T g . In the same manner we construct Beltrami differentials µ Aα and µ zm from C ∞ responsible for deformation of complex structure on the surface L under infinitesimal shifts of coordinates A α and z m . Note that the Beltrami differential µ zm can be chosen to be supported in the annulus with the centre at the point P m :
with some r 1 , r 2 > 0. One has
for any meromorphic quadratic differential W with (W ) ≥ −2P 1 − · · · − 2P M . We call the Beltrami differentials µ Aα , µ Bα and µ zm basic.
Definition of the Bergmann tau-function
Definition 1 The Bergmann tau-function τ (L, w) on a stratum H g (k 1 , . . . , k M ) of
the space of holomorphic differentials is locally defined by the following system of equations:
where S B is the Bergmann projective connection; S w (ζ) := P w, ζ ; the difference between two projective connections S B and S w is a meromorphic quadratic differential with poles at the zeros of w.
To justify this definition one needs to prove the following proposition.
Proposition 1 The system of equations (2.17), (2.18), (2.19) is compatible.
Proof. Denote the right-hand sides of equations (2.17-2.19) by H Aα , H Bα and H zm respectively (these are analogs of isomonodromic Hamiltonians from [9] ). We have to show that
Most of these equations immediately follow from the variational formulas (2.7), (2.8), (2.9) and the symmetry of the bidifferential w(P, Q).
For example, to prove that
for α = β we write down the left-hand side as
which is obviously symmetric with respect to interchange of A α and A β since the cycles a α and a β can be always chosen to be non-intersecting. Similarly, one can prove all other symmetry relations where the integration contours don't intersect (interpreting the residue at P m in terms of the integral around small contour encircling P m ).
The only equations which require the interchange of the order of integration over intersecting cycles are
To prove (2.22) we denote the intersection point of a α and b α by Q α ; then we have:
where the value of 1-form 1 w (S B − S w ) at point Q α is computed in coordinate z(P ). The additional term in (2.23) arises from dependence of the cycle b α in z-plane on B α (the difference between the initial and endpoints of the cycle b α in z-plane is exactly B α ), which has to be taken into account in the process of differentiation.
In the same way we find that
(note a a different sign in front of the term
24) comparing with (2.23). Interchanging the order of integration in, say, (2.23) we come to (2.24) after elementary analysis of the behaviour of the integrals in a neighbourhood of the singular point Q α (one should carefully account the interplay between different branches of logarithm).
Remark 1 Since the Bergmann projective connection depends on the choice of canonical basis of cycles on the surface L, the proper global definition of the tau-function should be as a horizontal section of some (flat) line bundle over the covering
is a canonical basis of cycles on L.
Differential C and its variation
Dissecting the surface L along the basic cycles we get the fundamental polygon L. Define the following g(1 − g)/2-differential on L which has multipliers 1 and exp[−πi(g − 1) 2 B αα − 2πi(g − 1)K P α ] along the cycles a α and b α respectively:
where
is the Wronskian of holomorphic differentials at the point P ; K P is the vector of Riemann constants corresponding to the basepoint P . We shall need also the following multi-valued differential of two variables s(P, Q) (P, Q ∈ L) built from C(P ):
which can be also written as follows: 27) where E(R, P ) is the prime-form (see [17] ). The right-hand side of (2.27) is a non-vanishing holomorphic g/2-differential on L with respect to P and non-vanishing holomorphic (−g/2)-differential with respect to Q. Being lifted on the universal covering of L it has the automorphic factors exp[(g − 1)πiB αα + 2πiK P α ] with respect to P and the multiplier exp[(1 − g)πiB αα − 2πiK
Q α ] with respect to Q along the cycle b α .
Choosing two points P 0 , Q 0 ∈ L, we introduce the following multi-valued 1-differential
(the Q 0 -dependence of the right-hand side of (2.28) plays no important role and is not indicated).
The differential Ω P 0 (P ) has automorphic factors 1 and exp(4πiK P 0 α ) along the basic cycles a α and b α respectively. The only zero of the 1-form Ω P 0 on L is P 0 ; its multiplicity equals 2g − 2.
Definition 2 Projective connection S P F ay on L given by the Schwarzian derivative
29) where x(Q) is a local coordinate on L, is called Fay projective connection (i.e. we have a family of projective connections parametrised by point P ∈ L).
The following variational formula for C was proved (in a slightly different form) in ( [17] , p.58, formula (3.25)).
Theorem 3 The variation of differential C under variation of the conformal structure of the Riemann surface L defined by a smooth Beltrami differential µ is given by the following expression:
δ µ log{Cw g(g−1) 2 (P )} z(P ) = − 1 8πi v.p. L µ{S B − S P F ay },(2.
30)
where S B is the Bergmann projective connection; S P F ay is the projective connection (2.29) ;
w is kept fixed under differentiation in (2.30) .
The product of C by a power of w in the left-hand side of (2.30) is a scalar function (i.e. it has zero tensor weight) onL, as well as the right-hand side.
Substituting into (2.30) the basic Beltrami differentials µ Aα , µ Aα and µ Cm introduced in section 2.1.1, we get the following expressions for derivatives of C(P ) with respect to coordinates on the space of holomorphic differentials:
33)
where the local parameter z(P ) is kept fixed under differentiation.
Dirichlet integral: variational formulas and holomorphic factorization
Recall that the surface L can be provided with a system of local parameters defined by the holomorphic differential w. Outside the zeroes P 1 , . . . , P M of w we use the local parameter z, defined by the relation z(P ) = P P 1 w. We set z m = z(P m ) as before. In a small neighbourhood of the zero P m of the multiplicity k m we use the local parameter x m such that w = (k m + 1)x km m dx m or, equivalently, x m (P ) = (z(P ) − z m ) 1/(km+1) , which can be also written as z(P ) = z m + x km+1 m . Introduce the real-valued function φ by the equation
for a fixed P 0 ∈ L. The function φ is defined outside the zeros P m of the differential w. Analogously, in neighbourhoods of zeroes P m define the functions φ int (x m ,x m ) by
Near the zeroes P m we have the following asymptotics
Near the point P 0 there is the asymptotics
Define the regularized Dirichlet integral D by the equality
Due to asymptotics (3.2) and (3.3) the limit at the right-hand side of (3.4) is finite.
Holomorphic factorization of Dirichlet integral
First we recall that in order to define a multiplicative differential Ω P 0 and Fay's projective connection one should fix a fundamental polygon, i. e. a system of basic loops on the surface L. To make the zcoordinate z(P ) = P P 1 w single-valued one also should introduce the system of cuts on L. For technical reasons it is more convenient to keep these two systems of cuts different. (In further calculations some auxiliary functions will have jumps which arise either due to the jumps of z-coordinate or due to the non-single-valuedness of the differential Ω P 0 . To trace these jumps it is easier to analyse them separately.) Thus, from now on we have two systems of cuts on the surface L: one is given by a-and b-cycles a 1 , . . . , a g , b 1 , . . . , b g from section §2.1, another is an auxiliary system of basic loops a 1 , . . . ,ã g ,b 1 , . . . ,b g which is introduced in order to define the multi-valued differential Ω P 0 .
Introduce also the notation
where x m is the local parameter near the zero P m . Analogously, let
Theorem 4 The regularized Dirichlet integral D admits the following representation:
where vector r has integer components given by
Proof. By the Stokes theorem
where Pm and P 0 are integrals over circles of radius ρ centred at P m and P 0 ,ã + α andã − α are different shores of the cycleã α provided with opposite orientation. We have
One gets also
as ρ → 0, which implies (3.5).
Variation of the Dirichlet integral
The following proposition together with Lemma 4 provide the explicit expression for the Bergmann tau-function on the space of holomorphic differentials.
Proposition 2 Let the z-coordinate, z(P 0 ) = 
Proof. Similar statements (about derivatives of some Dirichlet integral on a branched covering with respect to branch points of this covering) were proved in ( [23] ) and ( [25] ). As in ( [23] , [25] ) we start with the following standard lemma. (A similar lemma was exploited in [33] in order to evaluate the derivatives of the Liouville integral with respect to moduli of (noncompact) Riemann surfaces of genus zero. It should be noted that the lemma from ( [33] ) is equivalent to the Ahlfors lemma from Teichmüller theory, whereas our lemma is of more elementary nature, being essentially a simple consequence of "thermodynamic" identity (3.24).)
Lemma 1 Let L be a fundamental polygon defined by the system of cutsã 1 , . . . ,
Then
• The following relations hold true:
where 
• Let P + , P − be points on the different shores of the cut a α which are glued to a single point of the surface L. Then 17) and
• Let Q + , Q − be points on different shores of the cut b α which are glued together to a single point of the surface L. Then
and
Proof. To get equations (3.10-3.13) one has to differentiate the relation φ(z,z) = log |U ′ (z)| 2 with respect to moduli {z m , A α , B α }. Due to holomorphic dependence of the map U on the moduli, the result follows immediately. To get other statements of the lemma set R = z • U −1 ; z = R(ξ). Writing the moduli dependence explicitly, we have
Differentiating this identity with respect to moduli and using (3.13), we get the relations
To prove (3.14) note that R(ξ) = z m +(ξ −ξ(P m )) km+1 f (ξ; {z m , A α , B α }) with some holomorphic function f ( · ; {z m , A α , B α }). Now (3.14) follows from the first relation (3.25). The remaining statements of the lemma also follow from (3.25).
Corollary 4
The following 1-forms are exact:
Now we are able to proceed with the proof of proposition 2. We are to verify that equation (3.7) holds true. Recall that we assume that the coordinate z(P 0 ) =
w of the point P 0 does not change under the variation of the moduli A 1 , . . . , A g , B 1 , . . . , B g , z 2 , . . . , z M . Setting I ρ = Lρ |φ z | 2 |dz| 2 , we get
Using Lemma 1 and its corollary, the holomorphy of (F A α ) z φ z and the relation (φ z φ) z dz = d(φ z φ) − φ z φzdz, we rewrite the r. h. s. of (3.26) as 1 2i
(We have used the fact that (F A α ) z has no jumps on the cuts a β and b β , β = 1, . . . , g.) By means of asymptotical expansions of the integrands at the zeroes P m of w (Lemma 1 plays here a central role; cf. the proof of Theorem 4 in [23] ) one gets the relation 1 2i
as ρ → 0. By Corollary 4 we have
The Cauchy theorem and asymptotical expansions at P m imply that
(cf. [23] , Lemma 6; we emphasise that F A α may have jumps on the a and b cuts as well onã and b-cuts). Using (3.28) and the information about the jumps of F A α on a-and b-cuts given in Lemma 1, we get the equality
It remains to note that due to Corollary (4), (3.32) and the corresponding integrals over pairs of different shores ofb-cuts vanish. Now substituting (3.31),(3.29) and (3.32) into (3.27), we get the relation
To get (3.7) from (3.33) one needs to use the classical relation
and take into account that all o(1) above are uniform with respect to the moduli belonging to a compact neighbourhood of the initial point in moduli space. Relations (3.8) and (3.9) can be proved in the same way. The only new moment will be in the proof of (3.9):
• After differentiation of I ρ with respect to coordinate z m the analog of equation (3.30) will contain the additional term
F ay − S w w at the right-hand side;
• The right-hand side of the analogs of equations (3.26) and (3.28) will contain extra terms − 1 2i Pm |φ z | 2 dz and 1 2i Pm |φ z | 2 dz respectively. After summation they will cancel out.
(cf. [25] , Theorem 3).
Explicit formulas for the Bergmann tau-function on the spaces of holomorphic differentials
As in [25] 
Therefore, taking into account the variational formulas (3.7), (3.8), (3.9) for Dirichlet action (3. 
The expression (4.2) is independent of the choice of point Q 0 , this immediately follows from (2.26), (2.28) and the relation k m = 2g − 2. In addition, it should be independent of the choice of the point P 0 . Analysing the monodromy of (4.2) with respect to P 0 along a-cycles we get the following lemma.
Lemma 2 The integer vector r in (4.2) is subject to the condition
where s is an integer vector, (w) is the divisor of the differential w, the initial point of the Abel map A coincides with P 0 and all the paths are chosen inside the same fundamental polygon L.
To simplify the expression for the tau-function we need the following lemma.
Lemma 3 The expression
is independent of P .
To prove the lemma it is enough to observe that expression (4.4) has tensor weight 0 with respect to P , is nonsingular and has trivial monodromies when P encircles a-and b-cycles. Now taking in (4.2) Q 0 = P 0 and using the equality C(P )/C(Q) = (s(P, Q)) 1−g and lemma 3, we get the following expression for the Bergmann tau-function.
Theorem 5 The solution of equations (2.17), (2.18), (2.19) defining the Bergmann tau-function is given by
.
(4.5)
Corollary 5 On the highest stratum H(1, . . . , 1) of the space H g , when all zeros of differential w are simple, we can choose the fundamental domain L such that, for the Abel map A with initial point P we have 2K P + A((w)) = 0. Under this choice the Bergmann tau-function can be written as follows:
does not depend on P ; all prime-forms are evaluated at the points P m in the local parameters x m (P ) = 
Dependence of the Bergmann tau-function on the choice of holomorphic differential
The following theorem shows how the Bergmann tau-functions computed at the points (L, w) and (L,w) are related to each other on the stratum of highest dimension, when both differentials w and w have only simple zeros. We denote these zeros by P m andP m , respectively. Then the formula (4.8) can be alternatively rewritten as follows:
where we use the following standard convention for "evaluation" of the differentials w andw:
Let us assume that the fundamental cell L is chosen in such a way that the Abel maps of divisors (w) and (w) equal 2K P ; this choice is always possible in our present case, when all points of these divisors have multiplicity 1. Then vectors r andr (4.3), corresponding to tau-functions τ (L, w) and τ (L,w), vanish, and we get, according to the formulas (4.4), (4.6) (all products below are taken from 1 to 2g − 2):
Since this expression is independent of P , we can split the power 4g − 4 of the expression in the brackets into product over arbitrary 4g − 4 points, in particular, into product over P 1 , . . . , P 2g−2 and P 1 , . . . ,P 2g−2 . Then most of the terms in (4.10) cancel each other. The only terms left are due to the fact that the prime-forms vanish at coinciding arguments; this compensates vanishing of w andw at their zeros. As a result we can rewrite (4.10) as follows:
which equals 1, since, say, in a neighbourhood of P m we have w(P ) = 2x m (P )dx m (P ) and E(P, P m ) = x m (P )/ dx m (P ). where C is a constant depending on {k m ,k m }, and, possibly, on the choice of connected components in the strata H g (k 1 , . . . , k M ) and H g (k 1 , . . . ,k M ). The proof of (4.12) is parallel to the proof of (4.8).
5 Determinants of Laplacians in flat metrics with conic singularities
Definitions
Any holomorphic differential w defines a natural metric on the Riemann surface L given by |w| 2 . This metric has conic singularities at the zeroes P m of the differential w. In geodesic polar coordinates near the zero P m of multiplicity k m the metric |w| 2 takes the form
where r(P ) = |x m (P )| km+1 ; w = (k m + 1)x km m dx m near P m . The unbounded symmetric operator 4|w| −2 ∂∂ in L 2 (L, |w| 2 ) with domain C ∞ 0 (L\{P 1 , . . . , P M }) admits the closure and has the self-adjoint Friedrichs extension which we denote by ∆ |w| 2 . It is known ( [16, 29] ) that the spectrum σ(∆ |w| 2 ) of ∆ |w| 2 is discrete and
as λ → +∞, where N (λ) is the number of eigenvalues of the positive operator −∆ |w| 2 not exceeding λ (counting multiplicity). The ζ-function of the operator ∆ |w| 2 defined by the sum over positive eigenvalues of the operator −∆ |w| 2 :
for ℜs > 1 (in this domain the series converges due to estimate (5.1)) admits analytic continuation to a meromorphic function in C which is regular at s = 0 ( [21] ). The regularized determinant of the operator ∆ |w| 2 is defined by the equality det ∆ |w| 2 = exp{−ζ ′ (0)} .
Remark 3
For smooth metrics the analogs of the above statements (the spectral properties of the Laplacian, the regularity of the ζ-function at s = 0, etc) are more or less standard and are nicely summarised in [17] in the general context of holomorphic bundles of arbitrary rank. (Here we deal only with trivial line bundles.) In our present case (when the metric has conic singularities) the proofs are less known. All the appropriate references could be found in [21] .
Variational formulas for the determinant of Laplacian

Smooth metrics
In what follows we need a formula describing the variation of the determinant of the Laplacian related to a smooth metric on a compact Riemann surface under variation both of the conformal structure and the metric. It is a very special case of general Fay's theorem (see [17] , Theorem 3.7).
Theorem 7 Let t → L t be a holomorphic family of Riemann surfaces; consider a C ∞ family of conformal metrics on L t with area element
Let ∆ ρt = 4ρ 2 t ∂ z ∂z be the Laplacian acting in the trivial line bundle over L t . Let the infinitesimal deformation of the complex structure of the surface L t at t = 0 be defined by a Beltrami differential µ. Then
Here a 1 , a 0 are the coefficients in the expansion of the Szegö kernel in trivial line bundle
(see [17] , p. 26), the function m −1 ∂ t m measuring the infinitesimal area distortion is defined by formula (3.12) in [17] , A gt (L t ) is the area of L t in the metric ρ t .
Note for the future reference that for the trivial line bundle the quantity a 1 − ∂ z a 0 is independent of the metric; moreover one has the following relation (see formula (3.12) from [17] :
We shall also need the following variational formula:
with an arbitrary Beltrami differential µ.
Flat metrics with conic singularities
Let us introduce the notation
is the area of L. The following theorem describes the variation of T (L, w) on the space H(k 1 , . . . , k M ).
Theorem 8 The following formulas for the derivatives of T (L, w) with respect to standard coordinates in
where S B is the Bergmann projective connection, S w is the projective connection given by the Schwarzian derivative P w, ζ , S B − S w is the meromorphic quadratic differential with poles of the second order at the zeroes P m of w.
Proof. The formulas (5.5), (5.6) and (5.7) can be equivalently written as follows:
where µ is one of the basic (i.e. corresponding to derivatives with respect to A α , B α and
and the infinitesimal deformation of the complex structure of L t at t = 0 is defined by a basic Beltrami differential µ. Let us now describe the main idea of the proof. In small discs around the zeroes of differential w one could change the metric ρ without changing the total area of the surface for a nonsingular metric. This could be done uniformly for all the surfaces from the family L t , −ǫ ≤ t ≤ ǫ, with some ǫ > 0. Then to get the needed result it is sufficient to apply Fay's variational formula for nonsingular metrics and the analytic surgery from ( [15] ). Following this program, consider the disks {|x m | ≤ r 0 } (where r 0 < r 1 , r 1 is taken from (2.15)) centred at the zeroes of the differential w. Introduce the metric g := ρ t |dz| 2 . Let ∆ |w| 2 |D and ∆ |w| 2 |Σ be the operators of the Dirichlet boundary problem for ∆ |w| 2 in domains D and Σ respectively. Define the Neumann jump operator (a pseudodifferential operator on ∂D of order 1) R :
where ν is the outward normal to ∂D, the functions V − and V + are the solutions of the boundary value problems
(For brevity we are omitting the index t in ρ t .) In what follows it is crucial that the Neumann jump operator does not change if we vary the metric within the same conformal class (operators 4|w| −2 ∂∂ and 4ρ 2 ∂∂ give rise to the same Neumann jump operator). Due to Theorem B * from [15] , we have
where l(∂D) is the length of the contour ∂D in the metric g. Analogous statement holds if the metric defining the Laplacian has a conic singularity inside D. The only change which should be made is one in the definition of the solution of the boundary value problem for the Laplacian in D. Namely, the asymptotical condition U (P ) = O(1) near the conic point should be imposed on such a solution (this corresponds to the choice of the Friedrichs extension of the Laplacian). Under this condition we have the surgery formula for the operator ∆ |w| 2 :
log det∆ |w| 2 = log det(∆ |w| 2 |D) + log det (∆ |w| 2 |Σ) + log detR + log Vol(L) − log l(∂D).
The proof of formula (5.10) will be given in the next section. Note that the variations of the first terms in right hand sides of (5.9) and (5.10) vanish (these terms are independent of t) whereas the variations of all the remaining terms coincide. Thus
Now we may apply relation (5.2) to the right-hand side of formula (5.11), taking into account that 1) Function m −1 ∂ t m vanishes inside of the disk D, and function ∂ 2 zz log ρ = 0 vanishes outside of the disk D,
2) Outside the disk D one has the equality
3) The following relation holds:
This together with relations (5.3) and (5.4) gives the statement of theorem. To consider the general case (M > 1) one should apply an obvious generalisation of the surgery formula to the case when the domain D consists of several non-overlapping discs; similar result can be found in ( [26] , Remark on page 326).
Analytic surgery for metrics |w|
2 .
Let the Neumann jump operator R and the operators of boundary value problems (∆ |w| 2 |D) and (∆ |w| 2 |Σ) be as in the previous section.
Theorem 9
We have the surgery formula for the operator ∆ |w| 2 :
Proof. Formula (5.12) can be proved in the same manner as the formula (5.9) for smooth metrics. We shall follow the strategy of the original work [15] and the recent paper [19] devoted to determinants of Laplacians in exterior domains. 1 As in [15] and [19] the proof consists of the establishing the following three statements.
is the solution of the Dirichlet problem for the operator ∆ |w| 2 + s in the domain D (respectively Σ = L \ D) with data f on the boundary. Then
and, hence, log det (∆ |w| 2 + s|D) + log det (∆ |w| 2 + s|Σ) + log det R(s) = = log det (∆ |w| 2 + s) + C (5.13)
with some constant C.
2. In equation (5.13) the constant C should be zero.
3. Taking the limit s → 0+ in (5.13) with C = 0, one gets (5.10).
The proofs of statements 1 and 3 coincide almost verbatim with the proof of formula (3.1) in [19] ) and the reasoning from section 4.9 in [15] . The effects connected with conic point appear only in the proof of statement 2.
To prove statement 2 we are to consider the asymptotic expansions of log det (∆ |w| 2 + s|D) + log det (∆ |w| 2 + s|Σ) + log det R(s) (5.14)
and log det (∆ |w| 2 + s) 
as t → 0+. Moreover, for our case (when the metric is flat) in this expansion there is no pure logarithmic term, i. e. b 0 = 0.
(The proof of this fact can be found in [21] .) To get the asymptotical expansion of (5.15) as s → ∞ one needs only to substitute (5.17) into (5.16) and make the change of variable τ = ts in all the integrals. This results in the expansion
Differentiating this expansion with respect to p and substituting p = 0, we get the expansion
with p 0 = 0. Due to ( [15] ), the analogous expansion with zero constant term (but without squares of logarithm) holds for the second and the third summand in (5.14). The analysis of the asymptotical expansion of the first summand in (5.14) essentially coincides with that of (5.15): the constant term in this expansion is also absent. 
Determinant of ∆
where Vol(L) := L |w| 2 is the area of L; B is the matrix of b-periods; constant C is independent of a point of connected component of
Proof. The proof immediately follows from the definition of the Bergmann τ -function and theorem 8.
Genus 1
When the genus of L equals 1, holomorphic differentials have no zeroes and, due to the rescaling formula for analytic torsion ( [17] , formula (2.39)), it is sufficient to find det∆ |dz| 2 , where dz is the normalized holomorphic differential with periods 1 and σ. We have (see [17] , p. 20)
where η(σ) is the Dedekind eta-function,
Obviously, A(L) = ℑσ and Rauch's formula (see [17] , p.57) together with (5.8) imply that for any Beltrami differential µ
This gives the well-known equality
with some constant C independent of σ; we recall that expression (5.19) was found in [30] , later it was discovered that an equivalent statement was known to Kronecker. The formula (6.44) is a natural generalisation of (5.19) to higher genus.
Analog of Polyakov-Alvarez formula for metrics |w| 2
The natural version of Polyakov-Alvarez formula (1.11) for the metrics |w| 2 should say how the determinant ∆ |w| 2 depends on the choice of holomorphic differential w on a given Riemann surface L. From the formula (6.44) for ∆ |w| 2 and the formula (4.8) which relates tau-functions corresponding to two holomorphic differentials with simple zeros, we get the following "singular" version of Polyakov-Alvarez formula:
where {P k } are zeros of w;P k are zeros ofw. If differentials w andw have arbitrary multiplicities of their zeros, the corresponding version of Polyakov-Alvarez formula follows from the link (4.12) between Bergmann tau-functions on two arbitrary strata of the space H g .
Determinants of Laplace operators in Ströbel metrics
6.1 Tau-function on spaces of holomorphic quadratic differentials over Riemann surfaces
The space Q g of quadratic differentials on the Riemann surfaces of genus g is the space of pairs (L, W ), where L is the Riemann surface of genus g and W is holomorphic quadratic differential on L. The space Q g has dimension 6g −6 and coincides with the cotangent bundle to the moduli space of compact Riemann surfaces of genus g. A holomorphic quadratic differential has 4g − 4 zeros, counting their multiplicities, i.e. deg(W ) = 4g − 4. The space Q g , as well as the space of holomorphic 1-differentials on L, can be stratified according to multiplicities of the zeros of W . To make presentation more transparent, here we consider only the stratum of highest dimension (denoted by Q g (1, . . . , 1)), which contains quadratic differentials with simple zeros; the dimension of the highest stratum coincides with the dimension of the whole space Q g i.e. is also equal to 6g − 6.
Coordinates on the stratum
The coordinates on the space Q g (1, . . . , 1) can be constructed as follows [28] . Denote the zeros of W by P 1 , . . . , P 4g−4 . Let us choose on L M branch cuts between zeros P 2m−1 and P 2m and construct the two-sheeted coveringL of L ramified at the points P m . According to Riemann-Hurwitz formula the genus ofL equals tog = 2g + 2g − 2 − 1 = 4g − 3. Denote by * the holomorphic involution onL interchanging the copies of L. Denote the basis of cycles on L by (a α , b α ). Then the canonical basis of cycles onL will be denoted as follows [11] :
where α, α ′ = 1, . . . g; m = 1, . . . 2g − 3; this basis has the following invariance properties under the involution * :
For corresponding canonical basis of normalized holomorphic differentials u α , u α ′ u m onL we have as a corollary of (6.2), (6.3):
The canonical basis of normalized holomorphic differentials on L is then given by
The canonical meromorphic differentialw(P, Q) onL satisfies the following relation:
for any P, Q ∈L; it is related to the meromorphic canonical differential w(P, Q) on L as follows:
The advantage of introducing the coveringL is that, being lifted from L toL, the quadratic differential W has zeros of forth order at the points P m . Namely, if we denote by σ m (P ), P ∈ L an arbitrary local parameter on L in a neighbourhood of P m , the local parameter onL near P m can be chosen to beσ m (P ) := σ m (P ), P ∈L. Then we have near P m :
where C m andC m are some constants. This allows to consider w(P ) := W (P ) as holomorphic differential onL [28] with double zeros at the points P m ; the differential w(P ) is anti-invariant with respect to involution * : w(P * ) = −w(P ) (6.9)
The coordinates on the space Q g (1, . . . , 1) can be chosen by integrating the differential w(P ) over basic cycles onL as follows [28] : for α = 1, . . . , g, m = 1, . . . , 2g − 3; the total number of these coordinates equals 6g − 6 i.e. coincides with dimension of the space Q g (1, . . . , 1). According to (6.9), (6.2), the integration of w over cycles (a α ′ , b α ′ ) does not give new independent coordinates.
Variational formulas on
Here we shall prove variational formulas, which describe dependence of holomorphic differentials, matrix of b-periods, canonical meromorphic differential and Bergmann projective connection on L on the coordinates (6.10) on the space Q g (1, . . . , 1). Let us introduce onL the coordinate z(P ) = P P 1 w; z(P ) can be chosen as local parameter everywhere onL outside of the zeros P m .
Theorem 11
Basic differentials w α (P ) on L depend as follows on coordinates (6.10) if z(P ) is kept fixed under differentiation:
where the integrals in the right hand side are computed onL (since the 1-form w(P ) is well-defined onL only). In the formulas (6.12) we understand w α (Q) and w(P, Q) as the natural lift of these differentials from L toL.
Proof. Since w(P ) is holomorphic differential onL, we can write down the analogs of formulas (2.2), (2.3) for this differential. However, due to existence of involution * on the surfaceL the differential
is a differential with vanishing a-periods and jumps on contours b β and b β ′ ; this allows to write it down in terms of canonical meromorphic differentialw(P, Q) onL as follows:
Since b β ′ = −b * β , w(Q * ) = −w(Q) and w α (Q * ) = w α (Q), the second term in the right hand side is equal to
which leads to the first of equations (6.11). Up to the sign, the proof of the second formula in (6.11) is completely parallel. Let us prove the first formula of (6.12). The differential
has jump onL only on the cycle b m ; all a-periods of this differential vanish. Therefore, we can write it in terms of the meromorphic differentialw(P, Q) as follows:
Taking into account that b m = −b * m , w(Q * ) = −w(Q) and w α (Q * ) = w α (Q), we get
w α (Q)w(P, Q) w(P ) (6.15) which gives the first formula in (6.12); the second formula can be proved in the same way.
Integration of the formulas (6.11), (6.12) over b-cycles of L leads to the following 
where α, β, g = 1, . . . , g, m = 1, . . . , 2g − 3.
Dependence of the meromorphic bidifferential w(P, Q) on the moduli is described by the following theorem whose proof is parallel to the proofs of theorems 1 and 11:
Theorem 12
where z(P ) and z(Q) are kept fixed under differentiation; α, β, g = 1, . . . , g, m = 1, . . . , 2g − 3.
Finally, we shall need the analogs of formulas (2.10), (2.11), (2.12) for the Bergmann projective connection:
where the local parameter z(P ) is kept fixed under differentiation; α, β, γ = 1, . . . , g, m = 1, . . . , 2g − 3.
Basic Beltrami differentials
As in section (2.1.1) we introduce basic Beltrami differentials which correspond to variation of conformal structure of the surface L under the change of corresponding coordinates on the space Q g (1, . . . , 1) in analogy to section 2.1.1 where Beltrami differentials corresponding to variation of standard coordinates on the spaces H g (k 1 , . . . , k M ) were constructed. These are smooth Beltrami differentials supported in thin strips along the cycles B α , A α , π(B m ) and A m ; we call them µ Aα , µ Bα , µ Am , µ Bm respectively since they correspond to infinitesimal variation of corresponding coordinates on the space Q g (1, . . . , 1). Here, as before, α = 1, . . . , g; m = 1, . . . , 2g−3, π :L → L is the canonical double covering (we notice that the cycles B m themselves lie on both sheets of the coveringL, while the Beltrami differential µ Am has support around projection π(B m ) of this cycle on L).
Construction of the Beltrami differentials µ Aα , µ Bα , µ Am , µ Bm is completely parallel to construction of Beltrami differentials µ Aα and µ Bα in the section 2.1.1 (to prove that they indeed define the infinitesimal deformations with respect to corresponding coordinates one should use variational formulas for the matrix of b-periods given by Corollary 6 instead of analogous variational formulas on the space H g given by Corollary 1).
Definition of the tau-function Definition 3
The Bergmann tau-function τ (L, W ) on the stratum Q g (1, . . . , 1) of the space of holomorphic quadratic differentials is locally defined by the following system of equations: 
The compatibility of this system follows from Corollary 7 and the symmetry of the Bergmann kernel in complete analogy to Proposition 1.
Dirichlet integral and its factorization
Let π :L → L be the canonical covering and let Ω P 0 be the multi-valued 1-differential defined by (2.28). We denote byΩ P 0 = π * (Ω P 0 ) the lift of the differential Ω P 0 toL. The multi-valued 1-differentialΩ P 0 has onL simple zeros at P 1 , . . . , P 4g−4 and zeros of multiplicity 2g − 2 at the points P 0 and P * 0 . It is single-valued along the cycles a α , a α ′ , a m , b m and gains the multipliers exp(4πiK P 0 α ) and exp(−4πiK P 0 α ) along the cycles b α and b α ′ .
The differential w has 4g − 4 zeros of multiplicity 2 at the points P 1 , . . . , P 4g−4 . The system of local parameters on the coveringL is given by z(P ) = P P 1 w outside the zeros P 1 , . . . , P 4g−4 and
for P near P m . Setting φ(z,z) = log |Ω P 0 w | 2 we define the regularized Dirichlet integral 26) where U ρ is the union of the disks of radius ρ centred at P 0 , P * 0 and P 1 , . . . , P 4g−4 . In order to follow the proof of theorem 4 and factorize this integral we have to find the asymptotics of the line integral Pm φ z φ dz as ρ → 0. Let us write the differentialΩ P 0 in coordinates z and x m :Ω P 0 :=Ω P 0 (z)dz = Ω P 0 (x m )dx m , whereΩ P 0 (z) =Ω 
Explicit formula for the tau-function
The proof of the following proposition is completely parallel to the proof of proposition 2. The only difference is due to the fact that one should work with the coveringL instead of L.
Proposition 4 Dirichlet integral (6.26) satisfies the following system of equations: where the coordinate z(P ) = P P 1 w is kept constant under differentiation.
These facts together with formula (6.31) imply the following explicit expression for the function τ :
Proposition 6
The Bergmann tau-function on the space Q g (1, . . . , 1) is given by the following formula:
τ (L, W ) = e Remark 4 This theorem can be generalised to the case of the space Q g (k 1 , . . . , k M ; −1, . . . , −1) of meromorphic quadratic differentials with N simple poles and M zeros of multiplicities k 1 , . . . , k M , where k 1 + . . . k M − N = 4g − 4 (see [28] ). The flat singular metric |W | has conic points with cone angle π at the poles of the meromorphic quadratic differential W . The cone angle at the zero of W of multiplicity k m is (2 + k m )π.
Remark 5 For the metrics |W | one can also write down the "singular" analog of Polyakov-Alvarez formula similar to (5.20) , which shows how the determinant of Laplacian depends on the choice of quadratic differential W .
