Abstract-In network measurement systems, packet sampling techniques are usually adopted to reduce the overall amount of data to collect and process. Being based on a subset of packets, they introduce estimation errors that have to be properly counteracted by using a fine tuning of the sampling strategy and sophisticated inversion methods. This problem has been deeply investigated in the literature with particular attention to the statistical properties of packet sampling and to the recovery of the original network measurements. Herein, we propose a novel approach to predict the energy of the sampling error in the real time estimation of traffic bitrate, based on spectral analysis in the frequency domain. We start by demonstrating that the error introduced by packet sampling can be modeled as an aliasing effect in the frequency domain. Then, we derive closed-form expressions for the Signal-to-Noise Ratio (SNR) to predict the distortion of traffic bitrate estimates over time. The accuracy of the proposed SNR metric is validated by means of real packet traces. Furthermore, a comparison with respect to an analogous SNR expression derived using classic stochastic tools is proposed, showing that the frequency domain approach grants for a higher accuracy when traffic rate measurements are carried out at fine time granularity.
I. INTRODUCTION

I
N network measurement systems, packet sampling techniques are usually adopted by network operators to reduce the overall amount of packets to capture and process [7] , [8] , [12] . They simply consist in capturing (randomly or periodically) a subset of packets, used to infer the original traffic properties. Obviously, such techniques introduce estimation errors that have to be properly counteracted with a fine tuning of the sampling strategy [18] . Given an upper limit on the tolerated load in routers and a set of targeted measurement tasks, there is always an appropriate sampling and inversion method 1 that allows the measurement to be carried out with the best possible accuracy. The mostly known sampling pattern consists of a random selection of packets at the incoming C. Barakat is with INRIA -Sophia Antipolis, France (e-mail: chadi.barakat@inria.fr).
Digital Object Identifier 10.1109/TNSM.2011.050311.100035 1 In sampling terminology, inversion is the process of estimating original traffic properties from sampled measurements.
interfaces of routers with some predefined and homogeneous probability . This probability is called the sampling rate and is often set by operators to low values as 1/100 or even 1/1000 according to the bitrate of links, e.g., [4] .
The performance of packet sampling has been deeply investigated in the literature with particular attention to the statistical properties of the sampled measurements and the way they should be inverted to recover the original traffic properties, e.g., [6] , [9] , [10] , [13] , [16] , [21] , [23] . Several metrics were studied as the traffic volume both in packets and bytes, the volume of the largest flows 2 often called heavy hitters, the number of flows, and the distribution of flow volumes. These previous works, among others, have shed light on many of the statistical properties of packet sampling. Several inversion methods have followed combining stochastic analysis and statistical inference. Most often, the aim of the inversion was to minimize the variance of the estimation error given a set of sampled packets collected during some time interval (i.e., fixed size population). However, in reality the traffic is not constant, but varies over time forming a signal composed of several frequencies. Packet sampling would then have different impact if studied over the entire signal duration rather than over some fixed time interval or a set of well defined packets. Instead of inverting a set of sampled packets with the minimum estimation error variance, we can ask the question of how to infer the spectrum of the original traffic with the minimum Signal-to-Noise Ratio (SNR). In this way, we can be sure that the main frequencies in the original traffic are preserved. This is of major importance for applications like anomaly detection, path characterization, traffic engineering and network tomography [4] , [19] , [20] . For example, in case of network anomalies, the anomalies, whether they are originated by attacks or failures, manifest themselves in the form of shifts in the bitrate of the traffic or a rapid change in the information it carries [3] , [27] . These shifts map to some spectrum that needs to be correctly measured, and hence preserved, if someone wants the detection to be done in an efficient way. The same reasoning applies to traffic engineering where decisions on rerouting the traffic are taken by network administrators based on variations in the traffic bitrate.
In a recent communication [14] , we had a look at packet sampling from the viewpoint of the spectral density of the original traffic. Our targeted measurement was the rate of the traffic (in packet/s or in byte/s) when tracked over time in some router interface and binned over fixed-size time windows that we denoted by . We came up with a model 2 A flow is a set of packets sharing common fields in their headers as the IP source address prefix, the IP destination address prefix and the port number.
1932-4537/11/$25.00 c ⃝ 2011 IEEE for the traffic rate in the frequency domain that helped us in explaining the impact of packet sampling. As in classical signal theory, packet sampling was shown in [14] to introduce bias due to the replicas of the baseband component of the traffic signal. For network traffic with some well defined maximum cutoff frequency , provided that the sampling rate is sufficiently high, this bias can be eliminated by a proper low-pass filtering of the sampled traffic signal followed by an upscaling of the sampled signal by the inverse of the sampling rate. In particular, we show in [14] that to avoid aliasing effects, the inequality 0.445/ < / 0 − should hold, where 0 corresponds to the transmission time of the smallest packet over the monitored interface -or equivalently the minimum possible time between two consecutive packets. This theoretically ensures that both the inverted traffic rate and the real one possess the same spectral density when binned over time windows (with size ). Unfortunately, the previous manipulation requires the existence of a maximum cutoff frequency in the network traffic, which might not be the case in reality as our measurements show. Moreover, outside the no aliasing region, the previous analysis does not give any idea on the energy of the noise introduced by packet sampling and on how much the inverted sampled traffic differs from the original one.
The previous limitation has been afforded in [15] by deriving closed-form expressions for the SNR that were able to predict the distortion of the traffic bitrate estimate. The proposed SNR models calculate for a given packet sampling probability and an averaging time window , the amount of error in each frequency band of the traffic rate signal, thus raising a trade-off between sampling overhead and frequency resolution. Indeed, for a fixed , increasing allows smaller estimation errors, at the expense of a coarser time resolution. On the opposite, to achieve a small estimation error using a small value of , one needs very high values of , with a consequent increase in the monitoring overhead. With our expressions of the SNR, network operators can tune their monitoring system, i.e., and , in order to achieve the targeted accuracy at the desired time resolution. Moreover, being expressed in closed-form, our SNR models can be easily implemented in real network monitoring systems.
In the present paper, we make a further step ahead by extending preliminary results reported in [14] and [15] in a more comprehensive framework supported by further experiments. Moreover, we compare the effectiveness of the proposed frequency-based approach with respect to a classical stochastic-based one, using the real packet traces collected by the MAWI project over Asian transpacific links [2] and the CAIDA association over OC 192 links [1] . Results show that the frequency-based approach is a very powerful tool, granting a high estimation accuracy in all operative conditions. Moreover, it outperforms the stochastic-based model for small values of the averaging time window . This practically means that the proposed analysis is particularly attractive for monitoring applications requiring high time resolutions. A typical example is applications targeting the detection of network anomalies whether caused by malicious activities or failures of equipments or protocols, such as routing transitions, link outages, Denial-of-Service attacks, port scans, worms, transient congestions, etc. An anomaly often manifests itself in the form of a rapid, and often short term, change of the network traffic either at the bitrate level or at the content level. This rapid change translates into high frequency components that any efficient monitoring system should be able to capture otherwise the anomaly might pass undetected. Our analysis provides the necessary instructions on how the sampling rate should be tuned in presence of these applications given the required time granularity.
The rest of the work is organized as follows. Section II formulates the problem of estimating the network traffic rate in the frequency domain. In Section III we explain how packet sampling introduces aliasing. Then we exploit this result in Section IV to derive SNR metrics that account for the impact of packet sampling on the spectral density of the traffic rate estimation. As reference, we also present an approximation of the SNR that uses stochastic analysis and that does not require the knowledge of the spectrum of the traffic rate. Section V validates and compares the proposed SNR metrics using real packet traces. Section VI overviews the related work and the last Section draws conclusions.
II. PROBLEM FORMULATION IN THE FREQUENCY DOMAIN
We outline in this section our model for the analysis of packet sampling in the frequency domain. This model has been introduced for the first time in [14] and is exploited here to calculate the Signal-to-Noise Ratio (SNR) while inverting the sampled traffic. Our targeted measurement is the amount of data sent from a sender node ( ) to a receiver node ( ) averaged over time intervals of duration , which will be referred to as bin or averaging time window. Our objective is to capture correctly the spectrum, and hence the amplitude and oscillations, of this time varying signal. In our analysis, a node can be a net or a subnet with some IP address prefix, a domain, an edge router, or even a single host. The estimation of the binned values of the traffic is carried out using packet sampling, i.e., each packet is captured or not with a uniform probability , then the number of captured packets per bin is divided by the sampling rate to infer the original rate of the traffic for that bin. The monitor moves then to estimate the rate of the traffic for the following bin and so on. To model the spectral density of the traffic signal, we divide the time axis into small time slots with size 0 , naturally smaller than . In each slot, no more than one packet can be transmitted. In practice, this 0 corresponds to the transmission time of the smallest packet over the monitored link (or interface). One can also see it as the minimum possible time between two consecutive packets over the monitored link. Then, we define ( ) as the amount of data sent by during the time interval [( ) ⋅ 0 , ( + 1) ⋅ 0 ), where ∈ . To be more precise, if the transmission of an entire packet has been accomplished during the time interval [( ) ⋅ 0 , ( + 1) ⋅ 0 ), ( ) will be equal to the size of the sent packet, otherwise ( ) will be equal to 0. Moreover, we take the bin size as an integer multiple of 0 , i.e., is made by / 0 slots. The Fourier Transform of ( ) can be expressed as follows [24] : . This expression has a general validity because the spectrum of any discrete-time signal is periodic with period equal to 1/ 0 , if the time between two subsequent samples is equal to 0 . Basically, 0 ( ) is a function that we introduce and that includes all frequencies of the signal ( ) in the interval [−0.5/ 0 , +0.5/ 0 ]. To better clarify the meaning of our notation, Fig. 1 pictures a typical example of ( ).
As first step, we model the spectrum of the traffic signal under the ideal assumption of capturing all packets, i.e., = 1. The spectrum of the sampled traffic is derived in the next section. Given that the measurement bin lasts / 0 slots, summing the data received in a bin time can be seen as filtering ( ) using a discrete-time filter with pulse response ℎ( ) = 1 for = 0 . . . 
( ) is a low-pass filter with cutoff bandwidth ≈ 0.445 and static gain equal to / 0 [17] . Moreover, it is worth noting that the spectrum of ( ) is periodic (with period 1/ 0 ) since the corresponding pulse response is discrete. Thus, ( ) acts as a low-pass filter in the frequency band [−0.5/ 0 , 0.5/ 0 ].
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To provide a further insight into the filter ( ), Fig. 2 plots the module of its transfer function obtained for 0 = 1 and = 10 . Binning the traffic allows then to extract a filtered version¯( ) of the signal ( ), using a low-pass filter with pulse response ℎ( ). Being ( ) a linear filter, it holds that the Fourier Transform of¯( ) is: where¯0( ) = 0 ( ) 0 ( ) . The last equality in Eq. (3) holds because both ( ) and ( ) are periodic functions with the same period 1/ 0 . Fig. 3 plots an approximated model of¯( ). Now, we present our approach to move from a discretetime signal representation to a continuous-time one. This is shown in Fig. 4 : the signal¯( ) is decimated by a factor / 0 , i.e., one sample of¯( ) is taken every bin, then the resulting signal¯( ) is processed with a Zero Order Holder (ZOH), which is a device that keeps the outputˆ( ) equal to the last received sample. Using the Poisson summation formula [24] , the spectrum of¯( ), i.e., the decimated version of¯( ), is:
It is worth noting that the spectrum¯( ) is the sum of the functions¯0( − ), which are obtained by translating 0 ⋅¯0( ) by integer multiples of 1 and by dividing the result by / 0 . As a consequence, and given that the bandwidth of 0 ( ) is ≈ 0.445 [17] , the decimation does not introduce aliasing. Moreover, the transfer function of the ZOH is:
which is a low-pass filter with unitary static gain and bandwidth equal to that of ( ). With respect to ( ), the ZOH is also able to filter out all high frequency components of the input signal, so that, the spectrum of the continuoustime signalˆ( ) is no more periodic and can be expressed as follows:
This is no other than a low-pass filtered version of the baseband component of the spectrum of ( ). The signalˆ( ) is what network operators track over time on their router interfaces. Our aim is to evaluate the impact of packet sampling on the spectrum of this signal and hence to propose conservative values for and to be used. Such values should ensure that the estimated binned traffic and the real binned traffic do not differ from each other more than the error margin defined by the operator. Note that most of the difficulty comes from the fact that the spectrum of the original signal ( ) is unknown from sampled traffic, so one has to estimate it jointly with the optimization of and . 
III. SPECTRUM OF SAMPLED TRAFFIC
Following the same methodology, we derive the spectrum of the binned traffic rate estimated from sampled packets. We show that: (i) this spectrum is an aliased version of the spectrum of the original traffic; (ii) the impact of aliasing grows by lowering ; (iii) the energy of the noise due to aliasing can be reduced by increasing the time bin .
Suppose that packets are sampled with some uniform probability 0 < < 1 and denote by ( ) the volume of sampled data in the time slot [( )⋅ 0 , ( +1)⋅ 0 ), ∈ . Given that no more than one packet can appear in a tinny time slot 0 , the signals ( ) and ( ) are related to each other, as for each , ( ) is equal to ( ) with probability and to 0 with probability 1 − . Let us express the time slot corresponding to the -th captured sample of ( ) as = ( + Δ ) 0 , Δ being a random variable modeling the variability of the time between sampled packets. Under this hypothesis, we can compute the spectrum of ( ) as:
Since we are interested in low-frequency components, with | | < 1 , we can safely assume that Δ 0 << 1 or equivalently Δ << / 0 . This simply means that the time bin size is much larger than the jitter of the inter-arrival time between sampled packets. Thus:
Assuming further that ( + Δ ) = ( ) + , where is a zero mean signal containing high frequencies components only (i.e., low frequency components are captured by ( )), we can express ( ) as follows:
Given that in the frequency band of interest has a negligible energy, the spectrum of the sampled traffic ( ) can be viewed as the spectrum of the original traffic subsampled with frequency 0 . Recalling the spectrum of the signal reported in Eq. (1), it holds that [24] :
An example of this spectrum is plotted in Fig. 5 where we can see the aliasing introduced by packet sampling. The effect of the aliasing cannot be fully filtered out given the overlap of baseband replicas. However, the amount of noise due to aliasing can be reduced by low-pass filtering ( ).
That is exactly what the binning of the sampled traffic ensures, with ( ) defined in Eq. (2) being the transfer function of the resulting low-pass filter. Thus, after packet sampling, the reduced traffic ( ) is filtered using ( ) to obtain the signal ( ). Its spectrum can be expressed as:
By isolating the baseband component¯0( ), this can be rewritten as:
Finally, in order to move to a continuous time representation that models the averaging of the sampled traffic over bins of / 0 slots, the signal¯( ) has to be decimated by a factor / 0 before being interpolated using a ZOH (see Fig. 6 ). Using the Poisson summation formula as done to derive Eq. (4), and provided that the filter ( ) has made negligible the aliasing due to the sampling, the spectrum of¯( , ) ( ), i.e., the decimated version of¯( ), can be written as:
Next, by applying the ZOH, one can extract a continuous time reconstruction of the sampled traffic whose spectrum is ( )¯0( ), i.e., a low-pass filtered version of the baseband component of the average spectrum of ( ) scaled by . Compared to Eq (6), this confirms indeed that the signal ( ) modeling the sampled traffic has to be divided by to compensate the scaling due to the aliasing and to obtain the same spectrum as the time averaged reconstruction of the original traffic. From now on, we will always consider the inverted signal ( )/ in our analysis.
IV. SIGNAL-TO-NOISE RATIO
The previous analysis relates the spectrum of the packet sampled traffic to the one of the original traffic. Packet sampling introduces aliasing caused by the replicas of the main component that overlap inside the frequency band of interest, see Fig. 5 . The amount of aliasing depends on several factors: the spectrum of the original traffic modeled by 0 ( ), the sampling rate , and the time bin used to average measurements. Theoretically, and if the original traffic only presents low frequency components (i.e., a small cutoff frequency ), this aliasing can be removed by an appropriate low pass filtering, at a condition that the sampling rate is not very small so that the inequality 0.445/ < / 0 − is satisfied. In practice, and as stated in the Introduction, such 
Parameter
Meaning packet sampling probability bin size 0 time-slot size cut-off frequency total number of time-slots in a trace first order moment of packet size second order moment of packet size probability to find a busy slot average packet transmission rate manipulation is not possible given the absence of a clear cutoff frequency in the spectrum of the original traffic (see Fig. 7  (a) for an example of a real spectrum in its baseband). Aliasing hence exists for all frequency components. The only solution we are left with is to limit the noise introduced by aliasing by appropriately tuning the sampling rate and the averaging measurement bin .
In this section we propose robust metrics to evaluate the reliability of the traffic rate estimation from sampled traffic. Our metrics are function of the sampling rate , the bin size , the probability to find a busy slot in the original traffic , i.e., = ( ( ) > 0), and the first and second order moments of the packet size, which will be referred to as and , respectively. All these parameters can be calculated from the sampled traffic without access to the original traffic, hence the interest of our approach. To clarify this approach, we will first derive an expression for the SNR assuming that all packets have the same size. Then, we will extend this finding to the most general case of packets with different sizes. The effectiveness of both expressions will be proved using real packet traces. They will be computed by exploiting the theoretical findings presented in the previous sections. Moreover, the analysis will be made even more realistic by using the Discrete Fourier Transform (DFT) [24] , which works with finite sets of collected packets. The regular Fourier Transform from its side requires an infinite set to be estimated. For sake of clarity, Tab. I lists all parameters used in our theoretical derivations.
A. SNR under a Constant Packet Size
Given a discrete signal ( ), = 0 ⋅ ⋅ ⋅ − 1, modeling packet sizes across time slots, its DFT coefficients ( ), = 0 ⋅ ⋅ ⋅ − 1, can be expressed as follows:
In this analysis we consider that all packets have the same size 0 , an assumption that we relax later. This implies that ( ) can be either equal to 0 or 0. Without loss of generality, we take 0 = 1. 4 From the Parseval theorem, we can write that: 4 We are computing a ratio between the energy of the signal and the energy of the noise: any value assigned to 0 would disappear from our expressions.
The
It follows that the -th DFT coefficient carries an amount of energy equal to | ( )| 2 / . On the other hand, one can write the total energy of the signal in this particular case of packet of size equal to one as:
Recalling Eq. (15), we can write that (0) = ⋅ . As a consequence, the coefficient (0), which models the continuous component of the traffic signal, carries an amount of energy equal to | (0)| 2 / = . Motivated by real traffic spectrum measurements (as the ones reported in Fig. 7) , we suppose that the remaining energy of the signal (1− ) is uniformly spread over the ( ) coefficients having 1 ≤ < . Thus, we can derive that the amount of energy carried by the generic ( ), 1 ≤ < , is equal to (1− ) −1 ≈ (1− ), for sufficiently large values of . Given this spectrum description, it follows that the energy of the signal¯, i.e., a filtered version of obtained using a low-pass filter with a bilateral bandwidth equal to 0 , is given by:
can be seen as the number of frequency components around the continuous one that are allowed by the low-pass filter. In a similar way, we can write the energy of the tail of comprised in a bandwidth of size 0 as:
Now, we have to recall that the noise in the sampled traffic signal caused by aliasing is due to the tails of the spectrum of the original traffic signal translated and folded together in the bandwidth of interest. If the sampling probability is , we expect to have a number of replicas equal to 1− . Each replica is scaled down by because of sampling as stated by Eq. (14) . To compensate for this, we amplify the signal by 1/ . The energy of the noise becomes:
This is the SNR value we are looking for can be computed as follows:
This metric is a function of , which can be accurately estimated by dividing the number of sampled packets by . As for , it is related to the time bin over which the traffic is monitored. A binning over seconds is equivalent to filtering the traffic signal using a low-pass filter of bilateral bandwidth equal to 0.89 =
0
. By replacing by its expression as a function of , we get the final expression for the SNR metric for constant packet sizes:
B. SNR in a realistic scenario
Here, we relax the assumption of having a constant packet size in order to provide a SNR metric that better reflects realistic scenarios. Our main finding can be summarized as follows: 
Proof: In this case of variable packet sizes, the value of the total energy carried by the original traffic can be defined and estimated as follows:
Moreover, the value for (0) can be estimated as:
This gives the following approximation for the energy associated to the first DFT coefficient:
Now, assuming that the remaining energy of the signal − is uniformly spread over the other ( ) coefficients having 1 ≤ < , we can derive that the amount of energy carried by the generic ( ), 1 ≤ < , is equal to − −1 . The energy of the signal¯, i.e., the filtered version of obtained using a low-pass filter with a bilateral bandwidth equal to 0 , becomes equal to:
Moreover, the energy of the tail of comprised in a bandwidth of size 0 is equal to:
As for the constant packet size case, the noise in the signal caused by aliasing is due to the tail of the spectrum of the signal translated and folded together in the bandwidth of interest. Having in total 1− replicas that overlap with the baseband component, the energy of the noise can be written as follows:
This gives the following expression for the SNR:
By substituting Eqs. (24) and (26) 
whereas Eq. (23) becomes:
being the average packet transmission rate (total number of packets over observation time). The demonstration follows by substituting = 0 in Eqs. (22) and (23) and then letting 0 tend to 0.
D. Simple analysis of the SNR using stochastic analysis
To provide a ground for comparison, we derive hereafter a simple estimator for the Signal-to-Noise Ratio using stochastic analysis. The analysis is on average over all sampling realizations. Contrary to the previous analysis, the details of the spectrum are ignored, only distributions and moments are kept. This analysis, simple to carry out, is meant to illustrate the benefits of the spectral analysis and to point to scenarios where it outperforms its stochastic counterpart.
Let (1), (2), . . . , ( ) be the sequence of packet sizes during time interval , being the number of these packets. Our target signal is no other than the sum of this sequence, for different . Denote this sum by = ∑ =1 ( ). Let be the estimator of this sum from the sampled traffic. The estimation is done by summing the sizes of sampled packets, then dividing this sum by the sampling rate . It is straightforward to say that the estimator of is unbiased, which means that the expectation ofˆover all sampling realizations is simply . We calculate the energy of the error of this estimator during time interval , which is no other than the variance of the estimatorˆ, summed over .
(33) If is the total number of packets in the trace, and its total duration, then the total energy of the error in the trace is simply
With denoting the second order moment of the packet size, this total energy of error per trace can be approximately written as (1− ) . We now provide an approximation for the energy of the original binned traffic rate. Unfortunately, this energy is unknown and cannot be directly measured, since the traffic itself is already sampled and its original version is not available. One needs to make an assumption on the shape of the original traffic to be able to approximate this energy. We make the simple and conservative assumption of constant traffic rate equal to / , where as defined before, is the first moment of the packet size. The total energy of the traffic rate over all the trace is simply equal to ( ) 2 / . It follows that a simple expression of the SNR is,
We recall that is the average rate of packets in the entire trace. Note that this expression does not account for the oscillations of the traffic. It supposes that the traffic is constant. Our spectral model makes a more advanced representation of the traffic and its spectrum. Also note in this expression how the SNR increases linearly with , which sounds logic since when the binning window becomes larger and larger, the effect of sampling becomes less and less. Also note how this expression increases when increasing the sampling rate and decreases (more noise) when packet sizes become more variable.
A further point to consider is the analytical comparison with the SNR expressions derived above using the frequency domain analysis. We provide here a simple comparison with the approximated SNR in Eq. (32), which also depends on , 2 , and as Eq. (34) does. Further comparison is done later in the paper by the help of experimentations on real traces. The added value of the expression in Eq. (32) is that it models the traffic spectrum and captures the low-pass filtering effect of the binning. This mainly translates into the coefficient 0.89 in the expression. In fact, if we neglect the second addend in the squared brackets of Eq. (32), we find that the SNR computed using statistic analysis is 1/0.89 = 1.12 times smaller than the one that can be obtained using the frequency domain analysis. This implies that, if the expressions we derived using the frequency domain approach are able to fit real packet traces (this will be demonstrated in the next section), the simple statistical approach will underestimate the real SNR by a multiplicative factor. The experimental validation will confirm this observation. It is also worth noting by comparing Eqs. (32) and (34), that the frequency model requires just one sum and one multiplication more than the stochastic one, i.e., both models have similar computational complexities.
V. EXPERIMENTAL RESULTS
A. Spectrum of a sampled traffic trace
We start by giving an example on the spectrum of the network traffic in its baseband and on how this spectrum becomes after packet sampling. To this aim, we process a 15 minutes long real packet trace collected in January 2009 over a trans-pacific 150 Mbps link by the japanese MAWI project 6 [2] . Fig. 7 shows the module of the spectrum of the inverted sampled traffic ( )/ , obtained for several values of , when the first 10 thousand packets of the trace are considered. First the trace is sampled, then Eq. (1) is used for spectrum evaluation; the summation is done over all time slots 6 The trace is available at http://mawi.wide.ad.jp/mawi/samplepoint-F/2009/ 0 composing the trace. The time slot is set to the minimum packet size available in the trace divided by the link speed, and sampled packets are assigned to time slots using their timestamps. By comparing the plot obtained for = 1 with the other ones, it is straightforward to note that: (i) only low frequencies of the original traffic can be recovered, even using a very high sampling probability as = 0.1; (ii) the harmonic tones of the original traffic, i.e., those obtained for = 1, appear translated in the frequency spectrum of the sampled traffic signals as expected by the Poisson summation formula; and (iii) the noise across the continuous component of the traffic signal grows with 1/ as expected by Eqs. (22) and (23) .
B. Root Mean Squared Relative Error
Herein, we validate the effectiveness of the SNR metrics proposed in Eqs. (22), (23) , and (34), which will be referred to in the sequel as SPEC-CP (spectral model -constant packet size), SPEC-VP (spectral model -variable packet size), and STOCH (stochastic model), respectively. For this validation, we analyze five distinct non-sampled packet traces, each one lasting 15 minutes. The characteristics of the five traces are summarized in Table II . The first three ones have been obtained from the MAWI project [2] and were collected at two trans-pacific 150 Mbps links during January 2009 and December 2005 7 . The last two traces have been made available by the Cooperative Association for Internet Data Analysis (CAIDA) [1] . They were collected at two different OC 192 links (with almost 10 Gbps capacity) during November and December 2009. We sample the traces with probabilities ranging in the interval [10 −4 , 1] . For each sampling probability, five distinct experiments are repeated using different seeds for the random number generator. Sampled traces are then averaged over time bins of length , ranging in the interval [1 s, 100 s]. After verifying that there are enough sampled packets to calculate the spectrum and the different model parameters, we compare the measured SNR with respect to the estimated ones, using the three models SPEC-CP, SPEC-VP, and STOCH. For all experiments, we plot the square root of 1/ as a function of the averaging time bin for three distinct values of , i.e., = 0.1, = 0.01, and = 0.001, representing high, average, and low sampling probability, respectively. The √ 1/ metric captures the root mean squared relative error (RMSRE). Note that to change the traffic granularity, we process both aggregated traces and all sub-flows extracted from them and having the same first 8 bits of the sending IP address (often called the /8 IP source flows).
To better illustrate the experimental results, we split them into two parts. In the first part, we compare the three proposed models using the five aggregated traces, whereas, in the second part, we consider sub-flows extracted from each trace. The second part allows us to understand how the proposed models perform when we zoom into the traffic and increase the granularity of the bitrate measurement.
1) Results for aggregate traces:
Results related to aggregate trace 1 are shown in Figs. 8 where the accuracy of the three considered models in estimating the RMSRE is reported. In particular, in Fig. 8 the estimated and measured RMSRE are plotted for three possible values of by letting vary from 1 s to 100 s. These results demonstrate that all considered models are able to capture the effect of packet sampling on the aggregate trace 1. Analogous results have been obtained also for traces 2 and 3 (see Figs. 9 -10), even with some minor differences from model to model. In particular, we see that for traces 2 and 3, models SPEC-VP and STOCH provide a slightly better accuracy than model SPEC-CP. This effect can be explained by noting that for traces 2 and 3, the 2 / ratio is smaller than for trace 1 (see Table II ), i.e., traces 2 and 3 have a higher packet size variability than trace 1, which cannot be captured by model SPEC-CP. This latter model assumes a constant packet size, whereas the two other models account for the variability of the packet size.
The accuracy in estimating the RMSRE worsens, however, for all the three models when traces 4 and 5 are processed (see Figs. 11-12 ). Both traces 4 and 5 are taken from links with a very low utilization (below 2%, see Table II ). For such low utilizations (i.e., low values) and particulary when is small, all considered models slightly overestimate the RMSRE. Low utilizations are often the indication of high traffic variability compared to the average traffic rate (less multiplexing). All three models make assumptions about the variable traffic component: SPEC-CP and SPEC-VP assume that the spectrum has equal energy at frequencies other than the constant component; STOCH only accounts for the constant component and ignores the variable component. These assumptions are slightly violated when the traffic is highly variable leading to a larger estimation error. Note that surprisingly the SPEC-CP model provides better estimation of the SNR than the two other models. This is because Eq. (22) provides higher SNR than Eqs. (23) and (34), i.e., smaller RMSRE, and, as a consequence the overestimation effect is mitigated.
From this first analysis we can conclude that: (i) the accuracy of considered models increases with the link utilization and consequently with ; (ii) at sufficiently high , as the packet size variability increases, the model SPEC-CP provides a smaller accuracy than models SPEC-VP and STOCH, which explicitly account for packets with different sizes; (iii) at low and small all models overestimate the RMSRE, but, for model SPEC-CP this effect is less evident because it provides higher SNR than the other considered models, thus counteracting the overestimation.
It is worth to note that the RMSRE observed in these experiments never exceeds 100%, even for small values of and . This is because the total number of packets of an aggregate trace is so high that packet sampling effects are mitigated. Furthermore, for the five considered traces, the maximum difference between measured and estimated RMSRE ranges from 3% to 40% as decreases from 0.1 to 0.001. This roughly means an estimation error of the sampling noise that does not exceed 40% of the signal itself even in the most challenging conditions (very small and ).
2) Results for sub-flows: Given that the considered models are very sensitive to (the probability of busy slot or differently speaking the link load), we test the three models with a finer traffic granularity to verify whether the aforementioned conclusions are still confirmed. Results regarding /8 IP source sub-flows extracted from trace 1 are reported in Fig. 13 . We report herein both the average of all estimated RMSRE values (for each and ) as well as measured RMSRE (error bars for the measured RMSRE represents the standard deviation over all sub-flows and sampling runs with the mean RMSRE in the middle of the bars) 8 . From these figures it is important to note that as long as the averaging bin increases, the RMSRE decreases as well and all considered models converge towards the measured RMSRE. On the opposite, for values of in the interval [1 s, 10 s], the RMSRE is very high, and, under this condition, the stochastic model fully misses the measured values. This effect is particularly evident in Fig. 13 (a) and is confirmed also in Figs. 14 -17, which report results obtained on sub-flows from traces 2-5. In fact the stochastic approach we have used assumes a constant-bit rate model for the traffic and hence ignores any variability of the traffic volume along the time window . Due to this assumption, the energy of high frequency components of the traffic is not taken into account. For low values of , these high frequency components of the traffic become relevant making the mismatch between the STOCH model and the reality noticeable. Furthermore, the model SPEC-CP, computed assuming a constant packet size, is more accurate than SPEC-VP and STOCH in these scenarios. This effect can be explained by recalling that we are processing sub-flows, which have a value of much smaller that the one for the aggregated traces. In these conditions, as already explained in the previous sub-section, all models overestimate the RMSRE at low , but, for model SPEC-CP this effect is less evident because it provides higher SNR than other considered models, reducing the impact of the overestimation.
To conclude, we can say that models SPEC-VP and SPEC-CP are robust enough to allow an operator to properly tune and , in several operating conditions, depending on the goals of the monitoring systems. The SPEC-CP model has the further advantage of compensating the estimation error in case of low rate traffic.
VI. RELATED WORK
Many previous contributions have been made in the area of packet sampling, we review here those who are most relevant to our work.
The problem of estimating flow size distribution from sampled traces has been recently afforded in [22] and [10] using Maximum likelihood techniques. In particular, [10] focuses on the frequencies at which different numbers of packets per flow occur whereas [22] targets the flow size distribution tail index. The work [18] demonstrates that it is impossible in practice to recover the spectral density and the distribution of the number of packets per flow using traditional packet based sampling, even for high sampling rates. Moreover, it proposes to sample flows rather than packets in order to achieve higher accuracy at the expense of an increased computational complexity. In [28] and [26] , the focus has been moved on flow size distribution of TCP flows. In particular, [28] exploits the theoretic formulation proposed in [26] to design a novel Dual Sampling approach, combining the advantages of both packet and flow sampling.
In [9] , a method is proposed to track the traffic flows through a domain by observing the trajectories of a subset of all packets traversing the domain, also in presence of unreliable transport of reports. The key idea is to sample packets with a hash function computed over the packet content. Using the same hash function in monitors yields the same sample set of packets in the entire domain, and enables the reconstruction of packet trajectories. In [5] a network wide optimal sampling platform has been proposed along a method to adaptively set the sampling rates of multiple measurements points in order to maximize the overall accuracy of the system.
FlexSample framework has been proposed in [25] to bias packet selection towards certain sub-populations of traffic, subject to an overall sampling constraint. The key idea behind FlexSample is that high-speed network devices can maintain approximate statistics using fast, space-efficient counters to determine the subpopulation to which each packet belongs; these counters can then be used to bias packet selection towards packets that belong to desired sub-populations.
In [11] a method for sampling flow records of a router is proposed. It is based on a threshold-based sampling strategy that sets the sampling probability according to the size of the flow records. The theoretical properties of the estimator have been derived. Moreover, it has been demonstrated that the algorithm has an accuracy slightly smaller than a modified version of the sample and hold algorithm proposed in [13] . Finally, several strategies to dynamically control the volume of the sampled traffic are proposed and compared.
In [21] , the Sketch Guided Sampling (SGS) has been proposed as an alternative to uniform sampling. Using SGS, the packet sampling probability is set according to an estimate of the size of the flow to which the packet belongs. In this way, SGS is able to significantly increase the packet sampling rate of the small and medium flows at slight expense of the large flows, resulting in much more accurate estimations of various network statistics.
Finally, other interesting proposals have been conceived to deal with the detection and volume estimation of large flows [6] , [13] , [16] , [23] .
VII. CONCLUSIONS
A novel technique to deal with packet sampling has been presented in this work. In particular, using a frequency domain analysis, useful SNR metrics have been derived to predict the impact of packet sampling on the estimation accuracy of the binned traffic spectrum. The proposed metrics, which have been validated using real traffic traces, consist of closedform equations and, as a consequence, can be easily used for dimensioning today network monitoring and management systems. To provide a further insight, a comparison with an analogous expression derived using standard stochastic analysis has been provided, showing that, especially for low averaging time windows , the frequency domain approach is able to outperform the accuracy of the stochastic one. This ability to estimate original traffic rate at small time windows is very helpful for designing advanced monitoring applications that require high temporal resolutions. Current work focuses on the identification of such applications and on the extension of the presented approach into a network-wide setting where information coming from different routers are combined together for a better global estimation.
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