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要旨
時空間勾配解析に基づくブラインド信号分離による
自律型音源分離マイクロホンシステムの研究
我々人間は，人々が雑談をしているような騒がしい環境において，特定の人の声を選択
して聞き取ることができる．また，ある方向から声をかけられた場合，音源の方向をある
程度予測して，顔を向けることもできる．この能力はカクテルパーティ効果と呼ばれよく
知られている．
本研究は，音場の任意の一点およびその近傍における音圧の時間変化の時空間勾配解析
に基づき，複数の信号が重畳した観測信号から音源とその方向を自律的に推定するマイク
ロホンシステムを提案する．このマイクロホンシステムでは，重畳信号から元の信号を推
定する手法であるブラインド信号分離を導入している．ブラインド信号分離は，源信号が
統計的に独立であることと，重畳信号が源信号の線形混合信号であることを仮定し，混合
過程の逆変換を求めるものである．具体的には，観測信号間の相互情報量を最小化するこ
とで，分離信号を推定する．相互情報量は，信号間の統計的独立性が保たれた場合のみ，
最小になる．ブラインド信号分離は様々な手法が提案されているが，特に実環境中での音
声の観測を考慮したコンボリューション型のものが研究されてきた．近年，その中でも信
号を狭帯域信号に分割し，帯域ごとに瞬時混合型のブラインド信号分離を行う分離手法
が盛んに研究されている．ただし，これらの周波数領域で信号分離を行う従来の手法は，
分離に達するまでの過程が非常に複雑であり，瞬時混合型のアルゴリズムに比べると高い
計算コストを必要としている．また，これらの手法で観測量となるのは，対象信号の音圧
のみであり，その他の要素は考慮されてこなかった．
ii
このような従来の手法と全く異なる本研究では，時空間勾配解析に基づき，均質な空間
中の任意の観測点における音圧の空間勾配は，音源における時間勾配の線形混合で表現さ
れるという物理的な事実を利用する．本研究で提案する手法の特徴は次のように集約され
る．ただ一つの観測点における音圧の空間勾配を計測することにより，源信号の音圧の時
間勾配の瞬時線形混合和を取得することができる．そのため，最も簡単な瞬時線形混合型
ブラインド信号分離問題に帰着することができる．さらに，観測量がスカラー量（音圧）
ではなく，ベクトル量（音圧勾配）なので，音源の方向を含めた源信号の分離が可能であ
る．また，一点における音圧の空間勾配を得るため，観測点間に生じる信号の到達時間
差を考慮する必要がない．つまり，従来の手法における複数の観測点で得られる重畳信号
が，ある一つの観測点における音圧の空間勾配に相当し，この空間勾配に対して瞬時線形
混合型のブラインド信号分離のアルゴリズムを適用する．
本研究で採用するブラインド信号分離のアルゴリズムは，4次のHermiteモーメント和
を評価関数とし，これを最大化するものである．ある信号の 4次のHermiteモーメントは，
その信号の尖度を示し，ここで用いた評価関数の最大化は，相互情報量の最小化を意味す
る．ブラインド信号分離のアルゴリズムの中で，尖度を用いる手法は有名であるが，4次
のHermiteモーメント和を評価関数としたものは，数学的に容易に表現することを実現し
たブラインド信号分離アルゴリズムの中の一つである．
以上の理論に基づき，数値実験，音響実験を行った．数値実験において，異なる２つの
信号の時間微分で構成された線形混合信号に対して，従来の瞬時混合型の分離処理で信号
分離が達成されることを明らかにした．また，観測点近傍の音場から差分法により算出さ
れる観測点で得られる音圧の空間勾配に対して，従来の瞬時混合型の分離処理で信号分離
が達成されることを明らかにした．次に，実環境中で音圧の空間勾配を取得するために，
iii
空間微分マイクロホンを製作した．これはある一つの点を中心に，コンデンサマイクロ
ホンを x方向，y方向に 2つずつ配置したものである．この空間微分マイクロホンを用い
て，自律型音源分離マイクロホンシステムを構築した．このシステムを用いた音響実験に
より，本研究で提案した理論が，実環境中で実行可能であることを証明した．
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Fig. 1.1: Moulin de la Galette
1.1 研究概要
本研究は，音場中の一点およびその近傍における音圧の時空間勾配解析に基づき，複数
の信号が重畳した観測信号から音源とその方向を自律的に推定するマイクロホンシステ
ムを提案する．
ここで示す Fig.1.1はルノアールの Moulin de la Galetteである．この絵からは騒々し
い様子が伝わってくる．我々人間は，多くの人が話している中で，特定の人の声を選択し
て聞き取ることができる．この能力をカクテルパーティ効果と呼ぶ．しかし，人間と同じ
ように，機械は選択して人の声を聞き分けることはできない．それは多数の音源が混在
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する中，通常のマイクロホンを用いて録音を行ったとしても，音源までの距離，音源の方
向，音の強弱などの影響によって必要な音だけを効率よく収音することは非常に困難だか
らである．
この 聞きたい音を聞き分けるという音声検知 認識技術に，複数の信号が重畳した
信号から元の信号を復元する手法であるブラインド信号分離がある．ブラインド信号分離
は，源信号が統計的に独立であるという仮定に基づき，源信号を推定する手法である．ブ
ラインド信号分離は様々な手法 [111,18,27,28]が提案されているが，特に実環境中での
音声の観測を考慮したコンボリューション型のもの [7,8,11]がある．近年その中でも信号
を狭帯域信号に分割し，帯域ごとに瞬時混合型のブラインド信号分離を行う分離手法 [8]
が盛んに研究されている．これらの周波数領域で信号分離を行う手法は，分離に達するま
での過程が非常に複雑であり，高い計算コストを必要としている．
これらの先行研究に対し，本研究は，斉次波動方程式から導出される任意の観測点およ
びその近傍での音圧の空間勾配は単数または複数の音源の音圧の時間勾配の線形結合で
表現される，という事実を利用している．提案手法の特徴は次のように集約される．ただ
一つの観測点における空間勾配を計測することにより，源信号の時間勾配の瞬時混合和を
取得することができる．そのため最も簡単な瞬時混合型ブラインド信号分離問題に帰着す
ることができる．さらに観測量がスカラー量 (音圧)ではなく，ベクトル量 (音圧勾配)な
ので音源の方向を含めた源信号の分離が可能である．
1.2 ブラインド信号分離
複数の信号が重畳した観測信号の中から元の信号を復元する手法をブラインド信号分
離，音の場合はブラインド音源分離と呼ばれる．または観測される信号の独立成分を抽
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出する手法ということで，独立成分分析 (Independent Component Analysis)とも呼ばれる．
ブラインド信号分離では，源信号は互いに統計的に独立であり，観測信号は源信号によっ
て構成される線形混合信号であると仮定し，混合過程の逆変換を推定することで，源信号
を抽出する手法である．ここで前提条件として，源信号とその数，観測信号の混合比は未
知である．
ブラインド信号分離は，元々，ニューラルネットワークの研究者らが教師信号無しの
場合のニューラルネットのニューロンの係数決定を行う方法としてはじまった．1982年，
Juttenは筋肉収縮に関する 2種類の感覚信号，関節の角度位置と速度を源信号とした場合，
観測される混合信号からこれらの源信号を推定するための理論を提案したのが発端であ
る．ブラインド信号分離の分離理論は様々な区分けがある．一つは信号間の相互情報量を
最小化するというものである．相互情報量は各信号が統計的に独立のとき最小になる．次
に，信号間の非ガウス性の最大化がある．これは中心極限定理に基づき，分離信号の非ガ
ウス性に着目したものである．三つめに尤度の最大化を用いるものがある．このように文
献によっては様々な表現があるが，数学的にはどれも全く同じことを意味している．
ここでは相互情報量の最小化について述べているが，特にその中でも評価関数として 4
次の Hermiteモーメント和を用い，これを最大化する理論を採用している [27, 28]．4次
のHermiteモーメント和は信号の尖度 (kurtosis)と等価であり，尖度を用いる手法はブラ
インド信号分離の研究では頻繁に利用されている．
ブラインド信号分離アルゴリズムは様々なものが存在するが，本稿では既存のブライ
ンド信号分離とは異なる視点から信号分離に到達しており，既存の手法の中でも瞬時混合
に対応するものを必要とするだけなので，本稿ではその一例を示す意味で 4次のHermite
モーメント和を用いる手法のみについて第 2章で述べる．
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1.3 論文の構成
本稿の構成は以下の通りである．第 2章では，ブラインド信号分離の基礎理論，特に瞬
時混合を対象とした手法について述べる．第 3章では，音場中の一点およびその近傍にお
ける音圧の時空間勾配に着目したブラインド信号分離理論を波動方程式から定式化し，ブ
ラインド信号分離問題に結びつける．第 4章では，本手法を計算機上でプログラミング言
語を用いて行った数値実験について述べる．第 5章では，実環境中で本手法の理論を実証
するために製作した空間微分マイクロホンとそれを用いて構築した音源分離マイクロホ
ンシステムについて述べる．このシステムを用いた音響実験については第 6章に示す．最
後に結言を述べる．
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2.1 統計的独立性
2つの確率変数 z1，z2において，周辺確率密度関数を pz1(z1)，pz2(z2)，結合確率密度関
数を pz1;z2(z1; z2)とおく．z1，z2が統計的に独立であるならば次式が成立する．
pz1;z2(z1; z2) = pz1(z1)pz2(z2) (2.1)
独立とは 結合確率密度関数が周辺確率密度関数の積になる と定義される．これは多変
数へ拡張した場合も同様であり，次式で表わすことができる．
pz1;z2;:::;zN (z1; z2; : : : ; zN) = pz1(z1)pz2(z2) : : : pzN (zN) (2.2)
2.2 モーメント
確率変数 znの平均は zの n次モーメントと呼ばれ，次式で表わされる．
hzni =
Z 1
 1
pz()nd (2.3)
ここで，1次モーメントは確率変数 zの平均 z¯を意味する．
z¯ = hzi =
Z 1
 1
pz()d (2.4)
また，平均 z¯周りのモーメント
h(z   z¯)ni =
Z 1
 1
pz()(   z¯)nd (2.5)
を中心モーメントという．特に 2次の中心モーメントを分散，分散の平方根を標準偏差と
呼ぶ．確率変数 zの分散2z は，モーメント表現を用いて次式で表わされる．
2z =
D
(z   z¯)2
E
=
D
z2
E
  z¯2 (2.6)
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確率変数 zの平均 z¯ = 0であれば，式 (2.3)と (2.5)は一致し，分散と 2次モーメントは等
しくなる．
確率変数 z1，z2を用いて表わされるモーメント


zm1 z
n
2

=
Z 1
 1
Z 1
 1
pz1;z2(; )
mndd (2.7)
を (m + n)次の結合モーメントと呼ぶ．また，
h(z1   z¯1)m(z2   z¯2)ni =
Z 1
 1
Z 1
 1
pz1;z2(; )(   z¯1)m(   z¯2)ndd (2.8)
を結合中心モーメントという．特に (1 + 1)次の中心モーメント
h(z1   z¯1)(z2   z¯2)i = hz1z2i   z¯1z¯2 (2.9)
を，確率変数 z1，z2の共分散という．もし確率変数 z1，z2の平均がそれぞれ z¯1 = z¯2 = 0で
あれば，式 (2.7)と (2.8)は一致し，式 (2.9)の共分散は hz1z2iとなる．
2.3 相互情報量
2次元の確率変数 z1，z2の相互情報量 I(z1; z2)は次式で表わされる．
I(z1; z2) ,
Z 1
 1
Z 1
 1
pz1;z2(; ) log
pz1;z2(; )
pz1()pz2()
dd
= H(z1) + H(z2)   H(z1; z2)  0 (2.10)
ここで関数 H()はエントロピーであり，周辺エントロピー H(z1)，H(z2) と結合エントロ
ピーH(z1; z2)はそれぞれ次のように表わされる．
H(z1) =
Z 1
 1
pz1() log
1
pz1()
d;=   
log pz1(z1) (2.11)
H(z2) =
Z 1
 1
pz2() log
1
pz2()
d;=   
log pz2(z2) (2.12)
H(z1; z2) =
Z 1
 1
Z 1
 1
pz1;z2(; ) log
1
pz1;z2(; )
dd =   
log pz1;z2(z1; z2) (2.13)
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また，N次元の確率変数 z = (z1z2 : : : zN)T に対しても同様に拡張できる．
I(z) = I(z1; z2; : : : ; zN)
,
Z 1
 1
: : :
Z 1
 1
pz1;z2;:::;zN (1; 2; : : : ; N) log
pz1;z2;:::;zN (1; 2; : : : ; N)
pz1(1)pz2(2)    pzN (N)
d1d2 : : : dN
=
NX
i=1
H(zi)   H(z)  0; (2.14)
H(zi) =
Z 1
 1
pzi(i) log
1
pzi(i)
di; i = 1; 2; : : : ;N; (2.15)
H(z) = H(z1; z2; : : : ; zN)
=
Z 1
 1
: : :
Z 1
 1
pz1;z2;:::;zN (1; 2; : : : ; N) log
1
pz1;z2;:::;zN (1; 2; : : : ; N)
d1d2    dN
(2.16)
周辺エントロピーと結合エントロピーが等しいとき，つまり各源信号が統計的に独立のと
きのみ，式 (2.10)，(2.14)は 0になる．
2.4 未知線形システムにおける源信号の推定
統計的に独立である N個の源信号を s=(s1 s2 : : : sN)T とする．便宜上，s1, s2, : : : , sNの
平均はそれぞれ 0とする．今，源信号を入力，線形システムによって混合された観測信号
を m = (m1m2 : : :mN)T とすると，入力と観測信号の関係は次式で表わされる．
m = As (2.17)
ただし，Aは ai jを要素とする N 次正方行列である．
A =
0BBBBBBBBBBBBBBBBB@
a11 a12    a1N
a21 a22    a2N
:::
:::
: : :
:::
aN1 aN2    aNN
1CCCCCCCCCCCCCCCCCA (2.18)
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Fig. 2.1: Block diagram illustrating the basic linear instantaneous blind signal separation prob-
lem
ここで，観測信号 mのみが既知であり，システムパラメータ ai jや源信号 sは未知である
ものとする．このようなシステムにおいて，ある係数行列 A0:
A0 =
0BBBBBBBBBBBBBBBBB@
a011 a
0
12    a01N
a021 a
0
22    a02N
:::
:::
: : :
:::
a0N1 a
0
N2    a0NN
1CCCCCCCCCCCCCCCCCA (2.19)
を用いると，出力 y = (y1y2 : : : yN)T は次式で表わされる．
y = A0m (2.20)
ここで，式 (2.19)の係数行列 A0が式 (2.18)の行列 Aの逆変換行列であるとき，すなわち，
2つの行列の積 A0Aが各行，各列に要素を 1つずつ持つような行列となるとき，出力 yは
源信号 sを推定した分離信号となる．これらの過程を Fig. 2.1に示す．分離信号 yは，学
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習アルゴリズムによって，相互情報量:
I(y) = I(y1; y2; : : : ; yN) =
NX
i=1
H(yi)   H(y) (2.21)
を最小化し，分離行列 A0を決定することで得られる．実際の演算では，相互情報量を陽
に計算することは困難であるため，近似的に観測信号の統計量を用いて A0の最適化が行
われる．関連研究分野では，今日まで多くの研究者によって様々な A0の決定法が提案さ
れている．
2.5 瞬時混合のブラインド信号分離回転変換によるブライ
ンド信号分離
2.5.1 回転変換と逐次分離
式 (2.17)で示した観測信号m = (m1m2 : : :mN)T を N 次の正方行列Wにより直交変換し，
分散 1に正規化された変数を x = (x1x2 : : : xN)T とおく．
x = Wm; (2.22)8>>>>><>>>>>:
D
xxT
E
= E;D
(xk)2
E
= 1;
hxkxli = 0
(2.23)
ここで，xの各要素 xk と xl (k; l = 1; 2; : : : ;N; k , l)は無相関であるが独立であるとは限
らない．よって，各 2変数間の無相関性を保ちながら xを N 次元空間で回転することに
より，混合過程の逆変換を求めることを考える．採用した信号分離の構成を Fig. 2.2に示
す．今，xを N次元空間で回転した新たな変数 x = (x1 x

2 : : : x

N )
T を考える．
x = R()x (2.24)
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Fig. 2.2: Conceptual model of the linear instantaneous blind signal separation problem
ここで，R()は N 次元空間での回転行列であり，xの上付き添字 は，回転角パラメー
タを示すベクトルである (ただし，対象の信号が 2信号の場合，xとなる)．は xの要素
数によって決定される．回転行列の性質
R()RT() = E; jR()j = detR() = 1 (2.25)
により，xと同様，x も次のように白色化されている．8>>>>><>>>>>:
D
xx
TE
=
D
R()xxTRT()
E
= E;D
(xk )
2
E
= 1;D
xk x

l
E
= 0
(2.26)
すなわち，回転変換を施したとしても，線形相関 (あるいは無相関性)は保持される．
xk と x

l が必ずしも独立であるとは限らないので，目標は x

k と x

l が統計的に独立と
なるような回転行列 R() (すなわち，角度 )を見出すことである．
2.5.2 無相関性と統計的独立性
ブラインド信号分離のモデルを図解するため，平均 0，分散 1の 2つの独立成分 s1，s2
が一様分布に従う場合を考える．このとき，s1と s2の結合分布を Fig. 2.3(a)に示す．こ
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(a)
s2
s1
(b)
m2
m1
(c)
x2
x1
Fig. 2.3: (a) The joint distribution of the independent components s1 and s2 with uniform distri-
butions. Horizontal axis: s1, vertical axis: s2. (b) The joint distribution of the observed mixtures
m1 and m2. Horizontal axis: m1, vertical axis: m2. (c) The joint distribution of the whitened
mixtures x1 and x2 with uniformly distributed independent components. Horizontal axis: x1,
vertical axis: x2
こで，横軸を s1，縦軸を s2とする．Fig. 2.3(a)より，s1と s2の結合分布は正方形を示し，
s1がわかったとしても，s2を決めることはできない．
次に s1 と s2 の任意の混合値 m1，m2 の結合分布を Fig. 2.3(b)に示す ( ここでは A =0BBBB@ 1 0:30:7 1
1CCCCAとした)．ここで，横軸をm1，縦軸をm2とする．Fig. 2.3(b)より，m1とm2の
結合分布は平行四辺形を示し，m1がわかると，m2が決まることを示す．よって，これら
は統計的に独立ではないことがわかる．
最後に，m1とm2が互いに無相関で，分散が 1となるように，白色化した新たな変数を
x1，x2とおく．このとき，x1と x2の結合分布を Fig. 2.3(c)に示す．ここで，横軸を x1，縦
軸を x2とする．x1と x2は白色化されているため，x1と x2の共分散が hx1x2i = 0となっ
ているが，統計的に独立であるかどうか，つまり，結合確率密度関数がそれぞれの周辺確
率密度関数の積になる (px1;x2(x1; x2) = px1(x1)px2(x2))かどうかはわからない．しかし，Fig.
2.3(c)より，x1と x2の結合分布は統計的に独立ではないが，Fig. 2.3(a)の s1と s2の結合
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分布を示した正方形を 2次元空間で回転した図形であるということがわかる．すなわち，
白色化された x1と x2に対して，出力される変数 x1，x

2が互いに統計的に独立となるよう
に，2次元空間で回転変換を施すことができる．
2.5.3 相互情報量の最小化
2次元における相互情報量の最小化
x1，x

2の結合エントロピーは次式で表わされる．
H(x1; x

2) =  
D
log px1;x2(x

1; x

2)
E
(2.27)
次に，確率の保測変換は次式で定義される．
pz1;z2(z1; z2) = pz1;z2(z1; z2) j J j (2.28)
ここで，(z1; z2)，(z1; z2)の間には連続関数による 1対 1写像が存在するものとし，Jを写
像の Jacobianとする．
z1 = h1(z1; z2); z2 = h2(z1; z2); J =

@z1
@z1
@z1
@z2
@z2
@z1
@z2
@z2
 (2.29)
このことより，x = R()xに関する結合確率密度関数 px1;x2(x
)は次のように表わせる．
px1;x2(x
) = px1;x2(R
 1()x)
1
jR()j (2.30)
よって，式 (2.27)は次式となる．
H(x1; x

2) = H(x1; x2) + log jR()j
= H(x1; x2) (2.31)
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上式において，R()が直交行列（回転行列）のとき log jR()j = 0となる性質を用いた．式
(2.30)より，回転変換は結合エントロピーを変化させないことがわかる．したがって，x1，
x2の相互情報量は次のように書き換えられる．
I(x1; x

2) = H(x

1) + H(x

2)   H(x1; x2)  0 (2.32)
上式より，H(x1; x2) (あるいは H(x1; x

2))が回転変換には不変であるので，周辺エントロ
ピー和 H(x1) + H(x

2)を最小化すればよいことが分かる．上式が 0になるのは x

1 と x

2 が
統計的に独立のときのみである．
N次元における相互情報量の最小化
源信号，観測値の全統計情報を利用するため 2変量の場合と同様に，次のような x = (
x1 x

2 : : : x

N )
T の相互情報量に着目する．
I(x) = H(x1 ) + H(x

2 ) +    + H(xN )   H(x)  0 (2.33)
ただし，H(xi )は x

i = (x

1 x

2 : : : x

N )
T に関する周辺エントロピー，H(x)は結合エントロ
ピーであり，それぞれ次のように定義される．
H(xi ) =  

log p
x

i
(xi )

; i = 1; 2; 3; : : : ;N; (2.34)
H(x) =  
D
log px(x
)
E
(2.35)
ここで，(2.33)式において等号が成り立つのは， x1 , x

2 , . . . , x

N が統計的に独立の時のみ
である（すなわち， px(x
) = p
x

1
(x1 )px2
(x2 ) : : : pxN
(xN )）．よって， x

1 , x

2 , : : : , x

N 間
の統計的独立性は I(x)を最小化することにより達成される．また，x1, x2, : : : , xN の結合
エントロピーは
H(x) =   
log px(x) (2.36)
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と表わせる．上式は，回転行列RがR = Eのとき，式 (2.35)と一致する．式 (2.35)，(2.36)
において，jRj = 1より，
H(x) = H(x) (2.37)
となり，2次元空間の場合と同じく，結合エントロピーは回転のもとで不変である．よっ
て，回転変換後の相互情報量は次のように書き換えられる．
I(x) = H(x1 ) + H(x

2 ) +    + H(xN )   H(x)  0 (2.38)
上式より，H(x)が回転変換には不変であるので，一般的に N次元空間でも周辺エントロ
ピー和 H(x1 ) +H(x

2 ) +    +H(xN )を最小化すればよいことが分かる．上式が 0になるの
は x1 , x

2 , . . . , x

N が統計的に独立のときのみである．
2.5.4 エントロピーの最小化
2次元におけるエントロピー最小化の具体化
未知回転角 を求めるため，x1 と x

2間の独立性の尺度として次のようなコスト関数
J()を導入する．
J() = H(x1) + H(x

2)
=
Z 1
 1
px1(x

1) log
1
px1(x

1)
dx1 +
Z 1
 1
px2(x

2) log
1
px2(x

2)
dx2 (2.39)
コスト関数 J()を最小化することにより，最適な回転角 が求まる．ここで，エントロ
ピーH(x1)と H(x

2)を統計量により陽表現するため，x

1 と x

2に関する確率密度関数とし
てGram-Charlier級数展開型分布を導入する．
px1(x

1) = N(x

1; 0; 1)
26666641 + 1X
n=3
A(1)n
n!
Hn(x

1)
3777775 ; (2.40)
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px2(x

2) = N(x

2; 0; 1)
26666641 + 1X
n=3
A(2)n
n!
Hn(x

2)
3777775 (2.41)
Gram-Charlier表現を用いるのは，独立分離に貢献しない初項のガウス分布と，分離に必
要な情報をもつ展開項を切り離して取り扱えるからである．ここで，N(z; 0; 1)は平均 0，
分散 1のガウス分布である．
N(z; 0; 1) =
1p
2
e 
z2
2 (2.42)
また， Hn()は n次の Hermite多項式であり，次式で定義される．
Hn(z) = N 1(z; 0; 1)
 
  d
dz
!n
N(z; 0; 1); n = 0; 1; 2; : : : (2.43)
初項のGauss分布からのずれを表す展開係数A(1)n とA(2)n は次のようにそれぞれ定義される．
A(1)n =
D
Hn(x

1)
E
(A(1)0 = 1;A
(1)
1 = A
(1)
2 = 0); (2.44)
A(2)n =
D
Hn(x

2)
E
(A(2)0 = 1;A
(2)
1 = A
(2)
2 = 0) (2.45)
これらの一般表現を用いると，コスト関数 J()は次のように展開される．
J() = H(x1) + H(x

2)
=  hlog px1(x

1)i   hlog px2(x

2)i
=  
D
logN(x1; 0; 1)
E
 
*
log
26666641 + 1X
n=3
A(1)n
n!
Hn(x

1)
3777775+
 
D
logN(x2; 0; 1)
E
 
*
log
26666641 + 1X
n=3
A(2)n
n!
Hn(x

2)
3777775+ (2.46)
ここで，
 
D
logN(x1; 0; 1)
E
 
D
logN(x2; 0; 1)
E
=  
*
log
1p
2
e 
x21
2
+
 
*
log
1p
2
e 
x22
2
+
= log 2e; (2.47)
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 
*
log
26666641 + 1X
n=3
A(1)n
n!
Hn(x

1)
3777775+   *log 26666641 + 1X
n=3
A(2)n
n!
Hn(x

2)
3777775+
'  
* 1X
n=3
A(1)n
n!
Hn(x

1)
+
 
* 1X
n=3
A(2)n
n!
Hn(x

2)
+
(2.48)
式 (2.48)の近似は，log(1 + ) ' ,   1となる性質を用いた．よって，式 (2.46)は次式
で近似できる．
J() ' log 2e  
1X
n=3
1
n!
h
(A(1)n )
2 + (A(2)n )
2
i
(2.49)
したがって，次式を最大化する を見出せばよい．
Q() =
1X
n=3
1
n!
h
(A(1)n )
2 + (A(2)n )
2
i
! max (2.50)
ここで，ある n次の項 Qn()のみの最大化に着目する．
Qn() =
1
n!
h
(A(1)n )
2 + (A(2)n )
2
i
! max (2.51)
ここで，式 (2.51)は
Qn() =
1
n!
h
(A(1)n + A
(2)
n )
2   2A(1)n A(2)n
i
! max (2.52)
と表せるので，Qn()を
Qn() =
1
n!
h
A(1)n + A
(2)
n
i
! max; Qn() > 0 (2.53)
と置き直すことができる．この式 (2.53)を最大化することで最適な を求めることがで
きる．
N次元におけるエントロピー最小化の具体化
2次元の場合と同様に，未知回転角 =(1 2 : : : M)T を求めるために，x

1 , x

2 , : : : , x

N
間の独立性の尺度として次のようなコスト関数 J()を導入する．
J() = H(x1 ) + H(x

2 ) +    + H(xN ) (2.54)
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コスト関数 J()を最小化することにより，最適な回転角 が求まる．エントロピーH(x1 ),
H(x2 ), : : : , H(x

N )を統計量により陽表現するため，H(x

1 ), H(x

2 ), : : : , H(x

N )に関する確率
密度関数としてGram-Charlier級数展開型分布を導入する．8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
p
x

1
(x1 ) = N(x

1 ; 0; 1)
26666641 + 1X
n=3
A(1)n
n!
Hn(x

1 )
3777775 ;
p
x

2
(x2 ) = N(x

2 ; 0; 1)
26666641 + 1X
n=3
A(2)n
n!
Hn(x

2 )
3777775 ;
:::
p
x

N
(xN ) = N(x

N ; 0; 1)
26666641 + 1X
n=3
A(N)n
n!
Hn(x

N )
3777775
(2.55)
また，初項のGauss分布からのずれを表す展開係数A(1)n , A(2)n , : : : , A(N)n はそれぞれ次のよ
うに定義される． 8>>>>>>>>><>>>>>>>>>:
A(1)n =
D
Hn(x

1 )
E
(A(1)0 = 1;A
(1)
1 = A
(1)
2 = 0);
A(2)n =
D
Hn(x

2 )
E
(A(2)0 = 1;A
(2)
1 = A
(2)
2 = 0);
:::
A(N)n =
D
Hn(x

N )
E
(A(N)0 = 1;A
(N)
1 = A
(N)
2 = 0)
(2.56)
これらの一般表現を用いると，2次元の場合と同様，コスト関数 J()は次のようにGram-
Charlier展開の展開係数A(1)n , A(2)n , : : : , A(N)n を用いて近似される．
J() = H(x1 ) + H(x

2 ) +    + H(xN )
=  hlog p
x

1
(x1 )i   hlog px2 (x

2 )i        hlog pxN (x

N )i
' N
2
log 2e  
1X
n=3
1
n!
h
(A(1)n )
2 + (A(2)n )
2 +    + (A(N)n )2
i
(2.57)
したがって，次式を最大化する を見出せばよい．
Q() =
1X
n=3
1
n!
h
(A(1)n )
2 + (A(2)n )
2 +    + (A(N)n )2
i
! max (2.58)
あるいは，上式を項ごとに最大化することもできる．
Qn() =
1
n!
h
(A(1)n )
2 + (A(2)n )
2 +    + (A(N)n )2
i
! max (2.59)
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ここで，2次元と同様に式 (2.59)は Qn()を
Qn() =
1
n!
h
A(1)n + A
(2)
n +    + A(N)n
i
! max; Qn() > 0 (2.60)
と置き直し，この式 (2.60)を最大化することで最適な を求めることができる [10, 19]．
具体的に回転角ベクトル を求めるため，x の相互情報量に着目すると，各源信号の
尖度（４次の Hermiteモーメント和に相当）が正の場合には実用的に以下の評価関数を採
用することができる [27, 28]．
Q() =
nX
i=1
hH4(xi )i ! max (2.61)
2.5.5 逐次白色化
m = (m1m2 : : :mN)T を直交変換し，各要素を分散 1に正規化した変数 x = (x1x2 : : : xN)T
は次式で得られる．
x = Wm (2.62)
ただし，
W =
0BBBBBBBBBBBBBBBBBBBBBBBB@
w11 w12 : : : : : : w1N
0 w22 : : : : : : w2N
::: 0 : : :
:::
:::
:::
: : :
: : :
:::
0 0 : : : 0 wNN
1CCCCCCCCCCCCCCCCCCCCCCCCA
(2.63)
ここで，行列W は xの各要素間の共分散を 0にするような上三角行列となる．以下に 2
変数の場合の白色化行列を示す．
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2変数の白色化行列
2変数の白色化行列Wを
W =
0BBBB@ w11 w120 w22
1CCCCA (2.64)
とおく．観測値m1，m2をW によって白色化するため，x = Wmとおいて，具体的に要素
を考える．式 (2.64)より，8>>>>><>>>>>:
D
x21
E
= w211
2
m1 + w
2
12
2
m2 + 2w11w12m1m2m1;m2D
x22
E
= 2m2
hx1x2i = w11m1m2m1;m2 + w122m2
(2.65)
となる．ただし，
2m1 =
D
m21
E
; 2m2 =
D
m22
E
; m1;m2 =
hm1m2i
m1m2
(2.66)
である．このとき，xは正規化され，さらに直交化されているので，
D
x21
E
=
D
x22
E
= 1 ; hx1x2i = 0 (2.67)
と考えることができる．よって，式 (2.65)，(2.66)，(2.67)より，
w11 =  1
m1
q
1   2m1;m2
; w12 =  m1;m2
m2
q
1   2m1;m2
(2.68)
となる．つまり，上式において w11が正の場合，観測値m1，m2の白色化行列Wは
W =
0BBBBBBBBBBB@
1
m1
q
1   2m1;m2
 m1;m2
m2
q
1   2m1;m2
0 1=m2
1CCCCCCCCCCCA (2.69)
となる．
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2.5.6 逐次分離
xを N次元回転変換して得られる分離信号 x = (x1 x

2 : : : x

N )
T は次式で得られる．
x = R()x (2.70)
ただし，R()は N次元空間における回転変換行列である．以下に 2変数の場合の回転変
換行列を示す．
2次元回転変換
回転角 に対して，2つの観測信号 x1，x2 に基づく分離信号を x1，x

2 とする．0BBBB@ x1x2
1CCCCA = R() 0BBBB@ x1x2
1CCCCA (2.71)
ここで，R()は
R() =
0BBBB@ cos    sin sin  cos 
1CCCCA (2.72)
である．回転角 を求めるための評価関数 Q4()を 4次のHermiteモーメント:
hH4(z)i =
D
z4   3z2 + 6
E
(2.73)
を用いて表わすと，
Q4() =
2X
i=1
D
H4(x

i )
E
(2.74)
したがって，Q4()の勾配は
@
@
Q4() =
2X
i=1
*
H3(x

i )
@
@
xi
+
(2.75)
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ここで
@
@
0BBBB@ x1x2
1CCCCA = @
@
R()
0BBBB@ x1x2
1CCCCA (2.76)
とする．したがって，勾配法による逐次計算の適応アルゴリズムは
k+1 = k + 
2X
i=1
@
@ 
H4(x

i ) (2.77)
となり，時刻毎に推定する場合は
(t + 1) = (t) + 
2X
i=1
@
@ 
H4(x

i ) (2.78)
となる．ここで，は適当な定数である．ただし，
0 <  < 1 (2.79)
である．
第3章 時空間勾配法に基づくブラインド
信号分離
26 第 3章 時空間勾配法に基づくブラインド信号分離
3.1 波動場における時空間勾配法
音源を含んでいない場では，音圧は次の波動方程式を満たす．
@2
@t2
P(x; y; t)   kck2r2P(x; y; t) = 0 (3.1)
ここで P(x; y; t)は音圧，cは位相速度ベクトル:
c =
0BBBB@ cxcy
1CCCCA (3.2)
であり，rは勾配演算子:
r =
0BBBBB@ @@x@
@y
1CCCCCA (3.3)
である．式 (3.1)は逆向きに進行する 2つの波面の存在を示しており，次式のように表わ
すことができる． 
@
@t
P(x; y; t) + cTrP(x; y; t)
!  
@
@t
P(x; y; t)   cTrP(x; y; t)
!
= 0 (3.4)
ここでは片方の波面に着目する．
@
@t
P(x; y; t) =  cTrP(x; y; t) (3.5)
均質な空間を仮定すると，波の重ね合わせの原理により，観測点での音圧の時間勾配は，
観測点における各音源からの音圧の時間微分の和で表現される．一方，式 (3.5)に基づき，
観測点における音圧の時間勾配は，観測点およびその近傍における音圧の空間勾配で表
現されることが示される．以上の考察より，ある観測点およびその近傍での音圧の空間勾
配と，各音源からの音圧の時間勾配の間に，線形関係があることが示される．本研究は式
(3.5)で示される移流型の方程式を満たす波動場において，このような線形関係をブライ
ンド信号分離問題に適用させる．
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3.1.1 波面の重畳と瞬時混合
x
θ1
0
y
P2(t)
Observation Point
P1(t)
θ2
Fig. 3.1: Sensing geometry
簡単のため，同一平面上を進行する 2つの統計的に独立な平面波を仮定する (Fig.3.1)．
ただし，各平面波の進行方向は異なるものとする．任意の点における音圧は次式で与えら
れる．
f (x; y; t) =
2X
i=1
Pi(t +
x cos i + y sin i
c
) (3.6)
ここで，cは音速，1, 2は各波面の方向を示す．関数 P1(t)，P2(t)はそれぞれの平面波の
音圧であり，次式で定義される．
Pi(t) =
Z !i+!i
!i !i
 i(!)e j!td!; i = 1; 2 (3.7)
ここで， i(!)は周波数 !における振幅を表わす．また，!iは P1(t)，P2(t)の中心周波数
であり，!iは，P1(t)，P2(t)が中心周波数周辺でとり得る周波数の存在範囲を示してい
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る．観測点で得られる情報は音圧 f (x; y; t)のみであり，P1(t)，P2(t)やそれらの方向は未
知である．ここで，平面波 P1(t)，P2(t)をそれぞれ源信号とする．観測点で得られる音圧
から源信号を推定するために，時空間勾配法を適用し，観測点で得られる音圧の空間勾配
を源信号の時間勾配の線形混合信号として表現する．観測点における時間勾配は次式で得
られる．
ft(x; y; t)

x=y=0
=
@
@t
f (x; y; t)

x=y=0
=
2X
i=1
Pti(t) (3.8)
ここで Pti(t)は Pi(t)の時間勾配である．
Pti(t) =
@
@t
Pti(t) =
Z !i+!i
!i !i
j! i(!)e j!td!; i = 1; 2 (3.9)
式 (3.8)を用いると， f (x; y; t)の空間勾配は次のように導出される．
fx(x; y; t)

x=y=0
=
@
@x
f (x; y; t)

x=y=0
=
1
c
Pt1(t) cos 1 +
1
c
Pt2(t) cos 2; (3.10)
fy(x; y; t)

x=y=0
=
@
@y
f (x; y; t)

x=y=0
=
1
c
Pt1(t) sin 1 +
1
c
Pt2(t) sin 2 (3.11)
すなわち，原点における f (x; y; t)の空間勾配は Pt1(t)，Pt2(t)で構成される瞬時線形混合信
号として表わされる．
r f (x; y; t)jx=y=0 =
0BBBB@ fx(x; y; t)fy(x; y; t)
1CCCCA x=y=0= A
0BBBB@ Pt1(t)Pt2(t)
1CCCCA (3.12)
ここで行列 Aを混合行列とし，次式で定義する．
A =
1
c
0BBBB@ cos 1 cos 2sin 1 sin 2
1CCCCA (3.13)
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f(x,y,t)|x=y=0=Pt1(t)+Pt2(t)
Sound pressure observed at the origin
(a) (b)
(c)
Fig. 3.2: Conceptual model of the linear instantaneous blind signal separation problem with the
sound pressure of the origin ( (a) Mixing process, (b) Separating process, (c) Pre-whitening and
Rotational transformation )
3.1.2 信号の分離と音源の到来方向の推定
観測点で得られる音圧の空間勾配に用いた場合の瞬時線形混合型ブラインド信号分離問
題の概略を Fig.3.2に示す．(a)は混合過程を示し，(b)は分離過程を示す．また，(c)は第 2
章で述べたブラインド信号分離の分離過程を示す．分離過程は観測された 2信号をWで
分散 1に正規化し，無相関化する白色化過程と R()で独立した成分に分離する回転変換
過程から構成される (2.5参照)．白色化後に分離行列を求めるため，分離信号 Pt1(t)， Pt2(t)
と観測点で得られた音圧の空間勾配は次の関係式を満たす．
0BBBB@ Pt1(t)Pt2(t)
1CCCCA = A0r f (x; y; t) x=y=0; A0 = R()W (3.14)
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A0は瞬時混合に対応したブラインド信号分離で求められる分離行列であるが，本稿では
2.5節で述べたブラインド信号分離のアルゴリズムによって決定される．
また，分離行列 A0は混合行列の逆行列 A 1を用いて次式でも表わすことができる．
A0 =
0BBBB@ 1=t1 00 1=t2
1CCCCA A 1 (3.15)
ここで t1と t2はそれぞれ観測点における Pt1(t)と Pt2(t) の振幅の標準偏差である．式
(3.15)における A0の要素と A 1の各要素を比較する．0BBBB@ a011 a012a021 a022
1CCCCA = 1c
0BBBBB@ cos 1t1 cos 2t1sin 1
t2
sin 2
t2
1CCCCCA (3.16)
ここで，sin 1，cos 1，sin 2，cos 2はそれぞれ次のように表わすことができる．8>>>><>>>>:
sin 1 =  a
0
21p
a0221+a
02
22
cos 1 =  a
0
22p
a0221+a
02
22
(複合同順); (3.17)
8>>>><>>>>:
sin 2 =  a
0
11p
a0211+a
02
12
cos 2 =  a
0
12p
a0211+a
02
12
(複合同順) (3.18)
よって，推定される 1，2は次式で与えられる．8>>>><>>>>:
i = tan 1

  a
0
j1
a0j2

;  a
0
j1
a0j2
 0
i =  + tan 1

  a
0
j1
a0j2

;  a
0
j1
a0j2
< 0;
; i; j = 1; 2; i , j (3.19)
また， t1， t2の推定式は次式となる．
ti = c

q
a02j1 + a
02
j2
det A0
 ; i; j = 1; 2; i , j (3.20)
このとき分離信号と各パラメータ Pti(t)，i， ti，i = 1; 2は次の 2通りのどちらかで推定
される．
(i) i = i; ti = ti; Pti(t) = Pti(t); i = 1; 2; (3.21)
(ii) i =  j; ti = t j; Pti(t) = Pt j(t); i; j = 1; 2; i , j (3.22)
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すなわち分離信号を推定するのと同時に，個々の音源の方向，振幅の標準偏差も推定する
ことができる．
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4.1 源信号
本研究におけるマイクロホンシステムでは音声信号を対象としている．本稿では数値
実験，音響実験で用いる源信号として，2人の女性の音声信号を採用する．ここで採用し
た音声信号は日本オーディオ協会製作 音でたどるオーディオの世紀の 16，17曲目に収
録されているラジオのナレーションの音声CDデータをWAV形式に保存し，それぞれの
WAVファイルにおける任意の 10秒間を抽出したものである．
 Table 4.1に源信号の各規格を示す．
 Fig. 4.2 (a)，(b)に源信号 P1(t)，P2(t)を (c)，(d)に源信号のパワースペクトルをそ
れぞれ示す．
Fig. 4.2 (c)，(d)をみると，源信号 P1(t)，P2(t)は同様の帯域 (200  350 Hz)に成分を持っ
ており，low-passフィルタや high-passフィルタを用いることで，各信号の成分を取り出
せないことがわかる．
4.2 相互情報量
混合前後または分離処理前後の信号間の統計的独立性を確かめるために，相互情報量:
I(z1; z2) = H(z1) + H(z2)   H(z1; z2)
=  
64X
= 64
log2 pz1()  
64X
= 64
log2 pz2() +
64X
= 64
64X
= 64
log2 pz1;z2(; ) (4.1)
を算出する．ここで，各信号の振幅値を +側と  側それぞれ 64諧調ずつと 0を含む 129
階調に量子化したものから累積分布関数 (Cumulative density function, C.d.f.):
Fz(0) = F (z  0); (4.2)
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Fig. 4.1: Derivation process of probability density function
Fz1;z2(0; 0) = F (z1  0; z2  0) (4.3)
を求めた．ここで，Fz(0)は周辺累積分布関数 (z  0である確率)，Fz1;z2(0; 0)は結合累
積分布関数 (z1  0かつ z2  0である確率)である．これらの累積分布関数より，確率密
度関数 (Probability density function, P.d.f.):
pz(0) =
dFz(z)
dz

z=0
; (4.4)
pz1;z2(0; 0) =
@@Fz1;z2(0; 0)
@z1@z2

z1=0;z2=0
(4.5)
を求めることで相互情報量を算出した (Fig. 4.1)．ここで，pz(0)は周辺確率密度関数，
pz1;z2(0; 0)は結合確率密度関数である．相互情報量は分離信号が安定して得られている
t = 2  10secの区間のものをそれぞれ求めている．さらに本稿では，分離度を表わす指標
として相互情報量における観測点で得られる音圧の空間勾配からのそれぞれの距離の比:
d =
I( fx; fy)   I( P1; P2)
I( fx; fy)   I(P1; P2)  100[%] (4.6)
を算出する．
 Fig. 4.3(a)，(b)に源信号の周辺確率密度関数 pP1(P1)，pP2(P2)を，(c)に源信号の結
合確率密度関数 pP1;P2(P1; P2)を示す．
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Table 4.1: Specication of sound sources
P1(t) P2(t)
Source Female voice, Female voice,
NHK Stereo Broadcasting National Stereo Hall
Opening Narration" Opening narration"
recorded in 1954, recorded in 1961,
ko no ho u so u wo : : : " do n na ra ji o de mo : : : "
Sampling time 10sec 10sec
Sampling rate 44.1kHz 44.1kHz
Sampling bit rate 16bit 16bit
Standard deviation
of Pi(t)
1= 3698:3 2= 3838:6
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Fig. 4.2: Sound sources ( (a)P1(t), (b)P2(t) and (c), (d) their power spectra )
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Fig. 4.3: Probability density functions of the sound sources shown in Fig. 4.2(a), (b) ( (a), (b)
represent the marginal probability density functions: pP1(P1), pP2(P2) and (c) represents the
joint probability density function: pP1;P2(P1; P2) )
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4.3 信号の時空間勾配によるブラインド信号分離
4.3.1 フーリエ級数展開理論に基づく源信号の時間勾配
本研究は観測点で得られる音圧の空間勾配と源信号の音圧の時間勾配との線形関係を
利用して分離信号を推定するものである．そこでフーリエ級数展開に基づいて導出した源
信号の音圧の時間微分による線形混合信号を用いて，ブラインド信号分離の数値実験を
行う．
フーリエ級数展開に基づけば，源信号 P1(t)，P2(t)は次式で与えられる．
Pi(t) =
1X
k=0
(aik cos k!0t + bik sin k!0t); (4.7)
ここで，
aik =
Z T
0
Pi(t) cos k!0tdt; (4.8)
bik =
Z T
0
Pi(t) sin k!0tdt; (4.9)
!0 =
2
T
; i = 1; 2 (4.10)
このとき時間微分 Pt1(t)，Pt2(t)は次式となる．
Pti(t) =
1X
k=0
k!0(bik cos k!0t   aik sin k!0t); i = 1; 2: (4.11)
式 (4.11)より，源信号の時間勾配が導出される．
4.3.2 数値実験 1
式 (3.12)，(3.13)より，観測点で得られる音圧の空間勾配と源信号の時間勾配の間には，
次の関係式が成り立つ．0BBBB@ fx(x; y; t)fy(x; y; t)
1CCCCA x=y=0= 1c
0BBBB@ cos 1 cos 2sin 1 sin 2
1CCCCA 0BBBB@ Pt1(t)Pt2(t)
1CCCCA (4.12)
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式 (4.11)に基づき，求められた時間微分信号を源信号の音圧の時間勾配 Pt1(t)，Pt2(t) と
した．さらに，式 (4.12) に基づき，観測点で得られる音圧の空間勾配 fx(x; y; t)

x=y=0
，
fy(x; y; t)

x=y=0
を計算機上で作成し，数値実験を行った．実験のパラメータとして，1 = 60，
2 = 120，音速 c = 340m/secを与えている．これは第 6章で述べる音響実験と同様の条
件である．
本稿で用いたブラインド信号分離では，白色化過程で用いられるモーメントを安定させ
るため，分離行列の推定はモーメント算出開始から 1秒後に開始する．数値実験の初期値
として分離パラメータの初期値 (i) (t0) = 0，t0 = 1secと (ii) (t0) = 270，t0 = 1secを与
えている．収束係数は  = 0:001である．
また推定した分離信号を時間積分して源信号を求めるため，次式を採用する．
Pi(Nt) =
NX
n=0
Pti((N   n)t)t (4.13)
 Fig. 4.4 (a)，(b)に源信号 (Fig. 4.2 (a)，(b))の時間勾配をそれぞれ示す (ここで各時
間勾配の振幅の標準偏差はそれぞれt1= 11376:9，t2= 11495:1である)．
 Fig. 4.5(a)，(b)に計算機上で作成した観測点で得られる音圧の空間勾配 fx(x; y; t)

x=y=0
，
fy(x; y; t)

x=y=0
をそれぞれ示す．
 Fig. 4.6(a)，(b)，(c)に相互情報量算出に用いた分離信号の時間積分の周辺確率密度
関数 p fx( fx)，p fy( fy)と結合確率密度関数 p fx; fy( fx; fy)をそれぞれ示す．
 Estimation (i): (t0) = 0; t0 = 1sec;  = 0:001
 Fig. 4.7(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得られ
た分離信号 Pt1(t)，(b) Pt2(t)を，(d)，(e)にそれらの時間積分 P1(t)，(b) P2(t)を
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それぞれ示す．
 Fig. 4.8(a)，(b)，(c)に相互情報量算出に用いた時間積分した分離信号の周辺確
率密度関数 p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 4.9(a)，(b)に推定された音源の方向 1，2と源信号の音圧の時間勾配の振
幅の標準偏差 t1， t2をそれぞれ示す．
 Estimation (ii): (t0) = 270; t0 = 1sec;  = 0:001
 Fig. 4.10(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得ら
れた分離信号 Pt1(t)，(b) Pt2(t)を，(d)，(e) にそれらの時間積分 P1(t)，(b) P2(t)
をそれぞれ示す．
 Fig. 4.11(a)，(b)，(c)に相互情報量算出に用いた時間積分した分離信号の周辺確
率密度関数 p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 4.12(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の時間勾
配の振幅の標準偏差 t1， t2をそれぞれ示す．
 Table 4.2に本数値実験における各信号間の相互情報量を示す．
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Fig. 4.4: Temporal gradients of the sound sources in numerical experiment 1 ( (a) Pt1(t), (b)
Pt2(t) and their standard deviations are t1= 11376:9, t2= 11495:1 )
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Fig. 4.5: Spatial gradients of the sound pressure observed at the origin in numerical experiment
1 ( (a) fx(x; y; t)

x=y=0
and (b) fy(x; y; t)

x=y=0
)
4.3. 信号の時空間勾配によるブラインド信号分離 43
(a)
 0
 0.1
 0.2
 0.3
-60 -40 -20 0  20  40
 60
P.
d.
f.
fx 
(b)
 0
 0.1
 0.2
 0.3
-60 -40 -20 0  20  40
 60
P.
d.
f.
fy 
(c)
-60
-40
-20
 0
 20
 40
 60 -60
-40
-20
 0
 20
 40
 60
 0
 0.02
 0.04
 0.06
P.
d.
f.
fx
fy
Fig. 4.6: Probability density functions of the spatial gradients of the sound pressure shown in
Fig. 4.5 ( (a), (b) represent the marginal probability density functions: p fx( fx), p fy( fy) and (c)
represents the joint probability density function: p fx; fy( fx; fy) )
44 第 4章 数値実験
Estimation (i): (t0) = 0;  = 0:001
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Fig. 4.7: Estimation of the parameters using blind signal separation under Estimation (i) in
numerical experiment 1 ( (a) convergence of (t), (b), (c) separated signals: Pt1(t), Pt2(t) and
(d), (e) Time integrals of the separated signals )
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Fig. 4.8: Probability density functions of the time integrals of the separated signals in Fig.
4.7(d) and (e) ( (a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2)
and (c) represents the joint probability density function: p P1; P2( P1; P2) )
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Fig. 4.9: Parameters estimated with the separating matrix A0 under Estimation (i) in numerical
experiment 1 ( (a)directions of sound arrival : 1, 2 and (b)standard deviations of Pti(t): t1,
t2 )
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Estimation (ii): (t0) = 270;  = 0:001
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Fig. 4.10: Estimation of the parameters using blind signal separation under Estimation (ii) in
numerical experiment 1 ( (a) convergence of (t), (b), (c) separated signals: Pt1(t), Pt2(t) and
(d), (e) Time integrals of the separated signals )
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Fig. 4.11: Probability density functions of time integral of separated signals in Fig.4.10(d), (e) (
(a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2) and (c) represents
the joint probability density function: p P1; P2( P1; P2) )
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Fig. 4.12: Parameters estimated with the separating matrix A0 under Estimation (ii) in numer-
ical experiment 1 ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pti(t): t1,
t2 )
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Table 4.2: Mutual information in numerical experiment 1
Mutual information
I(P1; P2) 0.048 bit
I( fx; fy) 1.311 bit
I( P1; P2) 0.060 bit
4.3.3 考察とまとめ
Estimation (i)の分離信号を示す Fig.4.7(b)，(c)より，推定開始直後は波形が乱れている
が，t = 2secには元の波形はほぼ復元されている．同様にブラインド信号分離アルゴリズ
ムにおけるパラメータ (t)をみると，t = 1:5secには収束しているのがわかる (Fig.4.7(a))．
これは推定演算子に角度パラメータを用いているため，解は一つに定まらないが，評価関
数を最大にする任意の角度に収束するためである [27,28]．このとき推定した分離行列 A0
を次式に示す．
A0 =
0BBBB@  0:030  0:0170:029  0:016
1CCCCA (4.14)
音源の方向を推定した Fig.4.9では，t = 2secには 1，2は徐々に安定し始め，t = 3sec以
降は収束している．その後源信号 Pt1(t)，Pt2(t)の振幅が同時に急激な変化をしているた
め，t = 7sec付近に多少乱れが生じているが，その後再び真値付近に収束している．また
最終的に推定された音源の方向は 1 = 60:8 ，2 = 120:1 であった．振幅の標準偏差は
1 = 11535:9， 2 = 11835:2であり，Fig.4.4の真値とほぼ一致する．次に分離パラメータ
の初期値 (t0) = 270を与えた場合 (Estimation (ii))，分離行列 A0は次式となった．
A0 =
0BBBB@  0:029 0:016 0:030  0:017
1CCCCA (4.15)
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このとき得られた分離パラメータ (t)は初期値 (t0) = 0の場合と同様，t = 1:5secには収束
している (Fig.4.12(a))．このとき最終的に推定された音源の方向は 1 = 120:1，2 = 60:8
であり，振幅の標準偏差は 1 = 11835:2， 2 = 11535:9であった．初期値 (t0) = 0の場
合，分離信号は式 (3.21)のように推定されるが，初期値 (t0) = 270をとると，ブライン
ド信号分離で得られる分離行列の成分が変化し，全ての推定値が式 (3.22)のように逆に推
定された．このように本手法ではブラインド信号分離によって分離行列がどのように推
定されたとしても，出力される分離信号と推定されたそれらの音源の方向，振幅の標準
偏差を適宜に推定できることが確認された．また，各信号間の相互情報量を示した Table
4.2をみると，源信号間の相互情報量 I(P1; P2)は 0.048bitであり，数値実験において源信
号が統計的に独立であることを示す基準となる．Table4.2より，Estimation (i)と (ii)にお
いて，相互情報量における観測点で得られる音圧の空間勾配からのそれぞれの距離の比を
みると，ともに d ' 99:0%となり，得られた分離信号は分離処理によってほぼ統計的独立
になっていると考えられる．
以上のことより，源信号の時間勾配によって構成される観測点で得られる音圧の空間勾
配をブラインド信号分離の対象信号としたとき，分離が達成されることがわかった．
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4.4 差分法による時空間勾配信号でのブラインド信号分離
4.4.1 空間差分による音圧の空間勾配
本研究では時空間勾配信号を対象としているため，実際の計測では観測点で得られる音
圧の空間差分が必要となる．ここでは空間差分による空間勾配をブラインド信号分離に
適用するための数値実験を行う．本稿では 2信号の混合信号を対象としているので，Fig.
4.13に示すように，x，y方向に観測点近傍の 4点を仮定し，空間差分によって観測で得
られる音圧の空間勾配を導出する．原点 (0; 0)で得られる観測信号 f (x; y; t)

x=y=0
は源信号
P1(t)と P2(t)の混合信号:
f (x; y; t)

x=y=0
= P1(t) + P2(t) (4.16)
として表わされる．また，原点近傍の点 f1(x; y; t)  f4(x; y; t)は f (x; y; t)を用いてそれぞれ
次のように表わされる．
fx1(x; y; t) = f (x; y; t)

x=x=2;y=0
; (4.17)
fx2(x; y; t) = f (x; y; t)

x= x=2;y=0; (4.18)
fy1(x; y; t) = f (x; y; t)

x=0;y=y=2
; (4.19)
fy2(x; y; t) = f (x; y; t)

x=0;y= y=2 (4.20)
これらの関係式より差分法を用いた観測点で得られる音圧の x，y方向の空間勾配は
fx(x; y; t)

x=y=0
=
fx1(x; y; t)   fx2(x; y; t)
x
; (4.21)
fy(x; y; t)

x=y=0
=
fy1(x; y; t)   fy2(x; y; t)
y
(4.22)
で表わされる．
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Fig. 4.13: An observation point and the near eld
4.4.2 数値実験 2
源信号 P1(t)，P2(t) (Fig. 4.2 (a)，(b))を用いて，計算機上で f1(x; y; t)  f4(x; y; t)を作
成し，式 (4.21)，(4.22)に基づき観測点で得られる音圧の空間勾配を求めた．数値実験 1
と同様，実験のパラメータとして，1 = 60，2 = 120，音速 c = 340m/secを与えてい
る．本実験内において，x，yは後述する空間微分マイクロホンと同じ設定にするため，
x = y = 18mmとする．また，源信号の音圧の時間勾配の標準偏差 t1，t2の真値を確
認するため，風上差分:
Pti(t) =
Pi(t)   Pi(t   t)
t
; i = 1; 2 (4.23)
を用いて源信号の音圧の時間勾配を求めている．
 Fig. 4.14(a)，(b)に源信号 (Fig. 4.2 (a)，(b))の時間勾配をそれぞれ示す (ここで各時
間勾配の振幅の標準偏差はそれぞれt1' 129  105，t2' 96  105である)．
 Fig. 4.15(a)，(b)に計算機上で作成した観測点で得られる音圧の空間勾配 fx(x; y; t)

x=y=0
，
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fy(x; y; t)

x=y=0
をそれぞれ示す．
 Fig. 4.16(a)に観測点で得られた音圧 f (x; y; t)

x=y=0
を，(b)，(c)，(d)，(e)にはFig.4.15(a)，
(b)を算出するのに用いた観測点近傍の4点で得られた fx1(x; y; t)，fx2(x; y; t)，fy1(x; y; t)，
fy2(x; y; t)をそれぞれ示す．
 Fig. 4.17(a)，(b)，(c)に相互情報量算出に用いた観測点で得られる音圧の空間勾配
の周辺確率密度関数 p fx( fx)，p fy( fy)と結合確率密度関数 p fx; fy( fx; fy)をそれぞれ示す．
 Estimation (i): (t0) = 0; t0 = 1sec;  = 0:001
 Fig. 4.18(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得ら
れた分離信号 Pt1(t)，(b) Pt2(t)を，(d)，(e) にそれらの時間積分 P1(t)，(b) P2(t)
をそれぞれ示す．
 Fig. 4.19(a)，(b)，(c)に相互情報量算出に用いた時間積分した分離信号の周辺確
率密度関数 p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 4.20(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の時間勾
配の振幅の標準偏差 t1， t2をそれぞれ示す．
 Estimation (ii): (t0) = 270; t0 = 1sec;  = 0:001
 Fig. 4.21(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得ら
れた分離信号 Pt1(t)，(b) Pt2(t)を，(d)，(e) にそれらの時間積分 P1(t)，(b) P2(t)
をそれぞれ示す．
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 Fig. 4.22(a)，(b)，(c)に相互情報量算出に用いた時間積分した分離信号の周辺確
率密度関数 p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 4.23(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の時間勾
配の振幅の標準偏差 t1， t2をそれぞれ示す．
 Table 4.3に本数値実験における各信号間の相互情報量を示す．
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Fig. 4.14: Temporal gradients of the sound sources in numerical experiment 2 ( (a) Pt1(t),
(b)Pt2(t) and their standard deviations are t1' 129  105 , t2' 96  105)
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Fig. 4.15: Spatial gradients of the sound pressure observed at the origin in numerical experiment
2 ( (a) fx(x; y; t)

x=y=0
and (b) fy(x; y; t)

x=y=0
)
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Fig. 4.16: Sound pressure observed at the origin and the near eld in numerical experiment
2 ( (a) f (x; y; t)

x=y=0
, (b) fx1(x; y; t) = f (x; y; t)

x=x=2;y=0
, (c) fx2(x; y; t) = f (x; y; t)

x= x=2;y=0,
(d) fy1(x; y; t) = f (x; y; t)

x=0;y=y=2
and (e) fy2(x; y; t) = f (x; y; t)

x=0;y= y=2 )
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Fig. 4.17: Probability density functions of the spatial gradients of the sound pressure shown
in Fig. 4.15 ( (a), (b) represent the marginal probability density functions: p fx( fx), p fy( fy), (c)
represents the joint probability density function: p fx; fy( fx; fy) )
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Estimation (i): (t0) = 0;  = 0:001
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Fig. 4.18: Estimation of the parameters using blind signal separation under Estimation (i) in
numerical experiment 2 ( (a) convergence of (t), (b), (c) separated signals: Pt1(t), Pt2(t) and
(d), (e) time integrals of the separated signals. )
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Fig. 4.19: Probability density functions of the time integral of the separated signals in
Fig.4.18(d), (e) ( (a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2),
(c) represents the joint probability density function: p P1; P2( P1; P2). )
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Fig. 4.20: Parameters estimated with the separating matrix A0 under Estimation (i) in numerical
experiment 2 ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pti(t): t1, t2 )
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Estimation (ii): (t0) = 270;  = 0:001
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Fig. 4.21: Estimation of the parameters using blind signal separation under Estimation (ii) in
numerical experiment 2 ( (a) convergence of (t), (b), (c) separated signals: Pt1(t), Pt2(t) and
(d), (e) Time integrals of the separated signals. )
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Fig. 4.22: Probability density functions of the time integrals of the separated signals in
Fig.4.21(d), (e) ( (a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2),
(c) represents the joint probability density function: p P1; P2( P1; P2). )
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Fig. 4.23: Parameters estimated with the separating matrix A0 under Estimation (ii) in numer-
ical experiment 2 ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pti(t): t1,
t2 )
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Table 4.3: Mutual information in numerical experiment 2
Mutual information
I(P1; P2) 0.048 bit
I( fx; fy) 0.825 bit
I( P1; P2) 0.020 bit
4.4.3 考察とまとめ
数値実験 1と同様，Estimation (i)の分離信号を示す Fig.4.18(b)，(c)より，推定開始直
後は波形が乱れているが，t = 2secには元の波形はほぼ復元されており，パラメータ (t)
をみると，t = 1:5secには収束しているのがわかる (Fig.4.18(a))．このとき推定した分離行
列 A0を次式に示す．
A0 =
0BBBB@  2:746  10 5 1:552  10 5 3:589  10 5  2:083  10 5
1CCCCA (4.24)
音源の到来方向を推定した Fig.4.20(a)では，数値実験 1に比べると，急速に収束に向かっ
ており，t = 2sec以降はほぼ完全に収束している．t = 7sec付近に数値実験 1のときの同
じように，多少乱れが生じて再び真値付近に収束している．また最終的に推定された音源
の方向は 1 = 120:1 ，2 = 60:5 であった．標準偏差は 1 = 125  105， 2 = 95  105
であり，真値とほぼ一致する．次に分離パラメータの初期値 (t0) = 270 を与えた場合
(Estimation (ii))，分離行列 A0は次式となった．
A0 =
0BBBB@ 3:589  10 5 2:083  10 5 2:746  10 5 1:552  10 5
1CCCCA (4.25)
このとき最終的に推定された音源の到来方向は 1 = 60:5 ，2 = 120:1 標準偏差は 1 =
95  105， 2 = 125  105 であった．分離信号間の相互情報量をみると，Table 4.3より
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I( P1; P2) = 0:020 bitであり，源信号間のものを下回ってしまっている．これは本研究にお
いて採用した 2つの源信号は独立信号として仮定しているが，元々の信号の中には相関を
持つ周波数成分が含まれており，ブラインド信号分離でそれらの成分まで分離してしまっ
たためであると考えられる．よって，数値実験 2における観測点で得られる音圧の空間勾
配からのそれぞれの距離の比は，Estimation(i)，(ii)ともに d ' 103:6%となる．
以上のことより，差分法を用いた混合信号の空間勾配に対して，提案した手法によるブ
ラインド信号分離を適用することで，分離信号，音源の方向，振幅の標準偏差を推定でき
ることが明らかになった．
第5章 音源分離マイクロホンシステム
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5.1 空間微分マイクロホン
実空間中において観測点における音圧の空間微分を実現するためのマイクロホンを製作
した (Fig. 5.1(a)，(b))．本稿ではこれを空間微分マイクロホンと呼ぶ．空間微分マイクロ
ホンは x，y各方向の空間勾配を求めるため，市販のコンデンサマイクロホン 4つで構成
されている．空間微分マイクロホン本体中央を観測点 (0; 0)と仮定する．ここで，4つのマ
イクロホンは，観測点近傍における平面波を取得するため，全て上向きに設置している．
観測点で得られる音圧を f (x; y; t)

x=y=0
とすると，その前後左右に位置するマイクロホン
で得られる f1(x; y; t)， f2(x; y; t)， f3(x; y; t)， f4(x; y; t)はそれぞれ次のように表わされる．
f1(x; y; t) = f (x; y; t)

x==2;y=0
; (5.1)
f2(x; y; t) = f (x; y; t)

x=0;y==2
; (5.2)
f3(x; y; t) = f (x; y; t)

x= =2;y=0; (5.3)
f4(x; y; t) = f (x; y; t)

x=0;y= =2 (5.4)
これらの関係式より差分法を用いた観測点における音圧の x，y方向の空間勾配は
fx(x; y; t)

x=y=0
=
f1(x; y; t)   f3(x; y; t)

; (5.5)
fy(x; y; t)

x=y=0
=
f2(x; y; t)   f4(x; y; t)

(5.6)
で表わされる．ここではマイクロホン間の距離であり，対象の信号の波長はこの距離よ
りも十分長いものとする．製作した空間微分マイクロホンにおいて，は 18mmであるの
で，空気中の音速を c = 340m/sとした場合，ナイキストの条件に基づけば理論的には約
9.4kHzまでの音声信号を観測することができる．
 Fig. 5.1(a)，(b)に空間微分マイクロホンを示す．
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 Fig. 5.2にコンデンサマイクロホンを示す．
 Table 5.1にコンデンサマイクロホンのスペックを示す．
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(a)
(0,0)
∆
∆
 f 1(x,y,t)
 f 2(x,y,t)
 f 3(x,y,t)
 f 4(x,y,t)
(b)
Fig. 5.1: Spatial derivative microphone: (a)top view and (b) side view
5.1. 空間微分マイクロホン 71
17.3mm
8.5mm
Fig. 5.2: Capacitor microphone (ECM-T145)
Table 5.1: Specication of capacitor microphones: ECM-T145 (Sony Corporation)
Pick-up pattern Omni-directional
Open circuit output -42dB  3.5dB
voltage level (0dB = 1V/Pa, 1kHz, 1Pa = 10 bar = 94 dB SPL)
Frequency response 50 - 15,000Hz
Output impedance 2.8kW, unbalanced
Dynamic range Approx 71dB
Noise level 39 dB SPL
Maximum input level Approx. 110 dB SPL
(at 1 kHz, 1% distortion, 0 dB SPL = 2 x 10-5 Pa)
Power requirements Plug-in power or CR2025 Battery (not supplied)
Battery life Approx. 300 hours with Sony lithium battery
CR2025 (not supplied)
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5.2 音源分離マイクロホンシステム
本稿で述べる理論を実証するため，音源分離マイクロホンシステムを構築した．本シス
テムは 4音声を同時録音することができないので，X-Yステージ (Mark-5Aシグマ光機)の
Yステージ (Yステージは観測空間の底面に対して垂直方向の軸を中心に回転する)を用
いて空間微分マイクロホンを 90ずつ回転させることで， f1(x; y; t)， f2(x; y; t)， f3(x; y; t)，
f4(x; y; t)を録音し，始点をそろえた信号に対して処理を行うものである．
 Fig. 5.3に音源分離マイクロホンシステムの配線を示す．
 Fig. 5.4に実験の概略図を示す．
 Fig. 5.5(a)，(b)に ECLIPSE Time Domain 307PAを示す．
 Fig. 5.6(a)，(b)に audio-technica AT-MA2を示す．
 Fig. 5.7(a)，(b)にMark-5Aを示す．
 Table 5.2に ECLIPSE Time Domain 307PAの仕様を示す．
 Table 5.3に audio-technica AT-MA2の仕様を示す．
 Table 5.4にMark-5Aの仕様を示す．
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Fig. 5.3: Schematic diagram of experimental wiring
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Fig. 5.4: Schematic diagram of the experimental setup
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(a)
6.5cm
(b)
Stereo input
DC 15V, 3A
Right speaker
Left speaker
Gain control
Fig. 5.5: ECLIPSE Time Domain 307PA: (a)speaker and (b)amplier
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Table 5.2: Specication of ECLIPSE Time Domain 307PA
Speakers
Unit 6.5cm
Input resistance (Rating/Max.) -12W/24W
Impedance 8W
Eciency/Sensitivity 80.0dB/W.m
Reproducible frequency band 120Hz-20kHz(-10dB)
Amplier
Rated output 12W  2ch(T.H.D.=1%)
Input impedance 10kW
Input sensitivity 180mVrms
Load impedance 8W
Reproducible frequency characteristics 20Hz-100kHz(+/-3dB)
Harmonic distortion 0.05% max.
(at 1kHz, 2/3 rated output)
Power consumption 19W
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(a)
DC 9V
Pin-plug
R
L
(b)
Mic in
Gain control
Fig. 5.6: audio-technica AT-MA2(microphone amplier): (a)view 1 and (b) view 2
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Table 5.3: Specication of AT-MA2(microphone amplier)
Rating output level -10dBV
Max. output level +2dBV(1kHz, T.H.D 1%)
Frequency response 20Hz - 20kHz(-3dB)
Gain +20dB(GAIN:MIN.), +50dB(GAIN:MAX.)
Input resistance -18dBV(GAIN:MIN.)
Harmonic distortion 0.05%(GAIN:MIN.), 0.2%(GAIN:MAX.)
Noise level -110dBV(GAIN:MIN.), -120dBV(GAIN:MAX.)
Power supply DC 9V
Consumption current 30mA(MAX.)
Dimensions H30 W70  D92 mm
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(a)
X-stage
Y-stage
(b)
GPIB
Fig. 5.7: MARK-5A(stage controller): (a)top view and (b)side view
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Table 5.4: Specication of Mark-5A(stage controller)
General specications
Power supply AC100V 10% 50/60Hz 0.2A(MAX.)
Operating temperature 0 - 45degrees celsius
Ambient humidity 20 - 85 % RH (non-condensing)
External dimensions 250mm (W)  190mm (H)  50mm (D)
(excluding attachments)
Performance specications
Number of control axes two
Coordinate indication range 16777214 pulses
Coordinate setting range 8388607
Minimum operating pulse rate 50 - 12500 pulses
Maximum operating pulse rate 50 - 12500 pulses
Acceleration/Deceleration time 0 to 1000 ms
DC outputs Integrated hot sensor power source
Voltage DC 5V, rated current 100 mA
Interfaces RS232C interface, GPIB
Delimiters CR,LF,CR+LF,EOI
(EOI with GPIB interface only)
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6.1 実験環境および手順
反射の影響がある実験室で 5.2節で述べた音源分離マイクロホンシステムを用いて音響
実験を行った．音源分離マイクロホンシステムは部屋の中央付近に設置している．
 Fig. 6.1に実験環境を示す．
 Fig. 6.2に実験室のレイアウトを示す．
以下に実験手順を示す．
1. 空間微分マイクロホンによる信号の計測
(a) playerによりステレオ音声を再生する．
(b) 右スピーカーからは P1(t)，左のスピーカーからは P2(t)が流れる．再生と同時
に recorderのチャンネル Lでリファレンス信号の録音が開始される (録音デー
タの開始点決定に用いる)．
(c) recorderのチャンネル Rで 10秒間の録音を行う．
(d) 録音が終了すると，Workstationを介してMark-5A(Stage Controller)に対して命
令が送られ，空間微分マイクロホンを乗せたステージが 180回転する．
(e) (a)，(b)，(c)を行う．
(f) 録音が終了すると，Workstationを介してMark-5A(Stage Controller)に対して命
令が送られ，空間微分マイクロホンを乗せたステージが上方からみて時計回り
に 90回転する．
(g) (a)，(b)，(c)を行う．
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(h) 録音が終了すると，Workstationを介してMark-5A(Stage Controller)に対して命
令が送られ，空間微分マイクロホンを乗せたステージが 180回転する．
(i) (a)，(b)，(c)を行う．
(j) ステージを元の位置まで回転させる．
2. 計算機上での処理
(a) recorderに記録された 4つの信号により観測信号の空間勾配を算出する．
(b) 得られた観測点で得られる音圧の空間勾配にブラインド信号分離アルゴリズム
を適用し，分離信号，各パラメータを算出する．
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Fig. 6.1: Experimental environment
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Fig. 6.2: Layout of laboratory
6.2. 実験 85
6.2 実験
6.2.1 空間微分マイクロホンによる観測信号の空間勾配
第 5章で述べた空間微分マイクロホンを用いて，2信号の混合信号を計測した．さらに，
計算機上で計測した音圧の空間勾配や相互情報量を算出している．
 Fig. 6.3(a)，(b)，(c)，(d)に各マイクロホン (原点近傍の 4点)で得られた f1(x; y; t)，
f2(x; y; t)， f3(x; y; t)， f4(x; y; t)をそれぞれ示す．
 Fig. 6.4(a)，(b)に観測で得られた音圧の空間勾配 fx(x; y; t)

x=y=0
， fy(x; y; t)

x=y=0
を，
(c)，(d)にそれらのパワースペクトルをそれぞれ示す．
 Fig. 6.5(a)，(b)，(c)に相互情報量算出に用いた観測点で得られる音圧の空間勾配の
周辺確率密度関数 p fx( fx)，p fy( fy)と結合確率密度関数 p fx; fy( fx; fy)をそれぞれ示す．
計測における問題点
ここで得られた音圧の空間勾配に対してブラインド信号分離アルゴリズムを適用した
が，分離することができなかった．そこで信号の周波数領域に着目し，観測信号の空間勾
配のパワースペクトル (Fig. 6.4(c)，(d))を調べた．これらのパワースペクトルより，取り
扱う信号の帯域はせいぜい 500 Hz以下であるはずであるが，1kHz以上の帯域の成分も含
まれていることがわかる．これは実環境中で測定したときに受けたノイズの影響であり，
微分 (差分)をとることにより，さらにその影響が増幅されたものと考えられる．以上の
問題について次節で検討する．
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Fig. 6.3: Sound pressure observed at the origin and the near eld in acoustical experiment
( (a) f (x; y; t)

x=y=0
, (b) f1(x; y; t) = f (x; y; t)

x=x=2;y=0
, (c) f2(x; y; t) = f (x; y; t)

x=0;y=y=2
，
(d) f3(x; y; t) = f (x; y; t)

x= x=2;y=0 and (e) f4(x; y; t) = f (x; y; t)

x=0;y= y=2 )
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Fig. 6.4: Spatial gradients of the sound pressure observed at the origin in acoustical experiment
( (a) fx(x; y; t)

x=y=0
, (b) fy(x; y; t)

x=y=0
and (c), (d) their power spectra )
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Fig. 6.5: Probability density functions of the spatial gradients of the sound pressure shown in
Fig. 6.4(a), (b) ( (a), (b) represent the marginal probability density functions: p fx( fx), p fy( fy)
and (c) represents the joint probability density function: p fx; fy( fx; fy) )
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6.2.2 時間積分によるノイズの低減
6.2.1節で述べたように，実環境中で観測された信号はノイズの影響により，精度の良い
分離処理や音源の方向の推定を行うことができない．そこで分離信号に対して行っていた
時間積分を観測点で得られる音圧の空間勾配に対して行う．式 (3.12)，(3.13)より，(3.12)
の両辺を時間で積分すると，
r f (x; y; t)jx=y=0 = A
0BBBB@ Pt1(t)Pt2(t)
1CCCCAZ
r f (x; y; t)jx=y=0dt = A
Z 0BBBB@ Pt1(t)Pt2(t)
1CCCCA dtZ
r f (x; y; t)jx=y=0dt = A
0BBBB@ P1(t)P2(t)
1CCCCA (6.1)
となる．上式より，混合行列 Aは時間積分には影響を受けないことがわかる．ここで分離
信号は次式で推定される．
0BBBB@ P1(t)P2(t)
1CCCCA = A0 Z r f (x; y; t) x=y=0 dt (6.2)
また，分離行列 A0と混合行列の逆行列 A0との関係は
A0 =
0BBBB@ 1=1 00 1=2
1CCCCA A 1 (6.3)
で表わされる．時間積分を観測点で得られる音圧の空間勾配に施すことにより，推定する
信号やパラメータが源信号の時間微分，その振幅の標準偏差ではなく，源信号そのもの，
その振幅の標準偏差を推定することになる．Fig. 6.6の分離過程に示すように，本実験で
は次式の処理で分離信号を得る．
0BBBB@ P1(Nt)P2(Nt)
1CCCCA = A0 0BBBB@ PNn=0 n fx(x; y; (N   n)t)tPN
n=0 
n fy(x; y; (N   n)t)t
1CCCCA x=y=0 (6.4)
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ここで忘却係数は  = e t= ' 0:9991であり，時定数 は 25msに設定している．
次に，ここで fx(x; y; t)

x=y=0
， fy(x; y; t)

x=y=0
に時間積分を施すことにより，低周波ノイ
ズが強調されてしまう (Fig. 6.7)．そのため，この低周波ノイズを取り除くために帯域制
限をかけている (Fig. 6.8)．
 Fig. 6.7(a)，(b)に時間積分した観測点で得られる音圧の空間勾配
PN
n=0 
n fx(x; y; (N  
n)t)t，
PN
n=0 
n fy(x; y; (N   n)t)tを，(c)，(d)にそれらのパワースペクトルをそれ
ぞれ示す．
 Fig. 6.8(a)，(b)に Fig. 6.7(a)，(b)の帯域制限されたものを，(c)，(d)にそれらのパ
ワースペクトルをそれぞれ示す．
fx(x,y,t)|x=y=0
A’
P1(t)
fy(x,y,t)|x=y=0
Σ
Σ
Time integral 
P2(t)
Fig. 6.6: Block diagram of separating process for the real environment
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Fig. 6.7: Time integral of the spatial gradients of the sound pressure shown in Fig. 6.4 (a), (b) (
(a)
PN
n=0 
n fx(x; y; (N   n)t)t, (b)PNn=0 n fy(x; y; (N   n)t)t and (c), (d) their power spectra)
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Fig. 6.8: Time integral of the spatial gradients shown in Fig. 6.7 with bandwidth constraint (
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6.2.3 実環境中データでの信号分離と音源方向の推定
Fig. 6.8(a)，(b)の信号を用いて，分離信号と各パラメータの推定を行った．数値実験 1，
2と同様，初期値を変えてEstimation (i)，(ii)の 2種類推定している．以下に結果を示す．
 Estimation (i): (t0) = 0，t0 = 1sec， = 0:0001
 Fig. 6.9(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得られ
た分離信号 P1(t)，(b) P2(t)をそれぞれ示す．
 Fig. 6.10(a)，(b)，(c)に相互情報量算出に用いた分離信号の周辺確率密度関数
p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 6.11(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の振幅の
標準偏差 1， 2をそれぞれ示す．
 Estimation (ii): (t0) = 270; t0 = 1sec;  = 0:0001
 Fig. 6.12(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得ら
れた分離信号 P1(t)，(b) P2(t)をそれぞれ示す．
 Fig. 6.13(a)，(b)，(c)に相互情報量算出に用いた分離信号の周辺確率密度関数
p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 6.14(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の振幅の
標準偏差 1， 2をそれぞれ示す．
 Table 6.1に本実験における各信号間の相互情報量を示す．
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Estimation (i): (t0) = 0;  = 0:0001
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Fig. 6.9: Estimation of parameters using blind signal separation under Estimation (i) in acous-
tical experiment ( (a)convergence of (t) and (b), (c) separated signals: P1(t), P2(t) )
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Fig. 6.10: Probability density functions of the separated signals shown in Fig. 6.9(b), (c) ( (a),
(b) represent the marginal probability density functions: p P1( P1), p P2( P2), (c) represents the
joint probability density function: p P1; P2( P1; P2). )
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Fig. 6.11: Parameters estimated with the separating matrix A0 under Estimation (i) in acoustical
experiment ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pi(t): 1, 2 )
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Estimation (ii): (t0) = 270;  = 0:0001
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Fig. 6.12: Estimation of parameters using blind signal separation under Estimation (ii) in
acoustical experiment ( (a)convergence of (t) and (b), (c) separated signals: P1(t), P2(t) )
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Fig. 6.13: Probability density functions of the separated signals shown in Fig. 6.12(b), (c) (
(a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2), (c) represents the
joint probability density function: p P1; P2( P1; P2). )
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Fig. 6.14: Parameters estimated with the separating matrix A0 under Estimation (ii) in acousti-
cal experiment ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pi(t): 1, 2
)
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Table 6.1: Mutual information in acoustical experiment
Mutual information
I(P1; P2) 0.048 bit
I( fx; fy) 0.198 bit
I( P1; P2) 0.069 bit
6.2.4 考察とまとめ
Estimation (i)におけるブラインド信号分離で推定した分離行列を次式に示す．
A0 =
0BBBB@  0:087  0:0700:099  0:058
1CCCCA (6.5)
推定した音源の方向 1，2はともに t = 1:5secには安定し，t = 3sec以降にはほぼ真値付
近に収束しており，精度良く推定されている．このとき最終的に推定された音源の方向は
1 = 59:8，2 = 128:9であった．振幅の標準偏差は全体を通して安定した収束はしてい
ないが，1，2の値は理論値付近を示している．最終値は 1 = 3247:9，2 = 3179:1であ
る．また分離信号を音声に変換して聞いてみると，多少相手側の音声が重畳しているが，
所望の信号は強調されていた．Table 6.1より，この実験の相互情報量の比は d ' 85:3%と
することができた．また Estimation (ii) ( (t0) = 270，t0 = 1sec，収束係数  = 0:0001)に
おいても，パラメータの挙動，相互情報量の比は Estimation (i)と同じ傾向であった (た
だし，1 = 128:9 ，2 = 59:8， 1 = 3179:1， 2 = 3247:9)．以下に Estimation (ii)にお
ける分離行列を示す．
A0 =
0BBBB@ 0:099  0:0580:087  0:070
1CCCCA (6.6)
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以上のことより，実環境中で観測された混合信号に対して，空間微分マイクロホンを用い
た提案した手法によるブラインド信号分離を適用することで，数値実験と同様，分離信
号，音源の方向，振幅の標準偏差を推定できることが明らかになった．

第7章 結論
104 第 7章 結論
本稿では従来の手法とは全く異なる，時空間勾配解析に基づくブラインド信号分離を用
いた音源分離マイクロホンシステムを提案した．従来までは信号の変位 (音源の音圧)に
対して，様々な理論が展開されていたが，新手法では信号の音圧の時空間勾配をみること
で，今までとは異なる視点でのブラインド信号分離問題を見出すことがきた．従来の手法
は音源の音圧のみを取り扱ってきたため，複数の観測点で得られる観測信号が空間的な
影響を受けることになり，全観測信号を同時刻の音源による重畳信号と見なすことができ
なくなる．そのため，観測点間の時間差を考慮して周波数領域へ話題を移さなければな
らず，手法は複雑になり，膨大な計算量を強いられてきた．これに対し本手法では音圧だ
けではなく，音圧の空間勾配に着目することで，これまで周波数領域で行われてきた問題
をブラインド信号分離の中では最も簡単な瞬時線形混合問題に帰着させることができた．
具体的には音場における波動方程式により，観測点における音源の空間勾配を源信号の時
間勾配の瞬時線形混合信号としてモデル化することで，簡単な瞬時混合によるブラインド
信号分離を適用させた．
ブラインド信号分離は，ある重畳信号に対して Aという混合行列を仮定した場合，A0
という分離行列を求めることが目的である．一般に推定された分離信号はそれらの統計的
独立性が保証されているだけで，不定性が残る．ここで述べる不定性とは，分離信号 s1，
s2のどちらが源信号 s1，s2を推定したかというのは判断できないというブラインド信号
分離における問題である．信号を分離するという観点からは不定性は無視できるが，所望
の信号を抽出することを考えるならば重要な課題である．本研究では時空間勾配解析の導
入により，分離信号を抽出するのと同時に音源の方向も推定することで，不定性の問題を
解消することができた．本手法では分離信号だけではなくそれらの音源の方向 1，2，振
幅の標準偏差 t1，t2(または 1，2)も推定できることも示した．また，分離行列の要
105
素から容易に音源の方向を算出できるのも特筆すべき点である．
信号の時間微分を源信号とした場合，任意の混合信号に対して，分離信号を推定した各
実験で得られた成果は以下の通りである．
 数値実験 1
 任意の時間微分信号 Pt1(t)，Pt2(t)を源信号としたブラインド信号分離のシミュ
レーションモデルにおいて，分離信号や各種パラメータを推定することがで
きた．
 数値実験 2
 実環境への適用を考慮して，差分法を用いて求めた観測点で得られる音圧の空
間勾配を本手法に適用させることで，分離信号や各種パラメータを推定するこ
とができた．
 音響実験
 実環境でのノイズの影響を低減させるため，観測点で得られる音圧の空間勾配
を時間積分することで，音圧の時空間勾配間の線形性を損ねることなく，分離
信号や各種パラメータを推定することができた．
以上の実験により，本稿では時空間勾配解析導入によるブラインド信号分離手法の理論を
実証することができた．
最後に，本稿は音源の音圧の時間勾配と観測点における音圧の空間勾配との間の線形性
を利用し，ブラインド信号分離を適用させて分離可能であることを証明したが，実用化の
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際に必要となるであろう本手法の適用の詳細については述べていない．例えば，本研究で
は 2信号で構成された重畳信号の分離について述べているが，今後はさらに多くの信号で
構成された重畳信号への対処法も考えなくてはならない．また，音源間の距離限界やノイ
ズ混入時の分離精度，残響の影響なども本研究に残された課題となる．
記号一覧
pz(z) 確率変数 zの周辺確率密度関数
pz1;z2(z1; z2) 2次元の確率変数 z1，z2の結合確率密度関数
pz1;z2;:::;zN (z1; z2; : : : ; zN) N次元の確率変数 z1; z2; : : : ; zNの結合確率密度関数
hzni 確率変数 zの n次モーメント
z¯ 確率変数 zの平均
h(z   z¯)ni 確率変数 zの平均 z¯周りの n次の中心モーメント
2z 確率変数 zの分散
z 確率変数 zの標準偏差D
zm1 z
n
2
E
確率変数 z1と z2の (m + n)次の結合モーメント
hz1z2i   z¯1z¯2 確率変数 z1と z2の共分散
I(z1; z2) 2次元の確率変数 z1, z2の相互情報量
H(z) 確率変数 zの周辺エントロピー
H(z1; z2) 2次元の確率変数 z1, z2の結合エントロピー
I(z) N次元の確率変数 z = (z1z2 : : : zN)T の相互情報量
H(z) N次元の確率変数 z = (z1z2 : : : zN)T の結合エントロピー
s=(s1 s2 : : : sN)T 未知線形システムにおける源信号
m = (m1m2 : : :mN)T 未知線形システムにおける観測信号
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A，ai j 混合行列
A0，a0i j 分離行列
y = (y1; y2; : : : ; yN)T 分離信号
W，wi j Pre-whitening行列
x = (x1; x2; : : : ; xN)T Pre-whitening処理後の信号
R() 回転変換行列
x = (x1 ; x

2 ; : : : ; x

N )
T N次元空間の分離信号
 = (1; 2; : : : ; M)T N次元空間における回転角パラメータ
x = (x1; x

2)
T 2次元空間の分離信号
 2次元空間における回転角パラメータ
J() 2次元空間でのコスト関数
N(; 0; 1) 平均 0，分散 1のガウス分布
Hn() n次のHermite多項式
An Gram-Charlier級数展開における n次の展開係数
Qn() 2次元空間での評価関数 (n次): Qn()
J() N次元空間でのコスト関数
Qn() N次元空間での評価関数 (n次): Qn()
m1，m2 確率変数m1，m2の標準偏差
m1;m2 確率変数m1，m2間の相関係数
 推定された回転角パラメータ
P(x; y; z; t) 時刻 t，任意座標 (x; y; z)における音圧
c 位相速度ベクトル
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r 勾配演算子
f (x; y; t) 時刻 t，任意座標 (x; y)で観測される音圧
c 音圧の位相速度
1，2 音源の方向
P1(t)，P2(t) 時刻 tにおける源信号の音圧
! 角周波数
 1(!)， 2(!) 源信号の!成分の振幅
ft(x; y; t)

x=y=0
時刻 t，原点で観測される音圧の時間勾配
Pt1(t)，Pt2(t) 時刻 tにおける源信号の音圧の時間勾配
r f (x; y; t)jx=y=0または fx(x; y; t)

x=y=0
， fy(x; y; t)

x=y=0
時刻 t，原点で観測される音圧の空間勾配
Pt1(t)， Pt2(t) 分離信号: 時刻 tにおける推定された源信号の時間勾配
t1，t2 源信号の時間勾配の振幅の標準偏差
1，2 推定された音源の方向
t1， t2 推定された源信号の時間勾配の振幅の標準偏差
Fz(0) = F (z  0) 周辺累積分布関数
Fz1;z2(0; 0) = F (z1  0; z2  0) 結合累積分布関数
d 分離度
aik，bik フーリエ係数
fx1(x; y; t) = f (x; y; t)

x=x=2;y=0
， fx2(x; y; t) = f (x; y; t)

x= x=2;y=0，
fy1(x; y; t) = f (x; y; t)

x=0;y=y=2
， fy2(x; y; t) = f (x; y; t)

x=0;y= y=2
観測点 (x; y) = (0; 0)近傍で得られる音圧
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x，y 空間差分における x，y方向の微小距離
t 微小時刻
f1(x; y; t) = f (x; y; t)

x=x=2;y=0
， f2(x; y; t) = f (x; y; t)

x=0;y=y=2
，
f3(x; y; t) = f (x; y; t)

x= x=2;y=0， f4(x; y; t) = f (x; y; t)

x=0;y= y=2
各マイクロホンで得られる音圧
 マイクロホン間の距離
1，2 源信号の振幅の標準偏差
 忘却係数
1， 2 推定された源信号の振幅の標準偏差
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