Abstract. Two simple alternative variational principles are derived for a first order differential system with appropriate initial and boundary conditions. The problem is assumed to be well posed, and may be nonlinear, nonhomogeneous and of any type (i.e. elliptic, hyperbolic or mixed). Primitive variables are used, which allows for non-smooth solutions. Redundancy in the system is considered, and applications to fluidynamics and electrodynamics fields given.
1. Introduction. Two forms of mathematical modeling of physical continua are possible: (i) a system of first order, partial differential equations for the field components and quantities; (ii) an integral representation of the field via a variational principle, where a functional of the field quantities becomes stationary at the solution of the differential system which constitutes its Euler-Lagrange equations. The two approaches are common in physics (e.g. the Newtonian and Lagrangian representations of mechanics, Hamilton's principle of least action, Fermat's principle in optics) and both have been extremely useful in many and varied areas, both in classical (e.g. mechanics, electrodynamics, relativity e.g. [1] [2] [3] ) and quantum applications [4] , The common variational formulations (e.g. [1] [2] [3] [4] ) in theoretical physics are used to derive the Euler differential equations and ignore initial conditions and the question of well posedness. The principle of least action in mechanics is formulated as a boundary value problem, where the initial and final locations are prescribed, while, in fact, it is an initial value problem where locations and velocity are given initially and evolve according to the laws of motion. The same holds for Fermat's principle in optics and is true for the standard variational representation of the electromagnetic field, relativity, and quantum electrodynamics.
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i Brown University problem has to be well posed, i.e. to be solvable uniquely and stably, and the model has to encompass relevant geometries and non-smoothness of the solution (e.g. shocks).
Initial and boundary conditions are incorporated in the variational formulations below as well as given sources and vorticity distributions for the field. Some of the formulations, we believe, are new.
The initial motivation for this work came from finite-element [5] solution of problems of mixed type related to transonic aerodynamics. It shares common points with a recent analysis of similar (albeit linear) field equations [6] and is related, we believe, to other recent approaches (e.g. [7] ) and to finite-element formulations and analysis of analogous continuum systems of engineering importance [10] [11] [12] , 2. General equations. Continuum mechanics, electrodynamics and other physical systems can be modelled by various specializations of the following set of first order, partial differential equations, specifying the source distribution of a vector field A:
and the curl of the vector field u:
for n + 1 independent variables: (i) x = (x0, jc". .. ,xn), n < 3, where x0 may designate time (or a timelike coordinate). m dependent variables (m < 3):
(ii)u = u(x) = (M"...,Mm)(x0, xv...,x") and:
(iii) A = A(x, u) = (A0 A"). 3A _ M, _ . .
where the c,,(x) do not depend on u, which in addition, does not appear in (iv) i.e.: G = G(x) the system (1), (2) is linear. If G = G(x, u) the system is semi-linear. If u appears in A nonlinearly, i.e.:
9A M, the system is quasilinear.
The vorticity W has to satisfy a compatibility condition,
and thus not all vorticity distributions are admissible. The system (1), (2) can be extended to coupled fields u(;c), v(x):
where A, = A,(x, u, v), e.g. the electromagnetic field equations. The system of Eqs. (1), (2) is quite general, it can be linear and nonlinear, elliptic, hyperbolic or mixed, with smooth or nonsmooth solutions. The independent variables xi may designate space and time coordinates, and different kinds of initial and/or boundary conditions may be appropriate for different problems. Higher order equations may be put into this form, and applications include problems from electro-magnetic field theory, fluidynamics, and plasma-dynamics, including flows with shocks.
A unique solution to a field governed by equations (1), (2) is depicted for appropriate initial/boundary conditions, where a number (possibly all) of the field components h, are given on parts (possibly all) of the boundary 3B, = 2*1, 3S2y of the region Q occupied by the field; i.e., u((x) = f,-(je) on 38,, 1 < / < N.
The specific form of (3) depends on the problem and on the type of the partial differential system (1), (2) Variational formulations are scalar, short, additive (the functionals for complex systems are direct sums of their simpler parts), invariant under appropriate classes of transformations and are often convenient for theoretical analysis and for numerical simulations, e.g. by finite differences and finite elements; the integrals can be discretized and approximated, and smoothness requirements on the functions are less stringent than for the corresponding differential system. This last point is most important from the numerical view point and for the treatment of shocks.
The case G -0 is treated in [8] . The functional J(\, x):
Ja Jaam is stationary at v = u:
provided that
A = -VxA.
The variation is done on all v for which J is defined, and boundary conditions are satisfied on the boundary 3S2, = 9S2 -3the conditions on the part 3of the boundary is "free".
For the nonsourceless (or sourceful) case, the following variational statements hold:
Ja Jdum is stationary for v = u satisfying (1), (2), (3) provided that
where
A = -Vx\ + g
v is allowed to vary over all functions for which (9) is defined and finite, and which satisfy the coercive boundary conditions (3). In this formulation v is required to be differentiable while A can be just integrable.
Proof •'ao •'a n (14) is stationary for v = u satisfying (1), (2).
In the variational formulation (14), the Lagrange multiplier A is required to have integrable first derivatives, which appear explicitly in J, while v can just be integrable.
The surface term drops out, and the solution v = u satisfies the natural boundary conditions: Axu • d<r = 0 on 3fl, i.e., either A ||u or ullda i.e., u\\fi on 3S2.
Examples.
(a) Steady electromagnetic field. Maxwell's equations for a steady state can be written as [3] :
for E arbitrary, or
for E irrotational where g is any solution to V g -p or g = V~'p-
The variational statement (14) for (i), (ii) becomes: 
Ja for the appropriate function spaces, with the required smoothness properties and constraints, in the region and on the boundary.
The results (16) have been described and analyzed in [8, 9] where applications to specific flows are given. While (16) requires that u be smoother than A, the opposite holds for (17), which is more in accord with the physics of the problem, where the field variables u are related to the derivatives of the ' vector potential' A.
5. Redundancy in differential and variational formulations. Variational formulation have been widely used for approximating field solutions, notably by the Ritz and finite elements methods. The tacit assumption is that the variational problem is well posed, for which a necessary condition is that so is its system of Euler equations and initial boundary conditions; a necessary condition in turn, for stable solvability is that it be non-redundant. The differential system, however, is redundant. The system (1), (2) , includes (n + 1) first order partial differential equations for the n unknown components of the dependent vector u. The n equations (2), however, are not linearly independent. In order to solve a problem, the system has to be reduced to a 'posed' system, for which number of equations has to be equal to the number of unknowns.
The variational formulations Eqs. (9), (14) are redundant in the sense that their Euler Eqs. (1), (2) are redundant. Since one of the rotationality conditions (2) is implied by the rest, its corresponding A component is redundant. This can also be inferred from Eq. (13) which is analogous to (2) (with u replaced by A and W by (A -g)), where the system (13) is not independent, and one of the equations results from the others.
his redundancy in the variational formulations is less apparent than in the differential system (where a simple count of equations and unknowns signals a red light-to stop and look). In the usual approximations (e.g., by the Ritz or finite element method) the number of equations is made to equal the number of unknowns, obscuring the fact that the system may have no solution (for inadmissible W not satisfying Eq. (2a)). Simple round-off inaccuracies may turn various procedures unstable. This, we believe, may be one of the causes for instability experienced in various mixed and hybrid finite elements procedures (e.g. [ 10] - [12] ).
Two remedies are suggested:
(i) to remove one rotationality condition, the one in the time-like direction (or mostly so for nonlinear problems);
(ii) to add another term to the functional:
5v ° w to enforce the compatibility of the w components and correct any deviation thereof. While (i) removes one of the unknowns (but demands attention in choosing the correct one to eliminate), (ii) adds an unknown-another Lagrange multiplier-which is a drawback.
This, however, may be used as a check for simple bench-mark problems.
