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A B S T R A C T 
The inflation and interest rates in Indonesia have a significant impact on the country's economic development. 
Indonesian inflation and interest rates data are mult ivariate time series data that show activity over a certain period 
of time. Vector Autoregressive Integrated Moving Average (VARIMA) is a method for analyzing multivariate time 
series data. This method is a simultaneous equation modeling that has several endogenous variables simultaneously. 
This study aimed to model the inflation and interest rates data, from January 2009 to December 2016 and predict 
inflation and interest rates by using VARIMA method. The model obtained was the VARIMA(0,2,2) model, with 
estimated parameters using the maximum likelihood method. The choice of the VARIMA(0,2,2) model was based 
on the smallest AIC value of -4,2891, with a MAPE value for the inflation and interest rates forecasting were 6,04% 
and 1,84%, respectively, which ind icates a very good forecast results. 
 
Keywords:Akaike’s Information Criterion (AIC); Mean Absolute Percentage Error (MAPE); Multivariate time  
                   series; VARIMA. 
 
 
A B S T R A K 
Laju inflasi dan suku bunga Indonesia memiliki dampak yang cukup besar bagi perkembangan perekonomian 
negara. Data laju inflasi dan suku bunga Indonesia merupakan data runtun waktu multivariat yang menunjukkan 
aktivitas selama kurun waktu tertentu. Salah satu metode untuk menganalisis data ini adalah Vector Autoregressive 
Integrated Moving Average (VARIMA). Metode ini merupakan pemodelan persamaan simultan yang memiliki 
beberapa variabel endogen secara bersamaan. Penelitian ini bertujuan untuk memodelkan data laju inflasi dan suku 
bunga periode Januari 2009 sampai dengan Desember 2016, serta meramalkan kedua data runtun waktu dengan 
menggunakan metode VARIMA. Model yang diperoleh adalah model VARIMA(0,2,2), dengan estimasi parameter 
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menggunakan metode maximum likelihood. Pemilihan model VARIMA(0,2,2) didasarkan pada nilai AIC terkecil 
sebesar –4,2891, dengan nilai MAPE masing-masing untuk peramalan laju inflasi dan suku bunga masing-masing 
sebesar 6,04 % dan 1,84%, yang mengindikasikan hasil peramalan yang sangat baik. 
 
Kata Kunci: Akaike’s Information Criterion (AIC); Mean Absolute Percentage Error (MAPE); Time series 
                      mult ivariat; VARIMA. 
Diserahkan: 25-04-2020; Diterima: 06-06-2020;       Doi: https://doi.org/10.29303/emj.v3i2.62  
1. Pendahuluan 
Dalam suatu negara, inflasi sangat mempengaruhi 
stabilitas perekonomian negara tersebut karena laju  
inflasi yang tinggi mempengaruhi tingkat produksi 
dalam negeri, melemahkan produksi barang ekspor. 
Laju inflasi yang tinggi dapat menurunkan produksi, 
karena harga menjadi t inggi dan permintaan akan 
barang menurun. Pada prinsipnya, tidak semua inflasi 
berdampak negatif pada perekonomian. Terutama 
jika terjadi inflasi ringan, yaitu inflasi di bawah 10%. 
Inflasi ringan justru dapat mendorong terjadinya 
pertumbuhan ekonomi. Hal ini karena inflasi mampu 
memberi semangat kepada pengusaha, untuk lebih 
meningkatkan produksinya dengan membuka 
lapangan kerja baru. Salah satu faktor penentu 
pertumbuhan ekonomi yang lainnya adalah suku 
bunga (Sukirno, 2008). 
Menurut Sunariyah (2014), suku bunga 
merupakan salah satu variabel dalam perekonomian 
yang senantiasa diamat i secara cermat  karena 
dampaknya yang luas. Suku bunga mempengaruhi 
secara langsung kehidupan masyarakat keseharian 
dan mempunyai dampak penting terhadap kesehatan 
perekonomian, serta biasa diekspresikan sebagai 
persentase pertahun yang dibebankan atas uang yang 
dipinjam. Tingkat bunga pada hakikatnya adalah 
harga. Kenaikan atau penurunan tingkat suku bunga 
Bank Indonesia (BI-rate) akan mempengaruhi tingkat 
suku bunga antar bank dan tingkat suku bunga 
deposito yang berakibat pada perubahan suku bunga 
kredit. Hal in i menyebabkan laju inflasi dan suku 
bungan memiliki dampak yang cukup besar bagi 
perkembangan perekonomian negara. Oleh 
karenanya, peran pemerintah dalam merencanakan, 
mengambil serta mengevaluasi kebijakan 
perekonomian yang dapat mempengaruhi hal-hal 
tersebut sangat diperlukan, sehingga perlu dilakukan 
peramalan terhadap nilai laju inflasi dan suku bunga.  
Analisis time series merupakan metode yang 
mempelajari deret waktu, baik dari segi teori maupun 
untuk membuat peramalan (prediksi). Analisis ini 
merupakan cara menentukan variabilitas data time 
series. Analisis in i pada dasarnya digunakan untuk 
melakukan analisis data yang mempert imbangkan 
pengaruh waktu. Data yang digunakan dapat bersifat 
deterministik, non-determin istik atau data acak, yang 
biasanya dikumpulkan secara periodik berdasarkan 
urutan waktu dalam jam, hari, minggu, bulan, 
kuartal,atau tahun. Analisis ini tidak hanya dapat 
dilakukan untuk data yang memiliki satu variabel saja 
tetapi juga bisa untuk data yang memiliki banyak 
variabel (Makridakis, dkk., 1999).  
Terdapat berbagai macam metode untuk 
menganalisis data time series, baik univariat maupun 
multivariat. Metode yang dapat digunakan dalam 
analisis data time series univariat salah satunya 
Autoregressive Integrated Moving Average(ARIMA) 
sedangkan dalam menganalisis data time 
seriesmultivariat, dapat digunakan metode VARMA, 
VARIMA, VARIMAX, GSTAR, dan VECM. Oleh 
karena data time series ekonometrika lebih dominan 
bersifat tidak stasioner, maka metode yang cocok 
digunakan untuk meramalkan data tersebut adalah 
metode Vector Autoregressive Integrated Moving 
Average atau VARIMA (Rinaldy, 2016).  
Model VARIMA merupakan pengembangan dari 
model ARIMA yang digunakan untuk menganalisis 
data time series univariat. Model ini merupakan 
bentuk vektor dari model ARIMA, sehingga dalam 
aplikasinya diperlukan data-data yang telah stasioner 
dan memiliki keterhubungan antara masing-masing 
variabel. Model in i juga memiliki kelebihan yaitu 
meramalkan data time series mult ivariat yang terdiri 
atas variabel-variabel endogen yang bersifat 
stokastik, dimana variabel endogen tersebut dalam 
suatu persamaan simultan memiliki kemungkinan 
akan muncul sebagai variabel eksogen pada 
persamaan lain (Wei, 2006). 
 
2. Landasan Teori 
2.1. Stasioneritas 
Suatu proses dikatakan stasioner jika dalam proses 
tersebut tidak terdapat perubahan kecenderungan baik 
dalam rata-rata maupun nilai varian yang saling 
konstan (Makridakis, dkk.,1999).Data yang belum 
memenuhi kondisi stasioner terhadap varian dapat 
diatasi dengan menggunakan transformasi Box-Cox 












Z nilai variabel pada waktu ke - t  
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: parameter transformasi. 
 
Transformasi Box-Cox dilakukan untuk mengatasi 
ketidakstasioneran data terhadap varian tergantung 
pada nilai lambda (λ) yang dimiliki. Pada Tabel 1 
berikut diberikan transformasi yang harus dilakukan 
apabila data yang dianalisis memiliki nilai lambda (λ) 
tertentu. 
 
Tabel 1 – Transformasi Box-Cox 















Z  (tanpa transformasi) 
Sumber : (Wei, 2006) 
 
Selanjutnya, ketika data tidak menunjukkan rata-
rata yang konstan, biasanya dapat dibuat data baru 
dengan melakukan differencing (pembedaan) pada 
data, yaitu dengan menghitung perubahan berturut-




zzw  (2) 
dengan, 
t
w  : data hasil differencing 
t
z  : nilai variabel pada waktu ke - t  
1t
z  : nilai variabel pada waktu ke - )1( t . 
 
2.2. Matrix Autocorrelation Function (MACF) 
Jika terdapat sebuah vektor time series dengan 









   (3) 
dengan )(ˆ kij  merupakan korelasi silang sampel 
untuk komponen data ke- i  dan ke- j  yang 











































k  (4) 
i
Z  dan jZ  merupakan rata-rata sampel dari  
komponen deret yang bersesuaian (Wei, 2006). 
2.3. Matrix Partial Autocorrelation Function 
(MPACF) 
Matriks fungsi autokorelasi parsial pada lag s, 
dilambangkan dengan )(s , fungsi matriks 
autokorelasi parsial didapatkan berdasarkan 
















































































































)(s  : matriks kovarian lag ke–s  berukuran m xm 
ss
Φ  : parameter vector Autoregressive. 
2.4. Akaike’s Information Criterion (AIC) 
Kriteria Akaike’s Information Criterion (AIC) dapat 










  (6)                              
dengan, 
ln : logaritma natural 
T  : banyaknya pengamatan 
k  : banyaknya variabel dalam model 
p : orde AR 
q  : ordeMA 
 : matriks kovarian residual 
2.5. Maximum Likelihood Estimation (MLE) 
Misalkan X  variabel acak berdistribusi normal 
dengan rata-rata   dan varian 
2  ditulis 
 2,~ NX  . Fungsi kepadatan peluang dari X
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 adalah variabel acak 
berdistribusi normal dan saling independen, dengan 
rata-rata 
i
  dan varian 
2
i
 , maka fungsi densitas 




























Misalkan pXXX ,...,, 21  adalah sampel acak dari 
populasi dengan densitas  ,;
t
Xf  maka fungsi 
likelihood didefinisikan: 









;,...,,   
Apabila fungsi likelihood ini terdiferensialkan, maka 







     
Untuk membuktikan bahwa   benar-benar 
memaksimumkan fungsi likelihood  L  harus 










     
Dalam banyak kasus dimana diferensi digunakan, 
akan lebih mudah bekerja pada logaritma dari  L  
yaitu log  L . Hal in i dimungkinkan karena fungsi 
logaritma monoton naik pada  ,0 . Dengan 
demikian, estimator maximum likelihood dari  
diperoleh dengan menentukan turunan dari 
 LL
t
log  terhadap  . Penyelesaian dari 
persamaaan  LLt log  merupakan estimator 
maximum likelihood untuk parameter  (Bain dan 
Engelhardt, 1992). 
2.6. Pengujian Signifikansi Parameter 
Pengujian signifikansi parameter dilakukan untuk 
menguji nilai kelayakan estimasi parameter untuk 
masuk kedalam model.Statistik uji yang digunakan 
adalah statistik uji dengan menggunakan distribusi t  
dengan persamaan model Vector Autoregressive 













Selanjutnya, diberikan model Vector Moving Average 
















̂  : nilai taksiran dari parameter   
l
ij
̂  : nilai taksiran parameter   
)ˆ( l
ij
SE  : standarerror dari n ilai taksiran ̂  
)ˆ( l
ij
SE  : standar error dari n ilai taksiran ̂  
 
Apabila ditetapkan taraf signifikan , maka 
daerah penolakannya adalah tolak dugaan awal 




tt   atau p-value< , dengan n  
banyaknya pengamatan dengan k  adalah banyaknya 
parameter (Wei, 2006). 
2.7. Pengujian Residual 
Pengujian residual pertama yang dilakukan dalam 
analisis runtun waktu adalah pengujian white noise. 
Statistik uji untuk multivariat yang digunakan adalah 
statistik uji Ljung Box-Pierce dengan persamaan 






















TmQ  (7) 
dengan,  
T  : banyaknya data 




 : estimasi autokorelasi residual periode m  
tr  : penjumlahan diagonal utama. 
 
Kriteria pengambilan keputusan yaitu menerima 
dugaan awal bahwa data bersifat white noise apabila
2)( mQ
k
 atau p-value> , yang artinya residual 
memenuhi syarat white noise dan menunjukkan 
bahwa barisan error tidak memiliki autokorelasi 
(Wei, 2006).  
Selanjutnya, dilakukan pengujian normalitas 
residual. Uji Kolmogorov-Smirnov merupakan uji 
kenormalan yang populer, d idasarkan pada nilai D 
yang didefinisikan sebagai berikut: 
    xFxFxSUPD 0  (8) 
dengan, 
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 xF  : fungsi peluang kumulat if data sampel 
 xF
0
 : fungsi peluang kumulat if d istribusi normal 
 
Apabila ditetapkan taraf signifikan  , maka daerah 
penolakannya adalah tolak dugaan awal bahwa data 
berdistribusi normal apabila  nDD ,1   atau p-
value< , dengan n  merupakan banyaknya data atau 
observasi (Draper dan Smith, 1998). 
2.8. Mean Absolute Percentace Error (MAPE) 
Tahapan akhir dalam analisis adalah melakukan 
peramalan dengan menggunakan model terbaik yang 
telah memenuhi asumsi residual. Selanjutnya, 
dilakukan evaluasi untuk mengukur kesalahan nilai 
estimasi model menggunakan kriteria Mean Absolute 
Percentage Error (MAPE).Persamaan MAPE yang 














MAPE  (9) 
dengan, 
t
X  : data aktual periode ke - t  
t
F  : peramalan periode ke- t  
n  : banyaknya data. 
Suatu model mempunyai kinerja sangat baik jika n ilai 
MAPE berada di bawah 10%, dan mempunyai 
kinerja baik apabila nilai MAPE berada di antara 
10% dan 20% (Zainun dan Majid, 2003). 
2.9. Model Vector Autoregressive Integrated 
Moving Average (VARIMA) 
Secara umum bentuk model VARIMA diberikan 
sebagai berikut (Wei, 2006). 
     
tqtp


























,,,   
t
Y merupakan vektor time series multivariat yang 
terkoreksi n ilai rata-ratanya,  Bp dan  Bq
berturut-turut adalah matriks autoregressive dan 
moving average polinomial orde p dan q. 
 
Keterangan: 
 𝑌𝑡 : vektor pengamatan berukuran nx 1 
t
 : nilai error  pada waktu ke-𝑡 
 𝑝  : orde AR 
𝑑  : orde differencing 
𝑞   : orde MA 
𝐵  : operator back shift 
𝐷(𝐵) : operator differencing 
𝜙𝑝 (𝐵) : matriks parameter vektor autoregressive  
ordo ke-p berukuran n x n 
𝜃𝑞 (𝐵) : matriks parameter vektor moving average 
ordo ke- q berukuran n x n. 
2.10. Inflasi 
Inflasi merupakan seluruh kenaikan harga dalam 
perekonomian. Bank Indonesia mengartikan inflasi 
sebagai suatu peningkatan harga-harga secara umum 
dan terus menerus. Badan Pusat Statistik 
menggunakan Indeks Harga Konsumen (IHK) 
sebagai indikator penghitungan inflasi, dimana inflasi 
merupakan persentase perubahan IHK pada suatu 
waktu (Mankiw, 2007).  
2.11. Suku Bunga 
Suku bunga di Indonesia merupakansuku bunga 
kebijakan yang mencerminkan sikap kebijakan 
moneter yang ditetapkan oleh Bank Indonesia dan 
diumumkan kepada publik. Suku Bunga Indonesia 
(SBI) adalahsuku bunga yang dihasilkan dari faktor-
faktor seperti jumlah dan tingkat suku bunga 
penawaran selama pelelangan SBI, periode SBI yang 
ditawarkan, likuid itas pasar, dan lain sebagainya (BI, 
2016). 
 
3. Metode Penelitian  
Pengolahan data dilakukan dengan menggunakan 
bantuan softwarestatistika. Data yang digunakan 
dalam penelitian ini adalah data sekunder dari 
website resmi Bank Sentral Republik Indonesia, yaitu 
data bulanan laju inflasi  1Y  dan suku bunga 
Indonesia  2Y  dari bulanan, mulai dari bulan Januari 
2009 sampai Desember 2016. Data penelit ian ini 
digunakan data dari tahun 2009-2016 untuk 
menentukan model yang sesuai (in sample), 
sedangkan data pada tahun 2017 d igunakan untuk 
validasi hasil ramalan (out sample). 
Langkah-langkah penelitian, antara lain : (1) 
menguji stasioneritas , (2) mengidentifikasi model 
VARIMAmelalui penentuan lag yang memuat nilai 
AIC terkecil, (3) menguji signifikansi parameter dan 
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menguji residual, (4) pemeriksaan asumsi residual, 
dan (5) peramalan. 
 
4. Hasil dan Pembahasan 
Pada Gambar 1 dan Gambar 2 berikut, diberikan time 
series plot untuk masing-masing data laju inflasi dan 







































Gambar 2 – Time Series Plot Data Suku Bunga 
 
Berdasarkan Gambar 1 dan Gambar 2, kedua time 
series plotmenunjukkan bahwa pola data Inflasi dan 
suku bunga menunjukkan adanya kecenderungan 
naik/turun. Suatu proses dikatakan stasioner, apabila 
dalam proses tersebut tidak terdapat perubahan  
kecenderungan, baik dalam rata-rata maupun 
variansi. Untuk memperkuat hal ini, dapat digunakan 
autocorrelation function (ACF) plotuntuk masing-
masing data laju inflasi dan suku bunga di Indonesia, 
seperti yang tertera pada Gambar 3 dan Gambar 4 
berikut. 
Gambar 3 dan Gambar 4 menunjukkan bahwa 
nilai autokorelasi turun secara lambat (dies down) 
seiring dengan lag yang semakin besar. Hal ini 


























































Gambar 4 – Plot ACF Data Suku Bunga 
 
Selanjutnya, digunakan Box-Cox plot untuk 
mengecek kestasioneran data dalam 
varian.Berdasarkan pengujian yang dilakukan, 
diperoleh nilai parameter t ransformasi lambda (λ) 
sebesar masing-masing sebesar 0,5 untuk data laju  
inflasi dan suku bunga. Hal in i mengindikasikan 
keadaan data yang belum stasioner dalam varian. 
Oleh karena itu, perlu dilakukan proses transformasi 
Box-Coxdalam rangka menstasionerkan data tersebut 
dengan menggunakan kriteria pada Tabel 1. Hasil 
transformasi menunjukkan nilai λ = 1 yang berarti 
bahwa data laju inflasi dan suku bunga telah stasioner 
dalam varian. 
Data yang telah stasioner dalam varian tersebut di 
differencing untuk memperoleh data yang stasioner 
dalam rata-ratanya. Setelah melakukan 2 (dua) kali 
differencing pada masing-masing data inflasi dan 
suku bunga, diperoleh data yang stasioner dalam 
varian maupun rata-ratanya. Hal ini tentunya 
diperkuat pula oleh ACF plot yang tidak lagi turun 
secara lambat (dies down), namun cut-off setelah lag 
tertentu.  
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4.1. Identifikasi Model VARIMA 
Identifikasi vektor model time series pada prinsipnya 
sama dengan identifikasi model time seriesdengan 





, maka  identifikasi vektor model t ime 
series didasarkan pada pola matriks fungsi 
autokorelasi (Matrix Autocorrelation Function/ 
MACF) dan matriks fungsi autokorelasi parsial 
(Matrix Partial Autocorrelation Function / MPACF). 
Pada Tabel 2 dan Tabel 3, tanda (+) 
mengindikasikan  nilai korelasi yang signifikan, yaitu 
nilai korelasi > 2 kali nilai standar error; tanda (-) 
mengindikasikan  nilai korelasi yang signifikan, yaitu 
nilai korelasi < – 2 kali n ilai standar error; dan tanda 
(.) mengindikasikan nilai korelasi yang tidak 
signifikan, yaitu nilai korelasi berada dalam selang 2 
kali nilai standar error.Pada Tabel 2 berikut, 
diberikan MACF untuk masing-masing data laju  
inflasi  
1









Y  Suku Bunga  
2
Y  
0 +. .+ 
1 .. .- 
2 -. .. 
3 .. .. 
4 .. .. 
5 .. .. 
6 .. .. 
7 .. .. 
8 .. .. 
9 .. .. 
10 .. .. 
11 .. .. 
12 -. .. 
 
Berdasarkan Tabel 2, dapat dilihat bahwa plot 
MACF menunjukkan cut off setelah lag2, yang 
menyatakan bahwa plot data sudah stasioner dan 
diperoleh orde model Moving Average MA(2). 
Selanjutnya, pada Tabel 3 diberikan MPACF untuk 
data laju inflasi  1Y  dan suku bunga  2Y .  
Tabel 3 menunjukkan bahwa plot MPACF 
menunjukkan cut off setelah lag 4, yang menyatakan 
bahwa plot data sudah stasioner dan diperoleh orde 
model AutoregressiveAR(4). Oleh karenanya, dapat 
disimpulkan bahwa model sementara yang diperoleh 
adalah 14 model kombinasi kemungkinan dari orde 
AR, yaitu 4,3,2,1,0p , dan kemungkinan orde 
MA, yaitu 2,1,0q , dengan orde differencing 2d
. 
 





Y  Suku Bunga  
2
Y  
1 .. .- 
2 -. .. 
3 -. .. 
4 .. .- 
5 .. .. 
6 .. .. 
7 .. .. 
8 .. .. 
9 .. .. 
10 .. .. 
11 .. .. 
12 -. .. 
 
Model sementara yang dapat dibentuk antara lain 
model VARIMA (4,2,2), VARIMA  (4,2,1), VARIMA  
(4,2,0), VARIMA (3,2,2), VARIMA (3,2,1), VARIMA 
(3,2,0), VARIMA (2,2,2), VARIMA (2,2,1), VARIMA 
(2,2,0), VARIMA (1,2,2), VARIMA (1,2,1), VARIMA 
(1,2,0), VARIMA (0,2,2), dan VARIMA (0,2,1). 
Setelah dilakukan estimasi parameter dari 14 model 
sementara, diperoleh nilai AIC terendah berdasarkan 
Persamaan (6) berada pada model VARIMA(0,2,2), 
dengan nilai 2565,4AIC .  
Estimasi dengan MLE menghasilkan estimator 
untuk parameter model VARIMA sebagai berikut.  
  92,,2,1,''ˆ 1   tYXXX
tttt
  
dengan   ttt YYY ,2,1 ,  dan  tt YY ,2,1 , masing-
masing merupakan data laju inflasi dan suku bunga. 
Tabel 4 menunjukkan hasil estimasi parameter dan 
nilai peluang (p-value) untuk pengujian signifikansi 
model yang diperoleh. 
 
Tabel 4–Estimasi Parameter Model VARIMA(0,2,2) 
Data Laju Inflasi  
1













θ  0,0034 0,0029 Signifikan 
)(θ 1
11  0,6626 2 x 10
-16  Signifikan 
)(θ 1
12  – 0,0519 0,0348 Signifikan 








 0,5119 2 x 10
-16  Signifikan 
)(θ 2
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 – 0,1250 2 x 10
-16  Signifikan 
)(θ 1
22
 0,6930 2 x 10
-16  Signifikan 
)(θ 2
21









Model VARIMA(0,2,2) memiliki 10 parameter. 
Berdasarkan Tabel 4, nilai p-value masing-masing 
nilai estimasi parameter menunjukkan bahwa tidak 
semua parameter memiliki pengaruh yang signifikan 
terhadap model. Untuk mengatasi adanya parameter 
yang tidak signifikan tersebut, maka dilakukan 
perbaikan terhadap estimasi parameter model. 
 
Tabel 5 – Estimasi Parameter Model VARIMA(0,2,2) 
Data Laju Inflasi  
1














θ  0,0049 0,0477 Signifikan 
)(θ 1
11  0,6627 2 x 10
-16  Signifikan 
)(θ 1
12  0,6770 2 x 10
-16  Signifikan 
)(θ 2
11  0,5123 2 x 10
-16  Signifikan 
)(θ 2





θ  0 0 Signifikan 
)(θ 1








12  0 0 Signifikan 
)(θ 2




Tabel 5 menujukkan bahwa setelah dilakukan 
perbaikan pada estimasi parameter model, terlihat 
bahwa masih terdapat estimasi parameter yang tidak 
signifikan pada variabel 
2
Y  dengan tingkat 
signifikansi 5%. Keseluruhan estimasi parameter 
tersebut dapat dikatakan signifikan pada tingkat 
signifikansi yang lebih kecil. Hal ini menunjukkan 
bahwa parameter tersebut memiliki pengaruh yang 
sangat kecil terhadap model.Berikut diberikan model 


















































































Berdasarkan Tabel 5 dan model pada Persamaan 
(11), estimasi parameter model setelah 
dilakukannyaperbaikan, diketahui bahwa variabel 
inflasi pada waktu ke- t dipengaruhi secara nyata 
pada tingkat signifikansi 5% o leh error model 
variabel inflasi dan variabel suku bunga, masing-
masing pada waktu ke- )1( t dan ).2( t
Selanjutnya, variabel suku bunga pada waktu ke- t
dipengaruhi secara nyata pada tingkat signifikansi 
hingga 13% oleh error model variabel in flasi dan 
variabel suku bunga, masing-masing pada waktuke-
)1( t  dan )2( t . 
Langkah selanjutnya yang dilakukan adalah  
melakukan pengujian residual model. Pengujian 
residual bersifat white noisemenggunakan statistik uji 
Ljung Box-Piercepada Persamaan (7), dengan tingkat 





mQ  . Oleh karenanya, model 
VARIMA(0,2,2) memiliki residual yang white noise.  
Selanjutnya,pengujian residual berdistribusi 
normalmenggunakan statistik uji Kolmogorov-
Smirnovpada Persamaan (8), dengan tingkat 
signifikansi 5%, memberikan nilai 
    0995,0161,0 ,1 nDD  . Oleh karenanya, dapat 
dikatakan bahwa residual tidak berd istribusi normal. 
Hal ini terjad i karena terdapat pencilan pada data, 
sehingga perlu untuk diatasi dengan melakukan 
tranformasi data. Lebih jauh lagi, estimasi parameter 
dalam model dilakukan menggunakan metode 
maximum likelihood yang tidak membutuhkan asumsi 
residual berdistribusi normal, sehingga tidak 
terpenuhinya asumsi residual berdistribusi normal 
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tidak berpengaruh terhadap hasil peramalan yang 
diperoleh. 
Peramalan data laju inflasi dan suku bunga 
berdasarkan model VARIMA(0,2,2) d ilakukan dengan 
berdasarkan pada Persamaan (11). Data yang 
diramalkan merupakan data 12 bulan ke depan, yaitu 
data bulan Januari 2017 sampai dengan Desember 
2017 untuk masing-masing data inflasi dan data suku 
bunga di Indonesia. Hasil peramalan data inflasi dan 
data suku bunga di Indonesia tertera pada Tabel 6 
sebagai berikut. 
 




Laju Inflasi  
1











1 3,49 3,194 4,75 4,553 
2 3,83 3,765 4,75 4,776 
3 3,61 3,835 4,75 4,750 
4 4,17 3,615 4,75 4,750 
5 4,33 4,175 4,75 4,750 
6 4,37 4,335 4,75 4,750 
7 3,88 4,375 4,75 4,750 
8 3,82 3,885 5,75 4,750 
9 3,72 3,825 5,75 5,750 
10 3,58 3,725 5,75 5,750 
11 3,30 3,585 5,75 5,750 
12 3,61 3,305 5,75 5,750 
 
Berdasarkan hasil peramalan pada Tabel 6, 
diberikan plot antara data asli (aktual) dengan data 
prediksi, pada Gambar 5 untuk data laju  inflasi  
1
Y






































Gambar 6 – Plot Peramalan Data Suku Bunga 
 
Selanjutnya, untuk mengetahui tingkat ketepatan 
hasil peramalan, maka dapat dilakukan perbandingan 
data hasil peramalan dengan data asli (aktual), seperti 
yang tertera pada Tabel 6, serta divisualisasikan pada 
Gambar 5 dan Gambar 6. Hasil peramalan d ikatakan 
baik apabila hasil peramalan tidak berbeda jauh 
dengan data asli, atau nilai kesalahan peramalan yang 
merupakan selisih antara hasil peramalan dengan data 
asli (aktual) relat if kecil, yang dapat dilihat dari n ilai 
Mean Absolut Percentage Error(MAPE)pada 
Persamaan (9). 
 
Tabel 7 – Pengujian Ketepatan Peramalan  
 
Nilai MAPE 
Laju Inflasi  
1





Berdasarkan nilai MAPE yang diperoleh, diketahui 
bahwa peramalan data laju inflasi dan suku bunga di 
Indonesia menggunakan model VARIMA(0,2,2) 
memberikan hasil peramalan yang sangat baik.  
 
5. PENUTUP 
Berdasarkan penelitian yang telah dilakukan, dapat 
disimpulkan bahwa dan pembahasan dapat 
disimpulkan bahwa error model variabel inflasi dan 
variabel suku bunga, masing-masing pada waktu ke-
)1( t  dan )2( t  memberikan pengaruh yang 
nyata pada data laju inflasi dan suku bunga di 
Indonesia. Selanjutnya, model VARIMA(0,2,2) yang 
diperoleh menunjukkan hasil peramalan dengan nilai 
ketepatan peramalan yang sangat baik, untuk masing-
masing data laju in flasi dan suku bunga di Indonesia.
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