In this paper, based on the white noise theory for d-parameter Lévy random fields given by (Holden et al. in Stochastic Partial Differential Equations: A modeling, white noise functional approach, 2010), we develop a white noise frame for anisotropic fractional Lévy random fields to solve the stochastic Poisson equation and the stochastic Schrödinger equation driven by the d-parameter fractional Lévy noise. The solutions for the two kinds of equations are all strong solutions given explicitly in the Lévy-Hida stochastic distribution space.
Introduction
In recent years, fractional Lévy processes are getting popular since they are more flexible in modeling the distributions of noises than fractional Brownian motions (FBMs). More precisely, they can capture large jumps and model high variability in the real systems appearing in finance, telecommunications, and so on. Meanwhile, they can also capture the long memory effect in a similar way as FBMs do (see [1, 6-9, 12, 13] , etc.). Currently, more and more researchers have been attracted to the studies of fractional Lévy processes, stochastic calculus for fractional Lévy processes, and stochastic differential equations driven by these processes. In [14] , the authors defined a stochastic integral for a class of deterministic integrands with respect to real-valued fractional Lévy processes. In [13] , we defined a stochastic integral for a class of real deterministic functions and deterministic operator-valued processes with respect to fractional Lévy processes on Gel'fand triple. In [1] , by using Stransform the authors investigated the Skorokhod integral for fractional Lévy processes whose underlying Lévy processes have finite moments of any order by avoiding Malliavin calculus and white noise analysis. In [11] , a white noise theory for fractional Lévy process was developed by considering it as a generalized functional of the sample path of Lévy process and solving several kinds of stochastic ordinary differential equations driven by fractional Lévy noises.
The object of this paper is developing white noise theory for fractional Lévy random fields and then the study of stochastic partial differential equations (SPDEs) driven by a fractional Lévy noise, that is, solving stochastic Poisson and Schrödinger equations driven by a d-parameter fractional Lévy noise. The white noise theory for fractional Lévy random fields is based on the results of white noise theory for d-parameter Lévy random fields given by [5] . The technique used in solving our SPDEs is based on the method developed in [5, 10] , and so on, where the SPDEs are driven by Guassian and Lévy white noises. For convenience, we introduce a generalized approach for our study as follows. Consider an SPDE driven by fractional Lévy noise and expressed by
where A is a given function, U = U(t, x, ω) is an unknown random field, ∂ t =
∂ ∂t
, and
). Note that here we interpret all products as Wick products and all functions as their versions through replacing the existing driving noise by the fractional Lévy noise, which can be considered as generalized Lévy-Hida stochastic distribution functions. Then we have
We take the Hermite transform of (1.2), which turns Wick products into ordinary products (between possibly complex numbers). Then the equation takes the form
where U = HU is the Lévy-Hermite transform, and τ = (τ 1 , τ 2 , . . .) is a complex sequence. Suppose we can find a solution u = u(t, x, τ ) of the equation
for each τ ∈ K q (R) for some q, R, where K q (R) is defined on page 6. Then, under certain conditions, we can take the inverse Lévy-Hermite transform U = H -1 u and thereby obtain a solution of the original (Wick) equation. In fact, this method can be also applied to other kinds of SPDEs driven by fractional Lévy noises. Here we just investigate the Poisson and Schrödinger types just because they all involve the Laplace operator and contain no firstorder derivatives. The remainder of this paper is organized as follows. In Sect. 2, we briefly recall the basic results on the white noise analysis for a d-parameter Lévy random field given by [5] . In Sect. 3, we define the formal derivative of a fractional Lévy random field as the fractional Lévy noiseẊ β (x). Then by using the Wick product we define the Skorokhod integral with respect to fractional Lévy random field:
Furthermore, we investigate the integrable conditions for F. In Sects. 4 and 5, based on the white noise theory developed in Sects. 2 and 3, we respectively solve the stochastic Poisson and Schrödinger equations driven by the d-parameter fractional Lévy noise, and the solutions are obtained in the strong sense in the Lévy-Hida stochastic distribution space.
White noise analysis for a Lévy random field
In this section, we briefly review the white noise analysis for a Lévy random field given by [5, 10] , and [15] for convenience of the reader and citations in the subsequent discussion. Denote by S(R d ) the Schwartz space of rapidly decreasing C ∞ -functions on R d and by
. By the Bochner-Minlos theorem there exists a probability P on
ν is the Lévy measure satisfying ν({0}) = 0 and R 0 (|z| 2 ∧ 1) dν(z) < +∞, and R 0 = R \ {0}.
Moreover, we assume that
We can extend the definition ofẊ(f )(
, where
The stochastic process {η(x), x ∈ R d } has a càdlàg version, denoted by X. This process
} is a pure jump Lévy field with Lévy measure ν. The process X admits the stochastic integral representation 4) where
is its compensator. In this case, X is a pure-jump Lévy martingale.
Let f = f (x 1 , z 1 , . . . , x n , z n ) be a symmetric function that is invariant under all permuta-
, where λ is the Lebesgue measure on R d , then define
where
From now on we assume that the Lévy measure ν is such that, for any constant ε > 0, there exists a constant λ > 0 such that
(see [15] ). Let {l 0 , l 1 , l 2 , . . .} be the orthogonalization of {1, z, z 2 , . . .} with respect to the inner product of L 2 (ρ). Define
As for the existence of such
, which is a bijective map from N 2 to N such that
. It is easy to see that h is a bijective map N 3 → N satisfying the demand. In general, we can define h by induction in d. 
where ⊗ is the tensor product. We set δ
, where ⊗ is the symmetric tensor product, and define
has a unique expansion of the form
where 
equipped with the projective topology, where
and define (S) -1 as the inductive limit of {S -p , p ∈ N}, (S) -1 is the dual of (S).
, then the Wick product of F and G is defined as
More generally,
Proof Analogous to the proof of Proposition 3.3.2 in [5] .
, then the Lévy-Hermite transform of F is defined by
for τ = (τ 1 , τ 2 , . . .) ∈ C N , where C is the complex plane, and C N is the set of all sequences τ = (τ 1 , τ 2 , . . .) with τ i ∈ C.
An important property of the Lévy-Hermite transform is that it transforms the Wick product into an ordinary product, that is,
H(F G)(τ ) = HF(τ )HG(τ ).
For 0 < R < +∞, q ∈ N, define
In [10] , the following characterization theorem for the stochastic distribution (S) -1 is given.
Theorem 2.6 ([10])
(1) If F = α∈J a α K α ∈ (S) -1 , then there exist q ∈ N and 0 < M q < +∞ such that
for all τ ∈ (C N ) C , where (C N ) C is the set of all finite sequences in C N .
In particular, HF is a bounded analytic function on K q (R) for all 0 < R < +∞.
(2) Conversely, assume that f (τ ) = α a α τ α is absolutely convergent and bounded on K q (R) for some R > 0 and 0 < q < ∞. Then there exists a unique F ∈ (S) -1 such that
dx is defined to be the unique element of (S) -1 such
for some p ∈ N. Then F is (S) -1 -integrable, and
Proof Analogous to the proof of Lemma 2.5.6 in [5] .
Theorem 2.9 ([5]) Suppose u = u(t, x, τ ) is a solution (usually in strong pointwise sense) of the equation
for all (t, x) in some bounded open set G ⊂ R × R d and for all τ ∈ K q (R) for some q, R.
Moreover, suppose that u = u(t, x, τ ) and all its partial derivatives involved in (2.9) are bounded on (x, τ ) ∈ D × K q (R), continuous with respect to x ∈ D for each τ ∈ K q (R), and analytic with respect to
White noise analysis for an anisotropic fractional Lévy random field
In this section, according to the result of Sect. 2, we give the white noise analysis for the anisotropic fractional Lévy random field. First, we give its chaos expansion by considering it as a generalized functional of the path of the Lévy random field. Second, based on the chaos expansion of the anisotropic fractional Lévy random field, we define its formal derivative as a d-parameter fractional Lévy noise. Finally, we define the stochastic integration and give an integrability condition.
Let 0 < β < 1 2 and f ∈ S(R). The Riemann-Liouville fractional integral operator I β ± is defined by
where Γ is the gamma function. (For more detail about the Riemann-Liouville fractional integral operator, see [16] .)
, k = 1, 2, . . . , d, the anisotropic fractional Lévy random field is defined by
is well defined. The field (3.3) can be represented as
where x + = max{x, 0} and
. From (3.4) we see that the fractional integral parameters along different time axes are different. Thus, the fractional Lévy random field {X β (x), x ∈ R d } is anisotropic. By (2.6), X β (x) has the chaos representation
Thus, by (2.7) we get the Lévy-Hermite transform of the anisotropic fractional Lévy random field
On the other hand, by the fractional integral by parts formula of the operator I
which can be extended to f ∈ L p (R) and g ∈ L r (R) with p > 1, r > 1, and [16] ), (3.5) can be written as
. . .
We denote byẊβ(x) the fractional Lévy noise in the following sense:
Next, we prove thatẊ β (x) is a generalized stochastic distribution function.
Proof We will use the estimate
from Sect. 4 of [4] , where C is a certain positive constant independent of t. From now on, we denote by C all positive constants. We have
Here we use the assumption on h
Now, we define the Skorokhod integral for (S) -1 -valued random fields with respect to X β .
Definition 3.3 Suppose that
Then we define the Skorokhod integral of F with respect to Xβ by
In particular, for Borel sets
for some q ∈ N, then F is integrable with respect to X β , and
by Lemma 2.8, we wish to show that
for some p > 0. By (3.9) we have
Note that, for all γ , α, there is at most one i satisfying α + ε(i, 1) = γ , and such i is no more than index (γ ); therefore
where C is a positive constant.
< +∞ for p > q + 2d + 2. Thus,
provided that one side exists.
The stochastic Poisson equation driven by the d-parameter fractional Lévy noise
In this section, we investigate the stochastic Poisson equation driven by the d-parameter fractional Lévy noise: 
