We already generalized the Rutishauser-Gragg-Harrod-Reichel algorithm for discrete least squares polynomial approximation on the real axis to the rational case. In this paper, a new method for discrete least squares linearized rational approximation on the unit circle is presented. It generalizes the algorithm of Reichel-Ammar-Gragg for discrete least squares polynomial approximation on the unit circle to the rational case. The algorithm is fast in the sense that it requires order m computation time where m is the number of data points and is the degree of the approximant. We describe how this algorithm can be implemented in parallel. Examples illustrate the numerical behavior of the algorithm. We already generalized the Rutishauser-Gragg-Harrod-Reichel algorithm for discrete least squares polynomial approximation on the real axis to the rational case. In this paper, a new method for discrete least squares linearized rational approximation on the unit circle is presented. It generalizes the algorithm of Reichel-Ammar-Gragg for discrete least squares polynomial approximation on the unit circle to the rational case. The algorithm is fast in the sense that it requires order m computation time where m is the number of data points and is the degree of the approximant. We describe how this algorithm can be implemented in parallel. Examples illustrate the numerical behavior of the algorithm.
Introduction
In our previous publications 14, 15] , we investigated the rational interpolation problem not only for scalar function values but also for the vector case. The standpoint we took was a theoretical one. We found a parametrization of all solutions of the rational interpolation problem and fast algorithms to compute this parametrization. Fast means of order m 2 oating point operations ( ops) if there are m interpolation data. However, the algorithms which we designed are not numerically stable. This limits their applicability to theoretical investigation of the rational interpolation problem or to those cases where there are no round-o errors, e.g. when the computations are done within a nite eld.
In our paper 16], we replaced the interpolation conditions by a discrete least squares criterion and described an algorithm to solve this problem when all interpolation points are taken on the real axis. It generalizes the algorithm of Reichel 9] for the polynomial case. The latter is inspired by the RutishauserGragg-Harrod algorithm 12, 8, 1] for the computation of Jacobi matrices. A similar way of reasoning was followed in 4, 6] . In this paper, we construct an algorithm solving the complementary problem, i.e. when all interpolation points are taken on the unit circle. This algorithm generalizes the algorithm given by Reichel, Ammar and Gragg 10] . The latter is inspired by the inverse unitary QR algorithm for computing unitary Hessenberg matrices 2]. It will turn out that our algorithm is fast, more speci cally it is of order m ops where indicates the degree of the rational approximant. Implementing this algorithm in a pipelined fashion on processors working in parallel reduces the computational time to order m. 2 The theory behind the algorithm Let us assume that the function values are given in the form f i =e i for the abscissae z i ; i = 1; 2; : : :; m, where f i ; e i and z i are all complex numbers. If we de ne the degree of a rational form n(z)=d(z) with (n; d) 6 = (0; 0) as deg (n(z); d(z)) = maxfdeg n(z); deg d(z)g (deg 0 = ?1), then in the rational interpolation problem, one wants to describe all polynomial couples (n(z); d(z)) of minimal degree which satisfy the interpolation conditions n(z i ) d(z i ) = f i e i ; i = 1; 2; : : :; m:
In 14], a parametrization was given and an e cient algorithm to solve this problem. When the data are corrupted with noise, one does not want the interpolation conditions to be satis ed exactly.
De nition 2.1 (proper rational approximation problem) Given i and where dist (p) (n; d) denotes the l 2 -distance between the rational function n(z)=d(z) and the data. The proper rational approximation problem is a non-linear least squares problem which can only be solved in an iterative way. Therefore, we rather minimize the norm of the linearized residual vector with components r i = f i d(z i ) ? e i n(z i ); i = 1; 2; : : :; m:
We shall x the degree of the approximant n(z)=d(z) to be = maxfdeg n(z); deg d(z)g where usually m. We also normalize the approximant in the following sense. Suppose n(z) = n 0 + n 1 z + + n z and d(z) = d 0 + d 1 z + + d z , then we require n = 1 if deg n(z) = and d = 1 if deg n(z) < (and deg d(z) = ). Note that we have given preference to the numerator polynomial in the normalization procedure. However, by switching the role of f i and e i and of n(z) and d(z), we get the symmetric problem giving preference to d(z) in the normalization procedure. Thus in this paper, we shall solve the following rational approximation problem.
De nition 2.2 (linearized rational approximation problem) Given the data points z i with corresponding estimated function values f i =e i ; i = 1; 2; : : :; m, given the degree and the weights w i > 0; i = 1; 2; : : :; m, we look for the normalized rational form n(z)=d(z) of degree satisfying the following least squares approx- ; d (p) ). However, in practice, we do not know the values d (p) (z i ). In this case we can make an estimation of these values, compute the solution of the linearized problem, take the denominator of this solution as a new estimation of the nal d (p) , and so on. This algorithm was proposed by Loeb for the l 1 norm and by Wittmeyer for the l 2 norm 3]. In Examples 7.2 and 7.3 of Section 7, we shall show the in uence of executing one iteration step of this algorithm.
Of course one could also use the solution of the linearized problem as a starting value for other iterative schemes.
Let us now look how the linearized problem can be solved in an e cient way. The linear least squares problem can be reformulated as a block problem, i.e. we should minimize 
Because a can not be zero, but all a k , k = 0; 1; : : :; ? 1 can be chosen as zero, we nd that for the
where a is chosen to minimize ka(z)k Given the normalizing conditions for the approximant and the leading coe cient of (z), this is an easy problem to solve. Our rst task will be to construct the orthogonal block polynomials j . We use a generalization of the method introduced by Reichel, Ammar and Gragg 10] and Reichel 9] to compute a polynomial approximation in the least squares sense.
The algorithm
The algorithm starts by applying some unitary similarity transformations on the data which are rst arranged in an array as follows We have a double column in the SW quadrant, which is re ected as complex conjugate transposed rows in the NE quadrant, and in the SE quadrant we originally nd the diagonal matrix of abscissae. We now apply unitary similarity transformations to the left and right of this initial matrix M to transform it into Q 0H MQ 0 , a block upper Hessenberg matrix (the blocks are two by two), where Q 0 = I 2 Q. Therefore, if we take all abscissae z i on the unit circle, i.e. jz i j = 1, i = 1; 2; : : :; m, Q H ZQ will be unitary (block upper Hessenberg). When the data points lie on the unit circle, Reichel, Ammar and Gragg 10] solve the least squares polynomial approximation problem using a Schur parametrization of the unitary Hessenberg matrix that plays the central role in the theory.
Let us return to the computational scheme and explain how the transformation Q 0H MQ 0 is actually performed using order m 2 computational work. Therefore, we need the following properties of unitary block Hessenberg matrices. In the sequel, we also need the following theorem. We could transform the initial array M into a unitarily similar block Hessenberg matrix using Givens re ections (or rotations) or Householder transformations. However, this would require O(m 3 ) computational work. Because H = Q H ZQ is unitary block Hessenberg, we can parametrize this matrix using block Schur parameters. We now construct a recursive algorithm where we transform these block Schur parameters in each step adding one new data point = z m+1 ; f m+1 ; e m+1 ; w m+1 . After m steps, the initial data matrix M is transformed into For the moment we also assume that all k are nonsingular, which we shall call the regular case. If some k is singular, we call it the singular case. When the block Schur parameters k are regular, the block Schur parameters allow us to de ne the orthonormal block polynomials k in a recursive way. First, we need the following properties for the block columns of Q based on the same Schur parameters. Proof where, in case of equality of the two distances, we can choose between the two solutions. Note that this choice corresponds to our problem setting, but that we have the possibility to solve also slightly di erent problems in an equally simple way. E.g., we could have required n(z)=d(z) to be strictly proper, i.e. with n = 0 and d = 1. Then we had to choose the second solution, i.e. the one with = 0. It is easy to generalize this to more complicated structures than the strictly proper one. Suppose for example that we look for a solution with n = 0, n ?1 = 0 and d = 1. From n = 0, we easily derive that = 0. From d = 1, it follows that = Q j=0 s 1;j . To make n ?1 equal to zero, we have to take ?1 equal to a speci c value, possibly di erent from zero. We shall not follow this path in the sequel but concentrate our attention on the original problem setting. The other cases are quite similar. Let us investigate how good the rational approximation is. Theorem 4.4 If we write our rational approximant n(z)=d(z) in terms of the parameters k ; k ; k = 0; 1; 2; : ::; , then the approximation error made in the ith point z i ; i = 1; 2; : : :; m can be measured as follows i.e. the error is given by a scaled version of the rst column of Q +1 . 4 for the speci c choices of~ and~ . Hence, n(z)=d(z) is a rational interpolant for the given data. By looking at the highest degree coe cient, we see that this rational interpolant is normalized. This proves the theorem. 2
The rational function n(z)=d(z) from the previous theorem approximates the given data exactly, i.e. n(z)=d(z) is an interpolant of the given data. It is clear that this situation will appear rarely in practice when the data are only given with a certain nite precision.
Deriving a rational approximant with real coe cients
In a lot of practical applications, e.g. digital lter design, model reduction, modal analysis, system identication, one looks for a rational approximant n(z)=d(z) with real coe cients. The algorithm, as described before, results in complex coe cients in general. If we want n(z)=d(z) to have real coe cients, the data should be consistent with this restriction, i.e. if z is a given abscissa with corresponding estimated function value f=e, then f=e can be considered as an estimated function value in z. Using this fact, the initial data matrix M can be transformed using a simple unitary matrix into a similar real matrix. From this point on, all computations can be done using real arithmetic, resulting in real block Schur parameters, real block orthogonal polynomials and nally a real rational approximant. The simple unitary matrix to do this initial similarity transformation can be chosen for each data pair in several ways, e.g. . Therefore, since m, it is important to decrease the execution time of the rst part by parallel implementation. This could be done by a sort of pipeline method.
Let us assume that we have m processors. Each processor is coupled to a G k , k = 1; 2; : : :; , matrix and updates the corresponding block Schur parameters in each step. Once the kth processor has computed k , k ,^ k ,^ k and T k , the (k + 1)th processor can use this information to update the corresponding block Schur parameters. Once the pipeline is started up, the execution time is equivalent to O(m) oating point operations.
Examples
In this section, we give three examples. The rst one is rather theoretical, the others are more practical. In the three examples, we look for a rational approximant with real coe cients (see Section 5) . To measure the goodness of the rational approximant, we consider a relative and absolute approximation error in each point z i . We take all the weights w 
The absolute and relative errors are indicated in Figure 2 . We can say that the rational approximant, we obtained here, is very good, which, for this example of course will not come as a surprise. In the next example we try to nd a good approximant for the exponential function on the unit circle.
Example 7.2 The points z i are the same as in the rst example. The function values are f i =e i = exp(z i ), i = 1; 2; : : :; m. When looking at the errors of the solutions of the linearized problem, we choose to take a \right" solution of degree 3. The absolute and relative errors are given in Figure 3 . By executing one iteration step of the Loeb-Wittmeyer algorithm adapting the weights w i as described in Section 2, we get the errors of Figure 4 . Note that, using the normalization of (7.3), the relative error is almost a constant over the set of points z i . However, doing one iteration step, it is the absolute error having this property. A similar phenomenon can also be observed in the next example. Moreover, the winding number of the absolute error function exp(z) ? n(z)=d(z) on the unit circle is equal to (deg n + deg d + 1). In several examples, the error function for a best Chebyshev rational approximant n 0 =d 0 closely approximates a perfect circle about the origin having a winding number (deg n 0 + deg d 0 + 1) 13]. Hence, the rational approximant obtained here after doing one iteration step, will be a close candidate to a best Chebyshev rational approximant on the unit circle. A more practical example is the following one. Figure 5 . Examining the errors connected to the linearized problem, we choose for a \right" solution of a reduced degree 8. The absolute and relative errors are given in Figure 6 . Doing one iteration as described in Section 2, we obtain the absolute and relative errors given in Figure 7 . The left side of Figure 8 shows the poles (indicated by ?) and the zeros (indicated by ) of the original rational function of degree 10 in the complex plane. The right side shows the poles and zeros of the rational approximant after doing one iteration step. Note that the dominant poles and zeros, i.e. the ones closely to the unit circle, are well approximated. These three examples show that the rational approximant approximates the given data quite well in the proper rational sense. Moreover, applying only one iteration step of the algorithm of Loeb-Wittmeyer already gives an absolute error whose magnitude does not change very much anymore over the set of points z i .
Because the amount of computational work is small (O(m ) and, in parallel, O(m) oating point operations), the designer of a rational approximant has a lot of freedom in choosing the degree, the iteration method (how are the weights adapted), the number of iteration steps, : : :. The errors connected to the \left" and \right" solutions of the linearized problem give a good indication for the designer to choose between the several possible structures for the rational approximant (degree, \left" or \right").
In the context of discrete-time linear systems, we can interpret the rational approximation problem solved in this paper as a system identi cation problem. The data f i =e i can be considered as measurements of the frequency response of a discrete-time system. We are now looking for a linear model (a rational function) of limited complexity (small degree) such that the measured frequency response and the frequency response of the model almost coincide (taking into account the error on the measurements). For an introduction to system identi cation one could look at e.g. 11, chapter 6] and 7, chapter 8]. The rational approximation problem can also be seen as a model reduction problem. In the last example, we start with a model of degree 10 and we approximate this by a model of degree 8 ( 5, section 19]). The numerical examples show that the computed rational approximant is also quite good as a solution of the proper rational approximation problem. It becomes a very good proper rational approximant after only one iteration step of the algorithm of Loeb-Wittmeyer. Because the algorithm developed here is so e cient, it could be used as the kernel of a graphical interactive program to design rational approximants for large data sets. As domains of application, we mention digital lter design, modal analysis, model reduction, system identi cation,: : :. In future work, this algorithm will be generalized to other structures for the rational approximant, i.e. the maximum degree of numerator and denominator polynomial can be chosen freely. Also more than two data columns f 0 and e 0 will be allowed, leading to block orthonormal polynomials with the dimension of the blocks bigger than 2.
