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a b s t r a c t
The complexity status of the Maximum Independent Set Problem (MIS) for the family of
P5-free graphs is unknown. Although for many subclasses of P5-free graphs MIS can be
solved in polynomial time, only exponential time MIS-algorithms for general graphs are
known so far. In this note we present the first algorithm to solve MIS for P5-free graphs in
subexponential time.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
An independent set I in a graph G is a set of pairwise non-adjacent nodes. An independent set I of G is maximum, if its
cardinality is maximum, while it is maximal if it is not strictly contained in another independent set of G. The maximum
cardinality of an independent set in G is denoted α(G) and is called the independence number of G. The problem of finding
a maximum independent set in a graph is called the Maximum Independent Set Problem (MIS). It is well known that MIS is
NP-hard, evenwhen restricted, for example, to triangle-free graphs or cubic planar graphs. The family of P5-free graphs1 is of
special interest since it is the onlyminimal family of graphs defined by a single connected forbidden induced subgraphwhere
the complexity status of MIS is unknown.2 Polynomial time algorithms for MIS have been developed for a large number of
subclasses of P5-free graphs.3
MIS is a prominent member of the rich family of graph-theoretic problems known to be intractable. Unless P = NP , we
cannot expect polynomial time algorithms for these problems. Since these problems often have interesting applications and
it is widely believed that Cook’s famous question, whether P 6= NP , has an affirmative prize-winning4 answer, the design
∗ Corresponding author. Fax: +49 22182752445.
E-mail address: hubert.randerath@fh-koeln.de (B. Randerath).
1 The P5 is the path on five nodes. A graph G is P5-free, if G does not contain a P5 as induced subgraph.
2 In order to explain this statement we cite a paper from Gerber and Lozin [6]: denote by Ti,j,k a tree with at most one vertex of degree three and at
most three vertices of degree one. The subscripts i, j, k denote the number of edges in the paths connecting the vertex of degree three to the vertices of
degree one. . . . The class of P5-free graphs is of special interest with respect to the stable set problem. It has been proved in [1] that if a graph H has a
connected component which is not of the form Ti,j,k , then the stable set problem is NP-complete in the class of H-free graphs. There are only two graphs
(up to isomorphism) of the form Ti,j,k with i + j + k = 4. These are T1,1,2 (a fork or a chair) and T0,2,2 = P5 . Due to a recent result of Alekseev, the stable
set problem is polynomially solvable in the class of fork-free graphs . . .But no polynomial algorithms are known to solve the problem in general P5-free
graphs. Furthermore, it is not hard to see that any graph of form Ti,j,k with i + j + k > 4 contains a P5 as an induced subgraph. Thus, P5-free graphs form
the only minimal class defined by a single connected forbidden subgraph where the complexity status of the stable set problem is an open question.
3 See for instance [6] for a survey on these results.
4 The Clay Mathematics Institute nominated in 2000 seven millennium problems (e.g. the P versus NP problem) and allocated a one million dollar prize
for a solution of one of these millennium problems.
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and analysis of fast super-polynomial time algorithms is an important task. In recent years there has been growing interest
in the design and analysis of super-polynomial algorithms; e.g. for MIS as an application of Moon and Mosers’ result that
there exist at most 3n/3 maximal independent sets in a graph on n nodes, there is the algorithmic bound O∗(1.4422n) for
the problem to find a maximum independent set in a graph. Several authors have designed sophisticated exponential time
algorithms for MIS (e.g. see [9]). The exponential time algorithm for MIS developed by Fomin, Grandoni and Kratsch [5] is
accompanied by a fascinating analysis.
Since the complexity status ofMIS for the family of P5-free graphs is unknown, the best known algorithms to solveMIS for
this family of graphs are exponential time algorithms for graphs (without restrictions). In this paper we design and analyze
the first (simple) super-polynomial algorithm using a subexponential5 running time in order to solveMIS for P5-free graphs.
The algorithm relies on a structural result of connected P5-free graphs discovered by Bacsó and Tuza [3]. Our main result
also answers a question raised by Chen [4] at the IWPEC 2006 asking for a subexponential time solution for a graph problem
without topological constraints.
2. Algorithm and analysis
We begin with some useful and folklore properties of the independence number α.
Observation 1. Let G = (V , E) be a graph.
(i) If v ∈ V is an isolated node of G, then α(G) = 1+ α(G− {v}).
(ii) If H is a connected component of G, then α(G) = α(H)+ α(G− H).
(iii) If v ∈ V , then α(G) = max{α(G− {v}), 1+ α(G− N[v])}.
Our simple algorithm, whichwe call AlphaP5, is based on this observation andworks as follows: If G is the empty graph, then
α(G) = 0. Otherwise, AlphaP5 tries to reduce the size of the problemwithout branching and in a divide&conquer fashion by
applying property (i) or (ii) of Observation 1. Thus, if the graph G in question contains an isolated node v, then
AlphaP5(G) = 1+ AlphaP5(G− {v}),
and if G contains a connected componentH , the algorithm recursively solves the subproblems defined by the smaller graphs
H and G− H separately, and sums up both solutions, i.e.
AlphaP5(G) = AlphaP5(H)+ AlphaP5(G− H).
As a last choice the algorithm greedily chooses a node v of Gwithmaximum degree and branches according to property (iii)
of Observation 1:
AlphaP5(G) = max{AlphaP5(G− {v}), 1+ AlphaP5(G− N[v])}.
Notice that with straightforwardmodifications the algorithm can also provide amaximum independent set. The correctness
of our algorithm is obvious, since AlphaP5 is based on Observation 1. For the analysis of the running time of our algorithm,
we introduce T [k], which is the number of subproblems in the search tree generated by AlphaP5 to solve a problem of size
k. Size means here the number of nodes. If one of the two preprocessing steps of the algorithm is satisfied, we easily get
T [k] ≤ 1+ T [k− 1]. Otherwise, consider the node v at which we branch. In the following lemma, which will have a crucial
impact on the performance of our algorithm, we will demonstrate that the branching node v has at least b√kc neighbors.
Lemma 2. Let G = (V , E) be a connected P5-free with |V | = n ≥ 2. Then either there exists v ∈ V with dG(v) ≥ √n or
G ∈ {K2, C5} with degree b√nc. Thus for large enough order n there exists v ∈ V with dG(v) ≥ b√nc.
Proof. Let G = (V , E) be a connected P5-free graph on n nodes. If 2 ≤ n ≤ 8, then a simple case-by-case analysis
demonstrates that the result is true. A nice structural characterization due to Bacsó and Tuza [3] asserts that every connected
P5-free graph contains a dominating clique or a dominating P3. If G contains a dominating P3 = xyz, then the dominating
property implies that at least one of these nodes, say x is adjacent to at least n/3 nodes of G. Since n ≥ 9, we deduce
n/3 ≥ √n. Now suppose that G contains a dominating clique Q of minimum order q. If q ≥ d√ne, then there exists v of
V (Q ) being adjacent to at least d√ne − 1 nodes of Q and at least one node in V − V (Q ). If d√ne > q = b√nc, then there
exists v of V (Q ) being adjacent to b√nc − 1 nodes of Q and at least two nodes in V − V (Q ). Thus assume that q < b√nc
and let v∗ be a node of Q such that all v ∈ V (Q ) satisfy dG(v) ≤ dG(v∗). Recall that Q is a dominating set of G and therefore⋃
v∈V (Q ) N[v] = V . Thus we haveΣv∈V (Q )(dG(v)+ 1) ≥ n and moreover b
√
nc(dG(v∗)+ 1) > n. This implies dG(v∗) ≥ √n
and completes the proof. 
5 Roughly speaking: an algorithm for a decision problem has subexponential running time, if the running time depends polynomially on the instance
length |x| and the logarithm of the running time is sublinear in terms ofm(x) (The termm(x) is a polynomial time computable and polynomially bounded
complexity parameter that bounds the length of a YES-certificate.); e.g. the running time 2
√
n for a decision problem with instance- and YES-certificate-
length n.
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Therefore if we consider the branching node v, then our last lemma guarantees that d(v) ≥ b√kc if the size of the
subproblem is k. This brings us to T [k] ≤ 1+ T [k− 1] + T [k−b√kc− 1]. Since solving every subproblem, not considering
the possible recursive calls and to compute all solutions of P5-free instances for MIS up to a size of fixed constant, say n0
nodes, takes polynominal time, the time complexity of AlphaP5 heavily relies on a function f depending on n satisfying the
following inequality for all n greater than a fixed constant, say n0:
f (n) ≥ 1+ f (n− 1)+ f (n−√n). (∗)
More precisely, the validity of (∗) inductively implies the inequality
T [n] ≤ 1+ T [k− 1] + T [k− b√kc − 1] ≤ 1+ f (n− 1)+ f (n−√n) ≤ f (n).
In the following technical lemma we will offer a candidate for a function satisfying (∗).
Lemma 3. Let 0 <  < 14 and c > 1 be fixed real constants. Let our function be f (x) = cx
1−
with real variable x ∈ R≥1. Then
there exists an integer n0 such that all integers n with n ≥ n0 satisfy (∗).
Proof. Let f with f (x) = cx1− and g with g(x) = x1− be two functions with fixed real constants 0 <  < 14 and c > 1 and
variable x ∈ R≥1. For our analysis we need some obvious properties of f and g:
(A1) f (x) = eln(c)x1− > 0;
(A2) f ′(x) = ln(c)(1− )x− f (x) > 0;
(A3) For a positive integer nwe have f (n)− f (n− 1) = f ′(ξn) for some ξn ∈ [n− 1, n];
(A4) For n tending to infinity the term n

ln(ξn )
likewise tends to infinity;
(A5) g ′(x) = (1− )x− > 0;
(A6) For an integer n > 1 we have g(n− 1)− g(n−√n) = g ′(φn)(
√
n− 1) for some φn ∈ [n−
√
n, n− 1].
Now we are able to prove inequality (∗):
(∗): cn1− ≥ 1+ c(n−1)1− + c(n−
√
n)1− ⇔ cn1− − c(n−1)1− ≥ 1+ c(n−
√
n)1−
(A2),(A3)⇔ ∃ξn ∈ [n− 1, n] : ln(c)(1− )ξn−cξ1−n ≥ 1+ c(n−
√
n)1−
⇔ cξ1−n −(n−
√
n)1− ≥ (ln(c)(1− ))−1ξ 
n
(c−(n−
√
n)1− + 1)
(A1)⇔ eln(c)(ξ1−n −(n−
√
n)1− ) ≥ eln((ln(c)(1−))
−1ξn (c−(n−
√
n)1−+1))
⇔ ln(c)(ξ 1−
n
− (n−√n)1−) ≥ − ln(ln(c))− ln(1− )+  ln(ξn)+ ln(c−(n−
√
n)1− + 1)
⇔ ξ 1−
n
− (n−√n)1− ≥ − ln(ln(c))
ln(c)︸ ︷︷ ︸
const.
− ln(1− )
ln(c)︸ ︷︷ ︸
const.>0
+ 
ln(c)︸ ︷︷ ︸
const.>0
ln(ξn)︸ ︷︷ ︸
n→∞−→∞
+ ln(c
−(n−√n)1− + 1)
ln(c)︸ ︷︷ ︸
n→∞−→ 0, i.e. const.>0 for n≥n1
⇐ ξ 1−
n
− (n−√n)1− ≥ n ∧ (1)
n ≥ const.+ const. ln(ξn). (2)
From (A4) we deduce that there exists n2 such that for all n ≥ n2 inequality (2) is valid. Since ξn ≥ n− 1 inequality (1) will
follow from
(n− 1)1− − (n−√n)1− ≥ n (3)
(n− 1)1− − (n−√n)1−
(A6):∃φn∈[n−
√
n,n−1]
= g ′(φn)(
√
n− 1)
(A5)= (1− )(φn)−(n
1
2 − 1)
0<<1/4 ∧ ∃n3 ∀ n≥n3:
≥ n .
Summarizing, we obtain for all integers n satisfying n ≥ n0 := max{ni|i ∈ {1, 2, 3}}
f (n) ≥ 1+ f (n− 1)+ f (n−√n).
This analysis6 completes the proof of this lemma and, as argued in advance of Lemma 3, also finalizes the proof of the
following theorem. 
Theorem 4. Algorithm AlphaP5 determines the independence number α(G) (resp. amaximum independent set) of P5-free graphs
G with n nodes in subexponential running time. More precisely for every value 0 <  < 14 and every 1 < c the running time of
AlphaP5 is bounded by O(cn
1−
).
6 For basic techniques in order to analyze the running time for branching algorithms we refer to [9].
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3. Final remarks and ongoing research
In this note we examined the time complexity of the well-known NP-hard graph problem Maximum Independent Set
(MIS), if the problem is restricted to P5-free graphs. The complexity status of this subproblem (is it polynomial solvable,
NP-hard or none of them) has been open for a long time. Although we do not answer this question, we contribute, by our
subexponential solution, a big step towards a final answer. As an interesting byproduct this also settles a question raised by
Chen [4] asking for a subexponential time solution for a graph problemwithout topological constraints.7 Since our algorithm
AlphaP5 is simple and Lemma2might be generalized8 ourwork could be considered as a first ‘subexponential’ step towards a
solution. Ongoing researchwill consider improvements of these results. Here, we just brieflymention a slight generalization.
Van’t Hof and Paulusma [8] recently characterized P6-free graphs. They proved that a graph G is P6-free if and only if each
connected induced subgraph of G onmore than one node contains a dominating induced cycle on six nodes or a dominating
(not necessarily induced) complete bipartite subgraph. Based on this result an analogue to Lemma 2 for P6-free graphs can
easily be derived. More precisely, every connected P6-free graph with n ≥ 72 nodes contains a node of degree ≥
√
2n. A
straightforward modification of AlphaP5 to AlphaP6 consumes by a similar analysis also subexponential time.
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