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UNIFORM ASYMPTOTIC FORMULAS OF RESTRICTED
BIPARTITE PARTITIONS
NIAN HONG ZHOU
Abstract
In this paper, we investigateπ(m,n), the number of partitions of the bipartite number
(m,n) into steadily decreasing parts, introduced by L.Carlitz [’A problem in partitions’,
Duke Math Journal 30 (1963), 203–213]. We give a relation between π(m,n) and
the crank statistic M(m,n) for integer partitions. Using this relation, some uniform
asymptotic formulas for π(m,n) are established.
1 Introduction and statement of results
We begin with some standard definitions from the theory of partitions [1]. An integer
partition is a non-increasing sequence λ1, λ2, . . . , such that eachλ j is a nonnegative integer.
The partition (λ1, λ2, . . . )will be denoted byλ. We sayλ is a partition of n ifλ1+λ2+· · · = n.
Let p(n) be the number of partitions of n and let p(0) := 1. Then by Euler, we have the
following famous generating function
∑
n≥0
p(n)qn =
1
(q; q)∞
, (q ∈ C, |q| < 1). (1.1)
Here (a; q)∞ =
∏
j≥0(1− aq j) for any a ∈ C and |q| < 1. Determining the growth of p(n) was
one of the early motivating problems in the theory of partitions. Hardy and Ramanujan
[2] proved
p(n) ∼ 1
4
√
3n
e2π
√
n/6, (1.2)
as integer n→ +∞.
For partitions α = (α1, α2, . . . ) and β = (β1, β2, . . . ), follows from [1, p.207] we say that
the pair (α, β) is a pair of partitions with steadily decreasing parts if
min(αi+1, βi+1) ≥ max(αi, βi),
holds for all integer i ≥ 1. Let π(m, n) be the number of partitions of the bipartite number
(m, n) of the form
(m, n) = (α1 + α2 + . . . , β1 + β2 + . . . ),
with each pair (α, β) has steadily decreasing parts. A generating function for π(m, n) is
given by Carlitz [3, 4]
∑
m,n≥0
π(m, n)xmyn =
1
(x, xy)∞(x2y2; x2y2)∞(y, xy)∞
, (1.3)
for all x, y ∈ C with |x|, |y| < 1. This is analogous to the generating function (1.1) for
the number of partitions of 1-partite number. In [5], Andrews extended (1.3) to r-partite
number for any positive integer r. For more related results, see [6, 7, 8].
1
Restricted Bipartite Partitions
In this paper, we investigate the asymptotics of π(m, n) analogous to the Hardy–
Ramanujan asymptotic formula (1.2). To state our main results, we need the cubic
partition function c(n) introduced by Chan [9] that
∑
n≥0
c(n)qn =
1
(q; q)∞(q2; q2)∞
; (1.4)
and the crank statistic for integer partitions, introduced and investigated by Dyson [10]
and Andrews and Garvan [11, 12]. Denoting by M(m, n) the number of partitions of n
with crank m, we have the generating functions
∑
n≥0
m∈Z
M(m, n)qnζm =
(q; q)∞
(ζq; q)∞(ζ−1q; q)∞
=
ζ − 1
(q; q)∞
∑
n∈Z
(−1)nq n(n+1)2
1 − ζqn . (1.5)
The first result of this paper is stated as follows.
Proposition 1.1. For non-negative integers n,m define D(m, n) := π(m, n) − π(m − 1, n) with
π(−1, n) := 0. We have
π(m, n) =
∑
0≤k≤min(m,n)
c (min(m, n) − k)α(|m − n|, k), (1.6)
where
α(s, k) =
∑
ℓ≥0
(−1)ℓp (k − ℓ(ℓ + 1)/2− ℓs) ,
with p(−r) := 0 for all r > 0. We also have
D(m, n) =
∑
0≤k≤Lm,n
c(Lm,n − k)M(n − Lm,n, n − Lm,n + k), (1.7)
where Lm,n := min(2n −m,m). In particular, if m > 2n then D(m, n) = 0.
By use of (1.7) of Proposition 1.1, we prove the following uniform asymptotic behavior
of D(m, n), by using some results on the uniform asymptotics of M(m, n), proved by the
author in [13].
Theorem 1.2. Uniformly for all integers m, n ≥ 0 such that 0 ≤ m ≤ 2n,
D(m, n) ∼ 5c
25 · 3
ec
√
min(m,2n−m)
[min(m, 2n −m)]2
(
1 + e
− c|n−m|
2
√
min(m,2n−m)
)−2
,
asmin(m, 2n −m)→∞, where c = 2π√5/12.
Aa a consequence of the above theorem, we prove the following asymptotic formula
for π(m, n) which analogous the Hardy–Ramanujan asymptotic formula (1.2).
Theorem 1.3. Uniformly for all integers m, n ≥ 0,
π(m, n) ∼ 5
24 · 3
ec
√
min(m,n)
[min(m, n)]3/2
(
1 + e
− c|n−m|
2
√
min(m,n)
)−1
,
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asmin(m, n)→∞, where c = 2π√5/12. In particular,
π(n, n) ∼ 5
25 · 3
ec
√
n
n3/2
,
as n→∞.
Remark 1.1. In viewofα(s, k) of Proposition 1.1 has a similar expression toV
(
ℓ,N +
|ℓ|(|ℓ|+1)
2
)
of [14, Proposition 1.2] of the author , it is possible to give a proof of Theorem 1.3, by
using the method used in the proof of [14, Theorem 1.3].
By using (1.6) of Proposition 1.1, we illustrate some of our results in the following 2
tables (All computations are done in Mathematica).
Table 1: Numerical data for π(m, n).
L π(L2, L2) A(L2, L2)
π(L2,L2)
A(L2,L2)
10 2.02082 · 1013 2.14152 · 1013 ∼ 0.9436
40 2.29293 · 1064 2.32601 · 1064 ∼ 0.9858
70 2.99238 · 10116 3.01693 · 10116 ∼ 0.9919
100 7.15231 · 10168 7.19331 · 10168 ∼ 0.9943
L π(L2, L2 + L) A(L2, L2 + L)
π(L2 ,L2+L)
A(L2 ,L2+L)
10 3.42924 · 1013 3.78489 · 1013 ∼ 0.9060
40 4.00991 · 1064 4.11096 · 1064 ∼ 0.9754
70 5.25671 · 10116 5.33209 · 10116 ∼ 0.9859
100 1.25872 · 10169 1.27134 · 10169 ∼ 0.9901
Here A(m, n) = 5
24·3
ec
√
m
m3/2
(
1 + e
− c(n−m)
2
√
m
)−1
.
2 Proofs of results
2.1 The proof of Proposition 1.1
Setting q = xy and ζ = x, the generating function (1.3) can be rewritten as
∑
m,n≥0
π(m, n)qnζm−n =
1
(q, q)∞(q2, q2)∞
(q; q)∞
(ζ, q)∞(ζ−1q, q)∞
(2.1)
=
1
(q, q)2∞(q2, q2)∞
∑
n∈Z
(−1)nq n(n+1)2
1 − ζqn , (2.2)
by using (1.5). Therefore, by use of (2.2), we have for each m ≥ 0,
∑
n≥0
π(m + n, n)qn =
1
(q, q)∞(q2, q2)∞
1
(q; q)∞
∑
n≥0
(−1)nq n(n+1)2 +nm
=
∑
s≥0
c(s)qs
∑
n≥0

∑
ℓ≥0
(−1)ℓp(n − ℓ(ℓ + 1)/2 −mℓ)
 qn
=
∑
n≥0

∑
0≤k≤n
c(n − k)α(m, k)
 qn.
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That is if m ≥ n then
π(m, n) =
∑
0≤k≤n
c(n − k)α(m − n, k).
From (1.3) we have π(m, n) = π(n,m), and hence the proof of (1.6) follows. We now proof
(1.7). By noting that π(−1, n) := 0 for all integers n ≥ 0, and using (1.5) and (2.1) implies
that
∑
n≥0
m≥0
(π(m, n) − π(m − 1, n))qnζm−n = 1
(q, q)∞(q2, q2)∞
∑
n≥0
m∈Z
M(m, n)qnζm.
Using (1.4) we further obtain that
D(m, n) =
∑
0≤ℓ≤n
c(n − ℓ)M(m − n, ℓ).
Recall the well known results that M(m, n) = M(−m, n), and M(m, n) = 0 if |m| > n. We
have: For 0 ≤ m ≤ n,
D(m, n) =
∑
0≤ℓ≤n
c(n − ℓ)M(n −m, ℓ)
=
∑
0≤k≤m
c(m − k)M(n −m, n −m + k). (2.3)
For n ≤ m ≤ 2n,
D(m, n) =
∑
0≤ℓ≤n
c(n − ℓ)M(m − n, ℓ)
=
∑
0≤k≤2n−m
c(2n −m − k)M(n − (2n −m), n − (2n −m) + k). (2.4)
For m > 2nwe have m − n > n, and hence
D(m, n) =
∑
m−n≤ℓ≤n
c(n − ℓ)M(m − n, ℓ) = 0. (2.5)
Combining (2.3)–(2.5), the proof of (1.7) follows.
2.2 Auxiliary lemmas
To prove Theorem 1.2, we need the following uniform asymptotics ofM(m, n), which
follows from [13, Corollary 1.4]. We note that the uniform asymptotics ofM(m, n)was first
considered by Dyson [15] as an open problem, proved first by Bringmann and Dousse
[16], and completed as the following form by the author [13].
Proposition 2.1. Uniformly for all integers ℓ, k ≥ 0, as ℓ→ ∞,
M(k, k + ℓ) ∼ π
12
√
2
(
1 + e
− πk√
6ℓ
)−2 e2π√ℓ/6
ℓ3/2
.
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Proof. From [13, Corollary 1.4] and the Hardy–Ramanujan asymptotic formula (1.2), we
have as ℓ → ∞,
M(k, k + ℓ) ∼ π√
6
(
1 + e
− πk√
6(ℓ+k)
)−2 p(ℓ)
ℓ1/2
∼ π
12
√
2
e2π
√
ℓ/6
ℓ1/2
(
1 + e
− πk√
6(ℓ+k)
)−2
∼ π
12
√
2
e2π
√
ℓ/6
ℓ1/2
(
1 + 1ℓ>k2−1/8e
− πk√
6(ℓ+k)
)−2
.
Here and throughout, 1condition = 1 if the ’condition’ is true, and equals to 0 if the ’condition’
is false. Notice that if ℓ > k2−1/8 and ℓ → +∞ then
πk√
6(ℓ + k)
=
πk√
6ℓ
(1 +O(ℓ−1k)) =
πk√
6ℓ
+O
(
ℓ−
1
2+
1
15
)
,
we have
M(k, k + ℓ) ∼ π
12
√
2
e2π
√
ℓ/6
ℓ1/2
(
1 + 1ℓ>k2−1/8e
− πk√
6ℓ
+O
(
ℓ
− 1
2
+
1
15
))−2
=
π
12
√
2
e2π
√
ℓ/6
ℓ1/2
(
1 + 1ℓ>k2−1/8e
− πk√
6ℓ
)−2 (
1 +O
(
ℓ−
1
2+
1
15
))
∼ π
12
√
2
e2π
√
ℓ/6
ℓ1/2
(
1 + e
− πk√
6ℓ
)−2
,
which completes the proof. 
We also need the asymptotics of the cubic partitions c(n), which can be find in [17,
Equation (1.5)].
Lemma 2.2. We have
c(n) ∼ 1
8n5/4
eπ
√
n,
as integer n→ +∞.
We finally need
Lemma 2.3. Let m ∈ Z+ be sufficiently large. Define for all x ∈ [0,m] that
fm(x) :=
√
m − x +
√
2x/3.
Then fm(x) is increasing on [0, 2m/5] and decreasing on [2m/5,m]. Moreover,
fm(2m/5+ ℓ) =
√
5m/3 − κm−3/2ℓ2 +O(m−2−4),
holds for all real ℓ such that |ℓ| ≤ m 34+2−4 , where κ := 2−4 · 3−3/2 · 55/2.
Proof. The proof of this lemma is directly and we shall omit it details. 
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2.3 The proof of Theorem 1.2 and Theorem 1.3
In this subsection, we always assume thatm, n are integerswith n ≥ m ≥ 0 andm→ ∞.
We first prove Theorem 1.2. From Proposition 1.1, we split that
D(m, n) =
∑
0≤k≤m
c(m − k)M(n −m, n −m + k)
=

∑
|k−2m/5|≤m3/4+2−4
+
∑
0≤k≤m
|k−2m/5|>m3/4+2−4

c(m − k)M(n −m, n −m + k)
=: I(m, n)+ E(m, n).
For E(m, n), using Proposition 2.1 and Lemma 2.2 we have:
E(m, n) = c(m) +M(n −m, n) +
∑
1≤k<m
|k−2m/5|>m3/4+2−4
c(m − k)M(n −m, n −m + k)
≪ e
π
√
m
m
+
e2π
√
m/6
m3/2
+
∑
1≤k<m
|k−2m/5|>m3/4+2−4
eπ(
√
m−k+√2k/3)
k3/2(m − k)
≪ eπ
√
m
+
∑
1≤k<m
|k−2m/5|>m3/4+2−4
1
k3/2
eπ fm(k).
By use of Lemma 2.3, we further find that
E(m, n)≪ eπ
√
m
+ e
π fm
(
2m/5+m3/4+2
−4 )
+ e
π fm
(
2m/5−m3/4+2−4
)
≪ eπ
√
5m/3−κπm1/8 . (2.6)
We now evaluate I(m, n). Also, from Proposition 2.1 and Lemma 2.2,
I(m, n) ∼ π
96
√
2
∑
|k−2m/5|≤m3/4+2−4
(
1 + e
− π(n−m)√
6k
)−2 eπ√(m−k)
(m − k)5/4
e2π
√
k/6
k3/2
∼ π
96
√
2(3m/5)5/4(2m/5)3/2
∑
|k− 25m|≤m 34 + 116
eπ fm(k)(
1 + e
− π(n−m)√
6k
)2 .
Using Lemma 2.3 further implies that
I(m, n) ∼
π
(
1 + e
−(1+O(m−3/16))
√
5π(n−m)√
12m
)−2
eπ
√
5m/3
96
√
2(3m/5)5/4(2m/5)3/2
∑
|k− 25m|≤m 34 + 116
e−
κπ
m3/2
(k−2m/5)2 . (2.7)
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Notice that n ≥ m and m→ +∞we have
(
1 + e
−(1+O(m−3/16))
√
5π(n−m)√
12m
)−2
∼
(
1 + 1m>(n−m)2−1/8e
−(1+O(m−3/16))
√
5π(n−m)√
12m
)−2
=
(
1 + 1m>(n−m)2−1/8e
−π
√
5
12m (n−m)+O
(
m
1
30
− 3
16
))−2
∼
(
1 + e−π
√
5
12m (n−m)
)−2
. (2.8)
By using Abel’s summation formula, it is easy to find that
∑
|k−2m/5|≤m3/4+2−4
e−πκm
−3/2(k−2m/5)2 ∼
∫
R
e−πκm
−3/2x2 dx =
m3/4√
κ
e2π
√
5m
12 , (2.9)
as m → +∞. Substituting (2.8) and (2.9) to (2.7), and note that κ = 2−4 · 3−3/2 · 55/2 we
further find that
I(m, n) ∼ πm
3/4e2π
√
5m
12
96
√
2(3m/5)5/4(2m/5)3/2κ1/2
(
1 + e−π
√
5
12m (n−m)
)−2
=
5 · π
24 · 3
√
5
12
e2π
√
5m
12
m2
(
1 + e−π
√
5
12m (n−m)
)−2
.
Combining (2.6) we find that if m ≤ n and m→ +∞ then
D(m, n) ∼ 5c
25 · 3
ec
√
m
m2
(
1 + e
− c(n−m)
2
√
m
)−2
,
with c = 2π
√
5/12. Then by using (1.7) the proof of Theorem 1.2 follows.
We now prove Theorem 1.3. Since D(m, n) = π(m, n) − π(m − 1, n), and
π(0, n) = c(0)α(n, 0) = c(0)p(0) = 1,
by using Proposition 1.1, and for all integers k, n ≥ 1 such that k ≤ n,
D(k, n)≪ k−2ec
√
k,
by using Theorem 1.2, we have
π(m, n) = π(0, n) +
∑
1≤k≤m
D(k, n)≪ 1 +
∑
1≤k≤m
k−2ec
√
k ≪ ec
√
m.
Let ⌊·⌋ be the greatest integer function. Using Theorem 1.2 again,
π(m, n) = π
(
m − ⌊m9/16⌋, n
)
+
∑
m−⌊m9/16⌋<k≤m
D(k, n)
∼ O
(
ec
√
m−⌊m9/16⌋
)
+
∑
m−⌊m9/16⌋<k≤m
5c
25 · 3
ec
√
k
k2
(
1 + e
− c(n−k)
2
√
k
)−2
∼ O
(
ec
√
m− c2m1/16
)
+
5cec
√
m
25 · 3m2
∑
0≤k<⌊m9/16⌋
e
− ck
2
√
m
+O(m−3/8)
(
1 + e
− c(n−m+k)
2
√
m−k
)−2
,
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that is,
π(m, n) ∼ 5ce
c
√
m
25 · 3m2
∑
0≤k<⌊m9/16⌋
e
− ck
2
√
m
(
1 + 1n−m<m9/16e
− c(n−m+k)
2
√
m−k
)−2
=
5cec
√
m
25 · 3m2
∑
0≤k<⌊m9/16⌋
e
− ck
2
√
m
(
1 + 1n−m<m9/16e
− c(n−m+k)
2
√
m
+O(m−3/8)
)−2
∼ 5ce
c
√
m
25 · 3m2
∑
0≤k<⌊m9/16⌋
e
− ck
2
√
m
(
1 + e
− c(n−m+k)
2
√
m
)−2
. (2.10)
By using Abel’s summation formula, it is easy to find that
∑
0≤k<⌊m9/16⌋
e
− ck
2
√
m(
1 + e
− c(n−m+k)
2
√
m
)2 ∼
∫ ∞
0
e
− cx
2
√
m(
1 + e
− c(n−m+x)
2
√
m
)2 dx = 2
√
m
c
1
1 + e
− c(n−m)
2
√
m
.
Therefore by combining (2.10) we obtain that if m ≤ n and m→ +∞ then
π(m, n) ∼ 5
24 · 3
ec
√
m
m3/2
(
1 + e
− c(n−m)
2
√
m
)−1
.
Thus by using (1.6) the proof of Theorem 1.3 follows.
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