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A century ago, in 1864, James Clerk Maxwell foresaw the possibility of the 
propagation of electromagnetic waves in space from waves originating in wires. 
In his paper, “On A Dynamical Theory of the Electromagnetic Field,” he was 
the first to demonstrate mathematically the laws of the transfer of electromag- 
netic energy through space at the speed of light. 
When, in 1879, the Anglo-U.S. inventor David Edward Hughes received a 
signal one-quarter of a mile away from a spark generator, many scientists were 
of the opinion that this was a case of ordinary induction, and so, Heinrich 
Rudolf Hertz of Germany is credited with the production and detection of radio 
signals in 1886. In the early 1890s the achievements of 0. Lodge (England), 
E. Branly (France), and A. S. Popov (Russia) progressively pushed back frontiers 
with transmissions across distances from 100 yards to over a mile. 
Guglielmo Marconi attained operating ranges of several miles with improved 
equipment and, in December 1901, culminated one era and began another by 
successfully sending a signal from Cornwall, England across the Atlantic Ocean 
to a station in St. John’s, Newfoundland. 
By the beginning of this century, the phenomena of radio reflection or echo 
had been repeatedly observed and comments were often made regarding possible 
uses and applications. Nikola Tesla wrote in Century Magazine (June 1900) that 
by means of radio, a moving object, such as a ship at sea, might be detected and 
located. Simple radar or radio echo detectors were patented, as exemplified by 
a device to prevent ship collisions (1904) by a German engineer, Christian 
Hiilsmeyer; interest in such a device was lacking at the time. 
After 1925, radio waves began to be used to explore the ionosphere and our 
upper atmosphere. The 1930s saw the start of passive radio astronomy and the 
development of practical radar. Radio echoes from the moon were detected in 
1946, and in 1958, the first successful attempt to receive a return from our next 
nearest neighbor, Venus, was reported. In the following year, the sun was suc- 
cessfully used as a reflector. 
The dawning of the “space age” permits another advance, the ability to put 
receivers, transmitters, and transponders at sites remote from the vicinity of the 
earth. Controlled coherent radio sources are now used to explore the geometry 
and mechanics of the solar system, determine planetary masses, figures, topog- 
raphies, atmospheric and gravitational fields, explore the interplanetary medium, 
and perform tests of general relativity theory. The horizon of limitations as to 
the knowledge yet to be gained from radio and radar experiments is still a long 
way off. 
i i i  
Because no conference devoted exclusively to the field of radio and radar 
exploration of the solar system with earth and spacecraft based sources had ever 
been convened, it has been a pleasure for the Jet Propulsion Laboratory to host 
this conference on the subject of “Scientific Applications of Radio and Radar 
Tracking in the Space Program.” Although nearly all the active participants were 
acquainted with each other and communicate or cross paths periodically, this 
was the first time that so large a group of researchers, representing nearly every 
involved center, were gathered together. The conference and the publishing of 
the papers thereof was under the auspices of the Mission Analysis Division of the 
Jet Propulsion Laboratory. 
In the proceedings of the conference, the editors have reproduced those ad- 
dresses for which the authors have provided manuscripts. Since some attendees 
reported on work in progress, these papers are, in general, represented by ab- 
stract only. In cases where the contents of the address is already available in the 
literature, the reference is given. 
L. Efron 
C. B. Solloway 
Conference Chairmen 
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A Binary Coded Sequential Acquisition Ranging System 
W. 1. Martin 
Communications Systems Research 
Jet Propulsion Laboratory 
Pasadena, California 
This paper describes an R b D  ranging system built by  the Jet Propulsion 
Laborato y. Utilization of spacecraft doppler to provide a synchronous model of 
the received signal is discussed. The correlation properties of binary codes, as 
well as the resultant simplifications of the spacecraft regenerative transponder 
(necessary for very deep space probes) are reviewed. Brief mention is made of 
the integrated circuit packaging scheme that yielded a twentyfold reduction in 
system size together with a concomitant increase in reliability. Finally, the system 
accuracy, its relationship to the hardware, and a description of the data output 
and its meaning to the user are considered. 
1. Introduction 
The advent of high-speed digital logic (100 MHz and 
above) has made possible a dramatic simplification in 
the design of high-precision ranging equipment. The 
employment of sequential transmission of binary code 
components and a phase estimation program has re- 
sulted in a minimum acquisition time machine. 
In the past, ranging systems could be conveniently 
assigned to one of two classifications depending upon 
their method of coding: 
(1) The single component systems that utilized a 
pseudonoise code of sufficient period to resolve 
range ambiguities and a bit length short enough to 
provide the required resolution. Examples include 
lunar and planetary mapping systems in which 
simplicity of design and acquisition procedure 
have been traded for relatively long acquisition 
times. 
(2) The multicomponent systems that combined a 
group of short sequences into a code of the desired 
length. Examples are the Apollo Mark I, Mariner 
6749, and Sidetone ranging systems in which the 
intent was clearly to minimize the acquisition time. 
It has been shown by Titsworth (Ref. 1) that the best 
acquisition time for a multicomponent, single correlator 
system is achieved when the individual component 
lengths vi are 
vi N pl/n N e (1) 
where p is the combined code period, n is the number of 
components, and e is the component length. Unfortu- 
nately, an additional constraint on pseudonoise coded 
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systems demands that the individual component periods 
must all be relatively prime. Thus, the designer is forced 
to trade optimality for reality and select components 
lengths that best fit both criteria. Typical choices for 
component lengths include 2, 7, 11, 15, 19, 23, etc. 
While offering a substantial reduction in acquisition 
time, the multicomponent combinatorial units do suffer 
some degradation due to component sharing of the trans- 
mitted power (Ref. 1). This degradation can be over- 
come by sequentially transmitting components, one at a 
time, so that full transmitted power is available to each. 
For example, a 3-dB improvement is realized over com- 
binational systems allocating 50% of the power to each 
component, and a 6-dB gain is realized over those assign- 
ing 25% to each component. Thus it appears that the 
optimal system would sequentially transmit n compo- 
nents of length e. 
Sequential Ranging Machine 
Figure 1 is a simplified block diagram of a binary- 
coded sequential acquisition ranging system. A frequency 
synthesizer generates a frequency f s  (nominally 22 MHz) 
that is multiplied by three and is phase modulated by 
the transmitter coder. The code is generated by divid- 
ing the 66-MHz output from the X 3  multiplier by 64 
and applying the result to an 18-stage binary counter. 
Each of the 18 outputs from the binary counter is indi- 
vidually selectable for modulating the transmitter. Thus, 
the code period tn of the nth component is given by 
From Eq. (2), it can be seen that the code period is 
irrevocably tied to the transmitter frequency. Changing 
the transmitter frequency, as is done from time to time 
to assure optimum reception at the spacecraft, also 
changes the coder frequency in direct proportion. 
A virtually identical set of hardware exists in the re- 
ceiver; however, the t 6 4  is preceded by a doppler 
pulse adder circuit. The latter accepts as one of its inputs 
the 66 MHz signal from the X3 multiplier in the trans- 
mitter chain. A second input connects the RF doppler fd,  
properly scaled, from the Deep Space Instrumentation 
Facility (DSIF) receiver. In the ranging mode, the out- 
put from the pulse adder circuit is the algebraic sum of 
the two inputs: 
3 f ,  + f a  
The receiver coder is a duplicate of its counterpart in 
the transmitter except for the inclusion of a second out- 
MODULATOR 
SYNTHESIZER 
CODE 90' I 
put providing code delaying by n/2. This second channel 
is combined with the first to establish the amplitude of 
the returning signal, a necessary step in measuring its 
phase. 
When the Range-Sync switch is in SYNC position, the 
two coders will be operating synchronously. Because of 
the doppler frequency shift due to the relative motion 
of the spacecraft, the received signal will be slipping in 
phase with respect to the coders. If, at some time to, the 
switch is changed to the RANGE position, the receiver 
coder frequency is instantly modified by the RF doppler 
and becomes coherent with the signal being received 
from the spacecraft. Assuming that the two coders have 
been synchronized prior to the changeover, the phase 
difference between the receiver coder and the incoming 
signal is a measure of range. Since this phase dispface- 
ment is constant by virtue of the doppler rate aiding, the 
range measurement can be made at leisure. 
Thus, a coherent model of the received signal is gener- 
ated by modifying the frequency of the transmitted code 
with the spacecraft doppler. The tracking operation is 
open-loop, eliminating any settling time and greatly sim- 
plifying the hardware design. Two conditions are neces- 
sary to make the system workable. First, before the RF 
doppler can be used as a rate aiding signal, the code 
must bear some simple, fixed relationship to the trans- 
mitted frequency. This condition is apparent from Eq. (2), 
which can be convenientIy rewritten in terms of the 
transmitted frequency f T  
2048 
t ,  = -x 2" 
f T  
(3) 
Second, the mechanization required the availztbility of 
high-speed digital logic that could conveniently handle 
66 MHz. Since the pulse adder serves to add or delete 
cycles from the 66-MHz reference, the logic must have 
a speed capacity well in excess of that frequency. 
The question might well arise as to why such a high 
frequency was selected for the doppler addition. The 
answer can be best explained by an example. Consider 
a target whose distance is increasing at a uniform rate 
resulting in a constant doppler frequency. Since the 
spacecraft is receding, the received frequency will be 
lower than that transmitted by the two-way doppler. 
Each doppler cycle detected by the DSIF receiver serves 
to delete one 66-MHz cycle in the pulse adder. There- 
fore, the receiver coder phase will be delayed in a step- 
wise manner causing a small phase jitter with respect 
to the incoming signal. The higher the frequency at which 
the doppler addition is done, the less the phase jitter. 
The ranging receiver is shown in a simplified block 
diagram in Fig. 2. The input, obtained from the DSIF 
receiver, consists of 10-MHz phase modulated signal 
IO-MHz REF 
DSIF RECEIVER 
CHANNEL 1 
CHANNEL 2 
MIXER 
TO A/D 
CONVERTER 
IN DIGITAL 
SUBSYSTEM 
CODE ' 90 den AGC 
-I- 
IO-MHz REF 
Ab R 
sine wave. Any phase displacement will result in a phase 
inversion of the sine wave. After amplification, a second 
Q, 
identical mixer removes the 10-MHz reference, translat- 
ing the received signal to baseband form for further 
I ZPnCECRAFT 
Received spacecraft 
code 
To eliminate effects due to dc drift or changes in 
amplification between the two channels, the code inputs 
are interchanged once per second. For example, if “code” 
is directed to channel 1, then “code delayed by ~ / 2 ”  is 
used in channel 2. Coincident with the 1-s time tick, the 
inputs would be inverted so that “not code” and “not 
code delayed by ~ / 2 ”  would be entered into channel 1 
and channel 2, respectively. Again at the next 1-s tick, 
the two inputs would be exchanged and the procedure 
repeated until all four possible combinations were ex- 
hausted. The last two bits of the data input word specify 
the state of the code-channel assignment, allowing the 
computer to sort the data. 
Ranging receiver 
output 
Receiver coder 
Eighteen code components have been designed into 
-, . -. .. .. 
processing. CODE A 
RECEIVER 
CODE I 
Fig. 3. Ranging receiver output characteristics 
are sampled every 10 ms, and the results V x  are summed 
over some integration time ti. After sufficient samples 
have been accumulated, the phase displacement can be 
computed using the relationship 
t i  
VCHI 
t = o  T 
Table 1 describes the system operation, which will be 
recognized as the Exclusive Or function. Figure 3 pre- 
sents the same information graphically, showing the rela- 
tive channel outputs as the phase is shifted between the 
received and local codes. A 12-bit analog-to-digital (A/D) 
converter is used to measure channel amplitudes, and 
the result is transferred to a computer that calculates the 
phase displacement 7. 
T 
O < T < . ; Z  (4) 
Equation (4) holds only for the first quadrant and similar 
expressions are necessary for the others. A summary of 
the respective equations is given in Table 2. 
Two channels are required to measure the phase dif- 
ference between the received code and that generated 
by the receiver coder. The method is analogous to the 
optimum phase estimator for sine waves. Both channels 
The highest frequency component, with a period of 
approximately 2 ms, provides the system resolution. 
Unfortunately, any range measurement will have an 
ambiguity modulo 2 ms; hence, a lower frequency code 
component must be used to resolve this uncertainty. 
Table 1. Ranging receiver truth table 
Restated, the single function of all lower frequency com- 
ponents is simply to resolve the range ambiguity associ- 
- - - 
the system, the lowest frequency of which has a period 
of more than 0.25 s. The user is not required to employ 
all eighteen, but rather, should use only those necessary 
to resolve the range uncertainty. For example, if the 
range is known to within 1 ms (150 km), only the first 
Table 2. Phase angle calculation 
Phase displacement 
r =  
ti 
VCHl 
T - t = O  
4 
r =  
ti 
VCHl 
t = O  
2 -  
T 
4 
- 
i: VCHl 
T 
4 
- ) 
T 
4 
- 
ten components are required. Table 3 summarizes the 
range resolving capabilities of the various components. 
It has been shown by Goldstein (Ref. 2) that a 3-dB 
improvement in system performance can be obtained by 
shifting the receiver coder to make T = 0 + K (T/2) for 
K = 1,2,3, . . N .  This shifting is equivalent to moving to 
a peak on the correlation function. Adopting the further 
constraint that the highest frequency code will always be 
shifted to make r1 = 0 guarantees that the next lower 
code will also be at a peak (positive or negative). The pro- 
cedure is best illustrated by a diagram, shown in Fig. 4. 
Figure 4 shows the relative code correlation character- 
istics of the first three components. If we assume that 
the range to a tar-et results in a T = ~ ~ 2 n d  that the 
range uncertainty R is in the interval T, < R < T3,  then 
the measurement of code C, wilI indicate that the corre- 
lation amplitude is not at its peak value (i.e., T~ =# 0), 
and that a phase shift of the receiver coder is necessary. 
Quadrant 
O < T < Z  
2 
z < r < 7 r  
2 
7 r < r < *  
2 
37r - < r < 2 n  
2 
For simplicity of design, the shifting is accomplished 
by deleting coder drive pulses, in effect delaying the 
receiver coder. This shifting is equivalent to reducing 
the range of the targets and, of course, the value of T .  The 
high frequency component is shifted by dropping 66-MHz 
cycles, resulting in a phase displacement of approxi- 
mately 15 ns. A total of 128 shifts is required to slip the 
phase by one cycle. 
After the requisite number of shifts is calculated, the 
receiver coder is delayed to bring the correlation value 
to a positive peak, point A on Fig. 4 (i.e., TI = 0). It is 
obvious from the diagram that now C, must also be at a 
peak, either positive or negative. Thus, when correlating 
with C,, it is sufficient to determine the sign of the out- 
put without regard for magnitude. Had the result been 
positive, no shifting would be required. However, the 
measurement is clearly negative and a shift of T,/2 is 
necessary to bring the component into alignment. This 
alignment is accomplished by delaying C, by one-half 
JPL TECNNlCAL REPOR 
ode range resolving 
Component 
C* 
Approximate period 
fnr Ps 
1.94 
3.88 
7.76 
1.55 X 10' 
3.10 X 10' 
6.21 X 10' 
1.24 X 10' 
2.48 X 10' 
4.97 x 10' 
Approximate ambiguity 
resolving power, km 
2.85 X lo-' 
5.70 X lo-' 
1.14 
2.28 
4.56 
9.1 1 
1.82 X 10' 
3.65 X 10' 
7.29 X IO* 
Component 
C, 
10 
1 1  
12 
13 
14 
15 
16 
17 
18 
Approximate period 
tn, ps 
9.93 x Id 
1.99 X 10' 
3.97 x lox 
7.94 x io3 
1.59 x io4 
3.18 x io4 
6.36 x io4 
1.27 X 10' 
2.54 X lo6 
Approximate ambiguity 
resolving power, km 
1.46 X 10' 
2.92 X 10' 
5.83 X 10' 
1.17 X lo" 
2.33 x 10' 
4.67 x 10' 
9.33 x lo8 
1.87 x 10' 
3.73 x io4 
I I 
rR 
0 CODE PHASE DISPLACEMENT ---e- r 
tiwe 
Ab 
cycle. AI1 lower order components will be shifted by the 
same amount. We now have arrived at point B of Fig. 4; 
the procedure is repeated and 6, is delayed by T3/2  to 
reach point C. The number of shifts required to reach 
point C is a direct measure of the phase deIay rR and 
hence the range. 
Thus far the effect of noise in the received signal has 
not been considered. Its presence introduces a variance 
in the measured value of T R ,  which is a function of the 
integration time ti. Two separate cases need to be exam- 
ined. First, there is the highest frequency component C1, 
which determines the system accuracy and must be 
measured very carefully. Second, there are the remain- 
ing components C,  through CI8, which serve to resolve 
the ambiguity and need only a positive-negative 
determination. 
A system analysis by Goldstein (Ref. 2) has shown that 
the integration time required to achieve an acceptable 
variance U; is given by 
T2 N o  ti -
32 <s (5) 
I I I I I I 
where s is the power in the ranging signal. Assuming 
that an uncertainty of A 15 m would be acceptable and 
employing component C,, Eq. (5) simpIifies to 
NO 
ti = 12.5 - 
S 
This result is plotted in Fig. 5 for several values of s/No.  
For the remaining components C2 through C18, the 
probability of correctly identifying the phase is (Ref. 2): 
If an error is made in determining the phase of any com- 
ponent during the acquisition process, the entire range 
measurement will be incorrect. The probability of this 
occurring can be expressed as 
P, = 1 - p(correct)"-l (8) 
Figure 6 graphically depicts the probability of error in 
resolving the code ambiguities. Curves are shown for 
!win 
three different values of range uncertainties that affect 
the number of csmponents used. Thus, knowing the 
range uncertainty R and the expected s/No,  the user can 
easily find the acquisition time of all components, except 
C,. Total acquisition time is found by summing this 
result with ti, as determined from Fig. 5. 
but these must be individually locked to the received 
signal. In short, the spacecraft must execute an acquisi- 
tion procedure identical to that of the ground equipment, 
a formidable task for something 500,000,000 miles away. 
A. Computer 
In addition to the standard DSIF transmitter and 
receiver, a computer is required to control the equip- 
ment and to calculate the range. Since Scientific Data 
Systems series 920 computers are already installed in all 
tracking stations, it was decided to utilize these a5 part 
of the ranging equipment. 
Programming inputs include the integration times for 
the first and other components, the number of compo- 
nents to be used, and the time to begin the transmission 
of C,.  Also, an estimate for the round trip time-of-flight of 
the signal is required, The computer then calculates a 
set of critical times and stores them for constant scanning 
Unfortunately, code acquisition is required of all re- 
generative transponders and the best that one can hope 
for is to simplify the process. In this respect, square wave 
codes, harmonically related by a factor of two and exe- 
cuted in a known and consistent manner, seem to offer 
a decided advantage. This advantage derives in part 
from the possibility of constructing a tracking filter 
(phase locked loop) that can acquire the ranging modu- 
lation. By utilizing two such devices and associated lock 
detectors, the system could be tracking one component 
while simultaneously waiting for the next. Studies are 
under way to investigate the feasibility of such a design 
that would make a regenerative transponder practical for 
the first time. 
during a ranging operation. These times specify the 
beginning and end of each component transmission and IV. Ranging Operation 
the periods during which individual components should 
be available at the receiver for correlation. When a 
critical time is reached, a command is sent to the ranging 
equipment to instigate the appropriate action. A guard 
band of 1-2 s is left between critical times to allow for 
an uncertainty in the time-of-flight. 
The following is a description of a typical ranging 
operation with the assumptions that the range to a 
spacecraft is 1.5 x 106 +IO0 km and that the received 
s / N ,  = -10 dB. The objective is to refine the range 
measurement to +15 m with a p e  = lo-*. 
B. Transponder 
A design constraint required that the ranging equip- 
ment be compatible with existing spacecraft transpon- 
ders. The turnaround transponder detects and removes 
ranging modulation fro,m the received carrier, which is 
then multiplied in frequency by 240/221. The new car- 
rier is remodulated with the previously detected code 
and is retransmitted to the ground station. Since present 
transponders have a bandwidth of about 3.5 MHz, the 
high-frequency code component must have a bit period 
of at least 1 fis. 
Although turnaround transponders perfonn adequately 
on missions to Venus and Mars, achieving adequate per- 
formance in very deep space probes where the signal level 
is weak may necessitate additional processing in the 
spacecraft. In these cases, a regenerative transponder that 
literally locks to and reconstructs the ranging code is 
essential. Regenerative ranging transponders for pseudo- 
noise encoded signals become rather complex devices. 
Not only are there n coders for an n component sequence, 
From Fig. 5 the integration time required for the first 
component is t i  = 125 s. Figure 6 shows the acquisition 
time for the remaining 9 components to be a total of 
800 s, or 88.8 s each. These numbers together with 
the test starting time are entered into the computer, 
which then calculates the critical time table. 
The computer then enters a wait phase where it stays 
until the first critical time is reached, at which point 
transmission of component C ,  commences for a period 
t i l .  Since the round trip time-of-flight will be 10 min, 
the first six components and part of the seventh can be 
transmitted before C, returns from the spacecraft. Just 
after the C ,  arrival, the computer disables the doppler 
rate aiding, commands the receiver coder to generate 
component C,, and synchronizes the receiver coder and 
its ~ 6 4  driver with their counterparts in the transmitter 
chain. Coincident with the second 1-s time tick following 
coder synchronization, the doppler rate aiding will be 
enabled and an interrupt signal will be generated to 
cause the computer to read the time of day. It is at this 
time to that the range measurement will be valid, since 
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this is the instant that the relationship between the 
receiver coder and the incoming signal becomes fixed. 
The computer samples both channels every 10 ms for 
a period ti, . It then calculates the phase displacement rl, 
and shifts the receiver coder to reach a positive peak on 
the correlation curve. The procedure is repeated for the 
lower frequency components until all have been com- 
pleted and the final value of rR can be computed. 
When the time was reached for the transmission of 
the tenth component, the computer, at the user’s option, 
could have commanded a chopper frequency. The system 
is designed so that any one of the six higher frequency 
components can be used to chop the lower nine. Opera- 
tion is defined by 
Cl-6 @ C,rJ-IS (9) 
where @ denotes modulo two. This feature was included 
because ranging components below 1 kHz may inter- 
fere with the command decoding subsystem on some 
spacecraft. 
The biggest problems are to be found in the transpon- 
der. Before launch, the system delay is measured as a 
function of temperature and signal level. Although these 
tests are meticulously made, once the spacecraft has 
been launched there is no way to repeat the calibration 
nor to check the device stability. Some insight into the 
magnitude of this error can be gained from studying 
the calibration data, The total delay for recent units 
seems to be on the order of 1 ps. Moreover, the change 
in delay over realistic temperature and signal levels has 
been less than 75 ns. These values correspond to 150 and 
11 m of range, respectively. Ignoring long-term drift, 
which has not been shown to be a problem, the latter 
number should represent an upper bound on the uncer- 
tainty for the transponder. Both temperature and signal 
levels are available in the telemetry data and can be 
used to apply corrections for increased accuracy if the 
user desires. 
A second problem arises from the spacecraft bandpass 
limitations. Its effect will be a slight distortion of compo- 
nent C,; this distortion results in a rounding of the corre- 
lation curve peaks (Fig. 3) at KT/4 for K = 1,2,3, and 4. 
The degree of distortion can be calculated and an 
appropriate correction applied if desired. 
After all components have been acquired, the user 
may wish to return to C, to further refine the range 
measurement. However, it must be understood that, no 
matter how long the operation is continued, the out- 
put will be a single range that is valid at to. To obtain 
a new range number, the acquisition procedure must 
be repeated. 
V. System Errors 
In addition to errors due to noise, which were dis- 
cussed in the Section 11, there are other sources includ- 
ing the ground equipment, the spacecraft transponder, 
and charged particle effects. These uncertainties are 
important only insofar as they cannot be measured and, 
hence, removed from the range determination. 
The ground equipment is calibrated by actually rang- 
ing a target at a known distance. The difference between 
measured and surveyed range is due to system delay and 
must be subtracted from any measured range. Since 
the test is simple and the equipment is close at hand, the 
calibration can be done daily if desired. Practically, 
the system has been designed to have a minimum delay, 
thus any changes are likely to be negligible. 
The final source of errors, charged particles, is likely 
to be so small that it can be ignored in most instances. 
It occurs because the doppler rate aiding for the receiver 
coder is generated by dividing RF doppler. Restated, RF 
doppler is used to simulate code doppler by appropriate 
scaling. In the presence of charged particles, the two 
dopplers will be shifted in frequency in opposing direc- 
tions, causing the receiver coder to sIowly drift off the 
correlation peak. Recent studies show the range variation 
to be between 1 and 4 m at zenith and about 4 times 
that amount when the antenna is pointed toward the 
horizon. 
In packaging the system, both the relative simplicity 
and the high frequencies involved suggested a small 
physical size. Furthermore, if this system was a proto- 
type for future Deep Space Network ranging equipment, 
then reliability would also be important. With these 
things considered, the mechanization with integrated 
circuits was determined as mandatory, and the Motorola 
MECL I1 was selected for the digital portion. Emitter 
coupler logic offers the advantage of very high speed 
(120 MHz), small propagation delays (2-4 ns), and a 
relatively constant power drain. Fourteen lead flat packs 
were selected over dual-in-line packs because of an 
inherent size advantage. 
A scheme was sought to mount the integrated circuits 
to preserve both flexibility and space. Several methods 
were evaluated, but one developed by JPL and marketed 
by Microtechnology Corp., Canoga Park, seemed consid- 
erably better than the rest. 
The basic unit (Fig. 7) consists of an etched circuit 
board on which are mounted 20 integrated circuits, 
22 test points, and 44 connector pins. Because of the 
high packing density, it is possible to make each card a 
complete, functional unit. For example, the unit shown 
in Fig. 7 is a nine-stage coder with associated select 
gating, word detector, and a quadrature clock generator. 
Four of these cards, all identical, are required to mecha- 
nize the transmitter and receiver coders. A total of 
20 cards are used in the digital portion of the ranging 
equipment and provide space for over 300 integrated 
circuits. 
Figure 8 shows the interconnection side of the card. 
Number 30 gauge, teflon insulated, nickel wire is welded 
to stainless steel posts that in turn are soldered to the 
leads of the integrated circuits. This method combines 
the inherent reliability of welded connections with the 
flexibility of an individually tailored card. 
The digital subsystem and the ranging receiver are 
each contained in a 7-in. slide-out drawer, which is 18 in. 
deep. Thus the entire system, exclusive of DSIF equip- 
ment, occupies a volume of less than 3 ft3. 
This paper has described a ranging system designed to 
extend the threshold to weaker signals without sacrificing 
the present high level of accuracy. The system employs 
up to 18 sequentially transmitted square wave compo- 
nents with periods from 2 ps to 0.25 s .  Unlike previous 
ranging equipment, the system is open loop and uses 
received doppler, properly scaled, to establish the incom- 
ing symbol rate. High-frequency digital logic, operating 
at decision rates on the order of 4 ns, is used for imple- 
mentation. Total system size is less than 3 ft3. A simpli- 
fied transponder for use on very deep space probes is 
currently under investigation. The system is presently 
undergoing performance tests with the intent that it will 
be tried on Mariners VI and VII at some future date. 
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Investigations of Very Long Baseline Interferometry 
at Sm it hson ia n Astro p h ysica I Observatory 
R. D. Michelini 
Smifhsonian Astrophysical Observatory 
Cambridge, Massachuseffs 
This paper informally describes current ideas and work in progress at the 
Smithsonian Astrophysical Observatory in preparation for several ve y long base- 
line interferometry (VLBI) experiments. These VLBI experiments are intended to 
demonstrate the precise measurement of baselines, and may ultimately be ex- 
tended to the study of continental drift, polar motion, and UTI determination. 
The paper discusses the possibilities of augmenting laser and optical satellite 
tracking techniques with VLBI methods to refilae geophysical measurements. 
Some developing ideas on the potential of conducting independent clock inter- 
ferometry experiments with a global and easily transportable network of receiver 
terminals are also presented. 
1. Introduction 
Early in 1968, the Smithsonian Astrophysical Observa- 
tory (SAO) began to study the application of the tech- 
niques of very long baseline interferometry (VLBI) to 
geophysical and geodetic measurements. This interest 
was generated principally by the desire to augment and 
intercompare the geodetic and geopotential measure- 
ments that S A 0  has been making through its satellite- 
tracking program since 1958 (Refs. 1 and 2). In addition, 
two other possibilities were very attractive. The first was 
the extension of the accuracy of synoptic earth measure- 
ments by perhaps two orders of magnitude, from approxi- 
mately +1.5-m uncertainty with present laser trackers to 
2 or 3 cm. The second possibility, that of obtaining very 
precise timing information, was a result almost coinci- 
dental with the improvement in accuracy. 
Such a significant increase in earth position accuracy 
will permit S A 0  to ascertain the existence of continental 
motion and to observe diurnal earth tides, as well as to 
fix absolute rates of crustal motions on a worldwide basis. 
Sidereal timing information is an important need in 
the reduction of satellite data, since the required terres- 
trial and orbital coordinates are related to celestial coor- 
dinates through the sidereal system (Ref. 2). The sidereal 
15 
system is the celestial system as it rotates under the 
influence of precession, nutation, and nonsystematic ing of stellar and artificial sources. 
variations. At present, the measure of rotation, or UT1, 
is determined at a value not better than 3 ms, which 
improvements in measuring earth rotational effects by 
VLBI (i.e., in determining UT1) will increase the accu- 
racy of the position measurements made by satellite 
observations, particularly those by laser tracking. 
operations that are not superannuated by VLBI track- 
corresponds to about 1 m at the equator. Consequently, I!. 
An initial investigation (Ref. 3) of the application of 
VLBI to continental-drift determination was concluded 
in mid-1968. This study examined the feasibility of 
using techniques of ultrashort-pulse laser ranging and 
K N t l S  
Regardless of the tracking method used, synchroniza- 
tion and coordination of time over the SA0 field network 
(Fig. 1) are a fundamental requirement. Control of time 
to about 50 ps is needed by present laser trackers, and 
ranging with subnanosecond laser pulses will demand 
correspondingly greater resolution. Universal dissemina- 
tion of time to this accuracy is tedious at best, and the 
control of this basic observational requirement by a 
VLBI network would fulfill a basic need of all tracking 
independent-clock radio interferometry to test for the 
existence of continental drift. 
The relative motions between pairs of stations in the 
Baker-Nunn network, as predicted by several crustal- 
drift theories, are listed in Table 1 (Ref. 4). 
It was found that both techniques could be used to 
measure these motions. With satellite-ranging laser sys- 
tems, the resolution SR is largely determined by pulse 
JOHNSTON 
ISLAND 
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. I ,  
width 7 ,  as shown by 6R C T / ( S / N ) ~ ' * ,  where c is the 
velocity of light and S / N  is the received signal-to-noise 
(power) ratio. Two means of generating the required 
subnanosecond pulses, cavity dumping (Ref. 5) and mode 
locking (Ref. 6), appear to be attractive approaches to 
the needed precision. For radio-interferometric measure- 
ments of comparable accuracy, by use of emissions from 
radio stars or satellites, the angular position of the source 
must be determined with a precision of 1/50 prad. This 
corresponds to measuring the atmospheric and the iono- 
spheric differential-phase path lengths above each of the 
interferometer terminals with an rms error of 5 to 10 cm. 
' 
During the second phase of study (Ref. 7), emphasis 
was placed on VLBI using stellar sources, in recognition 
of the fact that potentially more useful and precise mea- 
surements can be obtained by that method than by 
range-only methods; for example, with lasers. This is 
Table 1. Relative crustal motions of Baker-Nunn 
station sitesa 
Station pairsb 
M I -  CL 
- RO (MH) 
- AR 
- DO 
J I  - RO (MH) 
- DO 
- IL 
BI - SF 
- AT 
- NT 
- NA 
01- SF 
- AT 
- NT 
- NA 
SF - N A  
AT- NT 
NT- DO 
- JI  
I1 -DO 
Motion,' cm yr-' 
6 
6 
5 
9 
9 
9 
10 
2.5 
2.5 
2.5 
5 
2.5 
2.5 
3 
4.5 
3.5 
4 
6 
10 
5 
Azimuth of relative 
motion, deg 
100 
120 
120 
270 
120 
270 
90 
160 
180 
40 
260 
160 
180 
50 
270 
270 
000 
200 
260 
200 
UCoiculated from continental-drift models of Morgon (1968) and Le Pichon 
(1968). 
bThe reference station i s  given first; the station abbreviations are: 
01 - Olifantsfontein MH - Mt. Hopkins CR - Comodoro Rivadovio 
SF - Son Fernando I1 - Island Lagoon AT - Athens 
NT - Naini Tal DO - Dodairo RO - Rosamond 
AR - Arequipa DZ - Debre Zeit CL - Cold lake 
MI - Moui NA - Natal JI  - Johnston island 
CNo relative motions predicted between: MI and JI; CL, RO, and MH; AR, 
NA, and CR; DZ and 01; NT ond 11; AT and SF. 
achieved because the simple interferometer permits cal- 
culation of both the baseline direction and the baseline 
length, in contrast to the laser system, which measures 
only distance. Consequently, rigid rotations of the inter- 
ferometer geometry can be sensed, so that true conti- 
nental drift can be distinguished from polar wandering. 
A dynamical approach based on such a network of 
interferometers could be used to determine absolute 
positions for individual stations with respect to the center 
of mass of the earth. 
In another part of the study, a VLBI system capable 
of resolving delay time to 1/10 p s  was analyzed for its 
sensitivity to phase, baseline, and angular errors. It was 
concluded that its 30-m precision would be sufficient to 
provide comparison with the present long-arc geodetic 
standards achieved with conventional tracking methods. 
The data-processing procedure that was considered em- 
ployed a digital-recording technique using clipped and 
sampled data. A special-purpose, programable cross- 
correlator was suggested to make differential bit-stream 
corrections. Details of antenna utilization, source selec- 
tion, and receiver characteristics were also worked out. 
Most aspects of this study, including recommendations 
for propagation-study instrumentation, were incorporated 
in the design of several proposed experiments, which are 
described in some detail in the following section. 
111. Proposed VLBI Experiments 
As part of a continuing investigation into the means 
by which space-related systems might be applied in a 
program of detection and measurement of crustal mo- 
tions associated with continental drift and other geo- 
physical phenomena, S A 0  has endorsed the program 
shown in Fig. 2 (Ref. 8). 
The short-baseline precursor experiment is intended 
to serve both as a checkout of the front end and the 
data-conditioning equipment that are now being fabri- 
cated and as a debugging exercise for the data-processing 
routine, which, at this point of investigation, is planned 
to be done on a general-purpose computer (CDC 6400). 
The narrow-band digital recording and processing equip- 
ment are shown schematically in Figs. 3-5. 
Several programing checks have already been made by 
processing fringe-phase data made on operating interfer- 
ometers. The short-baseline experiment will verify the 
ability of the system to make measurements to within 
a 3 0  m by operating over a precisely surveyed baseline 
STUDY OF MINIMAL 
MINIMAL LENGTH 
RECORD AND CORRE 
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SELECT BASELINE FO 
REGULAR OBSERVING 
PROGRAM 
Fig. 2. Tentative long-range program for VLBl 
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Fig. 3. VLBl receiver front end (each terminal) 
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of less than 20 km. At present, the planned operating The principal experiment, planned for late 1969, will 
frequency of this interferometer is at L band (1.6 GHz), seek to measure a 5000-km transcontinental baseline, 
and since no great precision is sought, propagation again with an initial objective of 30-m resolution. Infor- 
studies to support the experiment are not required. mation that will tie a number of possible radio-telescope 
FIELD TERMINAL 1 
I 
FIELD TERMINAL 2 the 1.2-MHz bandwidth of the system and the rubidium- 
vapor frequency standards used. 
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sites in the geodetic datums is currently being acquired 
so that the geodetic significance of the measurement can 
be assessed vis d vis optical and doppler satellite-tracking 
data. For a more conclusive test of the resolution of the 
system, we plan to make a differential baseline measure- 
ment by combining a fixed antenna terminus with a 
movabIe antenna, so that the magnitude and the rotation 
of the baseline can be altered by several times the stan- 
dard variation of the measurement. The purpose of the 
differential measurement, besides providing an unam- 
biguous test of resolution, is to assess instrumentation 
limitations, particularly time and frequency control 
(Figs. 6 and 7), and to test for systematic scale errors in 
the data processing. 
The tests made on the long, variable baseline will be 
made at C band (about 5 GHz), with receiving equip- 
ment and antenna hardware scheduled for later use in 
a regular observing program. This frequency band rep- 
resents the best immediate compromise between reason- 
able antenna and receiver availability and tolerable 
propagation conditions. 
If the results of the above tests are satisfactory and if 
a documented baseline can be established, the interfer- 
ometer will be used for preliminary studies of polar mo- 
tion and of UT, within the relatively wide limits set by 
Ultimately, we plan to select a baseline where, with 
suitably refined equipment and a regular observing sched- 
ule, improvements can be made to approach baseline 
accuracies of several centimeters. This, of course, presup- 
poses that ultrastable frequency sources are available 
and that source positions and atmospheric and iono- 
spheric corrections have been very refined. To accom- 
plish the latter, the permanent laser and microwave 
backscatter instrumentation shown in Fig. 8 (Ref. 9) 
will be required. 
In setting up an operational interferometer capability, 
it is important to reduce the data-processing require- 
ments. The VLBI data reduction performed on a general- 
purpose computer consumes from 1 to 2 h of computer 
time per minute of data record; hence, a more efficient 
approach must be adopted for a regular observation 
program. The most attractive idea is to use a special- 
purpose correlator with a number of parallel delay chan- 
nels. An adaptation of a so-called parallel circulating 
page-loose processor (Ref. 10) currently used for process- 
ing radar-echo data appears to be one possible approach. 
This machine has the capacity to make fast Fourier 
analyses of the correlation coefficients and to do a 
limited amount of data reformatting. 
If successful operation of a precision interferometer 
can be achieved, it would be desirable to extend the 
technique to cover selected baselines located in various 
parts of the world. Since the principal difficulty in 
establishing a baseline is the local availability of a suit- 
able antenna, the idea of a transportable and inexpensive 
antenna, perhaps no larger than 10 m in diameter and 
operating at C or X band, is attractive. Not only could 
sites be more freely selected for crustal-motion monitor- 
ing and for other remote-site ground surveys, but also 
collocation experiments and correlative studies could be 
conducted at stations where other types of geodetic 
tracking systems have been, or are, located. An evalua- 
tion of appropriate signal sources at these frequency 
bands indicates that suitable ratios of antenna to system 
temperatures can be obtained with cooled RF preampli- 
fiers that will be commensurate with the recording time 
dictated by the system frequency stability. 
It is predictable that, in the immediate future, globally 
distributed VLBI will be used as an independent means 
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roposed radar arrangement for monostatie mea- 
surement of atmospheric and ionospheric columnar re- 
fractivity in wanted direction of observation 
of acquiring data with an accuracy more or less com- 
parable to present doppler, laser, and photographic 
tracking. In the next stage of development, it will exceed 
by as much as 2 orders of magnitude the precision of 
present systems based on tracking artificial satellites. 
This will be achieved through refined stellar observa- 
tions. Ultimately, VLBI methods will be expanded to 
include VLBI tracking of artificial sources, which will 
allow precise terrestrial positions to be measured (with a 
common geocenter) by means of geometric observations. 
had truly suffered a change in actual position or whether 
it had been translated parallel to itself. This question is 
important for geophysical measurements, not because we 
expect that baseline vectors will show strictly parallel 
displacements, but rather because baseline deformation 
will generally be due to a number of forces, such as 
those of tidal origin, earth tremors, or (perhaps) true 
continental drift. Knowing only the vectorial change of 
the baseline does not suffice to separate radial from 
transverse components of the motion. However, this 
difficulty may be avoided by means of an artificial 
radio source. 
The use of a radio beacon, placed in an artificial 
satellite or on the moon, as a source for an independent- 
clock long-baseline interferometer is a logical variant of 
the stellar-source situation. It is an attractive possibility 
because, even at widely separated terminals, increased 
power margin (for a deep-space vehicle, typically 20 to 
30 dB greater than an average stellar source) can be 
secured in spite of the need for broad-bandwidth signals. 
Detection can be enhanced by the use of coded signals, 
and orbits can be selected to provide optimum visibility 
for specific ground stations. 
Since the source is not an infinitely great distance from 
the earth, the simple relation A+ = (D/X) cos 0 no longer 
holds, and a corrected equation must be supplied. From 
Fig. 9, we see that 
At present, it is particularly desirable to establish the R C O S ~ =  ~ + d -  ~ c o s e  
accuracy that can be attained by the optimum utilization 
of doppler tracking (especially TRANET and GRARR 
doppler systems) so that certain discrepancies between 
doppler and optical data, which amount to about 15 m 
can be resolved. The use of selected VLBI terminals 
to make long-term, precisely coordinated measurements 
would produce a much improved basis for comparisons 
between the systems. 
from which 
in standard deviation of geocentric coordinates (Ref. ll), d = D cos 6 - D sin 0 (';:";"y) 
where y is the angle subtended at the source by the two 
range vectors. Thus, 
d 1 - cosy 
A+ = - [cos e - sin e ( sin y )] (1) x 
The stellar interferometer furnishes information on 
baseline length and direction only, and not on the abso- 
lute position of any of its points. Thus, for example, if a 
series of stellar measurements were to show no change 
in the baseline vector, it would be impossible to deter- 
mine (without other information) whether the baseline 
represents the corrected equation for A+. 
If the vector from the first station to the source is de- 
noted by R, and that from the second station to the 
source by R,, and if the vectors from the center of 
R cos 7 = R + d  - D cos 6 is related to R by (Fig. sa) 
d = D cos 6 - D sin 8 (l  iiy; r) 
Rsiny = Dsine 
R sin 7 = D sin 8 
Fig. 9. Baseline-satellite geometries for various 
aspects of satellite interferometry 
the earth to the two stations and to the source are given 
by SI, Sz, and S, respectively, then (Fig. 9b) 
R, = s - s, 
R, = s - s, 
so that 
This last expression yields y in terms of the station and 
source positions, from which it is possible to determine 
4 by Eq. (1). 
Satellite or lunar interferometry brings the actual posi- 
tion of the baseline vector into play through the variable 
y as it appears in the term ( D / Q  sin e [(l - cos y)/sin y] 
found in the fringe-phase expression of Eq. (l), where y 
with R depending upon the absolute distance of the 
source (and the station) from some reference point. Thus, 
it becomes evident that, to make use of this type of 
interferometer, it will be necessary to know some charac- 
teristic length to sufficient precision. This length might 
be the source distance from the earth center of mass, or 
it might be the source-antenna range, 
The most serious limitation to the geodetic use of an 
artificial source is the uncertainty in its range to the 
baseline terminals. For an artificial satellite, this uncer- 
tainty might arise from imperfect knowledge of the per- 
turbation of the satellite orbit by the geoid, radiation 
forces, outgassing, and lunisolar forces, to mention a few 
possible sources of error. For the moon, the uncertainty 
is caused by the imprecision of the lunar ephemeris and 
by the lunar librational motion, which can produce large 
positional displacements of the source. 
Laser ranging holds promise of permitting distance 
measurements of sufficient accuracy to be made. With 
ruby lasers, pulse lengths less than 10 ns have been 
achieved in the laboratory; reduction of pulses to the 
order of picoseconds appears feasible. Even with nano- 
second pulse widths, the laser can be expected to yield 
round-trip transit times to a reflecting satellite; the times 
are accurate to the order of a nanosecond, which is 
equivalent to a 15-cm uncertainty in the one-way range 
(Ref. 12). 
The characteristics of several practical laser systems 
for ranging on artificial satellites and on lunar targets 
are given in Tables 2 (Ref. 13) and 3, respectively. The 
highest powered satellite-ranging system in Table 2 is 
capable of ranging to earth-synchronous satellites. For 
the lunar-ranging case, the mutual-visibility requirement 
is much less difficult than for the low earth satellites, 
which will generally not be simultaneously visible to 
terminals separated by more than 1500 km. 
The ranging information required by the artificial- 
source interferometer may be supplied by tracking sys- 
tems other than lasers. However, laser systems might be 
more efficient in augmenting a terminal since they can 
also serve as backscatter sources for tropospheric prob- 
ing, as shown in Fig. 8, and as independent tracking 
instruments, producing a coordinated approach to high- 
accuracy measurements. 
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CNESb SA0 
(France and 
Spain) 
AFCRL' 
(Massachusetts) 
GSFC" 
(Maryland) 
System 
Hawaii Greece Arizona 
Pulse duration, ns 12-1 8 25-30 30 40-60 10 15 
Pulse energy, J 1 1 1.8 0.5 1 7.5 
Power output, MW 70 30 60 8 100 500 
Pulse-repetition rate, min-l 60 15 2Od 2 2 1 
Counter resolution, ns 1 10 1 10 10 1 
Transmitter beamwidth, mrad 1 0.5-2 3 1 1 0.6-6 
Receiver aperture, in. 16 14 5 16 16 20 
Receiver bandwidth, nm 1 1.8 1 2 2 0.6 
Receiver beamwidth, mrad 1.5-5 0.5-2 1-5 2 2 0.6-6 
Tracking Programed Visual Programed Visual Visual Positioned 
'GSFC: Goddord Space Flight Center, National Aeronautics and Space Administrotion, U.S.A. 
bCNES: Centre National d'Etudes Spatioles, France. 
CAFCRL: Air Force Cambridge Research laboratory, U.S.A. 
dEoch transmission i s  a burst of 10 pulses, 60 ns opart. 
~ 
Characteristic 
~~ ___ 
Russian" AFCRL Proposed 
Pulse duration, ns 
Wavelength, nm 
Energy, J 
Power, MW 
Repetition rate, m-' 
Divergence, mrad 
(times diffraction limit) 
Rod diameter, mm 
Characterisfic 
50 
694 
6 
120 
6 
2.5 
50 
13 
Russiann AFGRL Proposed 
10 
694 
10 
1000 
12 
1 
23 
15 
Aperture, in. 
Actual area, mz 
Effective area, m' 
Beamwidth, arc-s 
Beamwidth, sr 
Filter bandwidth, nm 
Filter transmission 
Quantum efficiency 
23 
530 
20 
880 
0.06 
0.080 
4.7 
38 
102 
5.3 
1.3 
(5) 
4.6 X 10"' 
1 
(0.5) 
0.04 
Transmitting telescope 
Aperture, in. 
Aperture, m 
Efficiency 
Beamwidth, arc-s 
Beamwidth, sr 
Area on moon, km2 
102 
2.6 
0.6 
5 
4.6 X IO-' 
68 
'The values in parentheses are estimates. 
From retroreflector, electrons 
From lunar surface, electrons 
60 
1.5 
0.8 
2.5 
1.2 x lo-'' 
17 
0.7 8 16 
0.06 0.2 0.5 
8 
0.2 
0.8 
3 
1.7 X lo-'' 
26 
Receiving telescope 
60 
1.8 
0.7 1 
6 
6.8 X lo-'' 
1 
0.5 
0.1 
60 
1.8 
0.71 
5 
4.6 X lo-'' 
2 
0.5 
0.2 
Full moon, electrons/pulse 2 X lo-' 1 o-z 3 x lo-a 
Dark moon, electrons/pulse 1 2 X lo-' 1 lo-' 1 lo-' 
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The Haystack Planetary Rangin 
J. V. Evans, R .  P. Ingalls, and G. H. Peffengill 
lincoln laboratory* 
Massachusetts lnsfifufe of Technology 
Lexington, Massachusetts 
The Haystack 3.8-cm wavelength continuous wave radar system operated by  
the Lincoln Laboratory is described. This radar has been employed routinely 
fm Observations of the Moon, Mercury, Venus, and Mars. By virtue of the high 
operating frequency, increased transmitter power, and reduced system tempera- 
ture, the sensitivity of this instrument exceeds that of earlier planetary radar 
systems operated by  the Lincoln Laboratory at 23- and 68-cm wavelength by  as 
much as 36 dB. Besides giving a description of the apparatus, the paper provides 
an account of the coding scheme employed for making range measurements and 
the data processing procedures for optimally determining the best estimate of the 
range and velocity of the planet rear surface. 
I. Introduction 
The earliest unsuccessful attempts to detect radar 
echoes from a planet at the Lincoln Laboratory were 
made at UHF in 1958 and 1959 using the newly com- 
pleted Millstone Hill radar (Refs. 1 and 2). The parame- 
ters of this system as employed in 1959 are given in 
Table 1. Full power operation of the Millstone Hill radar 
was achieved in 1961 (Table 1) affording real-time detec- 
tion of Venus echoes using on-line computer processing 
(Ref. 3) and providing enough information to permit the 
recovery of echoes from tapes recorded during 1959 in- 
ferior conjunction (Ref. 4). The observations carried out 
in 1961 were chiefly performed using uncoded pulses of 
4.0- or 2.0-ms duration and yielded many range deter- 
minations of Venus to an accuracy of + l O O / k m .  
"Operated with support from the U. S. Air Force. 
The Millstone Hill radar system was later rebuilt to 
operate at a higher frequency (Table l), and was em- 
ployed in 1964, 1965-1966, and 1967 for further delay 
determinations to the planet Venus (Refs. 5 and 6). In 
these measurements, a pulse compression system was 
employed and operated by reversing the phase of the 
transmitted pulse by 0 or 180 deg according to a Barker 
sequence. The echo waveform was decoded by means of 
a delay-line with taps connected together via 0- or 180- 
deg phase shifters arranged in the reverse order to the 
transmitted code. This scheme gave round-trip flight- 
time determinations with an estimated uncertainty (in 
most cases) of k10 ps. 
In 1966, the high-power Haystack X-band facility 
(Ref. 7 )  came into operation and was first employed in 
planetary ranging experiments (Ref. 8). This system 
27 
Parameter 
Frequency f, MHz 
Antenna diameter, ft 
Gain G, dB 
Aperture A, m2 
Average power P, kW 
System temperature Ts,  "K 
Shortest effective pulse 
length, ps 
Sensitivity' relative to 1961, 
dB 
I XComputed a s  PGA/T,(f)VZ. 
Millstone Hill 
1959 
440 
84 
37.5 
210 
50 
185 
2000 
-2.7 
1961 
440 
84 
37.5 
210 
120 
250 
500 
0 
1964 
1295 
84 
46.5 
190 
120 
-100 
40 
+10.0 
Haystack 
1967 
7840 
120 
66.6 
470 
200-400 
-60 
24 
+ 36.6 
(Table 1) provides approximately 26 dB greater sensi- 
tivity than Millstone and has, therefore, superseded it 
for all planetary operations. Besides being capable of 
following Mercury and Venus over their entire orbits 
(Ref. 9)) Haystack can yield accurate ranging results for 
Mars at opposition from which topographic information 
can be derived (Ref. 10). 
This paper presents a brief description of the Haystack 
planetary radar system and the data processing schemes 
that are a major contributor to its successful operation. 
ntenna System 
Figure 1 shows the Haystack antenna system. A 120-ft 
diameter parabola with an rms surface tolerance of about 
0.03 in. is mounted inside a rigid space-frame radome 
having a diameter of 150 ft. A cassegrain feed arrange- 
ystaek a n ~ e n n ~  system, artist's wnce 
RT 32-3475 
ment is employed to permit the RF components (i.e., 
transmitter, final amplifier, and receiver maser) to be 
mounted inside an equipment shelter (8 X 8 X 12 ft), 
which can be hoisted into a keyway and secured imme- 
diately behind the apex of the parabola. The feed horn 
projects through the front face of this shelter toward the 
subreflector via a hole in the primary reflector. The sys- 
tem has been described by Weiss (Refs. 7 and 11). 
When operated at 8000 MHz, the beamwidth of the 
antenna is 0.07 deg. This narrow beamwidth requires 
that the antenna be pointed under the control of a digital 
electronic computer (Ref. 12). A Univac 490 computer is 
employed for this purpose and, for planetary operations, 
the required astronomical information is obtained from 
standard ephemerides stored on magnetic tape (Ref. 13). 
Normally the computer directs the antenna at the appar- 
ent position of an object in the sky, and this direction 
would be correct for radar reception or radio astro- 
nomical observations of the planet. For experiments on 
Venus near inferior conjunction, however, the antenna 
must be commanded to “lead the planet during periods 
of transmission; i.e., the antenna must be directed at that 
point in the planetary orbit where the planet will be 
when the signals arrive. 
111. The Haystack Transmitter System 
As noted previously, all the microwave components of 
the radar system are housed in an equipment shelter 
located immediately behind the apex of the antenna. 
This location serves to keep the length of waveguide 
between the transmitter and feed system to an absolute 
minimum. The final amplifier in the transmitter employs 
a pair of VA-949 klystrons driven by a traveling-wave 
tube amplifier. Power is taken from each of the klystron 
output cavities via two separate water-cooled wave- 
guides. Each waveguide is connected via a ferrite circu- 
lator to one of four horns that form the feed system 
(Ref. 14). The transmitter is designed to operate in a 
continuous wave mode with an average output power of 
400 kw. To date, however, reliable operation has been 
achieved only at power levels of about 300 kW. 
Figure 2 shows in schematic form the transmitter fre- 
quency control system employed at Haystack. The basic 
frequency standard is a 5-MHz crystal oscillator that is 
locked in frequency to a hydrogen maser and has a long- 
term stability of better than 1 part in 10l2. A 1-MHz 
signal derived from this master oscillator is converted to 
the required signal frequency (7840 MHz) by means of 
an inverse superheterodyne system. This arrangement 
permits all frequency multipliers to run continuously and 
contributes significantly to the spectral purity of the 
radiated signal. By mixing the transmitted signal with 
the output of a similar but completely separate exciter 
system, the spectral purity of the transmitter has been 
found to be 40.05 Hz. 
To obtain range information, it is necessary to apply 
some form of modulation to the transmitted signal. Phase 
modulation has been chosen, in part because of its earlier 
successful use at Millstone, and in part because an analy- 
sis of the computer processing required to perform the 
t 7840MHz 
KLYSTRON 
TRANSMITTER 
I TwT I 
HZ 
130-MHz 
AMPLIFIER 
30-MHz 
A M P  LI FI ER 
I ’ MHz 2-MHz I AMPLIFIER 
2 MHz ?i- 
NERATOR 
[p START 
- 
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decoding showed some advantages for this type of modu- 
lation over frequency modulation, The modulation is 
applied by reversing the phase of the 2-MHz input signal 
to the up-converter chain (Fig. 2). This is done by gen- 
erating the required 2 MHz from a binary flip-flop 
driven at 4 MHz, and inhibiting a change of state when- 
ever a phase-reversal is required. The code employed is 
a ‘<maximal length” shift-register sequence (for example, 
see Ref. 15) and is generated by driving a digital shift- 
register with appropriate feedback connections from the 
station 1-MHz master signal. A variety of codes are 
available, and the minimum interval between phase re- 
versals (the so-called baud length) may also be changed. 
Table 2 summarizes the coding schemes that have been 
employed to-date. In general, codes having elements 
N 5 63 have been employed (where N = 2” - l), caus- 
ing the transmitted waveform to repeat in an interval 
that is short compared with the radar depth of the 
planet. The fortunate circumstance that the strongest 
echoes are returned from the immediate vicinity of the 
subradar point serves to minimize the effects of “self 
noise” to which this short unambiguous length gives rise. 
Operation of the transmitter is under control of a radar 
“sequencer.” This unit determines the length of the trans- 
mit period (which is set equal to the flight-time), and 
controls the change-over from transmitting to receiving, 
and the duration of the receive interval, All transmit/ 
receive runs are arranged to begin precisely on a minute 
mark as defined by the station timing system. 
Table 2. Table of coding schemes employed at Haystack 
Parameter 
Baud length, ps 
Sample spacing, 
P5 
Number of 
elements 
Unambiguous 
length, ms 
Number of sam- 
ples processed 
Window covered, 
ms 
- 
1 
500 
500 
- 
31 
15.5 
31 
15.5 
t 
2 
126 
63 
15 
1.89 
16 
1.008 
de schen 
3 
60 
30 
15 
0.9 
6 
0.180 
4 
60‘ 
30 
63 
3.78 
32 
0.960 
5 
24b 
12 
63 
1.512 
16 
0.1 92 
- 
BEmployed against Venus and Mercury where four successive codes can be 
summed before decoding. 
bEmplayed against Venus and Mercury where twelve successive codes can 
be summed before decoding. 
Prior to the start time, the transmitter is allowed to 
radiate an unmodulated carrier. At the start time, the 
phase code modulation is impressed on the signal com- 
mencing with the code generator in some known initial 
state. The transmit period is allowed to continue until 
the signals transmitted at the instant of start would be 
expected to arrive back at the radar according to the 
computed ephemerides. This time interval is measured 
to the nearest microsecond; the transmitter is then run- 
down, and the equipment switched to its receive mode. 
Timekeeping at the station is performed by counting 
the master oscillator frequency. Adjustments to this fre- 
quency are made at intervals to maintain the clocks on 
UTC (as defined by the signals radiated by the East Coast 
Loran C network) to an accuracy of about +lo ps. 
IV. Huystuck Receiver System 
As presently configured, the receiver system includes 
two separate channels that are employed to amplify the 
expected (left-circular) component of the signals (trans- 
mitted with right-circular polarization) and the “depolar- 
ized” component, which has the same sense as transmitted. 
The first stage of amplification in each channel is a 
maser cooled to liquid helium temperature. A system 
temperature of about 60°K is achieved when the antenna 
is directed toward Venus at inferior conjunction, 
Figure 3 shows the frequency control system employed 
for the receiver, which uses essentially the same local 
oscillators as the transmitter. The received signals are 
converted to 2 MHz and then are applied to phase- 
orthogonal detectors. Low-pass filters following the 
phase detectors serve to define the receiver bandwidth, 
which is usually adjusted to match the transmitted baud 
length. Samples of the video signals are taken by a pair 
of digital voltmeters under control of a sample generator. 
In general, two samples are taken (of each channel) in 
an interval of one baud (Table 2), but the timing of 
these samples is continuously varied to keep in step with 
the arriving signals; i.e., the continuously changing flight- 
time is compensated by smoothly adjusting the time at 
which receiver samples are taken. In order to do this, use 
is made of the relation 
Af = fo ;  
where Af is the expected doppler shift, + is the rate of 
change of the flight time (both measured at the instant 
of reception), and f o  is the radar frequency. Thus, by 
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dividing the doppler shift Af by 7840 we obtain a fre- 
quency shift that must be applied to the 1-MHz station 
standard to obtain a new timing reference that stays in 
step with the arriving signals. The actual means of 
accomplishing this step is substantially more complicated 
than Fig. 3 suggests. 
The doppler shift Af is continuously compensated by 
varying the 100-MHz local oscillator in 0.1-Hz steps. This 
compensation is performed by placing a digitally con- 
trolled frequency synthesizer under command of the 
U490 antenna pointing computer, which changes the fre- 
quency at 1/20-s intervals. This is sufficiently often so that 
the required and actual frequency offsets never depart 
by more than the minimum change that the synthesizer 
TO CDC 3300 
' COMPUTP 
Fig. 3. Frequency control system for planetary radar receiver 
can make (ie., 0.1 Hz). The doppler information is fed 
into the computer prior to the start of the operations in 
the form of computed value vs time, and the U490 com- 
puter is then merely required to interpolate smoothly 
between these values. These doppler shifts together with 
the expected flight-times are computed in advance of the 
observations based upon the best available elements for 
the earth and the planet, the planetary radius, the astro- 
nomical unit, and a number of other constants (Ref. 16). 
The data samples taken by the two digital voltmeters 
are applied to a high-speed general purpose digital 
computer (CDC 3300). During the receive period, 
PL 
the computer is employed to decode the signals; that is, 
a train of samples occupying a length of time equal to 
the transmitted code is treated to remove the effect 
of the phase modulation by reversing the sign of cer- 
tain of the signal samples (both video components) 
according to the same pattern as transmitted, and then 
summing separately all the samples for the two channels. 
In this way, a phasor is generated and stored on mag- 
netic tape. On receipt of the next data sample pair, the 
earliest pair in the memory are dropped and the proce- 
dure repeated to generate another vector sum. This 
scheme is identical in concept to the tapped-filter delay- 
line scheme, but suffers none of the practical difficulties 
encountered with the latter scheme, which can cause the 
performance to be less than ideal (typically by 2 dB in 
the case of the system employed at Millstone). 
samples occupying four code intervals are gathered and 
summed to reduce the amount of decoding required by 
a factor of 4. (This operation synthesizes a filter centered 
at zero frequency with a bandwidth of 2 6 6  Hz.) 
Of the possible 126 range boxes spaced 30 ps apart, 
only 32 are demodulated. In this fashion we obtain com- 
plex samples of the echo at a given delay at intervals of 
15.12 ms. By coherently summing 64 such samples, a 
spectral resolution of (64 X 0.01512)-1 = 1.033 Hz is 
achieved. An ensemble average of the Fourier series 
is obtained for the entire receive period or several such 
periods, providing a complex two-dimensional array of 
64 frequencies by 32 delays. 
Limitations of computer speed allow, in general, only 
the processing of the data samples to recover a vector 
sum for a certain number of the possible delays within 
the unambiguous interval occupied by the code (Table 2). 
Thus, the window examined is typically substantially less 
than the code length, and this necessitates an adjustment 
of the start of the sampling to insure that the echo from 
the leading edge of the planet lies at an appropriate 
position. This adjustment is set by a preset dwell 
counter, which defines the interval that may be required 
between the end of the transmit period and the com- 
mencement of sampling the receiver output. 
In the case of observations of Mars (Ref. lo), the 
processing of the vector sums is carried out during the 
receive time, and consists merely of squaring each phasor 
and adding it to all others taken at the same relative 
delay. This incoherent addition, in effect, synthesizes a 
filter at zero frequency with a bandwidth of 2 1  kHz in 
the case of the 60-ps baud length code, and 20.5 kHz 
for 126-ps baud length (Table 2). 
For observations of Mercury and Venus, the phasors 
are written onto magnetic tape and later (during the 
next transmit period) subjected to a Fourier analysis 
employing an algorithm developed by Cooley and Tukey 
(Ref. 17). This process determines the amount of echo 
power as a function of frequency for each range delay 
examined. The spectral resolution is determined by the 
number of phasors coherently summed in the Fourier 
analysis. 
For example, in the case of the 60-ps baud length code 
employed for Venus observations (Table 2), the raw data 
The power is obtained from the squared modulus of 
the complex coefficients. Figure 4 provides an example 
of an array of echo power obtained in this fashion. 
VI. Estimation of the Range and Doppler Shift 
Price (in Ref. 18; also see Green in Ref. 19) has dis- 
cussed the optimum means of estimating the delay and 
doppler shift for a distributed target such as a planet. 
The best estimate of delay T and doppler shift u is that 
for which the product C(TU) maximizes with 
where P’(t’, f ‘ )  is the measured echo power as a function 
of delay t’ and frequency f‘, and P ( t ,  f )  is the expected 
echo power function in the absence of noise where 
delay t is measured with respect to the leading edge of 
the planet. In essence, P(t ,  f )  is a template that is moved 
over the observed array of power vs frequency and 
delay, and is employed to weight the echo power at each 
point. The trial position of the template for which the 
weighted sum appears to maximize is the best estimate 
of the delay and doppler shift. That this should be so 
depends upon the theory of matched filter processing. 
In the case of the array of P’(t’, f ’) determined in 
Mercury and Venus observations, the first step is inter- 
polation to provide values of power at delay intervals of 
5 p s  and frequency intervals of 0.25 Hz. Next, these 
values are weighted by the template function and 
summed. Because of the large size of the template used, 
ler s 
the weighted sum is calculated only for a comparatively 
small number of positions of the template with respect 
to the array of echo power. These offsets nevertheless 
span a region (330 p s  in delay and 40 Hz in frequency) 
that is large compared to the a priori uncertainty. This 
search is first performed with a coarse grid (15-ps delay 
steps and 2-Hz frequency intervals) and then the peak is 
explored with a finer grid (5 ps in delay and 0.5 Hz in fre- 
quency) to determine the best location for the template. 
The expected distribution of echo power P( t ,  f )  is 
determined from observations near inferior conjunction 
when the signals are strong. Unfortunately it is not pos- 
sible to employ as a template the actual echo power dis- 
tribution P’(t, f )  observed at such times, because the 
apparent spin-rate changes with time cause the doppler 
spreading of the signals to vary also. Instead, the angular 
scattering law P ( + )  is determined from observations of 
either the total echo power vs delay, or the echo power 
vs frequency (for example, see Re&. 8 and 20). By assum- 
ing that the scattering properties are uniform over the 
sphere, the expected distribution of echo power with 
delay measured from the leading edge of the echo P(t ,  f )  
is given by (Ref. 19) 
c2 P [ cos-I ( -Ib)] 1 - C t  
2 f o  iI COS LY 
P(t ,  f )  = 
(real values only) 
where c is the velocity of light, a is the planetary radius, 
f o  is the radar frequency, is the apparent angular 
velocity, and LY is the angle between the apparent spin 
axis and the plane perpendicular to the line-of-sight. A 
template generated in this way is displayed in Fig. 5. 
The template obtained in the manner outlined is not 
an exact match to the observed echo power distribution, 
because the effects of the finite pulse length and filer 
width on the measurement have not specifically been 
included. To some extent, these effects are introduced 
by virtue of their influence on the original measurement 
of the scattering function P(+). However, since it is 
assumed that P(+) = 0 for + _< 0 deg, the template has 
a steeply rising edge at t = 0 while the true echo voltage 
rises almost linearly over an interval equal to one baud 
length. This difference is thought to introduce a small 
systematic shift in the delay at which the weighted sum 
C(m) maximizes. 
A search for this effect has been made by compar- 
ing the computed delays with hand-fit estimates based 
upon the total echo power vs delay observed with dif- 
ferent width filters. Figure 6 shows the results of this 
analysis, which seems to indicate that the error is 
5 8  ps.  However, additional work is required to deter- 
mine this value precisely. Figure 6 also serves to show 
that large systematic errors can arise in estimating the 
range by simply picking out the peak observed in a 
single filter if the bandwidth includes a sizable fraction 
of the total frequency extent of the echoes. By increasing 
the filter width, more echo power is included from 
greater delays causing a systematic bias of the peak to a 
later position. 
The template matching approach described above auto- 
matically eliminates this problem, besides increasing the 
signal-to-noise ratio through gathering up all the echo 
energy into a single number by the weighted summation. 
1 2 3  5 10 20 30 5 
FILTER WIDTH, Hz 
Fig. 6. Differences between computer estimates of echo 
delay based upon template matching and hand estimates 
obtained by noting position of peak echo power in a 
filter of width indicated 
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G. H .  Pettengill 
Arecibo Ionospheric Observatory 
Cornell University Center for Radiophysics and Space Research 
Arecibo, Puerfo Rico 
Correlation techniques in the time and frequency domain have been applied to 
the task of maximizing measurement accuracy in the reception of radar echoes 
from a planetary target. Using an average scattering law for the target obtained 
at times of closest approach to earth, the signal-to-noise ratio of the echo can be 
significantly improved during periods when the target is more distant, without 
sacrifice in measurement accuracy. 
Deep Space Ranging” 
R. C. Tausworthe 
Telecommunications Division 
Jet Propulsion Laboratory 
Pasadena, California 
The ranging of Mariner V extended dire& range measurements of spacecraft 
from lunar to interplaneta y distances, with a somewhat better absolute accuracy. 
The method was basically the same technique as used in the previous system, but 
refined to take advantage of many system improvements, optimizations, etc. This 
paper presented the basic ranging concepts, its evolution to the present capability 
(which will also be used during the Mariner 1969 flight to Mars and beyond), the 
resulting data type accuracy, and a groundwork for advanced systems with still 
greater performance potential. 
“Tawworthe, R. C., “Ranging the Mariner to Venus,” in Proceedings of IEEE International 
Convention and Exhibition, March 1967, pp. 294-295; also, “Digital Communications and 
Tracking: Ranging Measurement,” in The Deep Space Network, Space Programs Summary 
37-42, Vol. 111, pp. 5 2 5 6 .  Jet Propulsion Laboratory, Pasadena, Calif., Nov. 30, 1966. 
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the Solar Cor 
ccultation” 
G. S. levy 
Communication Elements Research 
Jet Propulsion Loboratory 
Pasadena, California 
Faraday rotation measurements were conducted for solar occultation of 
Pioneer VI. T o  make these measurements it was necessary to develop a closed- 
loop polarization servo tracking system. The feed provided two channels of 
orthogonal linear polarization. Each channel employed a traveling-wave maser 
amplifier. One channel was treated as the information signal and went through 
the reference receiver channel of the standard communication receiver. The 
orthogonal mode was treated as an error signal and used most of the mompulse 
intermediate frequency circuitry to develop the servo error signal. The imple- 
mentation of this equipment are discussed as well as some of the experiment 
results due both to the earth ionosphere and the solar corona. 
*Levy, G. S. ,  et al., “Pioneer VI: Measurement of Transient Faraday Rotation Phenomena 
Observed During Solar Occultation,” Science, Vol. 166, No. 3905, pp. 596-598, Oct. 1969. 
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Application of a Model Fitting Procedure to the 
Determination of Unknown Parameters in 
Several Theoretical Backscatter Models 
of Venus at 70-cm Wavelength 
R .  F. Jurgens 
Arecibo Ionospheric Observafory* 
Cornell Universify Center for Radiophysics and Space Research 
Arecibo, Puerfo Rico 
A procedure of model fitting has been applied to the determination of the 
backscatter characteristics of Venus using the radar observations at 70-cm wave- 
length made during the inferior conjunction of 1967. The principle of weighted 
least squares was used to minimize the rms error between the observed echo 
power as a function of delay and a model echo based on the convolution of the 
radar ambiguity function and several theoretical backscatter models by adjusting 
the arbitrary parameters in the models. Several backscatter modeb which have 
been found to fit the lunar radar observations over a wide range of incidence 
angles were tested. Results of the procedure indicate that the backscatter law of 
Venus is variable depending upon the locations of certain surface features, and 
that these surface features contribute significantly to the backscattered power 
for a given delay annulus if the angle of incidence is large. Therefore, certain 
models which attempt to extract physical information about the roughness of the 
bulk of the surface of Venus are likely to be strongly biased by the surface fea- 
tures. Data are presented which indicate that a scattering model by Muhleman 
generally gives a good fit to the observations. However, large departures are 
sometimes observed especially when pulse lengths shorter than 50 ps are used 
to measure the backscattering law near the subradar point. 
*The Arecibo Ionospheric Observatory is operated by Cornel1 University with the support of 
the Advanced Research Projects Agency and the National Science Foundation under contract 
with the Air Force Office of Scientific Research. 
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The backscatter law of Venus is of considerable impor- 
tance to the problem of determining the mean-squared 
slope of the surface and for estimating the strength of 
diffuse scattering components which indicates the abun- 
dance of debris having a scale size near that of the radar 
wavelength. Direct measurement of the backscatter law 
of Venus has been difficult due to the relatively poor 
signal-to-noise ratio which results if sufficiently short 
pulse lengths are used. Short pulse lengths are required 
for making the measurement if the effects of the convo- 
lution of the radar ambiguity function with the scattering 
law are to be neglected such as is customary with lunar 
observations. To obtain a reasonably large signal-to-noise 
ratio, at large angles of incidence, it is necessary to use 
fairly long pulse lengths. However, at smaller angles of 
incidence the signal is strong enough to use much shorter 
pulses. In this discussion a fairly long pulse length is 
considered to be approximately 4 ms (roughly 1/10 the 
round trip delay to the limb) and a short pulse would 
be perhaps 10 p s  in length. By using a number of inter- 
mediate pulse lengths it is possible to examine the 
backscatter law of Venus with varying degrees of convo- 
lutional smearing. The construction of an accurate scat- 
tering law from such observations is a difficult problem, 
since the effects of convolution are of varying degrees of 
importance at different angles of incidence, If we are 
only interested in determining whether a given scatter- 
ing model is in agreement with the observations, a 
simpler procedure can be used, For example, the model 
can be convolved with the various ambiguity functions 
and compared with observations. 
Model fitting was accomplished by using the methods 
of weighted least squares. The theoretical echoes were 
based on the scattering models convolved with accurate 
representations of the radar ambiguity function includ- 
ing the effects of various electrical filters, The model 
does neglect the effects of quantizing errors caused by 
the seven-bit analog-to-digital conversion. These errors 
are generally small except in the cases where the average 
signal-to-noise ratio is large (50 to 1 or greater). Such 
large signal-to-noise ratios occur only with the long pulse 
observations. 
A block diagram of a typical receiving system is shown 
in Fig. 1. The voltages at the outputs of the electrical 
filters are sampled and the squaring operation is accom- 
plished within the digital computer rather than prior to 
sampling. Such a procedure is necessary if the large dy- 
namic range of the echo is to be preserved with the 
seven-bit sampler. The system response is controlled pri- 
marily by the filters in the baseband amplifier and by 
the digital processing. 
II. Model Fitting 
The echo model used in this analysis is considered to 
be given by the convolution of the scattering model S(T)  
and the radar ambiguity function A(7). Although A(T) is 
IBASEBAND C IRCUITS 
TO TRANSMITTER 
in reality frequency dependent, the frequency dispersion 
f, of Venus at 70-cm wavelength is always much smaller 
than the reciprocal of the pulse length 1 / ~ ~  If T ,  is the 
delay depth of the planet, it is also assumed that the pulses 
are spaced by at least T,  + 2 T p  so that no ambiguity 
exists in the delay dimension. The response of the elec- 
trical filters is such that their impulse response h(t) is 
insignificant for times greater than several pulse lengths. 
The response of the system shown in Fig. 1 to a single 
rectangular pulse is 
where p ( t )  is the transmitted pulse envelope. 
P(.) = 1, O < T < T ~  
= 0, elsewhere 
The impulse response h(t) is either that of an RC 
(resistance capacitance) filter or a rectangular response 
matched to the pulse length depending upon the avail- 
ability of various filters at the time of the observation. 
= 0, T < o  
h ( T )  = 1/Tp,  O < T _ < T ~  
= 0, elsewhere 
For convenience in evaluating cross-sections, the Fourier 
transform of h ( ~ )  at zero frequency has been adjusted to 
equal one. 
If a periodic set of pulses are transmitted, the ambiguity 
function becomes approximately 
Tf  - TP 
where 6 is the Dirac delta function, T~ is the pulse repe- 
tition period, and the asterisk indicates convolution. The 
average power response of the system to a planetary tar- 
get having.a backscatter law s ( ~ )  at an arbitrary delay 
T,, is 
P ( T )  = S(T - T,,) * A(T) 
The average can be assembled by considering an ensem- 
ble of identical experiments or, in reality, from a time 
average of the individual echoes. In the case of a 
time average, the echoes are correlated for times longer 
than l/fm, and therefore, one obtains a statistically inde- 
pendent echo approximately every ten seconds near the 
time of inferior conjunction. From the point-of-view of 
the echo statistics, there is no point in making much 
smaller than l/fm, however, the signal is always con- 
taminated with noise which has a nearly constant spectral 
density prior to the baseband filtering. Therefore, the 
noise at the output of the baseband filter is uncorrelated 
in a time scale of approximately T~ depending upon the 
filters h ( ~ ) .  From the point-of-view of increasing the signal- 
to-noise ratio it is obvious that 7 3  should be made as 
small as possible without causing a serious ambiguity in 
the delay dimension. 
The complete model S,(T) required in the least-squares 
solution is given by 
where 
and x 
which 
Cu is the amplitude, C, the average noise level, 
represents a vector of unknown quantities upon 
S is functionally dependent. Quantity T,, may or 
may not be known, and therefore it is often necessary to 
include it as an unknown in the solution. The observation 
is specified by a set of K + 1 power measurements made 
at equally spaced intervals of time T~ K + 1 is not gen- 
erally large enough to preserve the entire echo but does 
include a signal-free region before the arrival of the echo. 
The mean-square error between the observed echo power 
and the echo model is given by E where 
where Wk is the statistical weights associated with the 
power measurement at each delay. 
4 
Three scattering models which fit the lunar backscat- 
tering law over a wide range of incidence angles are 
given in Eqs. (l), (2), and (3). The first two were given 
by Muhleman (Ref. 1) and are based on a simple geo- 
metric optics theory. The third equation was given by 
Hagfors (Ref. 2) and is based on a physical optics ap- 
proach. Modifications of Eq. (3) by Beckmann and 
Klemperer (Ref. 3), and Fung (Ref. 4) have been made 
to bring the large angle characteristics into agreement 
with observations. 
a= 0.05 
ff3 cos + exponential 
'(4) = (sin 4 + cy cos $13 Poisson (2) 
Gaussian 
exponential (3) S(+) = (cos4 + + C sin2 +)-312 
where 
1 - 7  + = cos-= 
Trn 
Inspection of the three models reveals that, at small 
angles of incidence, Eqs. (1) and (3) are essentially iden- 
tical. At large angles of incidence, Eq. (3) does not pro- 
vide a reasonable characteristic without modifications. 
Therefore, the choice is really between model 2 and the 
other two at small angles of incidence. At large angles 
of incidence, one can check to see if the simple cos 4 
0 
-20 
-40 
al=l/dZ5 
-60 I 
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characteristic agrees with the observations. Figures 2 
and 3 show typical characteristics of the three scattering 
models. The model of Eq. (2) is very much more specular 
than the other two, while at the same time it is possible 
to obtain a similar functional form over the remainder of 
the curve by properly choosing a. In Fig. 3, a is the 
typical value found for Venus at 70-cm wavelength and 
C is chosen to produce a similar characteristic over a 
wide range of angles of incidence. Figure 4 shows the 
two models of Fig. 3 after convolution with the radar 
ambiguity function formed from a pulse of 1.0 ms and 
an RC filter having a time constant of 0.330 ms. It is 
clear that it would be very difficult to choose between 
the two models on the basis of the 1.0 ms pulse observa- 
tions alone. Pulse lengths less than 50 ps are required to 
reveal the scattering behavior of Venus in this range of 
incidence angles. 
IV. Observations 
The use of 1.0- and 2.0-ms pulse observations in the 
model fitting program appears to give the most satisfac- 
tory results as opposed to shorter and longer pulse 
lengths. As shorter pulse lengths are used, the higher 
resolution gives poorer averages, and anomalous scatter- 
ing regions cause greater departures from the average 
characteristic. When pulse lengths of 10 ps are used, it is 
often impossible to represent the scattering behavior 
even crudely. At long pulse lengths (4.0 ms and greater), 
the essential characteristics of the scattering law are so 
badly blurred by the convolution that small systematic 
errors in the ambiguity function and other measurement 
errors cause fairly large biases in the measurement of the 
omparison of the scattering functions 
given in Eqs. ( I )  and (3) 
Fig. 3. Comparison of the scattering functions 
of Eqs. (2) and (3) 
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Fig. 4. The scattering functions of Fig. 3 after convolution 
with the radar ambiguity function 
parameters a, a’, and C. Also at such long pulse widths, 
it becomes impossible to eliminate the effects of anoma- 
lous features which tend to increase the roughness of 
the model. 
By far the largest number of observations which are 
useful for model fitting were made by using a pulse 
length of 1.0 ms. The examples shown in Figs. 5 and 6 
were processed with uniform weights over the first 
3.0 ms of the echo and zero weight elsewhere using the 
model of Eq. (2). It is clear that the model in Fig. 5 fits 
relatively well beyond the 3.0 ms weighted area, how- 
ever, the fit in Fig. 6 is not as good, Notice that the re- 
quired values of the roughness parameter in the model 
are different in the two cases, and in the second case, 
the model clearly underestimates power at large delays. 
At this time, a relatively smooth surface occupied the 
region near the subradar point resulting in a more specu- 
lar model which is not consistent with the roughness of 
the planet at larger angles of incidence. However, fur- 
ther investigation using delay-doppler mapping tech- 
niques indicates that the roughness near the subradar 
point is typical of much of the surface of Venus, and that 
the excess power at larger angles of incidence is caused 
primarily by anomalous scattering regions. The relative 
roughness of the region near the subradar point can be 
monitored by the model fitting procedure described 
1 .om 
-To- rPfl rns 
Fig. 5. Observation September 3, 1967, using a 1.0-ms 
pulse and model fitting over the first three ms of data 
above. Such data are now available for many of the 
observations made in 1964 and 1967. Measurements 
made during inferior conjunctions spaced by eight years 
when the Venus-earth geometry is nearly identical would 
be expected to yield nearly identical results. The first test 
of this using the Arecibo data will be possible in 1972. 
Model fitting to the 4.0-ms data has yielded results 
which are consistently in disagreement with the observa- 
tions made at shorter pulse lengths during the observation 
period of a given day. The required roughness in the 
modeIs is always greater than that of the other observa- 
tions. Various systematic errors were considered, but 
none would give consistent results for all of the data. 
It is now apparent that the problem is caused by the 
limited dynamic range of the analog-to-digital converter. 
The present system converts the voltages to odd numbers 
from -255 to 255 (essentially 7 bits plus sign). If the 
signal-to-noise ratio is large and the dynamic range of 
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Fig. 6. Observation September 21, 1967, using a 1.0-ms 
pulse and model fitting over the first three ms of data 
the echo is large, it is clear that it will be impossible 
to measure the maximum echo power and the noise level 
simultaneously. The error is such that measurement of 
the maximum echo power will be too small especially 
if the echo is occasionally clipped, while the measure- 
ment of the noise level and the echo power from large 
angles of incidence will be too large. The resulting de- 
crease in dynamic range is then construed to be due to 
greater apparent roughness of the surface which is not 
the case. 
Figure 7 shows a typical observation using a 4.0 ms 
pulse. The value of a found by the model fitting program 
is indicated on the figure. The unusually large value of 
a is caused by distortion of the data by the limited dy- 
namic range of the digital sampler. 
Anomalous scattering regions begin to contribute ex- 
tensively to the backscattered power at angles greater 
than 30 deg. Such features are completely smeared out 
by the long pulse and cause no apparent distortion of 
the curve. Thus, it is impossible to arrange the weights 
to avoid regions of the curve which contain such anoma- 
lies. Again a systematic increase of the roughness pa- 
rameter results in the model. 
Short pulse observations are made at the Arecibo 
Ionospheric Observatory primarily for ranging purposes, 
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Fig. 7. Observation September 4, 1967, using a 4.0-ms 
pulse and an RC filter having a time constant of 2.67 ms 
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Fig. 8. Observation September 30, 1967, using a 
40-ps pulse and matched filters 
but some information about the surface properties near 
the subradar point can be gained from these observa- 
tions. First of all, they occasionally show great variability 
in form and in the percentage of reflectivity. However, 
the great majority of the 40-ps pulse observations appear 
similar to the one shown in Fig. 8. The solid curve was 
computed from Eq. (2) using a = 0.05 and is in rela- 
tively good agreement with the data. A value of a: = 0.06 
would give a better fit, but the value near 0.05 is typi- 
cally found from the 1.0-ms pulse observations. The 
model of Eq. (3) yields an echo which is much too broad 
and is in obvious disagreement with the data if the typi- 
cal value of C = 230 found from the 1.0-ms observations 
is used in the model. 
ments 
The scattering model of Eq. (2) tends to give a good 
estimate of the backscattering properties of Venus over 
a .wide range of incidence angles if a! is near 0.05 or 
perhaps slightly less. The scattering model of Eq. (3) 
requires a value of C near 230 in the case of the 1.0 rns 
pulse observations and a value of C greater than 400 for 
most of the 40 ps observations. It is apparent that this 
model is not in agreement with the backscatter law of 
Venus at this wavelength. The application of more com- 
plicated scattering models for the purpose of measuring 
other physical parameters as suggested by Beckmann 
and Klemperer (Ref. 3), and Fung (Ref. 4), is likely to 
be difficult due to the variability of the surface and the 
large effects of certain surface features. Model fitting to 
delay-doppler maps offers the best possibility for con- 
tinued study of the average surface properties since the 
anomalous regions can be isolated and appropriately 
weighted, 
References 
1. Muhleman, D. O., “Radar Scattering from Venus and the Moon,” Astron. J., 
Vol. 69, p. 34, 1964. 
2. Hagfors, T., “‘Backscattering from an Undulating Surface with Applications to 
Radar Returns from the Moon,” J .  Geophys. Res., Vol. 69, p. 3779, 1964. 
3. Beckmann, P., and Klemperer, W. K., “Interpretation of the Angular Depen- 
dence of Backscattering from the Moon and Venus,” Radio Sci., Vol. 69D, 
p. 1669,1965. 
4. Fung, A. K., “Vector Scatter Theory Applied to Moon and Venus Radar 
Return,” PTOC. ZEEE, Vol. 54, p. 996, 1966. 
32- 3 47 

Parameter Estimation From Sets of 
Two-Dimensional Maps 
R. F. Jurgens 
Arecibo Ionospheric Observatory* 
Cornell Univerrify Center for Radiophysics and Space Reseorch 
Arecibo, Puerfo Rico 
A procedure is presented for determining a set of unknown parameters which 
establish the transformation equations between a set of two-dimensional maps 
and a single map which is considered to be invariant once the proper parameters 
have been established; that is, any single map of the set would yield the same 
map after the transformation is applied. The procedure is based on the maximiza- 
tion of a cross-correlation coefficient which is a function of the two dimensional 
maps, and the parameters. The particular application of the procedure to  the 
determination of the spin vector of Venus is considered where the parameters 
are the vector components of the spin axis, and the two-dimensional map set 
corresponds to a sequence of delay-doppler radar maps. The procedure also 
appears to be useful for parameter determination from sequences of two- 
dimensional optical or photographic maps. 
I. Introduction 
The discovery of a number of regions on the surface 
of Venus which cause anomalous backscattering of UHF 
radar waves has provided a means of accurately measur- 
ing the rotation period and the direction of the spin axis 
of the planet. The first measurement of the spin vector 
based on feature data was reported by Carpenter (Ref. l), 
and more recently a more accurate measurement was 
*The Arecibo Ionospheric Observatory is operated by CorneII Uni- 
versity with the support of the Advanced Research Projects 
Agency and the National Science Foundation under contract with 
the Air Force Office of Scientific Research. 
reported by Shapiro (Ref. 2) who combined both the 
feature data and the spectral width data in a simulta- 
neous solution. At the present time, all of the procedures 
based on the motion of features require the measurement 
of location of relatively distinct anomalies in either dop- 
pler frequency, delay, or a combination of delay-doppler. 
These data are then reduced using the method of 
weighted least squares to determine the locations of the 
features on the surface of the planet and spin vector. 
The measurements of the locations of the features in 
doppler frequency, delay, and delay-doppler must be 
decided by visual inspection of the data. This is often 
difficult, if not impossible. 
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The radar features observed at 70-cm wavelength 
appear to be too complicated to be described by a single 
coordinate or pair of coordinates. In fact, it is generally 
difficult to separate various features or to define a 
unique boundary for a given feature. To eliminate these 
problems, a few machine procedures which directly 
utilize the delay-doppler maps to obtain a best estimate 
of the spin vector were considered. The procedure con- 
sidered here is based on the maximization of the cross- 
each of the maps R are contaminated by noise or grain, 
and certain distortions in the imaging process which are 
not accounted for in the transformation T will cause per- 
turbations in the maps of S. These perturbations in S will 
cause the correlation coefficient C to be less than unity 
at the maximum, and values of p ,  which cause the maxi- 
mum will be different than those obtained from the 
ideal case. 
correlation coefficient formed from a sequence of radar 
maps which include the anomalous scattering regions by 
adjusting the spin vector. 
The maximization of C can generally be carried out 
using only the unnormalized cross-correlation coefficient 
C’ which is obtained by absorbing the term 
The normalized cross-correlation coefficients for a 
sequence of two-dimensional maps S is given by 
within wijk in Eq. (1) and assuming that this term is 
essentially independent of p. This may be justified in 
the cases where the maps are considered to be gener- 
k = i  i=i  j>i ated by a stationary random process or in the case where 
certain prominent objects are surrounded by such a field. 
x I, da Si Sj (J,, da S: lk da S;.)’’ 
I k  I k  
Wijk 
For convenience, the operation 
(1) 
where k specifies the region for each set of I k  maps to 
be used in the two-by-two cross correlations. wijk desig- 
nates the weights which are based on the significance of 
each pair of maps. Integration over the surface is indi- is by such fiat 
cated by 
C’ = z (Si S f )  
The condition that C’ is maximum is given by OpC’ = 0 
or 
A surface map S may be thought of as being constructed 
dent upon M unknown quantities pm. This transformation 
procedure operates on an observational map R such that 
S = T(pm)  R 
If the observational maps are noise-free and the opera- 
tion T(p,) is unique, then we assume that any map 
selected from the set will yield the same map S if the 
transformation T is properly specified by the parameters 
pm. Therefore, in the case where the proper p ,  are un- 
known, C may be maximized by adjusting p,. In reality, 
by a transformation procedure T ( p m )  which is depen- a c’ a sj -- - z  si- 
a Pm ( apm a Pm + Si”) = 0 (2) 
If S is expanded as a power series in p about a point p o  
as shown in Eq. (3), a set of M linear equations can be 
written when, the terms greater than first order in Ap are 
neglected in the series by replacing the si and si in 
Eq, (2) with the series of E ~ ,  (3).
(3) S(po 4- Ap) = S(po) 4- 
The solution of the resulting equation set is given as 
Eq. (4) 
A p  = A-le q (4) 
where the matrix coefficients A,,ln of the linear equation 
set are 
differentiating is perhaps the easiest way to obtain the 
partial derivatives, although more complicated schemes 
which fit simple surfaces by least squares to a larger 
collection of points would perhaps be valuable in cases 
where the quality of the data warrants such treatment. 
The linear and differentiating procedure is 
adequate if the spacing of the points in both 14 and v 
is smaller than the resolution of the imaging procedure 
a S j  asi  + --) asi asj (5) in both dimensions. 
a p n  a p ,  a p n  
and q is 
+ sj- a si ) (6) a Pm 
The corrected value of p'" is given by p a  + Ape and the 
procedure iterated until Ape" is suitably small. 
Ape+' = p' + Ap' (7) 
1111. Coordinate Transformations 
The particular mapping procedure considered here 
involves a transformation between a coordinate pair 
which is fixed to the surface of a sphere; i.e., latitude. 
and longitude which are specified by (8, +). These are 
related to coordinates of the observation maps (u, v )  by 
a rotation matrix, which is dependent upon p. The maps 
S can then be replaced by the maps R in Eqs. (5) and (6) 
where u = fl(e, +) and v = f2(e,  $). fl and f z  are depen- 
dent upon p. The partial derivatives in Eqs. (5) and (6) 
can be evaluated as shown in Eq. (8) 
and the area dn in the operation Z is cos e d e d+. Since 
u and 0 are functionally related to 'pm, the partial deriva- 
tives a u / a p m  and a v / a p m  are easily evaluated and are 
the same functions required in programs involving the 
theory of weighted least squares. The evaluation of 
a R/a u and a R/a v must be accomplished from the ob- 
servational map data which are usually given by a rec- 
tangular array of data points for equally spaced values 
of u and 0. Two-dimensional linear interpolation and 
IIV. Errors in the Estimation of the 
The matrix A and the vector q are dependent upon 
the observational data, and for this reason it is not easy 
to develop a simple method for estimating the formal 
errors in the solution vector p. That is, each element in 
the matrix A-l is dependent upon all of the small errors 
associated with each element of the matrix A. For exam- 
ple we can consider the A matrix to be the sum of a 
noise free matrix and a noise matrix which contains 
elements having certain statistical properties such as zero 
mean value and a finite standard deviation. The same 
considerations can be applied to the vector q. Therefore, 
after Ap e+1  is driven sufficiently small, the variations Sp 
of the solution vector caused by an independent realiza- 
tion of the experiment are given by Eq. (9) 
The variation Sp can be expressed more simply in the 
case of small errors 
where 
SE = (A + SA)-' - (A)-' 
The first term in Eq. (10) is easily found, however, the 
second term causes some difficulty. An upper bound can 
be found for the norm of the matrix SE by standard pro- 
cedures used for estimating the errors in matrix inversion 
caused by numeric truncation of the data (Ref. 3). Unfor- 
tunately such upper bounds tend to give gross over 
estimates of the actual errors encountered in many cases. 
An accurate approach is possible, however because of its 
complexity, its use is limited to cases where the number 
of unknowns are few. The error 6 p i  can be written as a 
linear function of all of the perturbations in the system 
in the limit of small errors by expressing the terms (A-l)ij 
as functions of all the elements 
sponding perturbations. 
and their corre- 
The information in which we are interested is the expec- 
tation E(Spi Spi), which can be found by using Eq. (11) 
in combination with Eqs. (5), (6), and (89 to give the re- 
sult in terms of the E(SR2)  and E [ S ( ~ R / ~ U , V ) ~ ] .  The 
first term is simply the mean-square noise associated 
with each map, and the second term is the mean square 
of the slope of the noise function and is simply the sec- 
ond derivative, the autocorrelation function of the noise. 
The operation Z provides an average of a large number 
of independent measurements for a given map pair reduc- 
ing the effective error by the square root of the number 
of independent measurements used in the average. 
V. Application of Procedure to Delay- 
Radar 
When delay-doppler radar is the imaging technique, 
the quantities u and v become delay and doppler fre- 
quency. These are related to B and (b by a simple matrix 
transformation as shown in Eq. (12) 
where B is a rotation matrix dependent upon time, the 
relative position and velocity of the planet, the spin 
vector p, and a coordinate reference or constraint. d, 
and fW are the maximum delay and the maximum dop- 
pler frequency, and d and f are the delay-doppler coor- 
dinates corresponding to u and v. The in the vector 
on the right hand side of Eq. (12) indicates that the 
transformation is not unique. This is the usual two-fold 
ambiguity encountered in the delay-doppler mapping 
procedure. The maps R made at any time contain the 
information from two hemispheres superimposed. There- 
fore, to minimize the possibility of obtaining an errone- 
ous result in the determination of p, it is advisable to 
select the maps such that an entirely independent con- 
jugate region is superimposed with any given feature for 
each of the maps in the set. Under this condition the 
conjugate region will be treated the same as random 
noise except that its autocorrelation function will be 
different. It is also advisable to select maps which con- 
tain a given feature during a period when the delay- 
doppler contours form a nearly orthogonal grid over the 
feature. Such a selection eliminates distortions in the maps 
S which could cause errors in the determination of p. 
Amplitude distortions caused by the non-equal area 
characteristics of the delay-doppler technique and the 
effects of the average scattering law must be removed 
from the maps R before the process is started. Maps 
made in the cross polarized sense are most desirable in 
this case because the scattering law dependence is small, 
however, at this wavelength the backscattered power is 
significantly less than the power received with the po- 
larization matched. 
Following the 1969 inferior conjunction, data will be 
available to carry out this procedure covering a time 
span of five years. It appears that the procedure could 
detect an apparent drift in the longitude of a feature 
of less than one degree corresponding to an accuracy of 
about 4 parts in lo4 in the rotation period. The angular 
direction of the pole would be accurately measured to 
less than one degree of arc. 
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The description of the solar system forces affecting the motions and observations 
of interplanetary spacecraft is discussed for purposes of examining the potential of 
using the observations of such spacecraft to test gravitational theories. The use 
of the data depends not only on the inherent quality of the measurement, but 
also the limitations of the model. The investigation of gravitational and non- 
gravitational forces reveals the limiting factors on the test and the requirements 
of the modeling. Inadequate understanding of the low thrust forces is discussed. 
By consideration of the Mariner IV mission and other interplanetary missions, 
progress in the investigation of the potential of estimating the critical parameters 
of gravitational theories is discussed. 
8. ~ ~ t r ~ ~ ~ ~ t i ~ ~  
The radio tracking data from interplanetary spacecraft 
consists of a large number of very high quality observa- 
tions which are of great value in testing gravitational 
theory. For such tests the theory of spacecraft motion 
and radio signal propagation must be modeled to high 
accuracy using a complete description of the gravita- 
tional and non-gravitational forces affecting the motion 
and of the gravitational and dispersive media perturba- 
tions affecting the signal propagation. The solution to a 
*This research was performed at MIT, Lincoln Laboratory, sup- 
ported by the U. S. Air Force, while the author held a National 
Defense Education Act Fellowship, and was partially supported 
by NASA grant NGR-22-009-366. 
many dimensional orbit estimation problem is then per- 
formed which contains the desired estimates of gravita- 
tional theory parameters. This procedure is thus more 
than an isolated test of a gravitational effect. Current 
studies and work in this area are being performed at the 
Jet Propulsion Laboratory and the Massachusetts Insti- 
tute of Technology (MIT), Lincoln Laboratory (Refs. 14). 
In this paper some aspects of the modeling are exarn- 
ined and a preliminary investigation of the potentialities 
of the data for testing gravitational theory is presented. 
General relativity and the Brans-Dicke theory (Ref. 5) 
currently are the only two well-formulated theories of 
gravitation, consistent with observations. The Brans- 
Dicke theory starts with a weaker form of the principle 
of equivalence than does general relativity. The field 
equations then have an arbitrariness in them that per- 
mits a scalar field with an undetermined parameter to 
be introduced. However, this field does not alter the 
equations of motion (Ref. 5). The two theories differ in 
their basic physical assumptions, but both have the same 
form for the equations of motion and can, therefore, be 
tested simultaneously. This is achieved by the introduc- 
tion of motion of the spacecraft and then estimating the 
values of the parameters. 
horn solar oblateness and time varying gravitational con- 
stant, the force from the gravity of the asteroids and for 
close approach flybys the higher harmonic terms from 
the planets. 
The solar general relativistic term is obtained once the 
metric is known. The metric is given by the well known 
Schwarzschild (restricted two-body) solution (justified by 
the post-Newtonian analysis) and in harmonic coordi- 
nates is (Ref. 9) (to order p/rocz) 
The full “restricted N body problem (an infinitesimal 
mass in the field of N significant masses) should be con- 
sidered. In the theory of the post-Newtonian equations 
of motion (due to Droste (Ref. 6), deSitter (Ref. 7), 
Eddington (Ref. S), and more recently described by 
Tausner (Ref. 3) and Weinberg (Ref. 9) it is shown that, 
in an expansion in powers of p/roc2 (where p = GM is 
the gravitational parameter, ro is the astronomical unit, 
and c is the speed of light), the motion of the spacecraft 
in the heliocentric phase of the flight, when the-sun is 
the central body and all other bodies contribute pertur- 
bative forces, is given by the usual Newtonian equations 
plus an additional general relativistic term due to the 
sun. The p/roc2 analysis is justified since the spacecraft 
radial distance is always within one order of magnitude 
of To. The errors introduced are of the order of over 
the flight, several orders of magnitude smaller than the 
data. This modeling has been discussed also by Tausner 
(Refs. 3 and 4) and Moyer (Ref. 2). 
The equations of motion are of the form 
El. 
r3 4- - r = SFgrav + SFnon.grav 
where ZFgrav includes all the gravitational forces besides 
the Newtonian sun, and SFnon-grav contains all the non- 
gravitational forces. 
Since some of the time delay data are expected to have 
errors on the order of one nanosecond, accelerations 
causing distance perturbations of this order must be con- 
sidered. The distance perturbation can be very conserva- 
tively estimated by (1/2)umaxt2. Over a 300-day mission 
the nanosecond limit requires considering accelerations as 
small as ms2. The gravitational forces then will in- 
clude the solar general relativistic term, the Newtonian 
planetary contributions, the moon, hypothesized forces 
goi = 0 \ 
+- 
c2r C4T2 
where a, p, y the metric parameters have been introduced 
as parameters to be estimated. Values of unity for a, p, y 
are predicted by general relativity. 
The Brans-Dicke metric (Ref. 5) for this problem con- 
tains the parameter 0 related to the scaler field contri- 
bution and by comparison it is found that values of 
a = p = 1 and y = (0 + l)/(o + 2) are predicted by 
that theory. The inverse relation is w = (1- 2y)/(y - 1) 
and is plotted in Fig. 1. The two theories merge for 
0 + 00. The measured perihelion precession of Mercury, 
coupled with his optical measurements of solar oblateness, 
have led Dicke to conclude that W z 6 (Refs. 5 and 10). 
The value of a = I is non-controversial; it operation- 
ally only scales the gravitational constant. Thus ,8 and y 
are the significant parameters to estimate in the test. In a 
first order analysis (in p / ~ ~ c ’ )  it is noted that /3 and y 
enter the equations of motion while only y enters the 
equations of signal propagation. To separate motion of 
masses and light-signal propagation (arbitrarily) it is 
sometimes convenient to introduce an alternate set of 
relativistic scalars: R f ,  which multiples all the relativistic 
terms in the equations of motion and RF, which multiples 
the relativistic terms in the equations of signal propaga- 
tion. These parameters are unity in general relativity and 
vanish in Newtonian theory. For considering secular 
effects Rf is approximately (4 + 30)/(6 + 30) in the 
Brans-Dicke theory (hence for w = 6, Rf  = 0.92; i.e., an 
8% difference in perihelion precession of the body), 
In addition, two other parameters have significance in 
a test of general relativity: Jz, the second order term’s 
PARAMETER y 
Fig. 1. Parameter relationship 
coefficient in the harmonic expansion of the solar gravi- 
tational potential; and fly the time varying part of the 
gravitational constant. The non-dimensional oblateness 
quantity S, = J, /R;  (Rg is the radius of the sun) is re- 
lated to the flattening f by 
1 nzR; 
s2 = 3 ( f  - - 2 r  -) 
where is the solar rotation rate. If Dicke's value (Ref. 9) 
for the visual flattening is used'ff z 5 X arc s) a 
value of S, z 2.8 X results. This value is consistent 
with a value of 6 for the Brans-Dicke parameter W .  The 
agreement of the general relativistic prediction for 
Mercury's excess perihelion precession and that observed 
suggests however that S, is much smaller. The quantity 
is significant since it is non-zero in the Brans-Dicke 
theory and zero in general relativity. 
The Newtonian forces are straightforwardly included 
except perhaps the contribution from the asteroids. The 
uncertainty in the total mass of the asteroidal belt is suf- 
ficiently large to prevent the true significance of this 
perturbation from being evaluated. We model the belt as 
a uniform circular ring inclined to the ecliptic and treat 
the mass (m), distance (d), and inclination of this ring 
as parameters to be estimated. The potential inside (for 
inner planet missions) this ring is 
where I is the inclination of the ring to the osculating 
plane of the spacecraft, r is the spacecraft-sun distance 
and P ,  is the Legendre polynomial. Upon taking the 
gradient the force is found: 
X [nP, (sin I )  r - rP; (sin I )  cos Ier] 
(4) 
where e, is the unit vector perpendicular to r and di- 
rected positive in the direction of increasing I .  The in- 
homogeneities in the ring from the largest asteroids may 
be included by considering the few largest ones directly, 
and estimating their individual masses. 
The limitation in the modeling will not, however, be 
with the gravitational forces but rather will occur due to 
our lack of knowledge concerning the low thrust forces. 
These forces primarily arise from solar radiation pressure 
and gas emission on board the spacecraft, and are sig- 
nificant enough to require severe demands upon their 
modeling. The solar radiation pressure force will, in gen- 
eral, have arbitrary direction and may be expressed as 
m 
~ S R  = -(greT + gtet + 
where er, et ,  and eN are unit vectors along the radial, 
tangential and normal axes, respectively, and m is the 
spacecraft mass. The parameters gi  (units of length3/time2) 
are to be estimated from the data and if desired may be 
related to the reflectivity properties of the spacecraft and 
the solar flux constant. In addition, account will have to 
be taken of the aspect changes (with respect to the sun) 
of the surface and the possible time varying change in 
the solar radiation flux. This latter would occur due to 
inhomogeneities in the solar emission, and may be cycli- 
cal with the solar rotation. Surface property changes on 
the spacecraft occurring during its flight might also be 
included in the description of the solar radiation pressure 
force. An investigation by Bourke and McReynolds 
(Ref. 11) has shown the gas leakage forces to be a factor 
in celestial mechanics experiments, but a definitive model 
has not yet been produced. For such a model, other 
independent data will probably be needed. Currently, 
attitude measurements are being studied. The inclusion 
on board the spacecraft of accelerometers capable of 
measuring accelerations in the to g range would 
also supply useful independent measurements of the 
non-gravitational forces. 
In order to analyze the effect of our insufficient knowl- 
edge about the low-thrust forces, the introduction of a 
stochastic process to represent the unknown random part 
of this force can be considered. We find that the random 
process results in an increase of the final error in the 
estimate (the correlation matrix) by an amount depend- 
ing on the assumed correlation matrix of the random 
process. By including this addition to the correlation 
matrix we obtain no improvement in the estimate of 
the parameters but do obtain more realistic values of the 
variances of the estimates. It should be emphasized, 
however, that the result is dependent on the assumed 
correlation matrix for the process noise. 
The model of motion is, thus, given by Eq. (1) where 
the forces discussed above are included and their pa- 
rameters (constants of reflectivity, gas leakage compo- 
nents, solar oblateness, etc.) are treated as quantities to 
be estimated. But it is clear that parameterized modeling 
cannot be used as a substitute for physical understand- 
ing, for with too many parameters we end up with a 
model that will fit any set of data. 
The modeling of radio-signal propagation must next be 
considered. In this modeling, additional effects not affect- 
ing the motion will be included. The theory of signal 
propagation is analogous to that for motion, for the path 
of the radio signal is described by the same equations 
except that the particle mass is zero, being a photon. 
Shapiro (Refs. 12-14) has derived expressions for the 
time delay and doppler shift of a signal in general rela- 
tivity space. Using the generalized metric, we include 
these in our model. 
The accurate treatment of time is required to relate the 
observer, using atomic clocks for his measurements, and 
the equations of motion (which have coordinate time as 
their independent variable). The former is a function of 
the observer’s location and speed in the gravitational 
field. This subject is not discussed here except to note its 
importance, its requirement for high accuracy and the 
need for careful consideration of the actual operational 
procedures in use. 
The data from the past Ma~iner missions have been 
chiefly measurements of the frequency difference be- 
tween transmitted and received signals. The difference 
of the phase delay of two signals sent 1-10 minutes 
apart is actually measured, In future missions, time or 
group delay measurements will be available. The doppler 
quantity is a count of the number of cycles in a fixed 
(atomic) time interval, rather than an instantaneous fre- 
quency. Depending on the instrumentation, the measure- 
ment is subject to quantization error as well as the usual 
error of transmitter frequency instability. Since this 
quantity is an observation of the difference of phase 
delay, it represents an averaged frequency (a point 
treated adequately in various JPL reports). Alternately 
the direct expression of phase path delay may be com- 
puted, viz., the difference between the time delay of the 
wave “sent” at the end of the time interval and that of 
the wave “sent” at the beginning of the interval. The 
received atomic times at the interval end points must be 
converted to coordinate times and the time delay for each 
ray (the zeroth and the Nth, where N is the number of 
cycles counted) calculated so as to obtain the transmitted 
times for each ray. The difference in transmitted times is 
then converted to an atomic time interval for the trans- 
mitter and the value of transmitted frequency times this 
interval represents the theoretical value of the doppler 
observable. 
To both the time delay and doppler observables, cor- 
rections due to dispersive media must be applied. These 
depend on the assumed model of the interplanetary 
medium, ionosphere, and neutral atmosphere. For the 
latter two, accuracy considerations may require detailed 
numerical maps of electron and neutral particle density 
rather than theoretical formulas. The modeling of the 
ionosphere and atmosphere is currently under study. In 
addition, the estimation of station location quantities is 
necessary in reducing the data. 
To examine the potentialities of the use of interplane- 
tary spacecraft data, a possible future mission was exam- 
ined: a 1973-1975 interplanetary mission to Venus and 
Mercury (through the use of a Venus swingby method). 
The basic trajectory considerations for the spacecraft 
mission have been reported by Sturms (Ref. 15). Looking 
at the post-Venusian part of this mission, a general rela- 
tivity test may be quite promising. Detailed aspects such 
as the shape of the probe, guidance, and communications 
will have to be dealt with before an overall evaluation 
can be made. However, as a first analysis, the errors in 
the estimates of the critical parameters for a gravitational 
theory test were examined using simulated data as the 
observables. The initial conditions of the probe were 
taken at an epoch 6 days past Venus encounter, i.e., on 
February 11, 1974. The orbit had an eccentricity of 0.25 
and periapsis distance of 0.44 AU (i-e., a = 0.585 AU). 
This probe had a 163-day period. The orbit plane was 
inclined to the ecliptic by 6 deg and inclined to the solar 
equator by about 8.8 deg. The errors in the estimates 
were calculated for the critical parameters: the relativity 
motion factor R f ;  the sun harmonic S,; the AU; the 
radiation pressure components g,, gt, and gN;  the probe 
initial conditions a, e, and i (initial orbit elements); and 
a factor for the interplanetary medium constant, IM, rep- 
resenting the number of electrons per cc at 1 AU (based 
on an inverse square model for particle density beyond 
four solar radii). In addition, the initial conditions for the 
earth's orbit, as well as the other three probe orbital 
element initial conditions, were included in the solution 
vector. The results are shown in Table 1. 
The cases considered represent different numbers of 
measurements with different assumed measurement errors. 
Taking case 4 as representative and presently realistic in 
its assumptions, we note that the relativity motion factor 
has a formal error of less than 4%. The simplifying con- 
siderations inherent in this study indicate that this esti- 
mate is marginal, at best, in terms of providing a test 
that discriminates between the Brans-Dicke and general 
relativity theories. Errors in the estimates of the low- 
thrust parameters were about 1% of their nominal values 
but again there was no consideration of the probable 
complications of these forces. With improvement of the 
noise values of the data, e.g., to ns in time delay and 
Hz in doppler, a corresponding improvement in the 
error estimates is obtained (case l), and definite conclu- 
sions from this test might be feasible. It should be em- 
phasized that the values of error in case 4 are presently 
realized and it is not unreasonable to expect improve- 
ments in the early 1970s. 
Also from the results of these cases several interesting 
and important correlations are noted (values quoted are 
from case 4). The relativity factor has a correlation with 
solar oblateness of -0.87 and with two components of 
solar pressure force, g, and g, of -0.95 and -0.96 re- 
spectively. The latter were also found to be somewhat 
correlated with estimates of the shape of the probe and 
the earth's orbit. The tangential component g t  was also 
Table 1. One-sigma values of estimates of serf 
-day solar-probe mission 
time delay and doppler observations 
Measurement 
( i t D ,  Sb 
U~ Hzb 
R I  
SZ 
AU, s 
gr, AU3/d2 
gt ,  AU3/d2 
gr, AU3/d2 
a, AU 
e 
i, deg 
I 
1 o - ~  
1 oJ 
1.7 X lo-' 
1 x 
2.7 X lo-' 
4.6 x 10-1~ 
7.3 x 10-le 
1.8 X 
5.6 X lo-" 
7.3 x lo-" 
1.3 x io-' 
Case' 
2 
1 o-8 
1.7 X lo-* 
1.0 x 10-E 
2.7 X lo-' 
4.6 X 
7.4 x 
1.8 x 10-1' 
5.6 X lo-' 
7.3 x 
1.4 X lo-' 
3 
lo-* 
lo-' 
2.4 X 10" 
1.5 X lo-' 
3.8 x io-' 
6.6 X lo-" 
1.0 x lo-" 
2.5 x 10-l' 
7.9 x lo-'' 
1.0 x 1 0 - ~  
6 X lo-' 
4 -- 
5 x 
7 x 
3.5 x lo-' 
1.9 X 
6.1 X lo-' 
1.07 X 
1.4 x io-" 
3.62 x 10-1~ 
1.2 x TO-# 
1.5 x io-' 
6.1 X lo-' 
nCase 1-1534 Observations: Equal number of time-delay and doppler 
measurements. 300 at one day intervals, the remainder at one 
hour intervals near periapsis and after Venus encounter. 
Case 2-The same observing schedule as Case 1. 
Case 3-767 Observations: The intervals between measurements in Case 1 
were doubled. 
Case4-A uniform schedule of 4736 observations (2368 each of time 
delay and doppler-at 3 hour intervals). 
bThe assumed one-sigma noise levels in the measurements. 
found to be significantly correlated with S, (-0.84). The 
correlations of the low-thrust components, with the sig- 
nificant parameters of the relativity test, underlie the 
importance of good modeling of the low-thrust forces. 
111. Conclusion 
We conclude from this preliminary examination that 
the mission does have potentialities for contributing new 
results to gravitational tests. However, because of the 
simplifications of this preliminary analysis, it is probable 
that the results of this test will be marginal in providing 
the critical measurements to distinguish between general 
relativity and the Brans-Dicke theory. Independent mea- 
surements of the non-gravitational forces, as might be 
provided from the instrumentation of the spacecraft with 
low-level accelerometers having sufficient dynamic range, 
could allow a big reduction in the uncertainty of the 
relativistic parameters. The reduction of the error in 
the observed signal, along with the increased knowledge 
of the low thrust forces obtained from the intervening 
missions, can be expected to improve the determination. 
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Reconstruction of JPL 1967 Range Data for Venus 
and the Processing of Radar Data 
D. A. O'Handley 
Ephemeris Development Group 
Jet Propulsion Laboratory 
Pasadena, California 
Planetary range data on Venus were obtained in 1967 at the JPL-Goldstone 
tracking station. The range-value was constructed through combining the mea- 
sured residual with the computed range. These range data together with similar 
data from the Massachusetts Institute of Technology and the Arecibo Ionospheric 
Observatory were used in the development of a simultaneous integration of all 
the planets over 20 years. Upon the extension of this ephemeris to 60 years, 
and an increased radar and optical data set, an anomaly has appeared in the 
residuab. A discussion of the time base and results are giuen. 
1. Introduction 
Planetary time delay to Venus has been taken at the 
JPL-Goldstone Tracking Station since 1961. Over the pe- 
riod 1964-1967 this set of data has been of sufficient 
accuracy and has covered a sufficient amount of the 
orbit to incorporate it into ephemeris development. 
The most recently published radar data (see Fig. 1) 
from the Venus site of the Goldstone Tracking Station 
were reconstructed in the following manner: 
(1) The planetary ephemeris DE 26 was used to com- 
pute the time delay or range from the surface of 
the earth to the front cap of the planet Venus. 
(2) These predictions were punched on cards in the 
form of 15 coefficients for a Chebyshev polynomial 
of degree 14. (A set covers a single day for the 
predictions of range, doppler, hour angle, and 
declination.) 
(3) The cards were taken to Goldstone where the poly- 
nomial representation of the variables was evalu- 
ated for specific observation times, 
(4) A paper tape was made, providing information to 
the computer which controls the antenna. 
II. Discussion 
The 1967 range data were taken in the monostatic 
mode. The antenna is used to transmit a signal to the 
planet. After an interval of time equal to the round trip 
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travel time of the signal, the antenna is placed in a 
receiving mode. At this time, the echo is received with 
a small delay or advance. The received signal is shown 
in the inset of Fig. 1. The width of these lines represents 
the range gate resolution of a signal. Upon an analysis 
of this type of plot, the time at which the signal reached 
the front cap can be determined. This time is referred 
to some center point which represents a zero residual 
with respect to the ephemeris. 
The residuals are then combined with the theoretical 
calculation of the range and form an ephemeris indepen- 
dent range point. The clock attached to the antenna 
keeps UTC time and all calculations are carried out in 
ephemeris or uniform time. These range points are there- 
fore in units of universal time. All of these calculations 
use relativistic expressions where applicable. 
The use of radar data for determining the astronomical 
unit and planetary radii, along with ephemeris improve- 
ment has been reported on since 1961. Early in 1967, a 
system of computer programs referred to as the Solar 
System Data Processing System (SSDPS) was completed. 
In the spring of 1968, the first simultaneous integration 
of all the planets was made at JPL. The initial set of 
elements were close to Newcomb and the ephemerides 
of the U.S. Naval Observatory. The initial comparison 
with the combined set of planetary range data of the 
Arecibo Ionospheric Observatory (AIO), the Millstone 
Hill and Haystack sites of MIT, and JPL’s Venus site are 
shown in Figs. 2, 3, and 4. The variations are seen to be 
quite large: 
(1) +4000 ps to -2000 ps for Mercury (Fig. 2). 
(2) +1500 ps to approximately 0 ps for Venus (note 
positive offset in Fig. 3). 
(3) +3000 ps to -1000 ps for Mars (Fig. 4). 
These radar residuals along with the optical data set 
of Transit Circle Observations over the period 1950-1967 
were used to correct the orbital elements of all the 
planets except Pluto along with the radii and the astro- 
nomical unit. 
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A 56-parameter solution was made using these data. A 
rank-49 solution of an eigenvector-eigenvalue analysis 
was applied to the original osculating elements and a 
new integration performed. The results of comparing this 
integration with radar range data from Mercury, Venus, 
and Mars are shown in Figs. 5, 6, and 7 respectively. The 
magnitudes of the radar range residuals have been re- 
duced by two orders of magnitude. 
. Mercury 
Mercury data are from AI0 and Haystack (see Fig. 5). 
There are 151 points shown here. Note the positive bias 
in the A I 0  data. In our subsequent studies, the Arecibo 
data have been removed where data from other radar 
sites are available. 
. Venus 
Venus data in this ephemeris are from all of the U.S. 
radar sites. In Fig. 6 the residuals appear to have an 
anomaly around 1965 and 1966. The increased radar 
detectability is evident each year from the decreasing 
limits of radar residuals as the data become more current. 
The structure in these residuals was initially thought 
to be a second-order effect of fixed parameters. The 
possibility of program errors in the SSDPS was also con- 
sidered. Although Venus, earth-moon, and Mars mass 
values are better known through spacecraft radio track- 
ing, the mass of Mercury is poorly determined. The 
determination of the mass of Mercury was stated by 
Dirk Brouwer as one of the most difficult mass deter- 
minations in the solar system. In the past century the 
values of the reciprocal mass have ranged from 3,000,000 
(Le Verrier) to 9,700,000 (Backlund). The IAU adopted 
value of 6,000,000 is the value used by Newcomb in his 
tables of the inner planets. 
An analysis of the periodic perturbations of the longi- 
tude and radius vector of Venus from Newcomb‘s tables 
verified that a variation of this size in the mass of 
Mercury produced an effect on Venus time-delay observ- 
ables of the same order of magnitude as this deviation. 
This led us to an improvement of the mass of Mercury. 
I t  is possible to determine mass values of all of the 
inner planets in a simultaneous solution using radar and 
optical observations of the planets. This has been done 
at MIT. Because the spacecraft determinations are two 
orders of magnitude more precise, it was decided to fix 
the values for the masses of the inner planets at the 
spacecraft determined values until it becomes practicable 
to simultaneously process radio tracking and radar data 
for all the inner planets. 
It was found that the feature in the radar range residu- 
als must be regarded as an anomaly in the modeling of 
the masses. If one considers the masses better known 
from spacecraft tracking, and therefore fix the values, the 
reduction of degrees of freedom will cause the “feature” 
to appear in the Venus residuals. By altering the mass of 
Mercury, the feature and the overall sum of squared 
residuals are diminished. 
Although not obvious on Fig. 6, the AI0  data had a 
positive 30-ps bias and has subsequently been removed. 
C. Mars 
The 39 observations of Mars taken in 1964 at A I 0  and 
the 10 high-precision points taken at Haystack in 1967 
are shown in Fig. 7. Except for the early observations the 
improvement is considerable. 
In recent months, the optical data set has been ex- 
tended over the interval 1911-1967 and includes two 
instruments, the six-inch transit circle and nine-inch 
transit circle as shown in Table 1. 
The radar data set which was originally used contained 
796 observations. The current one, shown in Table 2, 
has 704 observations. This reflects the removal of most 
of the AI0 data and the extension of these ’data into 
early 1968. 
These data combined with 214 ranging points from the 
Mariner V spacecraft were used in a new integration 
over the period 1910 to 1970. 
The first integration over 60 years was designated as 
DE 61. This integration differed from an extension of 
the 20-year ephemeris in the masses used for the planets 
and the form of the relativistic terms. The planetary 
masses used in the 60-year integration reflect more re- 
cent determinations of the masses of Mercury by JPL; 
Neptune by Miss Gill of NASA, and Pluto by Duncombe, 
et al., at the U.S. Naval Observatory. 
The integration portion of the SSDPS system contains 
the basic n-body integration equations for the planets. 
Until now, the metric for the relativistic terms has been 
the standard form of the Schwarzschild metric given by 
Brouwer and Clemence. Due to operational require- 
ments, the SSDPS has been converted to the Robertson 
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form of the metric. This yields an isotropic form to the 
relativity expressions. 
limb corrections for Mercury and Venus, the radii of 
Mercury, Venus, and Mars, the six elements of Mariner, 
the mass of Venus, and the astronomical unit. After some 
consideration a rank-55 solution from the eigenvalue- 
eigenvector analysis was selected for re-integration. This 
decision was made after looking at the relative magni- 
tudes of the eigenvalues, their contributions to the sum 
of squares of residuals and their p coefficients. 
A simultaneous solution of 63 parameters of the solar 
system was obtained. This reflected the comparison of 
DE 61 with all the data discussed here. The unknowns, 
which are considered, are the elements of the eight 
planets except Pluto, the right ascension and declination 
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Table 1. Transit circle observations 
US. Naval Observatory 
Transit Circle, in. Planet 
Mercury 
Venus 
Mars 
Jupiter 
Saturn 
Uranus 
Neptune 
Sun 
Period 
241 9937.2-243 9654.3(1913-1967) 
242 1867.2-243 1174.2(1918-1944) 
242 0391.3-243 9679.3(1914-1967) 
242 2113.3-243 1129.1(1919-1944) 
242 4793.8-243 9658.5(192&1967) 
242 0105.8-243 1164.5(1913-1944) 
242 431 1.8343 9548.6( 1965-1 967) 
242 0330.8-243 1165.6(1914-1944) 
242 4607.8-243 9433.6(1926-1966) 
242 0085.8-243 1122.6(1914-1944) 
243 4380.8-243 9595.6(1925-1967) 
242 0321.8-243 1061.7(1914-1943) 
242 4531.8-243 9662.6(1925-1967) 
242 0129.8-243 1214.6(1913-1944) 
241 9174.2-243 9682.2(1911-1967) 
242 1867.2-243 1444.2( 191 8-1 944) 
Number of Observations 
1756 
550 
Total 2306 
276 1 
45 1 
Total 3212 
549 
122 
Total 671 
656 
260 
Total 916 
660 
280 
Total 940 
639 
247 
Total 886 
61 8 
285 
Total 903 
5973 
1696 
Total 7669 
-
-
-
-
-
-
-
-
Right ascension Declination 
1695 
532 
2227 
2582 
436 
301 8 
528 
120 
-
-
648 
624 
257 
88 1 
622 
280 
-
900 
628 
245 
873 
606 
283 
889 
5695 
1668 
7363 
-
-
-
Table 2. Radar range observations 
Mercury 
Mercury 
Venus 
Venus 
Venus 
Mars 
Mars 
A I 0  
Haystack (MIT) 
Haystack (MIT) 
JPL (Venus DSS) 
Millstone Hill (MIT) 
243 8493.2-243 9363.2(1964-1966) 
243 9425.3-244 0064.2( 1966-1 968) 
Summary 1964-1968 
243 9161.3-244 0063.2(1967-1968) 
243 8541.2343 9707.6( 1964-1 967) 
243 8447.0-243 9725.2( 1964-1 967) 
Summary 1964-1968 
119 
88 
Total 
63 
284 
101 
Total 448 
A I 0  243 8719.0-243 8915.0(1964-1965) 
Haystack (MIT) 243 9587.7-243 9643.5( 1967) 
Summary 1964-1967 
The radar residuals for Mercury have a 1 sigma of 
56.6 ps for DE 69 (Fig. 8), whereas the 1 sigma for DE 40 
was 111 ps. The significance of such a reduction is that 
the A I 0  data did bias the previous Mercury solution. 
The Venus radar residuals do not show any significant 
change from DE 40. The 1 sigma for DE 40 was 48 p s  
whereas in DE 69 the 1 sigma is 49.7 ps. The explanation 
of this insignificant increase lies in the strength of the 
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Mariner V data which was incorporated in the solution 
and the omission of all A I 0  data. The structure in the 
1967-1968 residuals is not due to a mass error but seems 
to be in incompatibility between the Haystack and JPL 
data. It may be a coincidence that if either data set is 
assumed to be in error by the atomic offset between 
universal time and atomic time in the time interval of 
the ranging and a new fit is made the residuals lie flat- 
centered about zero as shown in Fig. 9. 
In Fig. 10 the Mariner V range residuals are shown. 
They were fit to k0.2 ps. 
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The Mars residuals axe shown on Fig. 11. The 1 sigma 
for DE 69 is 74% ps as compared with the 1 sigma of 
DE 40 which was 734 ps. This is primarily a result of the 
orbit of Venus, since no radar data have been removed 
from the Mars data set. The large value is dependent 
upon the rather large residuals early in 1964 and does 
not represent the accuracy with which we are fitting the 
modern data. 
The ten time-delay measurements shown (Fig. 11) for 
1967 are the result of work done by Dr. Pettengill and 
his colleagues. The 148 range determinations were taken 
over the period from April 7, 1967 to June 2, 1967 on 
ten different days. The data shown here represent com- 
pressed data corrected for topography. The uncompressed 
data, which are in publication, without the corrections for 
topography are plotted against time in Fig. 12. The range 
of the residuals is +20 ps to -60 ps. Upon application of 
the corrections supplied by Pettengill, et al., and com- 
paring the residuals of the uncompressed range to our 
ephemeris the accuracy and fine structure of the ten 
points is apparent (see Fig. 13). 
The final values for the astronomical constants for 
DE 69 are given in Table 3. This ephemeris, which is the 
69th evaluation of either planetary or lunar motion, was 
chosen as the planetary ephemeris for the initial phase of 
the Mariner Twins flyby of Mars. 
Table 3. Astronomical constants for JPL ephemeris DE 69" 
Planet 
Mercury 
Venus 
Earth 4- moon 
Mars 
5983000 f25000 
408522 f 0.5 
328900.1 f 0.3 
3098700 f 100 
Radius, hb 
2440.9 f 2  
6053.0 f 2  
aEphemeris of Venus and earth uncertainties: 
In-plane = f 5  km and out-of-plane = &IO kin; 1950.0 equatorial mor- 
dinate system = flOO kin. 
bAstmnomica1 unit = 149597893 f 3 km. 
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ation Accuracy in 
Encounter Phase of a Deep Space Mission 
D. W. Trask 
Navigation Accuracy Group 
Jef Propulsion Loborafory 
Pasadena, California 
The navigational accuracy, obtainable with earth-based radio tracking data in 
support of planetary encounter operations, is considered as a function of the 
limiting error sources. This case is of interest not only because it is amenable to 
a simplified analysis in a relatively mission independent form and has significant 
practical applications, but because it represents a situation where phenomena, in 
addition to the capabilities of the ground tracking station, place inherent limita- 
tions on the obtainable accuracy. The uncertainty of the tracking station location 
on the earth's crust represents the severest limitation, but the state of the art has 
progressed to  the point where uncertainties in the location of the eartXs spin axis 
with respect to the crust of the earth and the angular orientation of earth in 
space are also significant factors as well as refraction effects of the transmission 
media. 
Deductions of Observations of the Solar System 
M. E. Ash, 1. I. Shapiro, and W. B. Smith 
Lincoln Laborafory 
Massachuseffs lnsfifufe of Technology 
Lexingfon, Massachuseffs 
Recent results from the simultaneous processing of optical and radar observa- 
tions of the sun, moon, planets and selected asteroids are presented. Emphasis 
is given to the determination of planetary ephemerides, astronomical constants 
and to tests of gravitational theories. 
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Selected Results From Analysis of Radar and Optical 
Observations of Icarus and the Inner Planets" 
W. B. Smith, 1.1. Shapiro, M. E. Ash, G. H. Peffengill, and R.  P. lngalls 
Lincoln laboratory 
Massachuseffs lnstifute of Technology 
Cambridge and lexingfon, Massachusetts 
New results have been obtained from analysis of optical data of the sun and 
Icarus, and radar and optical data of Venus and Mercury, by  the addition of 1968 
planetary radar data and Icarus optical data taken near its close approach in 
1968. Assuming the contribution of the solar gravitational quadrupole moment to 
be negligible, we find that the general relativistic perihelion advance of Mercury 
is confirmed within a (formal) standard error of IS%, and the relativistic retarda- 
tion of radar waves near the sun within a (formal) standard error of 6%. I n  
addition to these parameters, which test the underlying physical laws, new esti- 
mates have been obtained for the radii of Mercury and Venus, the AU, the mass 
of Mercury, and the earth-moon mass ratio. Also, the radar data weakly indicate 
that the Venus equator may not quite be circular, being out-of-round by about 
1.2 (k0.4) km, and that its equatorial center-of-figure may be offset from its 
center-of-mass by about 0.8 (k0.Z) km. Mercury exhibits neither effect within the 
formal uncertainty of about 0.5 km. 
The estimated general relativistic perihelion advance of Icarus was 80% of its 
theoretical value with a formal standard error of 8%; when possible distortions 
of the observers' reference coordinate sy s t em were parameterized, these values 
became 96% and 875, respectively. Icarus data contribute very little t o  the esti- 
mate of Mercury's mass, its uncertainty therefrom being greater by more than an 
order of magnitude than from other data. 
*This work was sponsored by the U.S. Air Force. 
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Unlike the familiar case for optical data, which often 
must be patiently accumulated over decades or even 
centuries to obtain significant improvements in the esti- 
mation of astronomical constants, even one additional 
year of the increasingly accurate radar data allows no- 
tably better estimates to be made. The addition to our 
data set of precise radar observations taken during 1968 
has yielded results substantially more accurate than 
those we reported previously (Refs. 14). The greater 
accuracy is not just an end in itself, but will allow us to 
distinguish between competing models of-the underlying 
physical laws. 
In addition, our Planetary Ephemeris Program (PEP) 
has been improved and extended in a number of ways. 
For example, the departure of a target planet from 
spherical shape has been parameterized; this permits us 
to report herein some preliminary results regarding the 
shape of Venus and Mercury. 
II. Description of Data 
The meridian circle observations of the sun, Mercury, 
and Venus were taken from publications of the US. 
Naval Observatory, and comprise two series of observa- 
tions: 1949-1956 and 1956-1967. The radar data used in 
the present study were from the Millstone and Haystack 
observations of Venus and Mercury, 1964-1968. 
Prior to the close approach of Icarus to the Earth in 
June, 1968, there existed just 71 published observations 
of the asteroid. Of the 235 new observations reported 
through August, 1968, we have included 160 in our final 
analysis. 
111. Theoretical Model and Processing Metho 
The approach used to obtain information about the 
solar system, both as to the values of certain astronomical 
parameters and to the underlying physical laws, was de- 
scribed in Ref. l ,  except as noted in this section. The 
approach, and a description of its realization on an elec- 
tronic computer, was also presented by Ash in Session I1 
of this report. 
For consistency with USNO bulletins we have changed 
the value of coordinate time minus atomic time from 
32S20 to 32815. (For the present paper the small fluctua- 
tions between coordinate and atomic times are inconse- 
quential and have been disregarded.) Our numerical 
integration method retains the variable-step-size approach 
for strongly perturbed or eccentric orbits, such as those 
of Icarus and the Mariner vehicles, but now uses for the 
planets an efficient fixed-step-size technique with higher- 
order differences. In the integration of the equations-of- 
motion of a body, and partial derivatives with respect to 
parameters, the coordinates of the perturbing planets 
used are now obtained from the result of nine-body inte- 
grations which can be updated after each significant new 
fit. Though this slight procedural change is philosophi- 
cally attractive, its absence was known to have been 
inconsequential for previous results; still, the N-body ca- 
pability adds efficiency and convenience to our data 
handling procedures. Finally, the number of parameters 
for which we can solve simultaneously has been made 
much larger, approximately 100. 
To study anticipated physical effects, and to account 
for known systematic residuals, a number of new pa- 
rameters have been added to PEP. For example, it 
was noticed that residuals for Venus in right ascension 
possessed a clear systematic component with a synodic 
period, which we assumed was related to the difficulty 
of specifying the disk center when the figure of illumina- 
tion is a crescent (Ref. 1). This phase effect has been 
modeled by a Fourier series representation, with the 
coefficients as parameters to be estimated. To allow for 
the possibility that the star catalog and/or site location 
used for a given series of observations at a given site 
may not be quite consistent with that used at another 
site or for a different series, three new parameters for 
each series have been added which represent equator 
and equinox corrections to the coordinate system, and a 
bias in declination. In order to estimate separately the 
anomalous perihelion precession of individual bodies, 
such as Mercury and Icarus, PEP allows the choice of 
separate relativity-motion factors for each body. This 
factor is the coefficient of the term in the differential 
equations of motion (Ref. 5) which causes the relativistic 
advance of the perihelion; to wit, the factor Rf in the 
harmonic-coordinate formulation (Ref. 5) 
YM8 R f  X” = (Newtonian terms) + -- - 
r3 C2 
1 
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where X represents a Cartesian coordinate of the planet- 
sun vector r and a prime denotes differentiation with 
respect to coordinate time. In the equation, y is the gravi- 
tational constant, r the planet-sun distance, and M, the 
solar mass ( ~ 1 ,  by assumption). The value unity for RI 
corresponds (to the order of accuracy represented in the 
equation) to general relativity being correct. When plot- 
ted against the longitude on Venus of the subradar point, 
the time-delay residuals have a systematic behavior, 
hence, a parametric model was included which allows 
for asymmetry in the shape of the target planet. 
. Tests of General Relativity 
We first describe the results of a computer experiment 
designed to test two facets of the theory of general 
relativity; namely, the non-Newtonian precession of the 
perihelion of Mercury (characterized by R f ) ,  and the re- 
tardation (Ref. 2) of a radar wave passing close to the 
sun. The latter effect is characterized by a parameter (Re) 
which is a factor in the theoretical expression for excess 
delay; again, RB = 1 implies that general relativity is 
correct. 
For the experiment we used the data set as described 
above, except deleting Icarus data. In addition to R f  and 
Re, the parameters solved for were: the mass of Mercury, 
the earth-moon mass ratio, the AU, the six initial condi- 
tions each for the earth-moon barycenter, Mercury, and 
Venus; and the radii, and phase corrections through 
second order for Mercury and Venus for each of the 
USNO optical series, a total of 33 parameters. The re- 
sults were: R f  = 1.00 & 0.015 and Re = 1.01 f 0.06 with 
the quoted uncertainty being the formal standard error in 
each case. 
Our result for R f  should be compared with Clemence's 
value (Ref. 6) of 1.00 rt 0.01, obtained from data that 
spanned nearly two centuries. The uncertainty quoted 
comes from Duncombe (Ref. 7) who redetermined the 
mass of Venus, which had previously been thought to be 
the largest contributor to the uncertainty in the theo- 
retical value of the Newtonian contribution to Mercury's 
perihelion advance. To clarify the relative roles of radar 
and optical data in estimating R f  and Re another analysis 
was made, this time using radar data alone. The parame- 
ter set was a subset of the previous one: i and a, which 
determine the orientation of the orbital plane, were fixed 
for each planet, since these are poorly determined from 
radar data; and the phase corrections were deleted, since 
their partials are all zero for radar data. The results were 
R f  = 1.02 f 0.04 and Re = 1.00 I+ 0.05. 
The result for Re compares with the previous value 
(Ref. 2) of 0.9 + 0.1. The improvement in the formal 
standard error is due to the additional year of radar data. 
For these analyses the solar gravitational quadruple 
moment was assumed to be zero. Prior computer experi- 
ments had shown that these data did not allow a useful, 
simultaneous estimate to be made of R f  and the solar 
quadruple moment. 
B. Planetary Radii, AU, and Masses 
In general the values for solar system parameters are 
theory dependent; for example, the semi-major axis a is 
rather strongly dependent upon the parameter R f .  Hence, 
to estimate parameters other than R, and R f ,  it was 
necessary first to choose our physical model; we chose 
general relativity, and set R f  = Re = 1. The other pa- 
rameters and the data were as in Section IV-A above. 
Some of the results are summarized in Table 1. In com- 
parison with the results in Ref. 1, the formal standard 
errors are smaller by a factor of about three. Based on 
experience we consider the formal error for the earth- 
moon mass ratio to be realistic, but for the other parame- 
ters, the actual uncertainty is perhaps three times larger 
than the formal value. 
Table 1. Summary of resultant 
Parameter 
Radius of Mercury 
(km) 
(km) 
Radius of Venus 
AU (light, s) 
Mercury mass 
(inverse) 
Earth-moon mass 
ratio 
Previous value 
(Ref. 1) 
2434.0 
6053.5 
(Ref. 4) 
499.004 785 
6.02 X 10' 
8 1.302 
New value 
2439.1 
6049.0 
499.004 779 
6.04 X lo6 
81.302 
New formal 
standard erroi 
0.5 
0.4 
0.000 002 
0.015 X IO' 
0.002 
~anetary Shape 
Heretofore, there have been no obvious indications in 
the radar residuals that Mercury or Venus, unlike Mars, 
has significant variations in the subradar radius; i.e., at 
subradar latitudes they behaved as spheres. However, 
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when 1968 radar data were added, and time delay residu- 
als plotted against Venus longitude (Fig. l), a slight 
systematic effect became evident. The implied peak-to- 
peak height variation of about 2.5 km is much less than 
the approximately 12-km variations found for Mars 
(Ref. 8). 
The model for planetary shape assumes an ellipsoidal 
shape around the center of the figure; i.e., that the sur- 
face satisfies 
(g>". (;)"+ (;)'= 1 
where u, v, w is a body-fixed coordinate system. The 
model also assumes that the center of the figure is offset 
by from the center of mass. To the order of accuracy 
supportable by the data it is adequate to assume that 
c = a, that lies in the u-z, plane, that w coincides with 
the axis of rotation, and that the latter is perpendicular 
to the ecliptic. We have performed an analysis in which 
the parameters estimated were a, Ap, and (1 - b/a), 
starting with the solution from Section IV-B above. The 
results for Venus give Ap = 0.8 km (standard error 
0.2 km), and a - b = 1.2 km (standard error 0.4 km). 
Within the standard error of about 0.5 km, Mercury (in 
its equatorial region) apparently does not deviate signifi- 
cantly from a spherical shape. 
--c- 
'The origin of longitude is near the subearth point at the inferior 
conjunction. 
These “shape” parameters were estimated from the 
residuals obtained in the first analysis described in Sec- 
tion IV-B above; they were not estimated simultaneously 
with the other parameters. Assuming that the non- 
sphericity is real, we would expect the estimates of the 
non-shape parameters to have been altered somewhat 
from their “true” values so as to have minimized the 
residuals for this theoretical model in which the shape 
parameters had not been included. Consequently, the 
estimates we obtained for a, Ap, and a - b are probably 
somewhat distorted. In addition the neglected correla- 
tions of the shape and non-shape parameter estimates 
cause our results for the standard errors in the parameter 
estimates to be somewhat too small. For these and other 
reasons connected with possible small systematic errors 
in the data, our numerical results for the shape parame- 
ters are only preliminary. 
In spite of the small number of observations of the 
asteroid Icarus, its orbit is such that it provides a signifi- 
cant test of the predicted relativistic perihelion preces- 
sion. We had previously reported (Ref. 3) the results of 
such a test for the Icarus data from 1949 through 1967. 
Here we discuss the modifications introduced by inclu- 
sion of the large number of observations obtained from 
the 1968 close approach of Icarus and the earth (Ref. 9). 
Some elementary calculations had indicated that, even 
with the addition of the expected 1968 data, the Icarus 
observations would be useful only for the estimation of 
parameters associated specifically with its orbit. In prepa- 
ration for the present conference, we confirmed this 
conclusion with a computer experiment in which the 
Icarus data were added to the data described in Sec- 
tion IV-A above and the parameter set was augmented 
by the orbital elements of Icarus and its own R f .  The 
estimates of all the non-Icarus parameters were virtually 
unaffected (differences were of the order of one standard 
deviation or less); in particular, the formal error in 
the estimate of Mercury’s mass was affected only in the 
fourth place. Further, experiments also showed that 
(1) the formal errors in the estimates of the non-Icarus 
parameters are each at least an order of magnitude 
smaller when determined from the non-Icarus data alone 
than when determined from the Icarus data alone2; and 
(2) the estimates for the orbital elements of Icarus and R, 
were each the same, within less than 2 and 0.2 standard 
deviations, respectively, whether the non-Icarus data and 
parameters were included or not. 
Hence, for the results to be given here, we may con- 
sider the orbits and masses of the moon and planets to 
be fixed in accordance with the prior analyses of the 
optical and radar observations of these bodies. These 
latter analyses were carried out, where appropriate, 
under the assumption that general relativity is correct; 
i.e., that R f  = Re = 1. Since our principal goal was to 
estimate the parameter R, for Icarus (along with its six 
orbital elements), this assumption seems at first glance to 
be inconsistent with our purpose. However, the incon- 
sistency is more apparent than real: If we obtain R f  z 1, 
then self-consistency will prevail; if R f  f 1, then we will 
have established that either general relativity is incorrect 
or some other aspect of either our theoretical model or 
the observations differed from our presumptions. Our 
result (Ref. lo), obtained in the summer of 1968, was 
R f  = 0.80 + 0.08 compared with the estimate R f  = 0.97 
+ 0.20 that had been obtained prior to the June 1968 
close approach from the 71 photographic observations 
then extant (Ref. 3). The formal standard errors were 
obtained on the assumption that each observation had an 
uncertainty of 1.0 arc second. In fact, most observers con- 
sidered the errors associated with the measurements of 
the positions of Icarus on the photographic plates to be 
no more than a few tenths of an arc second. Nonetheless 
we felt that it would be a bit premature to discard gen- 
eral relativity on this evidence. We finally decided that 
the explanation for this unexpected result might reside 
in the star catalogs used in the determination of the 
Icarus photographic positions. The reference system(s) 
defined by these catalogs might be severely distorted 
with respect to the FK4 system to which the planetary 
optical observations were presumably related. To test 
this assumption, we estimated equator, equinox, and 
declination bias corrections along with the original seven. 
(The photographic data were treated for this purpose as 
all belonging to one observation series, hence only three 
additional parameters were added.) The result then ob- 
tained was R f  = 0.96 + 0.08. The estimates of the three 
added parameters were found to be of the order of 0’.’5 
with formal standard errors of about 0’.’2. Further, radar 
Doppler observations of Icarus (Ref. l l ) ,  though not 
allowed to affect the parameter estimates, were in sub- 
stantially better agreement with the results from the 10- ’Although Lieske, J. H. and Null, G., Ref. 9, obtained Mercury’s (inverse) mass from the Icarus data alone with an estimated 
uncertainty of about 50,000, we find the uncertainty to be about parameter than with those from the 7-parameter 
500,000; see Ref. 13 for further discussion. analysis. 
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lusi used in the reductions are probably responsible for the 
anomalously low value obtained for Rf3.  Thus, the influ- 
ence of the star catalog problem on this test of physical 
laws as embodied by R, appears to be marked. 
*A detailed discussion of the Icarus data by I. I. Shapiro, W. B. 
Smith, M. E. Ash, and S. Herrick is still in preparation. 
If the records from the reduction of the PhotograPhic 
plates are preserved, it will be possible when improved 
estimates for the relevant star positions become available 
to this evaluation of Rf* In the meantime, we 
conclude that inaccurate positions in the star catalogs 
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S. J .  Peale 
Department of Physics 
University of California 
Santa Barbara, California 
Mercury is likely to be in one o j  two stable configurations representing extremes 
in the energy associated with its &entation, iohere the spin vector and the normal 
to  the orbit plane precess around and remain coplanar with the normal to the 
invariable plane. The obliquity remains constant and its value determines the mo- 
ment ratio (C-A)/C (modified slightly by (B-A)/C) for Mercury. The spin axis in 
one configuration is separated from that in the other by at least 7 degrees. Deter- 
mination of the configuration which Mercury has assumed but not the precise 
obliquity will determine respectively a lower bound or an upper bound on (C-A)/C. 
Lunar Gravirnetrics 
P. M. Muller and W. 1. Sjogren 
Navigation Accuracy Group 
Jet Propulsion laboratory 
Pasadena, California 
Reduction of Lunar Orbiter radio tracking data has made possible the con- 
struction of a high resolution gravimetric map of the lunar earthside hemisphere 
between -t.100" lon and +60a lat. The gravitational variations have been deter- 
mined to a precision of 10 mgal, and a resolution of 100 k m  (equivalent to a 50th 
order spherical harmonic expansion). This new analysis has utilized all of the 
suitable Lunar Orbiter data (250 orbits, 25,000 doppler observations), has resulted 
in extraction of nearly all the gravimetric information possible with the method 
(the doppler has been fit down to the 0.3 mm/s  noise level), and has demonstrated 
consistency through agreement between the polar and equatorial orbiters. The 
study has revealed large (50-250 mgal) mass concentrations (mascons) centered 
in each of the ringed seas (lmbrium, Serenitatis, Crisium, Nectaris, Humorum, 
Aestuum and Orientale). This 1:l correspondence between mascons and ringed 
seas suggests a definite relationship between the two phenomena. Therefore, an 
analysis is presented of the current implications of the new observations. 
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P. Gottlieb 
Fufure Sfudies Group 
Jet Propulsion Laborafory 
Pasadena, California 
The recent work of Muller and Sjegren correlating “line of sight” Lunar Orbiter 
accelerations with locations on the lunar surface, indicates that the largest Lunar 
Orbiter doppler anomalies are due to concentrations of mass near the surface of 
the moon. The gravitational effects of these mass concentrations can be repro- 
duced by various sizes of spherical density anomalies located between 40 and 
150 k m  below the lunar surface. The effects can also be reproduced by a grid of 
mass points located at the lunar surface, and closely spaced to approximate a 
continuous density distribution. W e  have constructed both types of model. Both 
types of model have been constructed and refined to a point where they reduce 
the peak residuals by more than a factor of 10. The positive features in the 
Muller-Sjbgren map have been corroborated, and the negative features have been 
washed into a background. The positive feature in the Sinus Aestuum-Medii area 
shows up quite strongly in the latest models. 
* r 
W. M. Kaula 
Deparfrnenf of Planetary and Space Science 
University of California 
Los Angeles, California 
The lunar mass concentrations differ significantly from maxima in the earth’s 
gravity field in that they coincide with topographic minima, which in turn implies 
a different petrology. Their size makes it difficult to attribute the entire mass to 
an impacting body. Probably the most important problem of lunar structure would 
be a resolution between the two alternatives for the low mean density of the 
moon: (1) deficiency of iron, suggesting fission origin; or (2) excess of volatiles, 
suggesting low temperature of formation. Hypothesis would in turn suggest the 
mass concentrations being formed by degassing of lunar material upon impact of 
an asteroid or comet. T o  decide which is the more likely type of body we need 
better mass-frequency statistics and better scaling theory for energy-crater size 
relationships. 
*Kaula, W. M., Interpretation of Lunar Mass..Concentrations, Pub. No. 740, Institute of Geo- 
physics and Planetary Physics, University of California, Los Angeles, Calif. 
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S. H. Zisk 
Lincoln Laborafory 
Massachusetts lnsfifufe of Technology 
Lexingfon, Massachuseffs 
W e  are now making the measurements for a high-resolution map of the radar 
scattering across the lunar surface using the 3.8-cm radar at the Haystack research 
facility operated by the Lincoln Laboratory. The radar return in the expected and 
orthogonal polarizations are recorded simultaneously with right hand circularly 
polarized transmissions. A uniform resolution of 2.5 k m  over the surface of the 
moon is expected and coverage over the complete subearth hemisphere will be 
obtained. About half the measurements have been completed and about 20% 
converted into intensity modulated photographs. Relative accuracy is 1 dB. Pho- 
tographs and preliminary interpretation will be presented. 
Recent Results on the Gravitational Field of the Moon 
and Some Geophysical Applications 
W. H. Michael, Jr. 
Nafionol  Aeronautics and Space Adrninisfrafion 
Langley Research Cenfer 
Harnpton, Virginia 
The most recent analysis in a general investigation of the lunar gravitational 
field at Langley Research Center has resulted in a solution for the potential as 
represented by spherical harmonic coefficients through degree and order thir- 
teen. The solution is based on 15 data arcs, each of 3 to  5 days duration, from 
Lunar Orbiters I I I ,  IV, and V, with a total of about 13,000 observations. The 
results are applied to obtain contour plots representing mass anomalies over 
the whole lunar sphere. The near-side contours have considerable correlation 
between the positive mass anomalies and the mascon results obtained by a dif- 
ferent procedure, but also indicate other positive and negative anomalies ooer 
the visible disc. Rather large amplitude, positive and negative, contours are ob- 
tained on the far side, but these are probably not very reliable because of data 
limitations, and they may be modified with analysis of additional data. App1.i- 
cations of the gravitational field results in conjunction with information from 
physical libration analyses, indicate that the moments of inertia of the moon cor- 
respond very closely to overall homogeneous density distribution in the moon.* 
*Additional discussions of these and related results can be found in the papers by W. Thomas 
Blackshear (Trans. A:G.U., Vol. 50, No. 4, April 1969) and by William H. Michael, Jr.; 
W. Thomas Blackshear and John P. Gapcynski (XI1 Plenary Meeting of COSPAR, Prague, 
Czechoslovakia, May 1969). 
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Remurks on the Inference of Neutral Atmospheric Purameters 
From Microwave Occultation Datu 
Frederick F. Fischbach 
Department of Aerospace Engineering 
Universify of Michigon 
Ann Arbor, Michigon 
The phase shift theory as presented by analysis of Mariner IV data is reviewed. 
The approximations made in deducing the neutral atmosphere of Mars by four 
methods are considered in the context of their potential application to a system 
for measuring the earth atmosphere. A preferred inversion technique is suggested. 
The assumption of spherical stratification on earth is also discussed. 
1. Introduction 
The radio occultation method of inferring neutral 
atmospheric parameters is certainly well known to many 
present this afternoon because of the outstanding success 
in utilizing this method on Mars and Venus by our host- 
ing organization. My remarks will be directed almost 
entirely toward the consequences of extrapolating that 
technique to one proposed for use in making measure- 
ments of the earth atmosphere remotely from a satellite. 
I understand that two presentations to follow will be on 
the same topic, and what I hope to do in my allotted 
time is to review the current theory as it relates to the 
earth measurements and set the stage for more detailed 
comments. 
Review of Pertinent Publications 
The radio occultation method of measuring planetary 
atmospheres was first suggested by Fjeldbo (Ref. 1) in 
a dissertation at Stanford in 1964. The theory was pub- 
lished by Fjeldbo and Eshleman (Refs. 2 and 3) in the 
Journal of Geophysical Research in 1965. Subsequent to 
the Mariner ZV flight the results were published by 
Kliore and others (Ref. 4). A paper by Phinney and 
Anderson (Ref. 5) presented a general theory in 1968, 
and a paper by Harrington, Grossi, and Langworthy 
(Ref. 6) commented on the results, also in 1968. In the 
latter part of 1968, the final data was presented by 
Fjeldbo and Eshleman (Ref. 7) in Phnetary and Space 
Science. A more general theory for several parameters 
was given by Hays and Roble (Ref. 8) in 1968, also in 
Planetary and Space Science. 
The exposition of the radio occultation method for 
meteorological measurements on earth was made by 
Tatarskiy (Refs. 9 and 10) in two recent papers in the 
Soviet Bulletin of Atmospheric and Oceanic Physics. His 
papers are based at least in part on papers by Khvostikov 
(Ref. 11) and Rozenberg (Ref. 12) in Soviet journals in 
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1946 and 1949. Werbowetski (Ref. 13) of the Environ- 
mental Science and Services Administration suggested a 
technique in 1965, and Lusignan of Stanford suggested 
a technique at the Tokyo COSPAR meeting last year. At 
the same meeting, the theory was discussed by both 
Kliore and Fischbach. These papers will appear in the 
next volume of Space Research. 
As far as unpublished work in this area is concerned, 
Stanford University (Refs. 14 and 15) and Lusignan in 
particular have submitted several technical reports and 
proposals. Sargeant (Ref. 16), of the University of 
Wisconsin, has analyzed a portion of the theory. Graves 
and Fischbach (Ref. 17) have analyzed certain aspects 
of the theory. Harrington and Grossi (Refs. 18 and 19) 
have considered a Mars orbiter-pair and a similar 
method dealing with the earth's ionosphere. Their con- 
ference report on the latter subject will be published. In 
addition, a group of interested principals has been com- 
missioned by Goddard Space Flight Center as a micro- 
wave occultation study group and has met for the primary 
purpose of studying the technique proposed for flight 
test by Lusignan and colleagues at Stanford. 
This summary is intended to be comprehensive except 
for material relative to planetary probes subsequent to 
Mariner IV; any other omissions are my error. I shall 
appreciate your drawing my attention to any published 
references omitted. 
The theory as expounded by Fjeldbo in 1964 was that 
the horizontal transmission of microwaves through a 
planetary atmosphere would cause a detectable phase 
shift. If the transmitter was located on a spacecraft trav- 
eling in such a direction that the optical path between 
it and an earth-based receiver traversed all levels of 
the atmosphere-that is, if there was an occultation of the 
spacecraft-and if the doppler shift due to relative mo- 
tion was measured precisely, the doppler residual due to 
the atmosphere could be detected. Fjeldbo further 
showed that, if spherical stratification of the refractive 
index was assumed, an unambiguous retrieval of the 
refractive index profile was possible. 
Several major difficulties had to be overcome. The 
trajectory of the spacecraft was required with great pre: 
cision. The motion of the earth stations, the effect of 
the earth atmosphere, transmitter frequency stability, 
and the different path geometry of the transmitted and 
received signals were complicating factors. That these 
problems were solved and that a total residual phase 
excursion of but 40 cycles in 1 min was measured are 
tributes to the experiment team. 
Once the atmospheric phase shift as a function of the 
spacecraft position is obtained, the method of deducing 
atmospheric parameters is of considerable interest. The 
following three methods have been investigated: 
Inversion by the Abel transform along a straight- 
line approximation to the ray path. This method 
was adopted by Fjeldbo in his first paper and 
forms the basis of his final data treatment. 
Model-matching. This method implies computation 
of a large number of possible atmospheric effects. 
After measurement is made, the atmosphere is 
chosen which would have most nearly produced 
the effect. Because of the practical limit in compu- 
tation with several variables, there is a loss in pre- 
cision. In addition, the result is not unique. 
Nevertheless, this is a valuable technique and 
was utilized to considerable advantage by the 
Mariner IV experimenters. 
Inversion by the Abel transform applied to the 
exact ray path. Although this method is mathe- 
matically exact and unique, the doppler data is 
not of a form suitable for input to the equation. 
In order to provide suitable inputs, Phinney and 
Anderson demonstrated a technique which was 
equivalent to inferring the refraction angle from 
the doppler measurements. I have reservations 
about the accuracy of that inference. They also 
suggested approximations in the computations 
which would reduce complexity. The approxima- 
tions were shown to be reasonable, but numerical 
error analyses were not made and a comparison 
with the straight-ray approximation is not avail- 
able. This method was not used. 
summarize, the Mariner IV data has been analyzed 
by different methods which are in substantial agreement. 
Uncertainties still existing hre due to unknown composi- 
tion, both neutral and ionic. The experimenters state that 
errors in the raw data considerably overshadow any 
errors introduced by the approximations in the data re- 
duction method. This view has been unchallenged. 
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When we attempt to evaluate the radio occultation 
technique as it might apply on earth, one fact stands out 
sharply: with the exception of the two recent Tatarskiy 
papers cited, not a word on the subject appears in the 
standard literature. This situation seems indefensible, 
and those of us who have addressed the technique in 
our researches all share in the blame. I strongly recom- 
mend that we correct this at the earliest opportunity. 
Because of this lack of published material, this review 
is necessarily based on technical reports, private com- 
munications, proposals, conference reports, study group 
meetings, and other mystical sources. 
In considering the occultation method for earth atmo- 
sphere measurement application, the following condi- 
tions must be taken into account: 
(1) Transmission must be between spacecraft rather 
than spacecraft to earth. 
(2) Atmosphere composition is relatively well known 
except for water vapor content. 
(3) Accuracy of about 1% and many profiles per hour 
are required for meteorological applications. 
Transmitting between satellites in different orbits per- 
mits only about two occultations per orbit per satellite 
pair. There are no occultations in transmissions between 
two satellites in similar orbits. The problem is solved by 
transmitting between one master and several slave satel- 
lites in similar orbits positioned so that the ray paths are 
at different tangent heights and we have a continuous 
pseudo-occultation. That is, the phase delays on several 
levels can be measured simultaneously. This technique 
was proposed by Lusignan and is currently under 
consideration. 
With this technique, orbits must be known with great 
precision. An rms error of a meter is perhaps tolerable. 
With present knowledge of the gravity field and the best 
ground tracking, 3 to 7 m is perhaps possible. Lusignan 
proposes to improve the knowledge of the gravity field 
by doppler comparison of orbits while the ray path lies 
above the atmosphere, thus reducing the rms error to less 
than a meter. This would, by serendipity, be a geodetic 
breakthrough plus provision of the necessary accuracy 
for the orbit determination. A possible test of this is 
currently under study. 
Water vapor is a polar molecule and exerts about 
16 times the refractive effect of any other constituent of 
the same mass. As a result, the retrieval of a refractive 
index profile does not imply the retrieval of density, 
pressure, and temperature. Above 300 mbar the amount 
of water vapor is so small that it may be neglected; 
below 800 mbar the effect is so large that water vapor 
is mainly measured rather than density. The region 
between 300 and 800 mbar must be corrected for water 
vapor. Lusignan has proposed to do this by inference 
from a combination of data sources. These sources are 
climatology, temperature determined by other means, 
scintillation and/or absorption of the prime signal, and 
adjunct microwave radiometry. 
Water vapor also may cause serious problems due to 
ducting of the signal and transmission on several paths 
instead of one. This is of particular concern because of the 
typically severe horizontal stratification of water vapor. 
In the analytic inversion processes discussed pre- 
viously, spherical stratification is assumed. At Michigan, 
this assumption was found to be negligible in the case of 
neutral density and pressure, although barely so. We also 
found, by an analytic process based on certain water 
vapor measurements, that this assumption in the case of 
water vapor caused serious error, even when the amount 
of water vapor on the path was known. Lusignan, using 
a different method based on different data, found the 
effect negligible. We are presently attempting to resolve 
this disagreement. 
Now, as regards the data reduction techniques: since 
there will be no occultations, a continuous function of 
phase shift with height will not be available. If enough 
satellites are orbited, interpolation between the measure- 
ments will provide a continuous function. In that case, 
the exact Abel inversion along the refracted ray can be 
used. The ray path constant can be found to associate 
with each phase delay in the following way. The unre- 
fracted ray path will have a' refractive index equal to 
unity. A prediction of the index of the next lower spheri- 
cal shell will be made, and the path geometry and phase 
delay will be calculated, Comparison will be made with 
the actual measurement and the prediction corrected. 
Continuing this iterative process will give the index in 
that layer. The process will be repeated for the next 
lower layer, and so on. In each case only the lowest 
spherical shell is being predicted and corrected, all 
higher layers having been already determined. This 
method will provide an exact, unique data inversion 
without approximation but with considerable computa- 
tion. The inherent error is in the interpolation of the 
basic data, which can be minimized to whatever extent 
required by a sufficient number of satellites. 
A similar process when applied to the Abel inversion 
of a straight-ray approximation gave a 43% error, ac- 
cording to Grossi (Ref. 18). If corrections to the approxi- 
mation could be applied which reduced the error by an 
order of magnitude, the error would still be too large. 
Lusignan is pessimistic about the practical possibility 
of orbiting a sufficient number of satellites to employ an 
analytic inversion and is presently analyzing a model- 
matching method. Such a method can of course be used 
with any number of measurement levels, however small. 
Lusignan is working with four levels of measurement 
and has constructed empirical orthogonal functions from 
data gathered at Oakland, California. His first results 
were reported as satisfactory, but the technique cannot 
be considered proved until properly expounded, which 
will take more time. 
None of the foregoing remarks on data handling apply 
to the water vapor problems, which must be solved by 
other means. The Tatarskiy paper (Ref. 10) says flatly 
that the type of system we are considering will not work 
below 300 mbar because of water vapor. However, his 
paper omits any discussion of possible corrections. Hence 
the question of whether he has considered suggestions 
such as those made by Lusignan and rejected them or 
has not considered them at all is moot. It is apparent, 
nevertheless, that we had best follow his example and 
attach more urgency to the submission of our analyses 
for scientific review. 
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A comparative study is presented of various data processing methods applicable 
to the doppler residuals obtained from radio occultation experiments. The aim of 
the processing is t o  construct radial refractivity profiles of a planet’s atmosphere 
and ionosphere along several verticals distributed around the planet. Some of the 
techniques are methods which use the Abel transform, the model matching, 
the Herglotz-Wiechert and the Gerver-Markushevich approaches. Emphasis is 
placed on the problem areas of implementing these methods on a hi.gh-speed 
digital computer, on the possible solutions, and on the evaluation of the computer 
execution time. An initial analysis is also provided of the expected accuracies of 
these methods. A brief description of the Hamiltonian ray-tracing program used 
is also presented. 
A comparative study was made of various data pro- 
cessing methods applicable to the doppler residuals ob- 
tained from radio occultation experiments. The aim of 
the processing was to construct radial refractivity profiles 
of a planet’s atmosphere along several verticals distrib- 
uted around the planet. 
Some of the techniques taken into consideration are 
based on the Abel transform, the model-matching, the 
Herglotz-Wiechert, and the Gerver-Markushevich meth- 
ods. The study has concentrated on the first two 
methods. It has initiated the evaluation of the last two, 
widely used in seismology, by identifying the problem 
areas associated with their use in radio occultation 
measurements. 
*The research activity here reported was partially sponsored by 
the National Aeronautics and Space Administration under Con- 
tract NASW-1772. 
The comparison criteria were the ease of implementa- 
tion, the accuracy, and the machine time requirements. 
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A ray-tracing computer simulation of a radio occulta- 
tion experiment with models of the Martian and Venusian 
atmospheres was performed to generate electromagnetic 
ray paths between two satellites orbiting outside the 
planet’s atmosphere. Corresponding phase delays were 
calculated and then used to test the two inversion tech- 
niques mentioned above. This same ray-tracing program 
was also used in conjunction with those inversion meth- 
ods which required iterative procedures. The study con- 
centrated on the profile inversion of the atmosphere of 
the two planets, since the inversion for the ionosphere is 
straightforward. 
II. Atmospheric Models 
For the atmosphere of Mars, the model adopted was 
that presented in Fig. 1. For Venus, we constructed the 
model depicted in Fig. 2. These models were derived 
from data published in the existing literature (Refs. 1 
to 6). The curve shown in Fig. 1 can be approximated 
by an exponential decay function. For Venus, the data 
pertaining to the lower atmosphere was too sparse to be 
fitted meaningfully. Therefore, in Fig. 2 we adopted 
below 50 km an exponentially decaying model with 
20,000 N-units at the base. The refractivity 20,000 N-units 
is consistent with the assumption that the Venus atmo- 
sphere contains solely carbon dioxide. That portion of 
the Venus model above 50 km is based on data given 
in Ref. 6. 
111. Simulation of the Occultation Experiment and 
Construction of Columnar Phase Delay Data 
Each of the above models was then inserted into 
Raytheon’s Hamiltonian ray-tracing computer program 
(Ref. 7). The Raytheon ray-tracing program utilizes 
Haselgrove’s form of the Hamiltonian optic equations. A 
fourth-order Adams-Moulton integration technique with 
a Runge-Kutta starter (Ref, 8) was used to integrate the 
Haselgrove system of partial differential equations. In- 
puts to the computer program are the initial ray position 
and direction of the wave normal. 
Figure 3 contains a simplified block diagram of the 
simulation. For the purpose of this simulation it was 
assumed that the region above the planetary atmosphere 
limits (i.e,, 45 km for Mars and 80 km for Venus) has the 
refractive index of 1.0 (free space). The transmitter was 
positioned above the planet’s atmosphere, and the direc- 
tions of the wave normal were selected so that the geo- 
metric point of closest approach was within a column 
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Fig. 1. Refractivity vs altitude for the Martian atmosphere 
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about the vertical of interest. Transmitter heights of 
1000 km and a columnar width of 2 deg were used. The 
differential phase data generated in this way is used in 
the same manner as noise-free observational data. 
allows one to apply the Abel transform. The transfor- 
mation is given as follows: 
IV. Profile Inversion 
The differential phase data along a vertical having 
been generated, the next step was to examine existing 
profile inversion methods to see how well one can re- 
cover the postulated refractivity models of Mars and 
Venus shown in Figs. 1 and 2. Two profile inversion 
methods were implemented on a high-speed digital com- 
puter-the Abel transform (see Ref. 9) and the Raytheon 
model-matching techniques. The computer used was the 
CDC-6600, which is a 60-bit word-length computer. 
A. Abel Transform 
The first profile inversion method considered is the 
one which makes use of the Abel transform to solve 
the integral equation that describes the differential phase 
delay as a function of refractivity and the ray path 
length. Differential phase delay is defined by the follow- 
ing equation: 
J -m 
where 
f = frequency, MHz 
r = distance from the planet's center to a point 
on the ray path, km 
s = ray-path length, km I( 
p = distance from the planet's center to the point 
of closest approach, km 
N ( r )  = refractivity in N-units at a distance r 
A+ ( p )  = differential phase delay in cycles at a dis- 
tance p 
Assuming a straight-line ray path, one can apply a 
transformation which reduces the above to a form that 
S 
rdr 
(TZ - p 2 ) ' / 2  ds = 
The solution to Eq. (1) is 
For computational purposes a numerical approximation 
to Eq. (2) was implemented on the computer. The ap- 
proximation is based on a linear interpolation between 
consecutive data points. The equation that was pro- 
grammed is 
N ( r )  = 
(3) 
where 
Ai,2 = A+i - ri Ai,l 
A+i = A+ ( p i )  
Si = ( r ;  - r2 ) l l2  
c =  3 x 105 
nfr2 
It can be seen that the above is a closed-form expres- 
sion which yields refractivity as a function of geocentric 
distance along a single vertical. 
Geocentric radius, km 
3381.1 895177 
3382.0864357 
3383.8788342 
3385.6701672 
3387.46 10393 
3389.2525672 
3391.0496801 
3392.8537003 
3394.6209022 
3396.3854128 
3398.1 47261 8 
3399.9064504 
3401.6630207 
3403.4170596 
3405.1689367 
3406.91 83445 
3408.661 8662 
341 0.4028267 
3412.141 2032 
341 3.87701 72 
3415.6102821 
3417.3409864 
341 9.0691 70 1 
3420.7948765 
Tables 1 and 2 give a comparison between the postu- 
lated and recovered profiles for both Mars and Venus. 
Note that the first column presents the distance from the 
center of the planet to the point of “closest” approach as 
determined by the straight-line approximation mentioned 
earlier. Since the radius of Venus is about 6055 km, it 
can be seen from Table 2 that this approximation yields 
points of “closest” approach below the planet’s surface. 
In reality, all those rays traced that had an actual point 
of closest approach less than 35 km above Venus hit 
the planet surface. Therefore, all of the actual points of 
closest approach were at least 35 km above the planet 
surface. 
Table 1 shows that the Abel transform inversion 
method reproduces the Mars atmosphere to a high 
Table 1 .  Mars inversion errors due to Abel transforms 
Differential phase 
delay, cycles 
0.001 83463 
0.00168499 
0.00140280 
0.001 14513 
0.00091502 
0.00071 71 4 
0.000561 13 
0.00047651 
0.00041345 
0.00035634 
0.00030503 
0.00025938 
0.00021 931 
0.0001 8482 
0.0001 5622 
0.00013538 
0.0001 1727 
0.00010008 
0.00008383 
0.00006860 
0.00005443 
0.00004142 
0.00002966 
0.00001931 
Refractivity 
3.98 15000 
3.7285000 
3.2230000 
2.7185000 
2.2145000 
1.71 13000 
1.2088900 
0.943 1000 
0.8350300 
0.7336000 
0.6388000 
0.5506000 
0.4689800 
0.3938900 
0.3253000 
0.2813000 
0.2556000 
0.2299300 
0.2042900 
0.1 787000 
0.1531000 
0.1276000 
0.1 021400 
0.0767000 
Refractivity 
calculated 
3.9848 104 
3.7183553 
3.2087263 
2.6984350 
2.1866252 
1.6683359 
1.1 348640 
0.937278 1 
0.8292865 
0.7279366 
0.6332063 
0.5450260 
0.4632880 
0.3876757 
0.3170987 
0.2806372 
0.2549271 
0.2292660 
0.2036596 
0.178 1243 
0.1526931 
0.1 274521 
0.1027051 
0.0828424 
Refractivity 
difference 
3.3103864E-03 
-1.0144707E-02 
- 1.4273740E-02 
-2.0065039E-02 
-2.7874785E-02 
-4.2964082E-02 
-7.4026029E-02 
-5.821 8820E- 03 
- 5.7435 106E - 03 
-5.6633779E-03 
- 5.5936541 E-03 
-5.5739584E-03 
-5.6919788E-03 
- 6.2143216E -03 
- 8.201 3143E - 03 
-6.6278034E-04 
-6.7285230E -04 
-6.639761 1E-04 
-6.3035870E - 04 
-5.7569006E -04 
-4.0688224E-04 
- 1.4787799E - 04 
5.6505700E-04 
6.142441 1E-03 
Percent 
difference 
0.083 
0.272 
0.443 
0.738 
1.259 
2.51 1 
6.123 
0.61 7 
0.688 
0.772 
0.876 
1.01 2 
1.214 
1.578 
2.521 
0.236 
0.263 
0.289 
0.309 
0.322 
0.266 
0.116 
0.553 
8.008 
BPropagation frequency = 5000.00000 MHz. 
J 
nus inversion errors due fo 
Refractivity 
calculated Geocentric radius, km 
Refractivity 
difference 
5984.7417000 
6002.7479000 
602 1.7684000 
6039.7306000 
6055.5384000 
6069.0452000 
6080.3473000 
6089.7420000 
6097.591 7000 
61 04.1534000 
6109.6536000 
61 14.3079000 
61 18.2696000 
6121.6753000 
6124.6408000 
61 27.2488000 
6129.5777000 
61 31.6857000 
61 33.6231 000 
6135.4297000 
61 37.1410000 
61 38.7968000 
6339.7387000 
Differential phase 
delay, cycles 
4.1 7665700 
3.17700570 
2.27042800 
1.55666490 
1.04348840 
0.68986960 
0.45352630 
0.29767040 
0.1 9490972 
0.12758370 
0.08364145 
0.05484935 
0.03602615 
0.02368468 
0.01554380 
0.010171 17 
0.00659668 
0.00420470 
0.00258800 
0.00148500 
0.00071 300 
0.0001 3000 
0.00000000 
aPropagation frequency = 5OM).OOOOO MHr. 
Refractivity 
839.3700000 
698.2400000 
569.1 099900 
457.3000000 
363.9500000 
287.5000000 
225.7200000 
176.2000000 
136.7500000 
105.4999990 
80.8700000 
61.5600000 
46.5300000 
34.9000000 
25.9700000 
19.1 500000 
14.0099999 
10.1500000 
7.2899999 
5.1900000 
3.6580000 
2.5500000 
0.0000000 
2688.8589000 
2 176.4756000 
1680.2465000 
1256.4901000 
922.7180900 
669.4908700 
482.7088300 
346.8264300 
248.0363600 
176.7688200 
125.71 72550 
89.0710740 
62.9494420 
44.3704290 
31.1196720 
2 1.7333 1 70 
15.0672804 
10.3351580 
6.9469541 
4.5035088 
2.651 3239 
0.0525477 
0.0000000 
0.18494894-04 
0.1478236+04 
0.1 11 11374-04 
0.7991901 4-03 
0.5587681 3-03 
0.381 9909 4- 03 
0.25698884-03 
0.1706264+ 03 
0.1 1 128644- 03 
0.7126883 4-02 
0.4484726 4-02 
0.2751 1084-02 
0.1 641 9444- 02 
0.94704304-01 
0.5149673 4- 01 
0.258331 7 + 01 
0.1057280 4-01 
0.1851580- 00 
- 0.3430459 - 00 
- 0.686491 2 - 00 
-0.1 0066764- 01 
- 0.2497452 4- 01 
0.0000000 
Percent 
difference 
2 2 0.3 4 3 
211.709 
195.241 
174.763 
153.529 
132.866 
113.853 
96.837 
81.379 
67.553 
55.456 
44.690 
35.288 
27.136 
19.829 
13.490 
7.547 
1 .%24 
4.706 
13.227 
27.520 
97.939 
0.000 
degree of accuracy. Errors in refraction are less than 
6.1%, the largest error being 0.074 N-units. Applying 
the Abel transform technique to the atmosphere of Venus 
gives very poor results (see Table 2). The errors get 
large very soon after the planet’s atmosphere is entered 
and continue to increase to 1850 N-units at an altitude 
of 35 km above the planet Venus. 
B. ~ o d e ~ - ~ a i c h i n g  
The Raytheon model-matching method is an iterative 
technique which dynamically adjusts the refractivity 
model and initial conditions on the ray until the calcu- 
lated differential phase matches the “observed” value. 
We start the iteration by selecting a point above the 
planet’s atmosphere (i.e., a point in free space, index of 
refraction equal to l) ,  a refractivity slope to the next 
point, and an initial direction of the wave normal (see 
Fig. 4). If the calculated differential phase matches the 
“observed” value, then it is assumed that the proper 
slope has been found. Whenever the calculated differ- 
ential phase differs from the observed, it becomes neces- 
sary to adjust the slope of the refractivity curve and/or 
to alter the initial direction of the wave normal. Unfortu- 
nately, this process does not yield unique results. There 
is more than one combination of refractivity slope and 
ray direction that will yield the desired differential phase. 
In relation to Mars, the ambiguity did not affect the 
results to a noticeable degree. In the reconstruction of 
the Venus profile, the ambiguity problem was very se- 
vere. Figures 5 and 6 indicate the inversion accuracies 
achieved by the Raytheon model-matching program. 
These are graphs of the absolute value of inversion error 
in N-units as a function of altitude for both Mars and 
Venus. Referring to Fig. 5, one can see that after two 
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model-matching 
data points the error in the reconstructed Mars profile 
is essentially zero. Errors less than 0.001 N-units are due 
to computational noise rather than the inversion tech- 
nique. Figure 6 shows an entirely different result ob- 
tained when the model-matcbing method is used in 
conjunction with Venus differential phase data. We were 
able to get solutions for altitudes of 70 km or more with 
relative ease. Below 70 km the ambiguity problem be- 
came rather severe; computer costs started climbing 
exponentially, and the computational accuracy require- 
ments on the ray-tracing procedure was so great that it 
became apparent that we needed a double-precision ray- 
tracing computer program. At the time of this study we 
did not have such a program. As it was, a CDC-6600 
computer was used. This computer has a word length of 
60 bits, which is equivalent to an accuracy of 14 signifi- 
cant digits. Because of the extreme costs, attempts to 
accurately construct the error curve below 70 km were 
abandoned. The broken line below 70 km represents a 
judicious extrapolation based on a limited number of 
computer runs. All attempts to trace rays which had a 
point of closest approach less than 35 km failed. We 
could not find a set of initial conditions that were within 
the single precision accuracy of the CDC-6600 that 
would not hit the surface of Venus. 
V. Error Analysis 
one or more of the following: 
Most of the errors in the inverted profile were due to 
(1) Straight-line approximation of the point of closest 
approach. 
(2) Numerical approximations. 
(3) Lack of a unique solution. 
Items (1) and (2) above are the major sources of error 
inherent in the Abel transform method. In reality, the 
point of closest approach is now known, and since it is 
an essential input to the Abel transform it must be esti- 
mated. The estimation is done by connecting the trans- 
mitting and receiving satellite positions by a straight line 
and geometrically calculating the distance between the 
center of the planet and this line (see Fig. 7 ) .  In  recon- 
structing the Mars atmosphere, the geometric approxima- 
tion was very good because of the small amount of 
bending experienced by the ray as it passes through 
the planet’s atmosphere. A radio ray passing through the 
-1 
TRAN 
Fig. 7. Geometric approximation to the point of 
closest approach 
Venus atmosphere is severely bent. Because of this bend- 
ing, the straight-line approximation of the point of closest 
approach is a poor one. Therefore, it is possible to cal- 
culate a point of closest approach which lies below the 
planet surface (see Fig. 7) .  The errors due to the nu- 
merical approximations inherent in Eq. (3) are insignifi- 
cant when compared to the errors which result from not 
knowing the point of closest approach. 
As mentioned earlier, the major source of error in the 
model-matching method is that it does not yield a unique 
solution. An incorrect refractivity slope affects the next 
refractivity slope that is computed. This method builds 
error upon error as one proceeds down the vertical. 
VI. Machine Time Costs 
Table 3 contains a summary of computer costs and 
accuracy in the recovered profile for each of the two 
profile inversion methods discussed. The rms errors are 
computed by the following formula: 
where 
N ,  = recovered refractivity 
N = postulated refractivity 
S = number of points on the profile 
111 
Technique 
Abel 
transform 
Model- 
matching 
applicability of the Herglotz-Wiechert method (Refs. 11 
and 12) to the planetary atmosphere case ana have con- 
cluded that the “impact parameter” that is the funda- 
mental quantity used by seismologists in profile inversion 
can be expressed in terms of doppler data. 
Error, rms Computer cost, dollars 
Mars Venus Mars Venus 
0.01988 591.72 1 .oo 1 .oo 
(24 pts) (23 PW 
0.02215 1 o.oa 1500.00 7500.00’ 
Graves and Fischbach (Ref, 13) have cast doubts on 
this conclusion by Phinney and Anderson. The entire 
matter requires a close review if an attempt to use seis- 
mological methods in radio occultation experiments is to 
be made. 
Overall accuracies achieved in reconstructing the Mars 
profile are very good for either method. The model- 
matching method is slightly more inaccurate than the 
Abel transform method. This is because the Abel trans- 
form solution is unique, while the model-matching solu- 
tion is ambiguous. When one tries to reconstruct the 
Venus atmosphere, either method gives poor results. 
Computer costs shown above are based on the CDC-6600 
digital computer. The recovered profile consisted of 
24 points along a vertical. Computer charges in connec- 
tion with the Abel transform are insignificant. The cost 
of $1.00 shown in the table is mainly due to loading the 
program into the computer and printing the results. Cost 
for reconstructing the Mars profile when using the 
model-matching technique was approximately $1500. As 
a result, the model-matching method when used to invert 
the Mars atmosphere is much more costly and less accu- 
rate than the Abel transform method. Comparing the two 
methods under consideration for reconstructing the Venus 
atmosphere, one can see that the cost is astronomical; 
the Abel transform method costs are about the same as 
those incurred when using Mars data. A computer charge 
of $3500 was incurred in recovering that portion of the 
Venus profile that is above 70 km. The further one pro- 
ceeded down the vertical, the longer it took for the itera- 
tion to converge. To recover the Venus profile down to 
an altitude of 35 km would cost somewhere between 
$7500 and $10,000. 
In case of success, the Keilis-Borokl and the Gerver- 
Markushevich (Refs. 14, 15, and 16) approaches will also 
become usable, as well as the better-known Herglotz- 
Wiechert method. 
VIII. Future Plans 
In the future we intend to look into techniques other 
than the Abel transform and the model-matching meth- 
ods. Also, we will examine the feasibility in combining 
the Abel transform method with the model-matching 
method in order to reduce costs and increase the accu- 
racy in recovering the Venus atmosphere. Figure 8 is a 
flow diagram describing many possible research paths 
one can take in order to evolve a technique for recover- 
ing the Venus atmosphere. One such path is to use the 
Abel transform method to generate a first approximation 
of the desired atmosphere and then to use the model- 
matching method to refine the initial guess, Hopefully, 
this will reduce the cost and eliminate the ambiguity 
problem. Up to now no initial guess of the atmosphere 
is used in the iterative procedure. 
We also plan to look into the possibility of using some 
of the seismological methods indicated in Section VII. In 
order to use these methods, one must know the “impact 
parameter.” This parameter, like the point of closest 
approach, can be estimated, and it is quite possible that 
the errors in estimating it are smaller than the errors in 
estimating the point of closest approach. Should this turn 
out to be the case, the seismological methods will be of 
Seismologists use profile inversion methods in order to 
determine velocity-depth profiles in the earth from the 
observed variation of travel time with arc distance be- 
tween source and receiver. The analogy with the radio 
close. Phinney and Anderson (Ref. 10) have examined the 
great help in the inversion of atmospheric profiles where 
the ray is strongly bent, causing the Abel transform to 
fail and increasing the cost of model-matching. 
occultation measurements of Planetary atmospheres is ‘“Profile Inversion Algorithms Used in Seismology.” MIT GeQphysics 
Department lecture, Jan. 21, 1965. 
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Fig. 8. Atmosphere recovery methodology 
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Inverting Radio Occultation Data Using 
Em pirieal Orthogona I 
Bruce Lusignan 
Cenfer for Radio Asfronomy 
Sfanford University 
Sfanford, California 
A study is presented of a method of describing 
radio occultation data inversion. 
The use of empirical orthogonal functions has been 
found to be one of the most useful ways of parameteriz- 
ing the atmosphere, Since these functions are derived 
from actual data of an atmospheric phenomenon, they 
have in their own nature the main characteristics of it. 
If we describe the temperature by a certain number of 
empirical orthogonal functions, then we need only one 
more Barameter to describe completely the pressure pro- 
file, since they are related by the hydrostatic equation. 
That is, we could express the pressure and temperature 
profiles as follows: 
N 
T = F +  Cn an 
n=l  
where T is the average temperature taken over an ade- 
quate number of observations, the an are the empirical 
Functions 
the atmosphere by means of 
orthogonal functions, and the cn are the coefficients to 
be determined from the occultation observations. 
where P, is the surface pressure, K is a constant, and T* 
is the virtual temperature given by 
T 
1--  X specific humidity 
T* = 
3 
4 
Above 3 km, T* z T, with an error rarely exceeding 
0.6"K in temperate climates. 
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In order to study the performance of the occultation 
data in defining the pressure and temperature profiles, 
we have developed a set of empirical orthogonal func- 
tions for a particular situation. The data used consisted 
of 90 radiosonde profiles taken at Oakland, California, 
from July to August, 1966. For this particular set it was 
found that only two orthogonal functions for temperature 
were needed to match the temperature profiles with an 
rms error of less than 2°K. 
To determine the pressure and temperature profiles 
from the occultation data, we have to correct for the 
water vapor effects. This can be done by measuring 
the atmospheric absorption in addition to the phase. 
At the occultation frequency, 5 GHz, the water vapor 
absorption is a small fraction of the total absorption. For 
this reason we use the fourth harmonic of this frequency, 
which is near to the 1.35-cm water vapor absorption line, 
to obtain the adequate sensitivity of water vapor. 
Empirical orthogonal functions were also used to de- 
scribe the water vapor profile. Two empirical orthogonal 
functions were found convenient to obtain the required 
accuracy in the water vapor determination. 
Our inversion program uses an iterative procedure to 
estimate the atmospheric parameter. It starts with a 
guess of what the parameters may be and then converges 
to the values which minimize the mean square error 
obtained by subtracting the measured phase and absorp- 
tion minus the calculated phase and absorption. 
The example illustrated by Figs. 1 to 4 is the case of 
August 16, 1966, at 12:OO GMT. At this date the water 
vapor content was the maximum in our set of data. 
Five satellites were used at nominal heights of 4, 6, 9, 
12, and 15 km. Figures 1 and 2 show the initial guess. 
Dotted curves represent the true profiles; continuous 
curves represent the estimated profiles for the climato- 
logical average for the season. For the pressure, the dif- 
ference between the estimated and the true profile is 
used. Figures 3 and 4 show the situation after three 
iterations. (In Fig. 4, the lowest satellite ray path is 
above 4 km, which leads to the poor match below that 
altitude.) The maximum deviation of temperature was 
2.3"K at 12 km, and the deviation of pressure at 4 km 
was 1.7 mbar, which is within the expected performance 
of the system and clearly shows the capacity of the 
occultation data to describe the atmosphere. 
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Jesse C. James 
Massachusetts Institute of Technology 
Cenfer for Space Research 
Solar Radar Siation 
El Campo, Texas 
A series of experiments to furnish information about the sun’s corona by means 
of an earth-based facility is outlined. These experiments are an economical way 
to obtain a better understanding of the properties of the solar corona to 1 AU. 
The particular facility considered is the proposed Sunblazer antenna array, which 
will operate in the frequency range of 70 to 80 MHz and will transmit 1 MW 
of power. 
The proposed experiments include a radar study of the sun at 75 MHz and a 
study of interplanetary plasma by using planets as reflectors of radio energy 
transmitted from the earth. Abo, with the proposed system, radar studies of the 
sun and all planets out to Saturn should be possible. 
Some recent results with the 38-MHn El Campo solar radar system are pre- 
sented to emphasize the need for radar studies at 75 MHx. I n  particular, radar 
studies at 75 MHz should lead to  a knowledge of the velocity and intensity of 
compressional waves that heat the corona. Radar waves at this frequency should 
penetrate the corona to the level of  1.15 solar radii. 
mission of Sunblazer, which is to measure coronal densi- 
ties from 5 to 100 solar radii, but rather with other 
antenna system. 
The Center for ’Pace Research Of the Massachusetts valuable experiments that may be performed with the 
Institute of Technology has designed and plans to con- 
struct a large astronomical antenna array. This antenna 
will have a gain of 50 dB and will cover the frequency 
range from 70 ‘to 80 MHz. The primary purpose of this 
array is to receive signals transmitted from Sunblazer 
spacecraft. This paper is not concerned with the prime 
The antenna consists of an array of half-wave dipoles, 
one-quarter wavelength above ground. Very near each 
dipole or small group of dipoles are amplifiers and phase 
shifters, as indicated schematically in Fig. 1. The switches 
for phasing and for the transmit-receive operation are 
controlled remotely. The phase shifters consist of sections 
of coaxial cables which introduce the same time delay 
for all frequencies. These cables may be many wave- 
lengths long to preserve the wide-band characteristics of 
the array. During the transmit period, an exciter signal 
is fed through the time-delay cables to a solid-state 
power amplifier of fixed gain and phase shift and then 
to the radiating element. In the receive mode, the signal 
from the antenna element is amplified by a low-noise 
amplifier and then fed through the same time-delay 
cables. As the signal flows to a central point, it encoun- 
ters several sets of. time-delay cables of various lengths 
as signal components from various segments of the array 
are combined. The effective noise figure of the receiver 
portion of this array is the mean noise figure of all the 
low-noise preamplifiers. The beam is oriented by adjust- 
ment of the switches associated with the time-delay 
cables. The soundness of most of the concepts and design 
details has been verified by pilot arrays at the El Campo 
station. 
As indicated in Fig. 2, the array aperture is approxi- 
mately circular. Figure 2 shows, in particular, the dis- 
tribution of primary power for the power amplifiers. For 
minimum cost there is an optimum number of rectifying 
stations, and for 1,000,000 W of radiated power this opti- 
mum number is near 72. 
111. Experiments Involving Planets 
A radar study of planets is one endeavor for which the 
system should be quite useful. The received echo signal- 
to-noise ratios for various bodies are shown in Table 1 
along with the assumptions required for the computa- 
tions, Note that all planets out to and possibly including 
Saturn could be detected. Such a radar study could lead 
to information about the planets themselves, but perhaps 
of more importance is a study of the medium between 
the earth and the planet. In this case the planet would 
be used as a convenient reflector. 
For the Sunblazer experiment, two radio pulses at fre- 
quencies of 70 and 80 MHz will be transmitted from the 
spacecraft, and the difference in propagation time will 
be measured in the received signal at earth. The plot in 
Fig. 3 shows the approximate delays expected. For the 
radar case, when a planet is used as a reflector, these 
delays will be doubled when the reflecting planet is on 
the far side of the sun. In order to allow detection of the 
time delays, the transmitted signals must be modulated 
in some way with a modulation period of the order of 
the delay, or less. This means that the receiver band- 
width must be made larger than the CW bandwidths 
of Table 1 in order to accommodate the modulation. 
Figure 4 shows the signal-to-noise ratios for the enlarged 
bandwidths when Mercury and Venus are used as re- 
flectors. In Fig. 4, numbers in parentheses are the pulse 
lengths (in ps) required to measure the differences in 
group delays at 70 and 80 MHz; other numbers are the 
signal-to-noise ratios (in dB) after integration. 
Because the planets Mercury and Venus continuously 
move around the sun, with synodic periods of 116 and 
584 days respectively, the solar plasma density may be 
monitored continuously from the ground under various 
conditions of solar activity throughout the sunspot cycle. 
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Table 1. Predicted parameters for radar studies at 75 MHz with a 50-dB antenna and 1-MW transmitted 
(Background noise temperature is  assumed to be 6 dB/29O0K) 
I Round-trip I 
Min Max 
Mercury 10.0 23.3 6 
Venus 4.8 28.3 15 
Mars 6.1 43.2 7 
Jupiter 69.9 108.1 8 
Ganymede 69.9 108.1 10 
Saturn 142.1 175.4 10 
Radar 
cross 
seaion, 
1 dzm2 
1.10 
18.1 
2.54 
I 290 
1.92 
146 
Received echo 
power,  IO-^" w 
Min Max 
68 2.3 
20600 17.4 
1090 0.45 
33 5.7 
0.05 0.009 
1.7 0.7 
Signalao-noise ratio, dB 
Bandwidth, 
HZ 
2 
2 
100 
100 
2 
100 
No signal 
integration 
- 25 
Signal integra- 
tion for round- 
trip time 
5-min 
integration 
Min Max Min Max  
27 12 29 15 
52 21 52 23 
31 - 3  31 2 
15 8 21 15 
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4 - 1  10 7 
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PATH OFFSET IN SOLAR RADII 
Fig. 3. Computed differenees in group delays of 70- and 
80-MHz signals due to one-way propagation to earth 
from the far side ob the sun 
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measurements of c o r ~ n a ~  in as^^ densities using planets 
as ~acks~a~terers 
The effect of the planets themselves on the echo may be 
determined after an initial period of study. A similar 
technique was used by Ingalls, James, and Stone (Ref. 1) 
to study transmission properties of auroral disturbances 
by using the moon as a reflector. 
818. Studies 
Another set of experiments involves the occultation 
properties of the corona. Sources for such experiments 
may be pulsars, radio stars, backscattered energy from 
planets, or spacecraft transmissions. A measurement of 
the size of the occulting disk should lead to a knowledge 
of the coronal density. See James (Ref. 2) for computa- 
tions of the occulting diameter for various conditions. 
The properties of the refracted signal near the point of 
occultation should indicate the degree of roughness and 
perhaps shock velocities in the corona. Figure 5 shows 
the computed amplifications of the refracted signal due 
to focusing effects near the point of occultation. The 
function is double-valued because there are a refracted 
and a reflected ray. At large angles the upper curve is 
unity and the lower curve approaches zero. Absorption 
is neglected. A smooth, symmetrical corona was assumed 
1.14 
ANGLE FROM EARTH-SUN LINE AT SUN'S CENTER TO SIGNAL SOURCE, deg 
. The effect of the eoronu in a~pl j fy ing the in 
source when it is  near o ~ e u ~ t ~ t i ~ n  for a 
n model and for 7 
for these computations. Note that the source intensity is 
enhanced near the rim of the occulting zone. 
reflection either do not explain the experimental results 
or can be shown not to exist in the corona. Figure 7 
shows schematically the reflection of the radar waves by 
The amount of the enhancement is one measure of 
roughness. Such enhancements have been observed at 
times during Crab nebula occultations. See, for example, 
Blum and Boischot (Ref. 3), Erickson (Ref, 4), and James 
(Ref. 2). 
1V. Solar Radar Studies 
The solar radar technique is one valuable method for 
studying the solar corona which has not yet been fully 
exploited. Figure 6 shows some echo spectra obtained 
with the 38-MHz system at El Campo, Texas. Note the 
large doppler spreading of the echo. A doppler shift of 
1 KHz is equivalent to about 4 km/s of motion. The 
velocities reach sonic speeds for a 1,000,000-deg corona. 
This doppler spreading is attributed to some sort of com- 
pressional wave in the corona. Other known methods of 
shocks. A shock carries along a dense plasma region, 
which is a good reflector. When the shock is very in- 
tense, the radar wave is reflected from a higher level in 
the corona, and this results in less signal attenuation. 
Consequently, there should be a correlation between 
mean radar range and echo intensity. This sort of corre- 
lation is observed. 
The variation of signal absorption with depth of pene- 
tration into the corona is shown in Fig. 8. Note that the 
absorption is greatest near the reflecting level €or an 
assumed undisturbed corona. Consequently, when shocks 
are present, the echo signal is more intense because the 
wave is reflected above the normal level. The absorption 
is also a strong function of coronal temperature. See 
James (Ref. 5) for plots of attenuation vs temperature. 
At 75 MHz the echo signal intensity will be a stronger 
function of shock intensity than at 38 MHz because the 
absorption near the undisturbed plasma level is greater. 
This effect is so great that a measurement of radar cross 
section at 75 MHz will essentially be a measure of shock 
front intensity. If the shocks are 0.1 to 0.2 solar radii 
apart, as the 38-MHz data suggests, it may be possible 
to track individual shocks at 75 MHz. 
At 38 MHz the cross section was somewhat larger 
during times of flare activity. On the average, flares 
that occurred a few hours prior to the time of the radar 
ig. ~ ~ $ ~ r ~ ~ ~ ~ ~ o n  of solar echo e 
oppler frequeney as m e a $ ~ r  
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Fig. 8. The computed two-way attenuation of a radar 
signal for the central ray as a function of depth of pene- 
tration into the corona 
experiment were more highly correlated with cross sec- 
tion than flares that occurred within a few hours after 
the time of the experiment. When more flares occurred 
within 6 h prior to the experiment than for the 6-h period 
after the experiment, the average cross section was 10 to 
20% larger than for times when more flare activity 
occurred in the 6-h period after the experiment. This 
effect could be due to a heating of the corona by some 
mechanism associated with the flares. If so, the effect 
on cross section should be more pronounced at 75 MHz 
than at 38 MHz. The effect could also be due to the 
presence of strong shocks at the reflecting point that 
were initiated near the point of the flare and that re- 
quired a few hours to propagate out to the point of 
reflection. This effect also should be more pronounced 
at 75 MHz. 
Sometimes a double echo is seen at 38 MHz. Figure 9 
shows such an echo. The second echo is delayed about 
2 s from the main echo. The main echo reflects in the 
normal manner, but the path of the delayed echo is 
refracted by a streamer or a dense plasma cloud at 2 or 
3 solar radii from the sun's center, as illustrated in 
Fig. 10. The required density of the plasma cloud is 
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Fig. 9. A range-doppler plot of a solar radar echo at 
38 MHz received at El Campo, Texas 
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6 or 7 times that of the normal corona. At 75 MHz this 
effect may also be present, but the additional delay 
would be less. 
Occasionally, the early part of the main echo is doppler- 
shifted an unusual amount. This effect is illustrated in 
Fig. 11, and may be due to solar wind velocities that are 
nearly sonic at 1.5 solar radii. Dessler (Ref. 6) has shown 
that the velocity of outward moving plasma must become 
sonic in the vicinity of 2 solar radii. If this is true, then 
all regions of the corona must not contribute to the solar 
wind, because the observed velocity and density of 
the wind at 1 AU are much smaller than if the wind 
velocity was sonic at 2 solar radii over the entire sun. 
Because the high velocity in the early part of the main 
echo is only seen occasionally, the radar results would 
seem to agree with Dessler’s conclusions; however, there 
are other possible explanations for the occasional large 
doppler shift. Radar experiments at 32 and 75 MHz 
should resolve the problem. 
RANGE 
MARKS 
0.4 Ro 
1.5 Ro 
2.0 Ro 
ution of 3 % - ~ ~ 2  solar eehe energy 
in range and doppler frequency 
Occasional narrow-band echoes are seen in the high 
corona as far as 2 or 3 solar radii from the sun’s center. 
A n  example of these high corona echoes is shown in 
Fig. 12, a compilation of selected runs in 1963. These 
echoes are attributed to dense irregularities and not to 
shock waves. They suggest that in certain regions of the 
corona the outward expansion velocity is about 20 km/s. 
This is further evidence that some of the coronal plasma 
does not reach sonic velocities within 3 solar radii. 
Figure 13 illustrates one conception of the cause of the 
high corona echoes. This illustration is not necessarily 
correct in all details, but is one plausible explanation for 
the high corona echoes. The main echo would be re- 
flected from the shock fronts. 
V. Conclusions 
Solar radar experiments are badly needed over the 
frequency range from 10 to 100 MHz. More system 
RANGE 
MARKS 
0.1 Ro 
1.5 Ro 
1.9 Ro 
DOPPLER FREQUENCY, KHz 
y in 
Fig. 13. A possible explanation for the high-corona echoes 
sensitivity and more angular resolution than the present 
El Campo system has would help considerably in the 
interpretation of the data. Experiments at 75 MHz would 
permit study of coronal levels as near to the sun’s center 
as 1.15 solar radii. The deepest penetration of the 38- 
MHz signal is about 1.35 solar radii, which is 2.3 times 
as far from the photosphere as the 1.15 level. 
1. 
2. 
3. 
4. 
5. 
6. 
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Radar studies at 75 MHz could lead to a determination 
of coronal absorption and temperature to the level of 
1.15 solar radii. Of more importance would be the varia- 
tion in temperature, energy deposition, and shock veloci- 
ties as a function of events in the chromosphere. The 
velocities of plasma waves at the 1.15-level should help 
considerably in deciding what types of waves heat the 
corona. Radar undoubtedly has a future in explaining 
the solar corona, but significant radar studies at only 
one frequency have thus far been made. 
The Sunblazer radar system has a computed increase 
in sensitivity of 12 dB over the present 38-MHz solar 
radar system. This is based on a 1,000,000-deg corona, 
which is assumed to have 7 dB more coronal absorption 
at 75 MHz than at 38 MHz. Because of the uncertainties 
involved, an increased sensitivity of about this much 
should be designed into the next solar radar system 
at 75 MHz. 
With a 50-dB, 1-MW radar system at 70 to 80 MHz, 
the density of the very high corona could be monitored 
continuously from the earth without the assistance of 
space probes. This could be done by using planets as 
backscatterers for group-delay experiments and for solar 
occultation experiments. In addition, the radar properties 
of all planets out to Saturn could be studied. 
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Radar Studies of Venus at 3.8-cm Wavelength 
J.  V .  Evans, 1. Hagfors, R. P. Ingalls, D. Karp, W.  E. Morrow, G. H. Pettengill, 
A. E. E. Rogers, 1. 1. Shapiro, W .  B.  Smith, and F. S. Weinstein 
Lincoln Laborofory,* Mossachuseffs lnstifufe of Technology 
Cambridge, Massachuseffs 
This paper summarizes studies of the reflection properties of Venus at 3.8-cm 
wavelength petformed at the Lincoln Laboratory, Massachusetts Institute of 
Technology, together with a brief history of the development of these studies. 
1. Introduction 
Since 1961, efforts have been made at the Lincoln 
Laboratory to study radar reflections from Venus at 
wavelengths near 4 cm. Attempts to detect the echoes in 
1961 and 1962 met with no success but served to show 
that the cross section could nut be as large as observed 
at longer wavelengths. A successful detection was accom- 
plished in 1964 which established that the cross section 
was indeed only 4 1 %  of the projected area of the disk. 
Later observations in 1966 and 1967 served to show that 
the cross section of Venus at 3.8 cm is 1.7%; i.e., a factor 
of 10 less than observed at wavelengths longer than 23 cm. 
The scattering properties of the planet have been 
examined extensively in these recent observations. From 
a theoretical analysis of these measurements it has been 
determined that the surface of Venus is significantly 
*Operated with support from the U.S. Air Force. 
smoother than that of the moon. This should be taken 
to mean that the surface is less densely covered in struc- 
ture, having horizontal and vertical dimensions compa- 
rable with the wavelength. Also, the rms slope of the 
surface measured on a scale large compared with 
the wavelength is lower than that found for the moon. 
There is, however, a distinct tendency for the surface to 
appear rougher as the wavelength is shortened in the 
same manner observed for the moon. 
By comparing the radar brightness distribution over 
the planetary disk with observations at longer wave- 
lengths, it has been established that the limbs are darker 
at 3.8 cm than would be expected. This effect is attrib- 
uted to greater atmospheric absorption of those rays 
that traverse the atmosphere obliquely. From an analysis 
of this type, it has been estimated that the two-way 
attenuation of waves propagating vertically through the 
atmosphere of Venus is at least a factor of 3. This cannot 
be reconciled with the surface pressure of CO, and 
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abundance of H,O reported by Russian workers from 
Venera 4 if these are the only microwave absorbers. I t  
seems, therefore, that other (molecular) constituents may 
exist in the atmosphere that are more effective absorbers, 
or that the surface pressure is considerably higher (e.g., 
100 atmo'spheres). Radar ranging measurements to Venus 
at 3.8 cm (reported elsewhere) have been employed to 
deduce the radius of Venus, and a comparison of this 
with the value derived by combining the results of the 
Mariner V and Venera 4 probes supports the latter 
conclusion. 
Attempts have been made to isolate areas of unusual 
reflecting properties on the planetary disk'by (1) examin- 
ing the spectra of the reflected signals, (2) employing two 
aerials for reception in an interferometer, and (3) com- 
bined delay-doppler resolution. This work complements 
that performed at Arecibo (70-cm wavelength) and by 
the Jet Propulsion Laboratory (12.5-cm wavelength). 
For the most part, the same features have been identi- 
fied at all wavelengths. (This provides convincing proof 
that the 3.8-cm waves do reach the surface of the 
planet.) The location and nature of these anomalously 
reflecting surface features are discussed. I t  is thought 
that they are chiefly regions of unusual roughness and 
thus may be the result of relatively recent events on the 
surface, in view of the general smoothness found else- 
where. At 3.8-cm wavelength the passage of some of 
these features through the subradar point is accompanied 
by significant (> 100%) increases in cross section, sug- 
gesting that some of these regions may also be elevated 
by a few kilometers above the mean surface. 
Radar observations have been made of the moon, 
Venus, Mercury, and Mars over a wide range of wave- 
lengths (Pettengill and Shapiro, 1965, Ref. 1); Evans, 
1966, Ref. 2; Eshleman, 1967, Ref. 3; Pettengill, 1968, 
Ref. 4).  Observations of Venus at either very long or very 
short wavelengths hold special interest in that they allow 
examination of effects introduced by the planetary iono- 
sphere or neutral atmosphere, respectively. Studies of the 
reflection properties of Venus at 3.8-cm wavelength have 
been performed at the Lincoln Laboratory by Karp et al., 
1964, Ref. 5; Evans et al., 1966, Ref. 6; and Evans and 
Ingalls, 1968, Ref. 7. The section that follows provides a 
brief history of the development of these studies. 
The most remarkable thing about reflections from 
Venus at 3.8 cm is the poor reflectivity encountered in 
comparison with that observed at longer wavelengths, 
although the spectra and other characteristics of the sig- 
nals are not markedly changed. Results of measurements 
of the total reflectivity are presented in Section 111. In 
Section IV the variation of the average brightness over 
the planetary disk is discussed, and the conclusions con- 
cerning the surface roughness that can be derived from 
this function are given. These same measurements are 
also employed in Section IV in a comparison with the 
behavior observed at longer wavelengths to determine 
the amount of apparent limb darkening caused by at- 
mospheric absorption. This analysis and the cross-section 
results (Section 111) lead to estimates of the one-way 
zenithal absorption A in the range 3 dB < A < 5 dB. The 
consequences of this conclusion on existing model atmo- 
spheres for Venus are briefly mentioned in Section VI. 
Section V presents results for the existence, location, and 
nature of anomalously reflecting regions on the surface. 
II. History 
Attempts to observe radar reflections from Venus at 
3.6-cm wavelength were first made during the 1961 
inferior conjunction of Venus, using the Camp Parks 
terminal of the Project West Ford communications sys- 
tem (Nichols and Karp, 1964, Ref. 8). At that time the 
transmitter power available was only 12 kW, and proper 
functioning of the entire radar system was not established 
until well past the point of close approach. No detection 
of the reflected signal was achieved. A second attempt 
was made in 1962, again using the Project West Ford 
radar system both as a monostatic radar system and 
bistatically. Prior to these observations the transmitter 
power was raised to 40 kW, and numerous improvements 
in the operating procedures were made, which led to 
greater confidence that the radar was performing satis- 
factorily. Failure to detect an echo this second time 
placed an upper limit on the radar cross section of 10% 
of the projected area of the disk (Table 1). 
A third attempt to detect Venus echoes was made in 
1964, using the Project West Ford radar system in the 
bistatic mode. This time the reflected signals were de- 
tected after considerable postrectifier integration. From 
the intensity of the signals, the cross section was estimated 
to be 1% (Karp et al., 1964, Ref. 5 ) .  The spectrum of 
the echoes was found to be wider than could readily be 
accounted for in terms of doppler broadening introduced 
by planetary rotation. However, later work indicates that 
this broadening seems to have been instrumental in origin. 
In 1966 and 1967, the Haystack radar system (Weiss, 
1965, Ref. 11) was employed to study Venus at 3.8-cm 
wavelength (Table 1). The parameters of the radar sys- 
tems employed for these three successful series of mea- 
surements are compared in Table 2. The overall improve- 
ment in radar performance relative to the first attempt in 
1961 is given in Table 1. The later measurements profited 
considerably from the successive increases in the sensi- 
tivity of the apparatus, and thus the reliability of the 
conclusions reached has improved with time also. 
Table I .  History of Lineoln Laboratory X-band 
observations of Venus 
Date of 
inferior 
conjunction 
1961 
1962 
1964 
1966 
1967 
Sensitivity 
o f  apparatus 
relative 
to 1961 
1 
5 
10 
50 
300 
Radar 
cross 
iection, % 
<lo 
-1 
1.2 
1.74 
Observers 
Unpublished 
Unpublished 
Karp et el., 1964, Ref. 5 
Evans et al., 1966, Ref. 6 
(later revised, 1.7%, 
Evans, 1968, Ref. 9) 
Ingalls et al., 1968, Ref. 10 
Table 2. Parameters of Lincoln laboratory radar systems 
employed to study Venus at X-band 
Parameter 
Station 
Frequency, MHz 
Wavelength, cm 
Antenna diameter, ft 
Antenna gain, dB 
Beamwidth, deg 
Maximum average 
transmitter power, kw 
System temperature on 
Venus, "K 
Total waveguide and 
other losses, dB 
June 
1964 
Camp 
Parks/Millsfone 
8350 
-3.6 
60 
59.8 
0.14 
40 
74 
January 
1966 
Haystack 
7750 
-3.9 
120 
66.1 
0.07 
105 
-120 
0.5 
August 
1967 
Haystack 
7840 
-3.8 
120 
66.1 
0.07 
250-400 
65 
0.5 
111. R eetien of Venus 
The echo power P ,  (in watts) available at the input 
terminals of the radio receiver in a radar system follow- 
ing reflection from a planet is 
P t G A u  
(4aR2)' P,  = 
where Pt  = peak transmitter power, G = transmitting 
antenna gain in the direction of the target, A = collecting 
area of the receiving antenna for signals arriving from the 
direction of the target, u is the radar cross section of the 
target, and R is the range to the target. The radar cross 
section u defined by Eq. (1) may be stated as the pro- 
jected area of a metal sphere which, if placed at the same 
position as the target, would yield the same reflected 
power at the receiver. For a planet where the radius ro is 
much larger than the radar wavelength A, 
where g is a directivity factor which takes into account 
the ability of the surface to backscatter favorably, and p 
is the Fresnel reflection coefficient for normal incidence. 
The reflection coefficient is given by 
2 
(3) 
where E is the (complex) relative dielectric constant. In 
the case of the planets studied thus far, the largest part 
of the echo power is reflected from the smoother undulat- 
ing portions of the surface occupying the central region 
of the disk where the rays are nearly normal to the mean 
surface (Evans, 1966, Ref. 2). Under these circumstances, 
the term g becomes 
g = ( 1  + 2) (4) 
where (Y is the rms surface slope (Hagfors, 1964, Ref. 12). 
Since typically (Y + 0.1, g is indistinguishable from unity, 
and thus measurements of u may be interpreted in terms 
of the dielectric constant E for the planetary surface. 
Table 3 summarizes all the measurements of the cross 
section of Venus at 3.8-cm wavelength accomplished since 
January 1966, when the Haystack radar system (Table 2) 
came into use (Ingalls et al., 1968, Ref. 10). The instru- 
mental uncertainty associated with each measurement is 
estimated as rt 50% ( t-2 dB) and the relative accuracy 
from run to run or day to day about rt20% (i-e., -1-1 dB). 
These values of the cross section are plotted in Fig. 1 as 
a function of the longitude of the subradar point. It is 
thought that the marked variations beween 50 and 250 
deg are real, but additional measurements are needed to 
75 1 
Table 3. Summary of radar cross-section measurements, 
3.8-cm CW observations 
Year 
1966 
1967 
Date 
Jan 18 
Feb 1 
Feb 9 
Mar 21 
Mar 30 
Apr 15 
May 5 
May 17 
Jun 15 
Jun 27 
Apr 10 
Apr 12 
Apr 13 
Apr 14 
Apr 21 
Apr 26 
Jul 26 
Jul27 
Aug 2 
Aug 3 
Aug 10 
Aug 16 
Aug 17 
Aug 23 
Aug 25 
Aug 29 
Aug 30 
Aug 31 
Sep 6 
Sep 7 
Sep 13 
Subradar position at noona 
Longitude, 
deg 
31 6.69 
329.28 
337.72 
52.48 
73.72 
113.11 
164.09 
195.24 
271.51 
303.36 
2.36 
7.69 
10.36 
13.02 
3 1.66 
44.88 
266.69 
268.150 
279.47 
281.17 
292.08 
299.93 
301.10 
307.39 
309.26 
31 2.78 
313.64 
3 14.50 
319.87 
320.84 
327.29 
Latitude, 
dag 
-5.61 
-8.07 
- 8.27 
-3.45 
-2.26 
-0.41 
f 1.28 
+ 1.94 
f2.43 
4-2.26 
- 0.59 
- 0.68 - 0.73 - 0.77 - 1.08 
-1.29 
+ 2.53 
+ 2.70 
+3.85 
4-4.06 
+ 5.53 
f 6.79 
4- 6.99 
+ 8.03 
+ 8.30 
+8.67 
+ 8.74 
+ 8.78 
f 8 . 7 2  
+ 8.66 
+ 8.04 
Cross section, 
% rr: 
1.74 
1.32 
1.61 
1.77 
2.51 
3.50 
1.60 
2.75 
2.10 
1.75 
1.33 
1.45 
1.34 
1.76 
1.76 
1.50 
1.54 
1.86 
1.81 
1.92 
1.79 
1.66 
1.65 
1.73 
1.79 
1 . 7 0  
1.66 
1.74 
1.77 
1.74 
1.67 
aCoordtnate system defined in text. 
confirm this. In the coordinate system employed here, the 
prime meridian is defined as that lying 40 deg to the west 
of the central meridian on 0.0 h on June 20, 1964 (follow- 
ing Carpenter, 1966, Ref. 13). A pole position 6 = 66 deg, 
a = 270 deg, and period -243.2 days have been assumed. 
The largest values of the cross section have been ob- 
served at longitudes in the range 72-120 deg and near 
200 deg. These seem to be associated with the presence of 
large rough regions on the surface at these longitudes 
(Evans, 1968, Ref. 9; Goldstein, 1967, Ref. 14). Unfortu- 
nately, it has not been possible to schedule the observa- 
tions to permit extensive measurements of the cross secticin 
when these regions lie near the subearth point (occurring 
several months before or after inferior conjunction). 
Figure 1 shows that the 1966 and 1967 measurements 
agree for the value of the cross section observed near 
inferior conjunction. Figure 2 shows the variation of cross 
section observed during the 1967 inferior conjunction. 
The average of these measurements is u = 1.74% 
(Ingalls et al., 1968, Ref. 10) in agreement with the re- 
sults of 1966 (Evans, 1968, Ref. 9). 
Table 4 gives values for the radar cross section of Venus 
as a function of wavelength according to various ob- 
servers, and these are plotted in Fig. 3. (The curve is a 
theoretical one based upon the assumption that the 
intrinsic cross section is 16% T T ~  and that atmospheric 
Table 4. Venus cross section vs wavelength 
Observer 
Evans, 1968 Ref. 9 
Carpenter, 1966 Ref. 13 
Evans et al., 1965 Ref. 15 
Kotel'nikov et al., 1965 Ref. 16 
Pettengill et a!., 1962 Ref. 17 
(revised by Evans et al., 
1965, Ref. 15 
Pettengill et al., 1967 Ref. 18 
Klemperer et al., 1964 Ref. 19 
James and Ingalls, 1964 Ref. 20 
Wavelength, 
cm 
3.8 
12.5 
23 
40 
68 
70 
600 
784 
Total 
cross 
section, 
TP: 
0.017 
0.114 
0.15 
0.19 
0.13 
0.14 
0.20 
0.15 
Error 
estimate, 
dB 
4.0 
MNUS 3.6-cm 
. CROSS SECTION 
0 19wcw 
e lW7HAYFORD 
E 1967CW 
0 
0 120 240 360 
SUAADAR mINT LONGITUDE, d.0 
ross section of Venus vs subradar longitude based 
on all the 3.8-em observations of Venus made at Haystack 
3 
DATE 1967 
JU l  AUG SEP 
27 2 10 16 23 30 6 13 
DAY NUMBER, 1967 
Fig. 2. Variation of the radar cross section around inferior 
conjunction (August 30) a s  obtained from the Haystack 
CW results 
WAVELENGTH, cm 
Fig. 3. Variation of the radar cross section of Venus with 
wavelength according to various observers (Table 4) 
absorption is responsible for lowering the cross section, 
the optical depth depending on the square of the fre- 
quency.) The marked variation of cross section with 
wavelength is in sharp contrast with that observed for 
the moon, which is known to have no atmosphere. This 
leads to the suggestion that the atmosphere of Venus is 
responsible for absorbing the short-wave signals. 
Since the largest part of the echo is returned from a 
region around the subradar point where the rays pene- 
trate the atmosphere nearly vertically (Section IV), we 
may neglect the curvature of the surface and to a first 
approximation write 
where u0 is the intrinsic cross section (observable if 
Venus had no atmosphere), and T is the “optical depth” 
defined in 
M 
T = 1 Kdh 
where K is the absorption coefficient per vertical height 
element dh. For an atmosphere of CO, we would expect 
1 
X2 K K -  
in which case 
= uo exp ( - 5) 
(7) 
Included in Fig. 3 is a law of this form, in which it 
has been assumed that u0 = 16% (i-e., the mean of all 
values in Table 4 for X 2 23 cm), and the curve has 
been made to pass through X = 3.8 cm by setting Xo = 3.8 
and T = 1.13. This value for the optical depth implies a 
value for the one-way vertical attenuation A at 3.8 cm of 
A = 4.9 dB. It should be noted, however, that it is pos- 
sible to fit to the results shown in Fig. 3 a law of the 
form u = u0 ( - b / k ) ,  which implies an ever larger value 
for A, and based upon the experimental data alone it is 
not possible at present to exclude this alternative model. 
The cross section of Venus observed at long wave- 
lengths ( ~ 1 6 % )  implies a surface dielectric constant 
E = 4-5 (Pettengill, 1968, Ref. 4). This suggests that, 
unlike the moon (and probably Mars), the surface mate- 
rial on Venus is not porous to any considerable depth, or 
alternatively is not completely eroded into fine particles. 
It seems, therefore, that Venus has a more compact sur- 
face than the moon, and consequently the penetration 
depth of the signals at all wavelengths will be less. This 
being so, it becomes quite difficult to account for the 
reflectivity variation with wavelength (Fig. 3) by means 
of varying the electrical properties of the surface mate- 
rial as a function of depth unless very stringent and arti- 
ficial conditions are adopted. 
The radar reflectivity over the planetary disk may be 
explored in a number of different ways (see, for example, 
Green, 1968, Ref. 21). In the case of Venus, this distri- 
bution has been explored at 3.8-cm wavelength by de- 
termining the power frequency spectra of the signals 
following reflection. Owing to the apparent spin of the 
planet with respect to a terrestrial observer, a monochro- 
matic signal transmitted from earth is doppler-broadened 
on reflection. Figure 4 shows the mean spectrum ob- 
tained during the 1967 inferior conjunction after averag- 
ing some 159 runs. The amplitudes of these spectra were 
normalized according to Eq. (1) to allow for variations 
in the radar parameters and range, and their widths were 
adjusted to be the same by plotting them on a normal- 
ized frequency scale f/fmpx, where fmax is the difference 
between the doppler shift encountered by signals re- 
flected from the limb and for signals reflected from the 
disk center. 
The curves in Fig. 4 are dissimilar. The systematic 
difference is attributed to the presence of anomalously 
bright reflecting regions, the majority of which lay on 
the receding hemisphere during the course of these 
measurements. The apparent rotation of the planet has 
smeared the contributions from these regions so that they 
no longer give rise to discrete features in the spectrum. 
Accordingly, the curve for the approaching side has been 
adopted as representing the average scattering properties. 
We may define a function P(+), called the angular 
power spectrum, which is the power reflected per unit 
surface area into unit solid angle for unit incident flux 
when viewed at an angle + with respect to the mean 
surface normal. When defined in this fashion, a surface 
covered with isotropic scatterers would obey the law 
0 
1.0 1.2 0 0.2 0.4 0.6 0.8 
t I I I I A I  
"f,, 
Fig. 4. Comparison of the mean frequency power spectra 
P(f / fmax)  observed for Venus echoes in the Haystack CW 
experiment for the approaching and receding halves of 
the disk 
- 
The function F(+) can be recovered from spectra such 
as those shown in Fig. 4 by a suitable transformation 
(e.g,, Evans et al., 1966, Ref. 6). In Fig. 5 triangles rep- 
resent the mean angular power spectrum F(+) obtained 
for Venus echoes from the frequency power spectrum 
P(f/fmax) shown in Fig. 4 for the approaching hemisphere 
by means of a Bessel transformation (Evans, et al., 1966, 
Ref. 2). Also included as points are estimates obtained 
from measurements with short pulses. It can be seen that 
the two methods agree well, and the full line is the curve 
finally adopted. It should be noted that in obtaining F(+) 
from measurements of echo power vs delay or frequency 
it was assumed that rectilinear propagation holds. Con- 
sideration of the effects of refraction suggests that these 
will be significant. For + = 60 deg, the total bending of 
the ray will be 2 4  deg if the surface pressure is 100 atmo- 
spheres. Thus for + > 60 deg, the shape of the curve in 
Fig. 5 may be in error. 
I 2 L I CW RESULTS (NOT! \OOTHED) 
4 
Ly L
-32 
sin + 
Fig. 5. Relative echo power obtained fer Venus echoes 
B. limb Darkening 
In the absence of refraction, the effect of atmospheric 
absorption will be to modify the intrinsic scattering law 
Po(+) so that one observes 
If Fo(+> were known from theory or some other way, the 
optical depth T could be determined from the secant 
dependence in Eq. (10). Previously, we attempted to cir- 
cumvent the difficulty that Po(+) is unknown by compar- 
ing curves of ?(+) obtained at two frequencies (Evans 
et al., 1966, Ref. 6). Thus the mean power spectrum re- 
sults for 12.5 cm published by Muhleman (1965, Ref. 22) 
were transformed to obtain F(+) by the same method as 
the 3.8-cm results. Figure 6 compares the two curves. 
The difference in behavior for 0 < 4~ < 10 deg is be- 
lieved to be due to variations in the behavior of the 
surface at the subradar point, For 4~ > 20 deg, the dif- 
ference is thought to stem from the larger amount of 
atmospheric absorption encountered at Venus by the 
3.8-cm waves. 
sin + 
Fig. 6. Comparison of the angular scattering laws P(4J) 
derived from the mean frequency power spectra F(f/fmax) 
observed at 3.8 em (Fig. 4 approaching side) and 12.5 em 
If the scattering properties of the surface of Venus at 
3.8 and 12.5 cm were identical, and the atmosphere 
introduced only absorption, we would expect the scatter- 
ing laws P(+) observed at the two wavelengths to be 
related in 
where A is the difference in the one-way zenithal absorp- 
tion (dB) in the Venus atmosphere at the two frequencies. 
When the effects of refraction are considered, this equa- 
tion may be expected to break down. However, since the 
ray paths are the same at both frequencies, the differ- 
ence in the two curves (Fig. 6) should be relatively 
insensitive to refraction effects, at least up to + 5 60 deg. 
When refraction becomes important, the angle 4J associ- 
ated with a given doppler shift will be too large, and 
thus the observed power difference will be smaller than 
predicted by Eq. (11). 
Figure 7 shows the difference in the relative echo 
powers plotted in Fig. 6 as a function of sec +. Over the 
JP6 113 
10 30 40 2r 
== + 
Fig. 7. Difference in relative echo power for Venus echoes 
range 20 deg < + < 60 deg, the results fit a straight 
line quite well with the dependence 2A = 4.8 dB. For 
+ > 60 deg, the curve departs in the manner expected 
owing to the neglect of atmospheric refraction in the 
interpretation. The linear dependence on the secant of 
the local zenith angle + supports the view that atmo- 
spheric absorption is responsible. The estimate of the 
two-way zenithal absorption obtained here must be a 
lower limit, because (1) there may already be some 
absorption at 12.5-cm wavelength, and we are only 
examining the difference, and (2) the intrinsic scattering 
law of the surface may change with wavelength (as in 
the case of the moon) to cause the reflectivity of the 
limbs relative to the disk center to be higher (in the ab- 
sence of atmospheric absorption) at the shorter wave- 
length. The next section provides evidence that this is 
in fact the case. 
C. Theoretical Behavior 
Hagfors (1964, Ref. 12; 1966, Ref. 23), among many 
others, has discussed the scattering behavior of planetary 
surfaces at radio wavelengths. For many surfaces in 
which the autocorrelation function describing the hori- 
zontal variation of surface height is exponential, the 
power scattered per unit mean surface area per unit 
solid angle as a function of the angle of incidence + on 
the mean surface is of the form 
P(+) (cos4 + + C sin2 +)-3/2 (12) 
where C = (d’A/4~h:)~ is a constant in which d’ defines 
the horizontal correlation scale, and h: is the mean 
square height deviation of the surface. 
The scattering of the moon and Venus can be charac- 
terized by two components, one of which obeys a law 
of the type Eq. (12) and a second shows less angular 
dependence (Evans, 1965, Ref. 24; Evans et al., 1965, 
Ref. 15) 
P(+) (x cos3l2 + (13) 
These components have usually been termed “quasi- 
specular” and ‘diffuse,” respectively. The diffuse compo- 
nent has been attributed to structure on the surface 
comparable in dimension to the wavelength (e.g., boul- 
ders) and hence capable of scattering into all angles. 
Since the diffuse component appears to be responsible 
for all the echo power for + > 50 deg in the case of 
the moon (Evans, 1965, Ref. 24) and + > 60 deg for 
Venus (Evans et al., 1965, Ref. 15), it would be unrea- 
sonable to expect Eq. (12) to describe F(+) for all +, 
even neglecting absorption and refraction effects dis- 
cussed above. 
We have computed theoretical curves of e+) accord- 
ing to Eq. (12) modified for the effects of atmospheric 
absorption as in Eq. (10) and compared these with the 
mean curve of Fig. 5. Figure 8 shows illustrative exam- 
ples of such curves computed for various values of C 
and the one-way absorption. It can be seen that the ab- 
sorption controls the behavior in the region + > 30 deg, 
i.e., in a region where the theory is beginning to break 
down. It follows that this is not a reliable method by 
which to estimate the optical depth T (Eq. 10). However, 
it is also evident that the value of C derived should not 
be too sensitive to the assumed value of the absorption. 
Based upon this comparison we estimate that at 3.8 cm 
the appropriate value of C is 275, and the fit between 
the theory and experimental points is shown in Fig. 9. 
Figure 10 summarizes the values of the parameter C 
that have appeared in the literature (Beckman and 
Klemperer, 1965, Ref. 25) and includes the point ob- 
tained here. The values shown for the moon differ 
slightly from those published by Evans and Hagfors 
(1966, Ref. 26) because the “diffuse” component has not 
1 34 
sin + 
Fig. 9. Comparison of the experimental data points 
shown in Fig. 5 with a theoretical curve (cf. Fig. 8) for 
C = 75 and 3-dB, one-way vertical attenuation 
sin 9 
Fig. 8. Theoretical curves for the angular scattering law 
according to Eq. (12) when effects of atmospheric absorp- 
tion (Eq. 10) are included 
been subtracted out. In the case of the moon there is a 
clear wavelength dependence, indicating that the surface 
appears smoother at longer wavelengths. In the case of 
high owing to the way in which the curve for F(+) was 
constructed. At X = 41 and X = 68 cm, the values are 
probably lower estimates because of the lower resolution 
of the measurements. Thus it appears as if there is also 
a wavelength dependence in the apparent roughness for The relationship between C and the rms slope of the 
Venus, and a crude relation between the moon and Venus surface is far from straightforward (Hagfors, 1966, 
is to suppose that C(X),oon = 1/2 C(X)venus .  Ref. 23). There are difficulties associated with defining 
Venus the value of C for X = 23 cm is known to be too WAVELENGTH, cm 
Fig. 10. Values fer the parameter vs Wavelength for 
the moon and Venus 
what is really meant by a slope when the surface is de- 
scribed by an exponential autocorrelation function and 
the horizontal scale over which the sampling is carried 
out is unknown. Recent studies (Lincoln Laboratory, un- 
published) have shown, for the case of the moon, that 
the horizontal scales of importance in determining the 
effective.slope sampled by the wave extend down to 
the size of the wavelength. Further, the effective scale 
length changes with the angle of incidence +. That is, 
the effect of the wavelength is to filter out certain com- 
ponents of the spectrum of surface roughness in a way 
which depends upon +. Thus the ratio between the effec- 
tive vertical and horizontal scales he and d’, is approxi- 
mately (Hagfors, 1966, Ref. 23) 
he cos + 
d’, - (2C)l12 --- 
m 
V 
NORMALIZED FREQUENCY 
The rms surface slope /Irrns averaged over all possible 
directions over the surface is 
he epms = (2)112 - 
d’, 
cos + 
(C)*’2 z- 
Substitution into this expression leads to values Or,, 
+ 6 deg at X = 3.8 cm and + 5 deg for X 2 23 cm. 
The increased roughness found at the shorter wave- 
length implies that the limb darkening (Section IV-B) is 
less than would be expected as a consequence of atmo- 
spheric absorption alone. Thus we conclude that, as a 
lower limit, we may take A = 3 dB on the basis of the 
results presented here, and from Section I11 we place an 
upper limit on the one-way absorption of A = 5 dB. 
teri s 
. ~ o c a t ~ ~ m  of the Features 
Spectra of the signals reflected from Venus frequently 
show irregular structure, which persists from run to run 
and moves from high to low frequency in the manner 
expected if caused by anomalous scattering from discrete 
regions on the surface. Figure 11 provides an example 
of this behavior. The presence of these features is more 
readily apparent when the ratio is taken of the spectrum 
observed on a given day to the long-term average of 
spectra obtained over several weeks. Figure 12 shows 
Fig. 1’1 a The original echo power spectrum P(f/f& from 
which Fig. 12 was derived 
NORMALIZED FREQUENCY 
he ratio of the echo power P(f/frnaX) observed om 
ay to the long-term average over several weeks 
such a ratio plot, with a group of features clearly evident 
on the receding half of the disk. In both Figs. 11 and 12 
the existence of anomalous scattering regions is evident, 
but the presentation in Fig. 12 is somewhat more useful. 
The speed with which these features move through 
the spectra is related to the latitude, and the longitude 
can be established by noting the time when the feature 
lies at zero normalized frequency. However, it is not 
easily possible to determine in which hemisphere the 
region lies unless the orientation of the projected axis 
of rotation changes significantly during the observing 
period. Carpenter (1966, Ref. 13) and Goldstein (1965, 
Ref. 14; 1967, Ref. 27) have located a number of anoma- 
lously bright reflecting regions from studies of spectra 
such as Fig. 11 obtained at 12.5-cm wavelength. Spectra 
obtained at 3.8 cm appear to exhibit the same features 
found by these authors, but in view of possible ambigu- 
ity in locating the responsible regions by this method we 
have sought other means of establishing the positions. 
One technique employed at Lincoln Laboratory has 
been to resolve the echo power both with respect to time 
delay and frequency by transmitting a chain of phase- 
coherent pulses. This so-called delay-doppler technique 
permits the echo power to be mapped as a function posi- 
tion with respect to the apparent equator. However, the 
power from the northern and southern hemispheres is 
folded together. Figure 13 shows maps of this type ob- 
tained with 60-ps pulses. The effective resolution obtained 
is about 50 X 70 km. In these plots the variation in the 
reflectivity is presented as it would appear from the south 
planetary pole. Only the region surrounding the subradar 
point was examined, and the longitude of this changed 
with time. Features lying in the southern hemisphere 
will then be seen as bright areas lying at a fixed longi- 
tude, while contributions from regions in the northern 
hemisphere will appear to move in longitude. Real 
features seen in these plots should appear to line up 
vertically. The locations of the features Haystack V (con- 
sidered reliable) and Haystack E, F, G, and Et {consid- 
ered probable) are indicated. 
The most ambitious attempt thus far to map these 
variations in reflectivity was undertaken by Rogers et al. 
(1968, Ref. 28), who employed the 120-ft-diam Haystack 
antenna in conjunction with one of the 60-ft Westford 
antennas (Table 2) for reception as an interferometer. 
The spacing of these two antennas was such as to place 
about 10 interferometer fringes in a N-S direction across 
the planetary disk. The E-W resolution was then achieved 
by spectrum analysis of the echoes. In order to determine 
the particular fringe in which strong echoes lie, it is 
necessary to allow earth rotation to change the effective 
baseline length and hence the fringe spacing on the disk. 
Figure 14 shows the effective beam pattern achieved in 
these observations. Owing to the unfavorable orientation 
of the interferometer baseline together with restrictions 
on the allowed observing time, the synthesized beam 
(Fig. 13) has high side lobes. This results in a number 
of “ghost” or spurious bright regions in the map obtained 
(Fig. 15). Table 5 summarizes the features identified in 
. l o c a ~ i o ~  f radar features on 
Feature 
Haystack I 
Haystack II 
Haystack 111 
Haystack IV 
Haystack V 
Haystack A 
Haystack B 
Haystack C 
Haystack D 
Haystack E 
Haystack F 
Haystack G 
Haystack H 
location from Haystack 
Probable JPL 
identification Latitude, dag Longitude, deg 
- 1  c 2  
-81 f 2  
-78 f 2  
-65 k 3  
-73 k l  
-68 k 2  
-81 f 3  
-36 f 3  
-39 f 4  
-49 f 1  
-61 f l  
-70 + 1  
-77 21 
-26 k3 
Goldstein a 
Carpenter F 
Goldstein /3 center = 
4-31 f 2  
-7 f 3  
-1.5 U0.5 
4-23 2 2  
-12 -13 
-13 f 2  
4-10 f 4  
4-3 f 0 . 5  
+2  2 0 . 5  
4-5 f 2  
4-4 2 2  
Carpenter C 
Carpenter C2 
Other possible features 
Carpenter D2 
Goldstein 8 
Carpenter B1 
None 
None 
Carpenter E 
Carpenter D 
Carpenter D3 
None 
Carpenter B 
location from JPL 
Longitude, deg 
0 f?  
0 k 0 . 7  
-78 +-6 
-68.9 f 1 . 3  
-70.0 fO.7 
-70.0 k0 .7  
-69 f ?  
-75.8 kO.6 
-49.3 20 .9  
-61.0 k1.8 
-60.5 f 0 . 7  
-78.1 f 2 . 6  
Latitude, des 
-29 2 2  
-26.7 k 1.8 
4-23 k 4  
-6.8 k5.8 
-2.5 k3 .7  
4-22.7 f 1 . 7  
4-26 k? 
-11.9 k4 .4  
4-6.4 f 8 . 5  
-1.7 k7.1 
-2.5 k4.1 
-3.3 2 8 . 7  
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Fig. 14. Examples of the antenna patterns synthesized in the interferometer experiments 
of Rogers et al. (1968, Ref. 28) 
this work and in observations carried out near the time 
of the 1967 inferior conjunction. Also given in Table 5 
is the corresponding position of what is probably the 
same feature as given by Carpenter (1966, Ref. 13) or 
Goldstein (1967, Ref. 14). The Haystack observations are 
separated into two classes. Those given a roman numeral 
are regarded as definite identifications; those given a 
letter are somewhat less reliable, either because there re- 
mains some uncertainty as to the hemisphere or because 
the feature is not very pronounced. Figure 16 shows the 
locations of all these features on a diagram having a 
Venus-centered coordinate system. 
B. Nature of the Anomalously Scattering Features 
There are three possible ways of accounting for the 
local excess radar brightness of certain regions on the disk 
of Venus, viz: (1) the dielectric constant and hence re- 
flection coefficient is higher in these regions; (2) these 
are regions in which the surface is locally rough on the 
scale of the wavelength and thus backscatter preferen- 
tially; and (3) these are regions which are high (e.g., 
mountains), and the atmospheric absorption to the tops 
is less than that to the mean surface. Possibly more than 
one mechanism is involved, and different mechanisms 
may predominate in various cases. Evans (1968, Ref. 9) 
reported that the increased cross section observed at 
longitudes near 100 deg (Fig. 1) appeared to coincide 
with the passage of a large anomalous region (identifi- 
able as y in Goldstein’s list (1967, Ref. 14) across the 
disk, and suggested that this was an elevated region. On 
the other hand, radar ranging measurements appear to 
indicate a very uniform value for the equatorial radius 
(I. I. Shapiro, private communication). If a region was 
elevated, one would expect it to appear increasingly 
bright relative to its environs as it approached the limb, 
owing to the secant dependence of the absorption along 
the path. We have tested this prediction for the isolated 
feature A in Carpenter’s list (1966, Ref. 13). Figure 17 
shows the relative intensity of A obtained from ratio 
plots such as Fig. 12 as a function of the longitude. 
There seems no definite tendency for A to brighten as 
it approaches the limb, and thus we conclude that this 
feature at least is not particularly elevated. Figure 18 
shows a similar plot for Haystack I1 (i.e., the peak of 
the complex region identified by Goldstein as p). It is 
interesting to note that this region brightens relative to 
its environs as it moves away from the subradar point, as 
would be expected if it was rough. Yet it does not yield 
a lower reflectivity than an equivalent smooth area when 
it lies at the subradar point. This must mean that, in 
addition to being rough, the average reflectivity is higher 
1 
-80 -40 0 
LONGITUDE, C g  
also. An increase in reflectivity, on the other hand, can- 
not be made to account for the increased relative bright- 
ness as the feature moves from the subradar point. Thus 
it seems that increases in both the roughness and reflec- 
tion coefficient are involved in the case of Haystack 11. 
n view of the smooth appearance of the largest part of 
the surface of Venus, we are tempted to conclude that 
(as on the moon) an efficient erosion process is at work. 
f this is so, then these rough regions are presumably 
young features on the surface and may even be of im- 
pact origin. 
The atmospheric attenuation of radio waves at 3-cm 
wavelength in a CO, atmosphere has been discussed by, 
among others, Barrett (1961, Ref. 29) and Barrett and 
Staelin (1964, Ref. 30). Since CO, is a symmetrical mole- 
cule possessing no dipole moment, it is not a resonant 
absorber and can be made to absorb only in a transient 
manner, i.e., during the course of a collision. The absorp- 
tion coefficient thus varies with the square of the pres- 
rrett (1961, Ref. 29), 
rs suggest that the 
microwave emission spectrum of Venus is consistent with 
a surface pressure of the order of 20-30 atmospheres of 
CO,, provided that the surface temperature is raised to 
650-700°K. This model cannot, however, account for the 
absorption of 3.8-cm radar signals inferred from the mea- 
surements reported above (3 dB < A < 5 dB). If the 
Soviet pressure and temperature curves are extrapolated 
to higher values, then it would appear that the total 
Fig. 16. locations of features identified in Haystack ob- 
servations as anomalously reflecting regions (Tabte 5) 
LONGITUDE ALONG EQUATOR, deg 
0 
Fig. 37. Plot of the relative intensity of the isolated fea- 
ture "Carpenter A" as a function of position in ratio plots 
absorption implied by the radar results can be attained 
when the surface pressure is raised to ~ 1 0 0  atmospheres 
(Kumin, 1968, Ref. 31; Thaddeus, private communica- 
tion). This value depends somewhat upon the assumptions 
LONGITUDE ALONG EQUATOR, deg 
0 
Fig. 18. Plot of the relative intensity of the complex re- 
gion Haystaek II as a function of position in the plots such 
as Figs. 11 and 12 
made concerning the presence of water vapor and the 
precise way in which the temperature and pressure 
curves are extrapolated. Alternatively, the observed ab- 
sorption can be achieved by introducing into the atmo- 
spheric model a resonant microwave absorber. Water 
vapor is one such molecule, but limits on the amount 
that may be invoked exist from (1) the presence of a 
detectable absorption line in the microwave emission 
spectrum at 1.34-cm wavelength, and (2) the Soviet 
probe results which seem to preclude H,O as the respon- 
sible absorber. The radar range determination of the 
radius of Venus as ~ 6 0 5 0  km (Ash et al., 1967, Ref. 32, 
and 1968, Ref. 33; Melbourne et al., 1968, Ref. 34), to- 
gether with the results of the Mminer V probe (Kliore 
et al., 1968, Ref. 35) suggest that the former explanation 
(high surface pressure) is the correct one. 
Measurements of the average scattering behavior show 
that Venus is significantly smoother than the moon, 
although as regards the moon there is a tendency for the 
apparent roughness to increase as the wavelength of 
the exploring signal is shortened. Regions of anomalously 
high reflectivity have been located by means of experi- 
ments carried out using, among others, a radar interfer- 
ometer. Table 5 summarizes the location of those features 
visible near inferior conjunction. 
In summary, the new work reported here confirms 
and extends somewhat earlier observations at JPL of the 
RE 32- 7 47% 
location of anomalously reflecting regions on the disk of 
Venus. Using the coordinate system defined in Section 111, 
we find that the largest regions of anomalous reflectivity 
are centered approximately at -80 deg longitude, 26 deg 
latitude, and -70 deg longitude, -5 deg latitude. Each 
of these extends over a region of the order of 10 X 10 deg 
and appears to contain a number of centers. Since these 
two features tend to lie at the same doppler shift, it is 
difficult to separate them using doppler and/or delay- 
doppler resolution alone, and the interferometer mea- 
surements of Rogers et al. (1968, Ref. 28) represent a 
considerable advance. Despite this, some misidentifica- 
tion may have been made, and in any event it seems 
doubtful that these regions have been fully resolved. 
When this is done, it is likely that they will be seen to 
be so complex that the idea of locating individual fea- 
tures will have to be abandoned. Elsewhere on the disk 
there are isolated regions of high reflectivity that have not 
been fully resolved in the measurements made thus far. 
It is suggested that the principal difference between 
the anomalously bright regions and their environs is that 
the bright regions are rougher on a scale comparable 
with the wavelength and probably also denser. The rea- 
son for such differences is not known. Possibly these 
features are of external origin (e.g., impact craters) 
though internal effects (e.g., convection cells) may be 
capable of giving rise to differences in surface roughness. 
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Radar Measurements of Lunar Surface Roughness 
Allan Shapiro, E. A. Uliana, and 6. S. Yaplee 
E. 0. Hulborf Cenfer for Space Research 
Naval Research Laboratory 
Washingfon, D. C. 
Direct topographic information about planetary surfaces is obtained from radar 
meamrements if the transmitted pulse is sufficiently narrow to resolve the surface 
structure. The height distribution of the reflecting areas in the observed region 
can be derived from the shape of the radar echo rise time. The Naval Research 
Laboratory high-range resolution lunar echoes are presented to illustrate the effect 
of surface topography on the shape and structure of the early part of the radar 
echo. Earth-based radar observations of planetary surfaces are limited by restricted 
coverage and sensitivity requirements. These limitations can be overcome by  utilix- 
ing radar observations from planetary orbiters with high inclination. I n  particular, 
observations from an orbiting radar around Venus would probably provide the only 
direct information about the planet surface topography. 
1. Introduction 
Planetary radar measurements in the past have been 
primarily concerned with the determination of radar re- 
flectivity of the observed surface. For the moon, the 
reflectivity of the surface was obtained with relatively 
high spatial resolution (Ref. 1). The variations of the 
radar reflectivity over the lunar surface provide estimates 
of surface roughness and structure. 
When the radar range resolution is sufficiently in- 
creased so that the surface structure is resolved, and the 
observations are restricted to the initial portion of the 
reflecting surface, then the height variations of the sub- 
radar region can be directly measured. The height dis- 
crimination of the radar probing pulse reveals the 
distribution of reflecting areas at different heights as the 
pulse traverses sequential layers of the surface structure. 
Thus an analysis of the early part of the radar echo will 
provide a description of the associated topography by 
relating the amplitude of each range interval with reflect- 
ing surfaces at the given height. In this paper the basic 
relations between the shape of the radar echo rise time 
and the physical structure of the reflecting surface are 
discussed, and experimental results are presented by com- 
paring the rise time of lunar echoes with photographs of 
the observed surface structure, which confirms the ex- 
pected relationship. 
P 
The basic geometry and measurement procedure of the 
Naval Research Laboratory (NRL) lunar radar observa- 
tions have been described by Shapiro et al. (Ref. 2). As 
shown there, the incident pulse resolves the curved sur- 
face of the moon into a series of concentric annular rings, 
whose projected areas are equal, The radius of the first 
circular area for a 1-,US range resolution is about 20 km 
on the moon and corresponds to an angular resolution of 
20 arc seconds. 
Ill. Effect of Surface ise 
Time 
The effect of a few basic types of possible surface 
structures on the shape of the radar return rise time will 
be considered. To simplify the analysis, it is assumed that 
the reflected energy is proportional to the projected area 
in the layer for a given range interval and variations of 
the reflection coefficient will be neglected. In Fig. 1, the 
expected radar returns from a smooth surface (that is, a 
surface whose structure is less than 1 range resolution) 
and a uniformly rough surface extending to 5 range reso- 
lution intervals are compared. For the smooth surface, the 
energy in the first range interval is reflected from the 
whole initial circular area, and thus the radar echo in- 
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creases to its full amplitude within 1 range interval. For 
the rough surface, on the other hand, the energy in the 
first range interval is reflected from the projected areas 
of the highest layer on the initial circular region, which 
for the assumed uniform height distribution corresponds 
to only 1/5 of the full amplitude. In the second range 
interval, the energy is reflected from the second layer of 
the circular area and the top layer of the first annular 
ring and thus increases the radar echo to 2/5 of the full 
amplitude. The returned energy increases linearly until 
the lowest layer of the circular area is reached, which for 
the assumed conditions occurs after 5 range resolution 
intervals. When the full amplitude is attained, the energy 
is reflected from five different layers, ranging from the 
top layer of the fifth annular ring to the bottom layer of 
the initial circle. The amplitude in the following range 
intervals will remain invariant, as the corresponding 
energy is reflected from five contiguous annular rings, 
whose radii progressively increase with the number of 
range intervals. Thus the rise time for this rough surface 
is increased by a factor of 5, and in general the rise time 
is proportional to the size of the surface roughness. 
IV. ~ o ~ ~ ~ ~ f o r ~  Height 
The actual surface of a planet or the moon will consist 
of both rough and smooth structure in a given resolved 
area, and the particular combination will determine the 
shape of the radar echo rise time. In the general case, the 
early part of the radar echo can be divided into five dis- 
tinct groups of range resolution intervals, as shown in 
Fig. 1, whose associated amplitudes will define the type 
of surface that is being observed. The amplitudes in the 
first and fifth group can be used as reference amplitudes 
for the given echo, establishing the noise level and the 
average return of the given region. The radar return in 
the fifth group is not greatly affected by any variations 
in elevation or depression, since the width of the annular 
rings decreases rapidly as the range increases, and thus 
any features on the surface that are located in those 
annular rings and beyond contribute very little to the 
amplitudes in the fifth group. The amplitudes of the third 
group of range intervals correspond to the main part of 
the rise time and will be associated with the large smooth 
areas of the observed surface. The amplitudes of the 
second and fourth groups are associated with reflections 
from mountains that are located either in the flat areas 
of the initial concentric annular rings or in the general 
vicinity. For example, consider a single mountain in a 
flat area with a plateau of sufficient reflecting area at the 
top so that the radar return can be detected. If the height 
R 
of the plateau exceeds the range resolution, and the slope 
of the mountain is sufficiently steep, the radar echo will 
appear as a precursor, which precedes the main part of 
the echo. The separation between the precursor and the 
main part of the echo indicates the minimum height of 
the mountain structure. The actual height equals the 
measured height only if the feature is located in the initial 
circular area. Since a higher mountain located in one of 
the later annular rings would produce the same precursor, 
it is not possible from one observation to associate the 
location of the mountain with a particular annular ring. 
If, however, the radar beam scans the observed surface, 
as is usually the case, and the position and motion of the 
radar beam relative to the surface are known, the location 
and height of the feature can be derived from an analysis 
of the time motion of the precursor relative to the main 
echo. The equations for such an analysis are derived in 
an appendix. They show that at least three independent 
observations are required to determine the coordinates of 
one feature and that the accuracy of the position determi- 
nation improves as the distance between the mountain 
and the subradar point increases. However, the position 
determination has, in general, a two-fold ambiguity, 
except when the feature is located directly on the sub- 
radar track. This ambiguity can be resolved if the region 
is scanned from two different directions. 
Alternately, if a large mountain or depression is present 
in one of the later annular rings, it will add or subtract 
energy in one or more of the later range intervals and thus 
introduce fine structure into the echo after the main part 
of the rise time. The location and height of such a feature 
can be similarly obtained, using the analysis described in 
the appendix, if its time history relative to the main part 
of the rise time is traced as the radar scans across the 
region. 
When two or more features are present that are re- 
solved either in height or location by the radar system, the 
location and height of such features can be obtained from 
the same analysis if more independent observation equa- 
tions are available. In general, quantitative description of 
the observed region is possible, indicating both the extent 
of roughness and relative abundance of mountain struc- 
ture and smooth areas. In complex regions, the flat areas 
may appear as plateaus or depressions at different heights 
which will introduce fine structure into the main part of 
the radar echo rise time. Thus it can be expected that 
lunar radar echoes with a range resolution that resolves 
the surface structure should show variations of rise time 
structure, which after proper analysis can provide infor- 
mation about the lunar surface topography. 
R 
The NRL lunar radar measurements obtained radar 
echoes from different surface structures ranging from 
relatively smooth areas near Hyginus and Mosting to con- 
siderably more complex areas near the Ukert and Herschel 
craters. In Fig. 2, six typical radar echoes are shown. The 
echoes have been arranged in order of increasing surface 
roughness starting from the top. The first three echoes are 
associated with large smooth surfaces, as can be deduced 
from the steep slope of the rise time. The top echo comes 
from the Hyginus region, and as seen in the photograph 
of the region in Fig. 3, the subradar surface for the first 
several range intervals is relatively smooth except for a 
few small craters and the Rima Hyginus. In Fig. 3, circles 
represent nominal spatial resolution due to 1-ps incident 
pulse (1-10, 16). The radar moves left toward Triesnecker 
E located between Ukert on top and Triesnecker at the 
bottom. In the later range intervals, the rapid increase in 
elevation near Triesnecker and the high mountain ridges 
near Ukert causes the fine structure in the latter part of 
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the echo. This is more evident in Fig. 4, where the time 
shift of the fine structure is seen as the radar subearth 
point approaches the Triesnecker and Ukert ridges. The 
echoes in Fig. 4 as well as in the subsequent radar echo 
time displays are obtained at about 1-h intervals, corre- 
sponding to a displacement of the subradar point by a 
few kilometers. 
The second and third echo come from the Miisting 
region shown in Fig. 5. Mijsting is located in the south- 
west. The radar moves toward Masting, and the last ob- 
servation is located just above Mosting wall. This area, 
although mainly flat, has a few mountains (Siimmering) 
in the subradar region. These can be deduced from tbe 
precursor of the radar echo to be about 600 m high. The 
fine structure in the latter part of the echo can be again 
associated with the increase in elevation near the Masting 
crater, and the motion of this feature is shown in the 
radar echo time history of Fig. 6, as the crater is ap- 
proached by the radar. At the same time, the displace- 
ment of the SSmmering mountains relative to the subearth 
point is observed from the joining of the precursor with 
the main part of the rise time in the later echoes. The 
second peak is probably associated with the Schroeter and 
SGmmering ridges and with the height variations near 
Flammarion. 
The bottom three echoes of Fig. 2 are associated with 
areas of considerable roughness, and this is indicated both 
by the large precursor and long rise time of the radar 
echo. These echoes are more difficult to interpret, for the 
radar return is made up of the reflected energy from 
many areas, which may be located in different spatial 
resolution intervals, but which all happen to be in the 
same range interval as viewed from the radar system. 
However, the width of the precursor and the width of 
the main part of the radar echo will provide quantitative 
description of the minimum height distribution and 
roughness of the observed area. For example, the surface 
for the fourth echo is located directly in the Ukert region, 
as seen in Fig. 7. The radar moves parallel to the Ukert 
ridge. The presence of the large smooth area in the 
Hyginus region preserves the monotonic rise of the main 
part of the echo, but the slope is decreased by the pres- 
ence of considerable height variations in the northern 
part near Ukert. The extended precursor indicates a 
minimum height of 1.5 km for the mountain structure. 
The height of the mountain ring around Ukert is about 
2.5 km from optical measurement, and owing to the dis- 
placement relative to the subradar point should appear 
as about 1.8 km in the radar echo. As the radar scans the 
plains parallel to the mountain ridges of Ukert, the fine 
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Fig. 4. Radar echoes associated with Hyginws region 
structure does not move appreciably relative to the main 
part of the rise time (see Fig. 8). 
The next echo comes from a similar region except that 
a large plateau is present. The region is shown in Fig. 9 
and is located near Lalande on the left. The radar moves 
toward Lalande, passing Lalande E on the south. The 
presence of the large southern plateau introduces fine 
structure into the main part of the rise time, but this struc- 
ture is interrupted during the middle of the scan by the 
depression of Lalande R as seen in Fig. 10. 
Finally, the last echo of Fig. 2 is associated with a 
complex area, where rather extensive mountain structure 
is interspersed with flat areas at different heights. The 
region is shown in Fig. 11 and is located near the crater 
Herschel. The radar moves away from Herschel (on the 
right) toward Flammarion; the large smooth southern 
area is Ptolemaeus. The considerable complexity of 
the area produces a fine structure in the main part of the 
rise time of the echo where the peaks are associated with 
large plateaus at the given range intervals. The time 
history of the radar echoes shown in Fig. 12 indicates 
that one of the plateaus is located in the path of 
the subradar point and that its depression relative to the 
mountain peaks is at least 900 m. 
To show the consistency of the effect of the surface 
structure on the pulse rise time, two radar echoes which 
were measured on two different days from the same area 
are shown for both a rough and smooth area in Figs. 13 
and 14. Little variation is seen in the radar rise time 
structure. 
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Fig. 6. Radar echoes associated with Mosting region 
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Fig. 8. Radar echoes associated with Ukert- 
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Fig. 10. Radar echoes 
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Fig. 12. Radar echoes associated with Herschel region 
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Fig. 13. Comparison of radar echoes from 
same rough area 
VI. Biseussion und Conclusions 
The combination of accurate height determination 
with moderate spatial resolution can provide useful infor- 
mation about surface topography in many applications. 
The ability to determine the height variations and extent 
of roughness of a given area and the location and 
height of prominent features on planetary surfaces can 
complement the photographic observations where avail- 
able. In addition, estimates of the peak, mean, and mini- 
mum height can be associated with each observed area. 
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Fig. 14. Comparison of radar echoes from 
same smooth area 
Radar observations from the earth are restricted in cov- 
erage to the subearth region on the moon and limited by 
sensitivity requirements when applied to the planets. 
However, if radar observations were made from two 
planetary orbiters, utilizing a polar and high-inclination 
orbit, unambiguous topographic information could be 
obtained over most of the planetary surface. Such mea- 
surements would also provide an accurate determination 
of the geometric size and shape of the given planet. 
In applying this method to planetary exploration three 
different cases could be considered. 
1. Where photographic and optical height observations 
are available, such as for the front side of the moon, 
the optical height variations could be used to calibrate the 
radar measurements, and the radar measurements could 
then be applied to obtain additional height information 
about the backside of the moon. Furthermore radar ref- 
erence points could be established for future earth-based 
radar observations. Such reference points would permit 
high-accuracy lunar distance measurements for such ap- 
plications as celestial mechanics, navigation, time syn- 
chronization, and geodesy. 
2. Where photographic evidence is available or can be 
obtained, such as for Mars and Mercury, the radar mea- 
surements could be combined with the optical informa- 
tion to obtain more accurate height information. 
3. However, the most interesting application of this 
technique is in the case of Venus, where no optical infor- 
mation is available. In this case, the radar observations 
will probably provide the only direct information about 
the geometric surface structure, size, and shape of the 
planet. It is in this application where high range resolution 
radar observations may make the greatest contribution. 
Finally, the radar observations could be utilized to 
provide estimates of the reflection coefficients of differ- 
ent areas, if the extent of the reflecting areas at different 
heights can be derived from optical observations. 
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Appendix 
Plateau in a Flat Region 
Determination of Height and Location of an Elevated 
Assume a coordinate system with the xy plane on the 
surface of the planet, and neglect the small curvature, 
for location determination of less than 200 km from the 
subradar point. Let x, y, z be the true location and 
height of a given feature, and let xoi,  yoi be the coordi- 
nates of the subradar point, whose position and motion 
are known. In Fig. A-1 the radar echo at a given time 
and the corresponding surface structure are shown. 
Let the measured height of the feature relative to 
the smooth flat area be pi.  Then the true height 
x = p i  + (ni + 1/2) CT/2, where ni corresponds to the 
nth annular ring in which the feature is located, and 
the factor 1/2 places it somewhere in the middle of 
this ring. 
The number of the annular ring is then given by 
The distance of the feature relative to the subradar point 
can be expressed as 
where b is the lunar radius. Substituting for ni, we can 
express the equation in terms of the coordinates of the 
feature, the known quantities xoi,  yo;, b, c, T ,  and the mea- 
sured quantity pi, as 
(x - x o i p  + (y - yo$ = 2b ( x  - p i )  
or 
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Fig. A-1. Plateau in flat region 
From a series of observations made as the radar scans 
the region, the values of x, y, x can be derived, if three 
independent observations are available. However, x and y 
will have a two-fold ambiguity due to the squared 
relationship. 
If an initial estimate of the position of the feature can 
be made from optical information, a least square fit 
can be applied. In this case, 
x - xoi 
b 
Y - Y o i  
b AY 
Ax - Ap =: Ax - 
It is seen that the accuracy of Ax and Ay is degraded 
since 
x - x,; 
b 
y - yoi 
b 
and + 0.01 - 0.1 
and the accuracy of the position correction will depend 
on the distance of the feature relative to the subradar 
point being of the order of 1.5 to 15 km for a 1-ps pulse, 
while the accuracy of the height measurement is equal 
to the range resolution of 150 m. If more than three 
observations are used, the accuracy for both the height 
and position should improve as (N)'l2 where N is the 
number of observations. 
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Topography and the Surface of Mars 
Alan B. Binder 
I l l  Research Institute 
Chicago, Illinois 
Topographic data obtained by radar ranging along the 4-21-degree parallel of 
Mars have been correlated with surface dztail. The data show that the high areas 
are deserts, the canals occur in broad and frequently deep valleys, and the maria 
occur in low areas or on slopes. The data confirm the concept that frost is de- 
posited predominately in the high areas and add support t o  the concept that the 
dark areas are biological in nature. 
Probing Planetary Surface and Subsurface 
Structures With Bistatic Radar 
G. Leonard Tyler 
Center for Radar Astronomy 
Stanford University 
Stanford, California 
Bistatic-radar experiments conducted on the Moon are sensitive both to the 
surface and subsurface structure of the lunar crust. The available data suggest that 
conditions on Mars are probably equally conducive to electromagnetic soundings 
of surface properties. I n  the case of Venus, radar may provide the only method for 
surveying the surface for some time. At lunar ranges useful experiments have been 
performed using only “leftover” radiation from spacecraft telemetry systems. Pro- 
portionally greater gains are expected from systems designed specifically for radar 
sounding of surfaces. 
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