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Abstract
Scalar fields are used in many disciplines to represent scalar quantities over some spatial
domain. Their versatility and the potential to model a variety of real-world phenomena
has made scalar fields a key part of modern data analysis. Examples range from model-
ing scan results in medical applications (e.g. Magnetic Resonance Imaging or Computer
Tomography), measurements and simulations in climate and weather research, or failure
criteria in material sciences. But one thing that all applications have in common is that the
data is always affected by errors. In measurements, potential error sources include sensor
inaccuracies, an unevenly sampled domain, or unknown external influences. In simulations,
common sources of error are differences between the model and the simulated phenomenon
or numerical inaccuracies. To incorporate these errors into the analysis process, the data
model can be extended to include uncertainty. For uncertain scalar fields that means re-
placing the single value that is given at every location with a value distribution. While in
some applications, the influence of uncertainty might be small, there are a lot of cases where
variations in the data can have a large impact on the results. A typical example is weather
forecasts, where uncertainty is a crucial part of the data analysis.
With increasing access to large sensor networks and extensive simulations, the complexity
of scalar fields often grows to a point that makes analysis of the raw data unfeasible. In such
cases, topological analysis has proven to be a useful tool for reducing scalar fields to their
fundamental properties. Scalar field topology studies structures that do not change under
transformations like scaling and bending but only depend on the connectivity and relative
value differences between the points of the domain. While a lot of research has been done
in this area for deterministic scalar fields, the incorporation of uncertainty into topological
methods has only gained little attention so far.
In this thesis, several methods are introduced that deal with the topological analysis
of uncertain scalar fields. The main focus lies on providing fundamental research on the
topic and to drive forward a rigorous analysis of the influence of uncertainty on topological
properties.
One important property that has a strong influence on topological features are stochastic
dependencies between different locations in the uncertain scalar field. In the first part of
this thesis, we provide a method for extracting regions that show linear dependency, i.e.
correlation. Using a combination of point-cloud density estimation, clustering, and scalar
field topology, our method extracts a hierarchical clustering. Together with an interactive
visualization, the user can explore the correlation information and select and filter the
results. A major benefit of our approach is the comprehensive handling of correlation. This
also includes global correlation between distant points and inverse correlation, which is often
only partially handled by existing methods.
The second part of this thesis focuses on the extraction of topological features, such as
critical points or hills and valleys of the scalar field. We provide a method for extracting
critical points in uncertain scalar fields and track them over multiple realizations. Using a
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novel approach that operates in the space of all possible realizations, our method can find
all critical points deterministically. This not only increases the reliability of the results but
also provides complete knowledge that can be used to study the relation and behavior of
critical points across different realizations. Through a combination of multiple views, we
provide a visualization that can be used to analyze critical points of an uncertain scalar field
for real-world data.
In the last part, we further extend our analysis to more complex feature types. Based on
the well-known contour tree that provides an abstract view on the topology of a deterministic
scalar field, we use an approach that is similar to our critical point analysis to extract and
track entire regions of the uncertain scalar field. This requires solving a series of new
challenges that are associated with tracking features in the multi-dimensional space of all
realizations. As our research on the topic falls under the category of fundamental research,
there are still some limitations that have to be overcome in the future. However, we provide
a full pipeline for extracting topological features that ranges from the data model to the




Skalarfelder sind Funktionen, die jedem Punkt eines Raumes einen skalaren Wert zuweisen.
Sie werden in vielen verschiedenen Bereichen zur Analyse von skalaren Messgrößen mit
räumlicher Information eingesetzt. Ihre Flexibilität und die Möglichkeit, viele unter-
schiedliche Phänomene der realen Welt abzubilden, macht Skalarfelder zu einem wichtigen
Werkzeug der modernen Datenanalyse. Beispiele reichen von medizinischen Anwendun-
gen (z.B. Magnetresonanztomographie oder Computertomographie) über Messungen und
Simulationen in Klima- und Wetterforschung bis hin zu Versagenskriterien in der Material-
forschung. Eine Gemeinsamkeit all dieser Anwendungen ist jedoch, dass die erfassten Daten
immer von Fehlern beeinflusst werden. Häufige Fehlerquellen in Messungen sind Sensorun-
genauigkeiten, ein ungleichmäßig abgetasteter Betrachtungsbereich oder unbekannte externe
Einflussfaktoren. Aber auch Simulationen sind von Fehlern, wie Modellierungsfehlern oder
numerischen Ungenauigkeiten betroffen. Um die Fehlerbetrachtung in die Datenanalyse
einfließen lassen zu können, ist eine Erweiterung des zugrunde liegenden Datenmodells auf
sogenannte unsicheren Daten notwendig. Im Falle unsicherer Skalarfelder wird hierbei statt
eines festen skalaren Wertes für jeden Punkt des Definitionsbereiches eine Werteverteilung
angegeben, die die Variation der Skalarwerte modelliert. Während in einigen Anwendun-
gen der Einfluss von Unsicherheit vernachlässigbar klein sein kann, gibt es viele Bereiche,
in denen Schwankungen in den Daten große Auswirkungen auf die Resultate haben. Ein
typisches Beispiel sind hierbei Wettervorhersagen, bei denen die Vertrauenswürdigkeit und
mögliche alternative Ausgänge ein wichtiger Bestandteil der Analyse sind.
Die ständig steigende Größe verfügbarer Sensornetzwerke und immer komplexere Sim-
ulationen machen es zunehmend schwierig, Daten in ihrer rohen Form zu verarbeiten oder
zu speichern. Daher ist es wichtig, die verfügbare Datenmenge durch Vorverarbeitung auf
für die jeweilige Anwendung relevante Merkmale zu reduzieren. Topologische Analyse hat
sich hierbei als nützliches Mittel zur Verarbeitung von Skalarfeldern etabliert. Die Topolo-
gie eines Skalarfeldes umfasst all jene Merkmale, die sich unter bestimmten Transforma-
tionen, wie Skalierung und Verzerrung des Definitionsbereiches, nicht verändern. Hierzu
zählen beispielsweise die Konnektivität des Definitionsbereiches oder auch die Anzahl und
Beziehung von Minima und Maxima. Während die Topologie deterministischer Skalarfelder
ein gut erforschtes Gebiet ist, gibt es im Bereich der Verarbeitung von Unsicherheit im
topologischen Kontext noch viel Forschungspotenzial.
In dieser Dissertation werden einige neue Methoden zur topologischen Analyse von un-
sicheren Skalarfeldern vorgestellt. Der wesentliche Teil dieser Arbeit ist hierbei im Bereich
der Grundlagenforschung angesiedelt, da er sich mit der theoretischen und möglichst ver-
lustfreien Verarbeitung von topologischen Strukturen befasst.
Eine wichtige Eigenschaft, die einen starken Einfluss auf die Struktur eines unsicheren
Skalarfeldes hat, ist die stochastische Abhängigkeit zwischen verschiedenen Punkten. Im er-
sten Teil dieser Dissertation wird daher ein Verfahren vorgestellt, das das unsichere Skalar-
feld auf Regionen mit starker linearer Abhängigkeit, auch Korrelation genannt, untersucht.
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Durch eine Kombination aus hochdimensionaler Punktwolkenanalyse, Clusterbildung und
Skalarfeldtopologie extrahiert unsere Methode eine Hierarchie von Clustern, die die Korre-
lation des unsicheren Skalarfeldes repräsentiert. Zusammen mit einer interaktiven, visuellen
Aufbereitung der Daten wird dem Nutzer so ein explorativer Ansatz zur Betrachtung der
stochastischen Abhängigkeiten geboten. Anzumerken ist hierbei, dass unser Verfahren auch
globale und inverse Korrelation abdeckt, welche in vielen verwandten Arbeiten oft nicht
vollständig behandelt werden.
Der zweite Teil dieser Dissertation widmet sich der Analyse und Extraktion von topolo-
gischen Merkmalen, wie kritischen Punkten oder ganzen Hügeln oder Tälern im Funktions-
graphen des Skalarfeldes. Hierzu wird ein Verfahren zur Berechnung von kritischen Punkten
vorgestellt, das diese auch über viele verschiedene Realisierungen des unsicheren Skalarfeldes
identifizieren und verfolgen kann. Dies wird durch einen neuen Ansatz ermöglicht, der den
Raum aller möglichen Realisierungen nach geometrischen Strukturen untersucht und somit
kritische Punkte deterministisch berechnen kann. Dadurch, dass mit diesem Verfahren keine
kritischen Punkte ausgelassen werden, steigt nicht nur die Vertrauenswürdigkeit der Resul-
tate, sondern es wird außerdem möglich, Beziehungen zwischen kritischen Punkten zu unter-
suchen. Zu diesen Beziehungen gehört beispielsweise das Wandern von kritischen Punkten
über verschiedene Positionen oder auch die Entstehung von Skalarwerthügeln oder -tälern.
Um die Resultate visuell zu untersuchen, stellen wir mehrere verknüpfte Ansichten bereit,
die eine Analyse von kritischen Punkten auch in realen Daten ermöglichen.
Im letzten Teil dieser Arbeit erweitern wir die Betrachtung der Topologie von kriti-
schen Punkten auf komplexere Strukturen. Basierend auf dem Konturbaum, der eine ab-
strakte Repräsentation der Topologie eines deterministischen Skalarfeldes ermöglicht, un-
tersuchen wir, wie ganze Regionen des Skalarfeldes von Unsicherheit betroffen sind. Dies
führt zu einer Reihe von neuen theoretischen und auch praktischen Herausforderungen, wie
der stark steigenden Komplexität der notwendigen Berechnungen oder Inkonsistenzen bei
der Verfolgung von topologischen Strukturen über mehrere Realisierungen. Auch wenn zur
Anwendung unserer Verfahren auf reale Daten aufgrund des großen Möglichkeitsraumes von
unsicheren Skalarfeldern noch Einschränkungen notwendig sind, sind viele der theoretischen
Erkenntnisse allgemeingültig. Zur Betrachtung der Ergebnisse werden verschiedene Visual-
isierungen genutzt, um die extrahierten topologischen Strukturen anhand von synthetischen
und realen Daten zu zeigen.
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Computational science is a discipline that combines computer science and applied mathe-
matics to get insights based on scientific data. One of the goals of computational science
is to extend the sensory and mathematical capabilities of the human. The human itself
often is seen as a limitation that has to be overcome to make progress and process more
and more complex data [1]. However, even with recent breakthroughs in AI research and
image processing, the human is a key factor in the data analysis process. As the analysis
does not stop at the computed numbers but focuses on the insights [2], there is a strong
bond between the underlying research questions and the algorithms and numerical methods
to use. The human ability to reason about, interpret, and refine the data is still unmatched
by modern algorithms, that, on the other hand, beat the human when it comes to applying
mathematical methods and pure processing capabilities.
Having an efficient data analysis pipeline is increasingly relevant, as data becomes more
and more complex. While in the early days, the main bottleneck often was the manual data
acquisition, the growing amount and complexity of available data in the past decades has
made the analysis a major challenge. With sophisticated models for simulating physical
processes and faster measuring techniques, we are now better equipped to not only gather
and analyze data, but also to estimate the reliability of the results. Uncertainty has become
an important part of data analysis, as the influence of errors and deviations can have a
strong impact on the conclusions.
One subdiscipline of computational science that has proven to be very valuable in an-
alyzing complex data is Visualization. It is a prime example of the symbiosis between the
human and computer that can lead to insights that, to this day, purely automatic methods
cannot provide. Visualization itself has been around for several thousand years and is often
dated back to the first known manmade maps and diagrams [3]. Today, most visualizations
are generated with the help of computers to handle the ever-growing amount of data and
provide dynamic and interactive visual representations [4]. Important traits of the human in
this process are pattern recognition, reasoning, and finding and dealing with the unexpected.
Exploration is enhanced through a feedback loop that puts the user in the middle of the
visual analysis process. Through the use of computer graphics, information is transported
to the user, who then often can interact with the visualization to further refine the view and
get more customized information. The computational part processes, filters, and reduces
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the data and uses knowledge about human perception to enhance pattern recognition. This
combination has provided great advances in the last decade with data sets being processed
by more and more complex and powerful systems.
But with growing data size, one pitfall becomes particularly dangerous: reducing the
data to a point at which important information is missing. Computational preprocessing has
to be done carefully to keep the information that is relevant for answering the target ques-
tions. In visualization, the tradeoff between data reduction and accuracy can be achieved
by following Shneiderman’s famous mantra: ”Overview first, zoom and filter, details on de-
mand” [5]. Giving an overview first requires extracting high-level information from the data
that aids the user in deciding what to investigate closer. Through interactions like zoom
and filter, the user then can select parts of the data for closer inspection, which provides
details on demand. An important aspect in this process are the algorithms for reducing the
data and extracting meaningful features and also the interactive visualization that provides
the tools for user interaction. The decision on which methods should be used for a certain
analysis depends on the underlying research questions and the data model.
In this thesis, we provide new advances in the data analysis of uncertain scalar fields.
The motivation for focussing on these data structures comes from their wide application
and versatility. Especially in visualization, further data abstraction is mandatory to reduce
the presented information to a subset that is most relevant to the user. Because of that
abstraction, topological data analysis is a powerful tool for processing scalar data. However,
only very limited research has been done to incorporate uncertainty into the topological
analysis.
Combining the large amount of information and data variation that comes with uncertain
scalar fields with the often combinatorial methods from scalar field topology is not an easy
task. This is why one of the main questions in this thesis is: How can the information
contained in the data be transformed and reduced without missing potentially interesting
features? This problem is tackled by investigating the inherent structure of different aspects
of uncertain scalar fields, ranging from analyzing linear dependencies over tracking critical
points to extracting more complex topological features.
This chapter provides an introduction to the topic of topological analysis of uncertain
scalar fields. We start by giving a brief description of the type of data this thesis deals with.
This includes the basic notion of deterministic scalar fields, their typical uses, analysis
process, and topological properties. Subsequently, we extend deterministic scalar fields to
uncertain scalar fields. To this end, we cover how uncertainty can be represented and
visualized and what the current state of topological analysis in uncertain scalar fields is.
Finally, after describing the main motivation for the research presented in this thesis, we give
an overview of the thesis content, the main contributions, and the corresponding publications
and funding details.
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1.1 Scalar Fields
Scalar fields are data structures used in many different disciplines to represent scalar-valued
quantities over a spatial area. Mathematically, scalar fields are mappings from a domain to
a set of values. However, the term field is used instead of function or mapping to denote
that the domain usually has some spatial or temporal meaning. Typical requirements on
the domain that simplify the analysis and are fulfilled by most applications are continuity
and simple connectedness. The image set is either the set of real or complex numbers or a
bounded or finite subset thereof.
What exactly a scalar field represents and what further restrictions apply to the domain
highly depends on the application. In medical sciences, scalar fields can be used to capture
results of MRI scans or computer tomography [6]. In physics and engineering, fields may
represent potential energy, gravitational fields [7], electrical conduction, or heat transfer
[8]. Meteorological quantities like air pressure, precipitation, temperature, or humidity are
typical scalar-valued phenomena and, due to their uncertain nature, will appear as real-world
examples throughout this thesis. Material sciences study the flow of fluids, material stresses,
and densities, which all make heavy use of scalar and vector fields. Finally, topography and
cartography often include scalar information, like height and vegetation density, for creating
meaningful maps. Note that this is only a small excerpt of what scalar fields are used for.
Due to the versatility of scalar fields, there also is a large variety of ways to model and
store scalar data for further processing. Because most applications work with data acquired
through measurements or computations, an analytical representation often is not possible
or too complex. In this thesis, we work with a discretized representation of scalar fields that
is very common throughout the literature. First, the scalar field’s domain is approximated
with a finite set of sample points. Each sample point is then assigned the scalar value for
the specific location. To achieve a smooth and complete coverage of the domain, sample
points are connected to create cells, which, together with a suitable interpolation method,
provide scalar values for every location. To completely describe a scalar field, four pieces of
information are required:
• number and locations of all sample points;
• scalar values for all sample points;
• description of the cells that connect the sample points;
• interpolation method that provides values between sample points.
This representation of a scalar field through a finite set of sample points enables the use of
combinatorial algorithms and efficient computational methods in the data analysis. Further
details on how the data is stored and on the description of the domain and interpolation
method are provided in Chapter 2.
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1.1.1 Data Acquisition
Before performing data analysis, one has to think about how the data is acquired and
what influence the acquisition process has on data quality. In foresight to the extension of
scalar fields to uncertain scalar fields in Section 1.2.3, we want to focus on two categories of
acquisition methods: measurement and computation. We specifically chose this distinction
to show different sources of errors that lead to uncertainty being a crucial aspect to take
into account.
Measurement — Scalar fields can be used to represent the results of a measuring process
directly or indirectly. In meteorology, e.g., sensor networks provide data spread across a
spatial domain that directly can be modeled as a scalar field. When the measurement probes
cannot provide suitable coverage of the domain, e.g., in MRI scans [9] of the human body,
scalar fields can be the result of further data processing, like stitching together multiple
snapshots acquired from different viewing angles. In either way, the resulting scalar field
provides a structured and unified way of representing the data that was captured from the
real-world phenomenon. Due to the physical nature of the acquisition methods, there are a
lot of factors influencing the quality of the data. Sources of potential errors include sensor
inaccuracies that can lead to noisy or even false data, variations in the measuring process,
or inhomogeneous coverage of the domain. Measuring also always comes with the so-called
observer effect [10], which states that every physical measurement process also affects the
measured quantity itself.
Computation — In contrast to the physically-based acquisition, scalar fields can be the
result of some computational process, like simulations or even more abstract methods that
have no relation to real-world phenomena. Simulation plays a big role in engineering and
computational science [11] with one of the major goals being to get virtual measurements of
quantities without the limitations that come with a real measuring process. These limita-
tions can either be the previously mentioned measuring errors or that one wants to collect
data that is physically impossible to capture. A typical example is weather forecasts that
predict values for some point in the future. Another example is particle simulations that
provide information about every point of the domain, which is hard, if not impossible, to
achieve through real-world measurement. Even though computational acquisition methods
do not suffer from the same inaccuracies that measurements do, there are still multiple
potential error sources. The most common challenges are modeling errors, that describe
deviations of the simulation from the underlying real-world process, or limitations induced
by computational boundaries.
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To get from the raw data to useful insights, further processing and abstraction has to be
done. It is important to keep the potential errors in mind that come with any acquisition
method in one form or another. Neglecting these errors can lead to false conclusions or
missing information in the analysis results.
1.1.2 Data Analysis
The general goal of the data analysis process is to use data to answer domain-specific
questions. In his book, Ader [12] advises on how to perform data analysis through a three-
stage process. The first phase consists of data acquisition and cleaning, which we already
briefly covered for scalar fields in the previous section. It is important to point out that
during this phase, the data should be kept as raw as possible to preserve flexibility and
push further processing decisions into the second phase. Ader describes the second stage
as the main processing and analysis stage where the data is further transformed to gain a
higher level of abstraction. The methods used in this phase are highly dependent on the
underlying research questions. In this thesis, e.g., analysis methods include techniques from
topological data analysis, high-dimensional data analysis, and visualization. As the third
and final stage, Ader defines the publishing and review phase that aims at validating the
results through neutral feedback and refining the analysis to ensure a scientific workflow.
While this process description is targeted at researchers and contains advice on how to
design your workflow with publishing in mind, the first two stages are general principles of
data analysis.
The abstraction of data during the analysis phase inevitably introduces a tradeoff that
Judd, McClelland, and Ryan [13] describe through the following equation:
DATA = MODEL + ERROR. (1.1)
As data analysis raises the abstraction level by processing the data, it builds a domain-
specific model that leaves out information that is, when done correctly, not relevant for
answering the underlying questions. By doing so, an error is introduced that describes the
difference between the abstract model and the information contained in the raw data. Judd
et al. describe the main task of data analysis as balancing the tradeoff between reducing
the error and keeping the model as simple as possible.
Equation 1.1 also is a core principle of this thesis. Scalar fields already can be seen as a
model as they reduce the data to a structured grid with scalar-valued information. On the
one hand, we try to lower this modeling error by extending the basic scalar field definition
with uncertainty, which provides more parameters to closely match the original data. On
the other hand, we want to further reduce the data so that the user can explore the data
visually, which leads to the topic of scalar field topology.




Figure 1.1: A scalar field defined over a two-dimensional simplicial grid (a) and the corre-
sponding contour tree (b). The grid points are arranged in a regular pattern and connected
to create triangular (simplicial) cells. Scalar values are plotted along the z-axis as well as
color-coded with a blue-red color map. Level sets (black lines) are sets of points with equal
scalar value. At certain points in the domain, called critical points (red, blue, yellow), the
structure of level sets changes. These structures can also be seen in the contour tree (b)
that arises when contours are collapsed into single points.
1.1.3 Scalar Field Topology
In general, topology is a discipline in mathematics that deals with geometric properties
that are unaffected by certain types of transformations. For scalar field topology, these
transformations include:
• distortion, scaling, translation, or rotation of the domain;
• scaling or shifting of the image space (scalar values).
Transformations that are not allowed and thus lead to different topologies are tearing or
cutting, i.e., ones that change the number of holes or connectivity of the domain.
When introducing someone to scalar topology for the first time, it is often described
as rubber sheet geometry [14] to make the invariance to transformations more intuitive.
Taking the function graph of the scalar field (e.g. Figure 1.1 (a)) and imagining it being a
landscape-like object made out of rubber, certain properties do not change when stretching
or moving the graph. These properties include the number of hills and valleys, how they
are related, the relative location of the peaks and troughs, and the general connectivity of
the domain. Properties that change are the absolute height values at each location, and the
locations themselves.
Formally, there are different ways to approach scalar field topology, which will be further
explained in Section 2.2. In the visualization community, one of the most widely-used
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definitions is based on the notion of level sets. A level set for a scalar value α is the set of all
points that are mapped to α. When the scalar field does not contain any degenerate cases,
i.e., the function is continuous and there are no plateaus, level sets show up as isosurfaces
when plotted in the function graph. This way of visualizing level sets might be recognized
by most people from isobars in weather forecasts or actual height lines in topographic maps.
The level sets of an exemplary two-dimensional scalar field are shown as black lines in Figure
1.1 (a).
If there are multiple hills, level sets split up into different connected components that
are called contours. When varying the scalar value α, contours change their shape, split
up, merge, but also sometimes vanish or emerge. These events happen at certain locations
called critical points, which are important features for describing the scalar field topology.
In Figure 1.1, different types of critical points are highlighted. When going from high values
of α to lower ones, new contours emerge at local maxima (red), while existing ones vanish
at local minima (blue). Furthermore, contours might merge or split at so-called saddle
points (yellow). Together, these critical points describe the evolution of level sets on a more
abstract level than looking at the contour shapes.
Scalar field topology can be used to reduce the scalar field to its fundamental geometric
properties. Contracting contours to single points and thus removing all information about
contour shape or absolute values yields a commonly used structure called the Reeb graph
[15]. When the domain is simply-connected, i.e., has no holes and is not split up into different
components, the Reeb graph creates a tree structure called the contour tree. The contour
tree describes the relation between critical points and the evolution of contours on a global
scale. It is a useful tool for further processing scalar fields by, e.g., removing noise through
topological simplification [16, 17]. It is also often used for creating meaningful visualizations
that give insights into the topological structure of the data.
In their survey, Heine et al. [18] provide an overview of how topological methods are
used in visualization. Their discussion includes various methods for computing, processing,
and visualizing topological information for scalar fields, time-dependent scalar fields, and
also uncertain scalar fields. One of the most common ways of visualizing a contour tree is
by drawing a graph [19] with nodes representing the critical points and edges highlighting
the evolution of contours [20]. An example of a contour tree is shown in Figure 1.1 (b).
Usually, the points are laid out such that the vertical axis shows the actual scalar value of
the critical points while the horizontal axis provides one degree of freedom to avoid edge
crossings. However, contour trees can also be used to build more sophisticated visualizations,
like the 3-dimensional topological landscapes of Weber et al. [21] or the merge-tree-based
2D landscape profiles of Oesterling et al. [22]. In these visualizations, the pure connectivity
information is augmented with additional information like branch volume or importance
that aids the user in exploring the data set.
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1.2 Uncertainty
Scalar fields and their topological properties have been studied extensively in the past. Many
useful methods in data analysis and visualization have been developed that focus on different
aspects of the data. Scalar fields are popular due to their versatility, simplicity, and strong
relation to real-world phenomena. However, as mentioned earlier in this chapter, no matter
how the data is acquired, there are always potential sources of error. These errors are most
obvious in measurements, where performing the same experiment multiple times may lead to
different results due to slightly changed conditions in the environment, sensor inaccuracies,
or other fluctuations in the measuring process itself. But also in more controlled setups,
such as simulations or computationally acquired data, errors range from having inaccuracies
in the initial conditions, which often originate from measurements and thus also inherit the
corresponding inaccuracies, to modeling errors that describe the difference between the
simulation and the underlying physical process.
Uncertain data is a general term for data that is augmented with information about
underlying errors or other deviations. Griethe et al. [23] provide a listing of different mean-
ings of the term uncertainty throughout the literature and describe it as a composition of
concepts, such as error, data accuracy, but also less mathematical concepts like subjectivity.
Throughout this thesis, we will use uncertainty in a strict mathematical sense where it rep-
resents the variance of some measurable quantity. Incorporating the influence of uncertainty
on the final results is crucial for estimating the reliability and stability of the conclusions.
There are some obvious instances of uncertain data, like weather forecasts, where one would
never rely on data without uncertainty information. In his book on climate time series anal-
ysis [24], Mudelsee states that “Estimates without error bars are useless”. However, many
disciplines still lack proper handling of uncertainty due to its high complexity and the neces-
sity to redesign often well-established analysis methods. In their global technology outlook
[25], IBM put ”Managing Uncertain Data at Scale” at the first place, while mentioning its
importance in the ever-growing landscape of big data analysis.
In the following sections, we give a brief introduction to the topic of uncertainty analysis
with a focus on scalar field topology.
1.2.1 Uncertainty Representation
To incorporate uncertainty into the data analysis process, it has to be explicitly captured
by the model and thus be made part of the data itself. Additional information and pa-
rameters are needed that quantify uncertainty and describe the influence and behavior of
errors. But how exactly can uncertainty be represented? Answering this question imposes a
tradeoff between data complexity and accuracy that brings us back to the equation of Judd,
McClelland, and Ryan [13] that describes the main challenge of a data scientist:
DATA = MODEL + ERROR.
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Representing uncertainty becomes a matter of how many parameters one is willing to intro-
duce to better fit the actual data and reduce the modeling error. The correct choice highly
depends on where the data comes from, how large the impact of uncertainty is, and what
representation the analysis methods are using.
In the following, we describe some common ways to model uncertainty in scalar fields
and scalar data in general.
Ensemble Data — In the context of climate research, Mudelsee mentions that a “typical
number of replications [of statistical cilmate simulations] is 2,000” [24]. Instead of performing
a single measurement or simulation, it is common to repeat the data acquisition process
multiple times to estimate the impact of uncertainty. The result is a set of outcomes that
is called an ensemble, which is a way of representing uncertainty in its raw form. Instead
of having a single fixed value for each quantity, the data now consists of a set of values
that models the empirical distribution. This representation can be either used directly
to present uncertainty to the user [26, 27, 28, 29, 30] or further processed to get more
abstract and continuous distribution measures. A big advantage of ensemble data is that
each ensemble member can be treated as data without uncertainty information, to which
traditional analysis methods can be applied. It is common practice to run the analysis
pipeline for each ensemble member individually and to compare the results [31, 32, 33]
instead of propagating uncertainty through the entire pipeline. However, to get a better
understanding of the influence of uncertainty and to develop methods that incorporate
uncertainty information into the analysis process, the raw description of ensemble members
often is not sufficient. Instead, a more precise data model has to be found that extends the
empirical model to a more analytical description.
Histograms — Histograms [29] provide a discrete approximation of the underlying value
distribution by dividing the value range of a scalar quantity into a finite number of subranges.
Each subrange then is assigned a probability that describes the likelihood of the actual value
falling into the corresponding range. Histograms can easily be derived from empirical data
by counting the number of samples in each subrange and dividing it by the total number
of samples. This way, one can get a rough representation of the value distribution without
further knowledge about the properties of the stochastic process. However, the discretization
often makes further processing hard and a full description requires a lot of memory.
Analytic Distribution Functions — In contrast to the empirical, non-parametric ap-
proach of histograms or raw ensemble data, analytic distribution functions often provide a
better fit to the data while keeping the number of parameters small. The main goal is to find
a minimal description for a value distribution by adding certain assumptions on the shape
of the function. If, e.g., it is known that values are uniformly distributed, a lower and upper
bound of values is enough to completely and accurately describe the distribution. Although
distribution functions can get arbitrarily complex, some of the most common ones appear
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in natural phenomena and can be described by only a few parameters, such as Poisson dis-
tributions or Gaussian distributions. Especially Gaussian distributions are very common in
the context of uncertain scalar fields [34, 35, 36] as they only require two parameters: mean
and variance. While the mean represents the expected value of the underlying quantity, the
variance is an estimate for the deviation from the mean. This simplicity makes Gaussian
distributions very intuitive and opens up a large range of possible applications.
Kernel-Density Estimation — Kernel density estimation [29] can be seen as a com-
bination of empirical models like the raw ensemble data and analytical descriptions via
distribution functions. They combine the non-parametric approach of ensemble data that
does impose only minimal assumptions on the actual value distribution with the smooth
and analytical properties of distribution functions. The idea of kernel-density estimation is
to get a continuous description of the value distribution by combining multiple distribution
functions, the so-called kernel functions, each having its own set of parameter values. The
kernel functions are usually very simple to keep the number of parameters small. In fact, it
is common to only use two parameters, the mean and the kernel bandwidth [37], to describe
their shape. Gaussian-mixture models [38, 39] also fall into the category of kernel density
estimation and use Gaussian distributions as kernels. The mean and the variance (i.e. kernel
bandwith) can be derived from the measured ensemble data.
Besides the distributions that describe the variability of single values, stochastic depen-
dencies are another very important aspect of uncertain data. To estimate uncertainty in a
temperature forecast, e.g., one can perform multiple forecast simulation runs with slightly
different initial conditions. This provides an ensemble that contains the temperature value
distributions for every location. However, since locations that are close together are likely
to have similar temperatures, the values for different locations depend on each other.
While ensembles implicitly contain dependency information, other representations, like
distribution functions or histograms, require dependency to be modeled explicitly. Just
like the distributions themselves, dependencies can get arbitrarily complex and introduce a
tradeoff between the number of parameters and accuracy. One of the most common, yet most
basic ways to model dependency is the linear dependency, i.e., correlation. Correlation can
be expressed with a single coefficient and is usually given with the data either analytically
via correlation functions [34, 35] to keep the memory footprint small or explicitly via a
correlation matrix [36] when higher flexibility is needed.
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1.2.2 Uncertainty Visualization
The visualization community has identified uncertainty as a major topic of research [40, 41]
that has received increased attention ever since. Visualization is a powerful tool for the
analysis of uncertain data as it has several aspects that are benefitial for dealing with
uncertainty:
• Visualization is very versatile and can be adapted to specific needs that depend on the
underlying data and research questions. Uncertainty affects all layers of data analysis
and can come in very different forms. It ranges from variation in the raw measured
data, over uncertainty introduced through the data structures, algorithms, and data
model, to the final error estimates in the results.
• Compared to deterministic data, uncertain data often is a lot more complex as it
adds several degrees of freedom to express the data variation. As such, the amount of
information that has to be processed and analyzed increases significantly. One major
task of visualization is to reduce the data to a manageable amount of information that
can be presented to the user. Typical methods include filtering, extracting higher-level
features, or providing multiple visualizations that cover different levels of granularity.
This also is reflected in Shneiderman’s mantra ”Overview first, zoom and filter, details
on demand” [5], where interaction is established as one of the key elements for data
exploration.
• The interaction with the user also is a key aspect when it comes to reasoning and
drawing conclusions from the data. Uncertain data is particularly prone to misin-
terpretation, which can be improved through interactive visualizations that provide
context and overview.
There are several taxonomies and surveys that give an overview of visualization methods
that deal with uncertainty [42, 43, 44, 45, 23, 46], some of which also cover scalar and vector
fields [47, 18, 26]. Bonneau et al. [45] distuingish between three different methods for incor-
porating uncertainty into the visualization: comparison techniques, attribute modification,
and glyphs.
Comparison techniques present multiple possible outcomes to the user who then can
evaluate the differences. This can either be achieved with side-by-side comparisons, or by
including multiple different results in a single image. As differences often can be intuitively
found in visual representations, comparison can quickly point the user to anomalies in the
data. However, subtle differences are often hard to see and if there are a lot of outcomes to
compare, the visualization can get cluttered.
Attribute modification is a popular choice as it often can be integrated into existing
visualizations by using free visual channels. Typical examples include using color or texture
to represent data variation, or to modify the geometry through point displacement or even
animation.
24 CHAPTER 1. INTRODUCTION
If the number of visual channels is not sufficient or if more complex uncertainty infor-
mation has to be shown, glyphs provide a way to augment the visualization in a highly
customizable way. Using glyphs means showing multiple small objects that can vary in
different appearance parameters, like size, shape, color, texture, location, or orientation, to
transport information.
In this thesis, we use several different techniques from the above categories. We, e.g.,
use glyphs to show the spatial uncertainty of critical points, highlight dependency informa-
tion through color and texture, and map variation of topological features to color values.
Furthermore, all of our visualizations provide some form of user interaction, like filtering,
zooming, or feature selection.
1.2.3 Uncertain Scalar Fields
Scalar fields are widely-used data structures with applications in many different disciplines.
Therefore, it is a logical next step to incorporate uncertainty information into scalar field
data to enhance the correctness of the data analysis. While in deterministic scalar fields,
every point of the domain is mapped to a single fixed scalar value, the extension to uncertain
scalar fields requires two additional pieces of information:
1. mapping each location to a value distribution (scalar-valued random variables) rather
than single values;
2. modeling the dependency between random variables at different locations.
For both of these pieces, various options exist, some of which were already briefly discussed
in Section 1.2.1. In this thesis, we focus on the definition of uncertain scalar fields as
multivariate random variables that map each location to a Gaussian distribution and model
dependency between every pair of points with a single correlation coefficient. To extend the
discrete representation of scalar fields from Section 1.1 to Gaussian-distributed uncertain
scalar fields, three changes are required:
• every sample point has to be mapped to a Gaussian distribution, i.e., a mean and
variance;
• the interpolation method that provides values between sample points has to be ex-
tended to Gaussian distributions;
• correlation values for every pair of sample points have to be provided.
This representation is very common throughout the literature [34, 48] and, due to its sim-
plicity, is ideal for a comprehensive numerical analysis. The Gaussian distributions of the
entire field can be represented through a mean field and a variance field, which are two
deterministic scalar fields. To store the stochastic dependencies between all points in the
approximated domain, we use a correlation matrix. This data model is used throughout the
thesis to study the effects of uncertainty on the properties of the field.
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1.2.4 Uncertain Scalar Field Topology
While a lot of research exists in the field of scalar field topology, only little has been done to
incorporate uncertainty into topological methods. With all points of the domain following
value distributions rather than single fixed values, all topological features become fuzzy
as well. A good example of the different stages of topological analysis that are affected
by uncertainty is the work of Wu and Zhang [49]. They differentiate between three levels
of uncertainty: data-level, contours, and contour tree. On every level, they use different
visualizations to transport uncertainty information to the user, such as glyphs, spaghetti
plots or augmented graph-views for the contour tree.
Pöthkow and Hege [50] use a more analytical approach to study how contours are af-
fected by uncertainty. They define a so-called level-crossing probability which represents
the likelihood for a location to be part of a specific contour. The level-crossing probability
is directly derived from the underlying distributions and builds the groundwork for several
later techniques [48, 34, 36].
The influence of correlation on the structural properties of the data is analyzed by
Pfaffelmoser and Westermann [51]. They show that a lot of topological information in
uncertain scalar fields is hidden in the correlation information and use glyphs to visualize
local anisotropic dependency information. Later, Pfaffelmoser and Westermann [52] also
handle global correlation by clustering the domain such that locations that exceed a certain
correlation threshold are part of the same cluster.
Instead of looking at the level sets and data variability, uncertainty can also be integrated
into the topological analysis, which allows studying its effects on higher-level topological
features. One of the more basic feature types are critical points, which are the main focus
of a handful of existing work [31, 32, 33]. However, due to the complexity, there often are
some strong limitations to how uncertainty is represented and what aspects are propagated
through the pipeline. Günther, Salmon, and Tierny [32], e.g., extract Mandatory Critical
Points by reducing uncertainty to upper and lower value bounds. Other methods, like the
visualization of stability of critical points by Mihai and Westermann [33], only incorporate
local correlation while omitting the influence of dependency between distant points.
The field of research gets even more sparse when moving to more complex topological
structures, such as the contour tree. Most methods only compare few contour and merge
trees for individual ensemble members either through visualization [53] or using graph-based
metrics for comparison [49, 54, 55]. Zhang, Agarwal, and Mukherjee [56] provide estimates
for points being part of the same contour tree edge and also the distance between two points
in the contour tree.
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1.2.5 Motivation
Looking at the importance of uncertainty in the field of data analysis, it becomes clear that
it is valuable to study its effects on topological structures. While some methods exist that
incorporate uncertainty into different aspects of the topological analysis, most of them do so
by looking at finite sets of realizations. However, applying this kind of discrete analysis on
uncertain data that is continuous by nature always comes with the risk of missing important
structures. We will show, e.g., that many features with significant persistence and likelihood
might in fact not appear in any ensemble but only arise from a combination of multiple
ensembles coupled with dependency information.
Another aspect for which very little research has been done is to identify features across
different ensemble members. Simulating a weather forecast, e.g., different simulation runs
could show pressure maxima in different locations. This raises the question of whether
these maxima are related. On the one hand, it might be the same maximum with spatial
uncertainty. On the other hand, the maxima could be different phenomena, potentially even
excluding each other.
The main motivation of this thesis is to provide fundamental research on the topic of
topological analysis of uncertain scalar fields. To do so, we focus on the following aspects:
• use an uncertainty model that is common but simple enough for comprehensive anal-
ysis;
• incorporate all information contained in the uncertainty model;
• consider all possible realizations and filter and simplify results afterwards;
• build an understanding of how topological features are affected by uncertainty;
• use visualization to communicate the results.
1.3 Contributions
The methods and theory presented in this thesis make significant contributions to the topo-
logical analysis of uncertain scalar fields. Although many results can be generalized to
arbitrary distributions, the main focus lies on Gaussian-distributed scalar fields with corre-
lation coefficients for describing inter-point dependencies.
Hierarchical Correlation Clustering — Motivated by the strong influence of inter-
point dependencies on the topological properties of an uncertain scalar field, we provide a
correlation analysis pipeline that consists of four steps:
1. projecting the uncertain scalar field into a space that reflects properties of correlation;
2. performing hierarchical clustering to extract correlated regions;
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3. explicit handling of inverse correlation as a key aspect of uncertain data;
4. visualization of clustering results via 2-dimensional topological landscapes.
All of these steps contain novel methods combined with existing approaches from point cloud
density estimation, algorithmic geometry, hierarchical clustering, and scalar field topology.
Especially the third step, the handling of inverse correlation, is an aspect that only few
existing techniques consider properly. However, since negative correlation is a more global
and unusual phenomenon that mostly can be found between distant points, it is particularly
interesting for exploratory analysis.
Realization Space — Besides a pure correlation analysis, the main contributions of this
thesis are building a theoretical and algorithmic foundation for the analysis of topological
features. For this, we introduce the realization space, which provides a structured space
in which every point corresponds to a unique realization of an uncertain scalar field. The
realization space enables studying the behavior of topological features under the influence
of uncertainty in a deterministic way.
Critical Point Analysis — Based on the realization space, we present a novel approach for
extracting and analyzing critical points in uncertain scalar fields. With so-called singular
patches, we provide a generalization of critical points to geometric structures inside the
realization space. A single singular patch represents a certain type of critical point (e.g.
maximum) for a specific location in the domain across multiple realizations. This allows
not only extracting critical points but also to study their relations and track and identify
them over multiple different realizations. One of the main benefits of our method is that it
operates deterministically and guarantees that no features are missed given the assumptions
made by the data model.
Tracking of Topological Features — Moving from critical points to more complex
topological features reveals multiple new challenges. In this thesis, we focus on three different
types of topological features:
• edges of the augmented contour tree;
• superarcs, i.e., edge paths between two critical points;
• branches, i.e., hills in the topological landscape.
By tracking those features over multiple realizations, we can get new insights into how they
are affected by uncertainty, how likely they are, and what their spatial variation is. With
every feature type, the abstraction level is raised, imposing new tracking problems. Edges
of the augmented contour tree, e.g., are easier to track as the number of edges is the same
in every realization. Branches, on the other hand, might not be present in every realization
and thus require a more sophisticated tracking approach. We provide a novel method for
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an approximated subdivision of the realization space that enables computational tracking
of contour trees and their features.
Global Tracking Problem — One of the biggest problems that arise during tracking
is what we call the global tracking problem. The global tracking problem describes an
inconsistency when trying to track structures globally using local tracking information. We
provide a theoretical analysis of this problem and propose a solution that is based on our
realization space subdivision.
Relation to Multifield Topology — Another contribution of this thesis is the description
of how our work is related to the topological analysis of time-dependent data and multifields.
While time-dependent data can be seen as a 1-dimensional special case of our uncertainty
analysis, the relation to the topology of multifields is not obvious. We show how a different
formulation of the data model bridges the gap between our work and multifield analysis.
This combines these two disciplines and sheds light on how multifield topology can be used
as a means of analyzing uncertain data. Furthermore, it also shows how the findings of this
thesis might provide new insights into multifield analysis.
Interactive Visualization — Throughout the thesis, we use different visualization meth-
ods to analyze and explore results. Although for the most part, our work provides funda-
mental research, we apply our methods to real-world data to demonstrate applicability and
usability and also to evaluate the results ourselves. To that end, we use exploratory setups
with multiple linked views to present the extracted features.
1.4 Thesis Overview
The thesis is structured as follows. After the introductory chapter, we provide a more
detailed look into the mathematical foundations and background information needed for this
thesis in Chapter 2. This includes the definitions of how the uncertain data is represented
throughout the thesis but also introductions of scalar field topology and stochastic theory.
The main part of the thesis can be divided into two topics. The first topic consists
of Chapter 3 and deals with correlation as a major influencing factor on the topological
structures of uncertain scalar fields. We provide a hierarchical clustering method that can
extract regions of high correlation and enables an exploratory data analysis using an inter-
active visualization.
The second topic covers chapters 4 to 6 and focuses on the extraction and tracking of
topological features in uncertain scalar fields. Chapter 4 introduces the realization space as
the basis for analyzing all possible realizations and enables the study of topological features
in a deterministic and complete way. In Chapter 5 we give a detailed analysis of how
critical points can be generalized to uncertain scalar fields through the use of the realization
space. Chapter 6 then moves on to extracting and tracking parts of the contour tree over
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multiple realizations. This requires the extension of the critical point tracking to higher-level
structures as well as solving the global tracking problem.
Finally, the thesis is concluded with a summary of what has been presented, what the
limitations are, further improvements, and potential future work in Chapter 7.
1.5 Publications
The contents of this thesis are based on the following peer-reviewed papers:
• T. Liebmann, G.Scheuermann, Critical Points of Gaussian-Distributed Scalar Fields
on Simplicial Grids, Computer Graphics Forum (Proceedings of EuroVis 2016), 2016,
pp. 361–370
• T. Liebmann, G. H. Weber, G. Scheuermann, Hierarchical Correlation Clustering in
Multiple 2D Scalar Fields, Computer Graphics Forum (Proceedings of EuroVis 2018),
2018, pp. 1–12
Most of the research presented in Chapter 6 is based on a paper titled ”Feature Track-
ing in Contour Trees of Uncertain Scalar Fields with Two Degrees of Freedom” that was
submitted to IEEE Transactions on Visualization and Computer Graphics. Although it was
not accepted for the journal in the second review cycle, its contributions received positive
feedback with requests for further details and context that is provided with this thesis.
1.6 Funding
The research provided in this thesis was mainly funded by Deutsche Forschungsgemeinschaft
(project SCHE 663/11-1). Part of this work was done with funding of the Free State of




In this chapter, we introduce the basic concepts and foundations that are relevant to all
chapters of this thesis. More specific topics are introduced in separate background sections
of the respective chapters.
We start by defining scalar fields as the main data model. Furthermore, we take a closer
look at the basic properties of deterministic scalar fields and how the domain that these
fields are defined on can be represented through simplicial complexes. In Section 2.2, we
give an introduction to the topology of scalar fields and the contour tree.
The last part of this chapter introduces non-deterministic scalar fields. These fields
extend the basic scalar field model by adding uncertainty to the data. The corresponding
fundamentals, including probability spaces, random variables, as well as the final represen-
tation of uncertain scalar fields are covered in Section 2.3.
2.1 Deterministic Scalar Fields
A deterministic scalar field s is a mapping s : D → R from a domain D to the set of real
numbers. While the image space always is a scalar quantity, e.g., temperature or pressure
values, the domain space can have very different properties depending on the application.
Since many scalar fields originate from measured or simulated data, there often is no
analytical description of s available but only a set of loctions and measured values. This
is why s is commonly described through an approximation of the domain together with
a set of values that provides scalar values for the approximation. This thesis focuses on
scalar fields defined on manifolds, which locally resemble the Euclidean space but provide
higher flexibility. A common example is the 2-sphere, which can be used to model the
earth’s surface. While the surface locally resembles a plane, it is not homeomorphic to the
Euclidean space on a global scale. To approximate the underlying manifold and to describe
the scalar function, we use simplicial complexes, which are discrete structures that are widely
used throughout the literature to approximate arbitrary topological manifolds.
2.1.1 Manifolds
Two different types of manifolds are relevant in this thesis: topological manifolds and differ-
entiable manifolds. While topological manifolds give an abstract perspective on point sets
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and their neighborhood, differentiable manifolds have additional requirements on smooth-
ness. In the following, a basic definition and a discussion on the important properties of
these manifolds is given.
Topological Manifolds — Topological manifolds are the result of defining manifolds as
topological spaces. A topological space is a set of points together with a neighborhood
definition that connects these points to a dense abstract space. A neighborhood definition
that turns a given point set into a topological space has to satisfy the following conditions
[57]:
1. A point x is part of all of its neighborhoods.
2. Every set that contains a neighborhood of x is also a neighborhood of x.
3. All intersections of neighborhoods of x are neighborhoods of x.
4. In every neighborhood N of a point x, there is another neighborhood M ⊆ N of x
such that N is a neighborhood of every point in M .
An example of a topological space is the d-dimensional Euclidean space Rd, which fulfills
the above conditions with the following neighborhood definition: Every open convex set
N ⊆ Rd with x ∈ N is a neighborhood of x ∈ Rd. Note that this is only one of infinitely
many possible neighborhood definition that turns Rd into a topological space.
Topological manifolds enable the study of the structure and connectedness of the domain.
Furthermore, since we are looking at manifolds rather than general topological spaces, we
require a local resemblance to the Euclidean space. Mathematically, this resemblance is
generally defined through the use of charts and atlases [58].
Definition 1. A d-valued chart on a topological space M is a bijection of a subset U ⊆M
onto an open subset of the Euclidean space Rd.
Every chart consists of two elements (U,ϕ) with U being the subset covered by the
chart and ϕ being the aforementioned bijection to a subset of the Euclidean space. Charts
therefore explicitly express the local similarity to Rd. Since a single chart might only cover
a part of a d-dimensional manifold, a description of the entire space often requires multiple
overlapping charts, i.e., so-called atlases [58].
Definition 2. Let A = {(Uα, ϕα), α ∈ I} be a collection of d-valued charts defined over




α∈I Uα = M .
2. For all α, β ∈ I, the set ϕα(Uα ∩ Uβ) is open in Rd.
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3. For all α, β ∈ I with non-empty Uα ∩ Uβ, the map
ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ) 7→ ϕβ(Uα ∩ Uβ)
is a homeomorphism.
These three properties have a quite intuitive meaning. The first property states that
the atlas consists of charts that together cover the entire manifold M . The second property
ensures that all mapped sets are open, which guarantees proper subset semantics. Finally,
the third property states that whenever the two areas of two different charts overlap, we
have a mapping xβ ◦ x−1α from the local Euclidean subspace of one chart to the Euclidean
subspace of the other chart. This way, every chart can have its own mapping to the Euclidean
subspace, while the third property connects all charts together, giving rise to the global
manifold.
Differentiable Manifolds — The second perspective is the definition of differentiable
manifolds originating from differential geometry. Differentiable manifolds are also topologi-
cal manifolds, thus consist of a set of points and their connected neighborhoods. In addition
to the basic axioms, differentiable manifolds fulfill a smoothness condition. Most of the
work presented in this thesis uses Morse theory (see Section 2.2.1) to analyze the topology
of scalar fields defined on manifolds. Since Morse theory is based on the computation of
gradients, the underlying function has to be differentiable. A crucial requirement for the
function to be differentiable is that the function’s domain is smooth, i.e., has well-defined
local coordinate systems for all points of the domain. Formally, the smoothness can be
guaranteed by extending the third property of Definition 2. For the manifold to be differ-
entiable, the maps xβ ◦ x−1α not only have to be homeomorphic but diffeomorphic. That
means that going from one local space to another one, the transformation has to be smooth
and is not allowed to introduce sharp edges or corners.
It can be shown that every manifold with dimension d ≤ 3 has an atlas that makes
it a differentiable manifold [59]. Most real-world examples fall into this category as the
underlying domain often is two- or three-dimensional. Therefore, we assume differentiability
for all manifold domains for the remainder of this thesis.
2.1.2 Simplicial complex
Using the definition of manifolds above, one can model a large variety of domains that cover
the most common applications of scalar fields. To deal with differentiable manifolds in a
practical setting, the smooth surface that consists of uncountably many points has to be
reduced to a discrete approximation. However, a valid approximation has to preserve the
basic properties of the manifold, i.e., the neighborhood structure and differentiability.
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One way to approximate arbitrary d-manifolds with d ≤ 3 that is commonly used
throughout the literature and also builds the basis in this thesis are simplicial complexes.
Edelsbrunner and Harer [60] give a comprehensive definition of simplicial complexes as well
as additional background information.
In general, an abstract simplicial complex is a tuple (A,K) where A = {p1, . . . , pn} is
a set of points and K is a set of simplices K = {σ1, . . . , σk}. Every simplex σ ∈ K is a
subset σ ⊆ A of the point set. With q = |σ| − 1 the simplex σ is called a q-simplex. q
is the dimension of the simplex and the highest q of all simplices in K is also called the
dimension of the complex. For K to be a valid abstract simplicial complex, it has to satisfy
two properties:
1. every subset (called face) of a simplex in K is also in K: ∀σi ∈ K : ∀σj ⊆ σi : σj ∈ K
2. every intersection of two simplices is also in K: ∀σi, σj ∈ K : σi ∩ σj ∈ K
So far, abstract simplicial complexes only represent sets of vertices without any geometric
meaning. To approximate a domain of a scalar field the vertices need to be embedded in
a space. An abstract simplicial complex can be combined with a topological space D to
get a simplicial complex. With K being the abstract simplicial complex, the corresponding
simplicial complex K̂ is called a geometric realization. Going the other way around, K is
called the vertex scheme of K̂ as it only focuses on vertex sets. In a geometric realization,
every point pi ∈ A is assigned a point in the underlying topological space. We call these
points sample points and denote them as DS = {x1, . . . , xn} as they sample the underlying
space D. The most common manifold that creates the basis for simplicial complexes in
many applications is the Euclidean space Rd. By assigning to each point pi ∈ A a point
xi ∈ Rd, each q-simplex spans all convex combinations of its q points and this creates a
q-dimensional polyhedron in Rd. Note that this embedding is only possible for a sufficiently
high dimension d. In fact, Edelsbrunner and Harer [60] provide a proof that every abstract
simplicial complex with dimension q has a geometric realization in R2q+1.
2.1.3 Scalar Field Approximation
Simplicial complexes provide a well-structured way to represent the domain of scalar fields.
Their discrete nature enables the use of combinatorial methods for data analysis, such as
the level-set-based topological analysis performed in this work.
Let us first recap the general definition of a scalar field:
s : D → R (2.1)
x 7→ s(x).
To approximate s, the domain D is first reduced to a finite set of sample points
DS = {x1, . . . , xn} ⊆ D. For each of these sample points xi ∈ DS , i = 1, . . . , n, a scalar
value s(xi) has to be provided. This can be done with a vector sDS = (s(x1), . . . , s(xn))
T ,
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which contains a complete description of scalar values for a set of sample points DS . The
combination of DS and sDS provides the approximated version of the scalar field. However,
they differ from s in that they do not provide a dense coverage of the domain D. To get
scalar values for all points of D while only storing information for DS , an interpolation
function kDS is required. We define kDS as follows:
kDS : D × Rn → R (2.2)
(x, sDS ) 7→ kDS (x, sDS ).
A good interpolation function kDS is one that approximates the function s for a given set
of sample points DS : kDS (x, sDS ) ≈ s(x).
In this thesis, we use an interpolation scheme that is based on the aforementioned sim-
plicial complexes. The set of sample points DS corresponds to the sample points of the
geometric realization K̂ of a simplicial complex. To cover the area between sample points,
a set of simplices K is defined such that K̂ is homeomorph to the underlying manifold D.
Given the simplicial complex K̂ and scalar values sDS for all 0-simpices (sample
points), we define the value kDS (x, sDS ) through so-called barycentric interpolation. To
use barycentric interpolation to determine the scalar value for a point x ∈ D, a simplex
σ = {p1, . . . , pd} ⊆ DS has to be found that “contains” the point x. The simplex σ contains







αi = 1, αi ≥ 0. (2.3)
The coefficients α1, . . . , αd are unique and are called barycentric coordinates of x. The
barycentric interpolation is then defined as




Because Equation 2.4 denotes a linear combination of values, the barycentric interpolation is
also called linear interpolation. This is why the entire approximation of a scalar field through
a simplicial complex with barycentric interpolation is a piecewise linear approximation of
the field.
It is important to point out that the piecewise linearity violates the differentiability. An
example is illustrated in Figure 2.1. While the original smooth 1-manifold (left) is differ-
entiable at every point, the piecewise approximation (right) lacks gradients for the sample
points (gray). As mentioned before, we only require differentiability to apply concepts from
Morse theory, which describes the topology of scalar fields in terms of their gradient. This
problem can be solved by using a different interpolation scheme that preserves differentia-
bility, like the Hermite interpolation [61]. A more common approach is to keep the linear
interpolation and instead see how Morse theory can be translated to piecewise linear func-
tions under the assumption of an underlying smooth function. Further details are provided
in Section 2.2.1.
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(a) (b)
Figure 2.1: Part of a smooth 1-manifold (left) and a simplicial approximation (right). The
simplicial complex contains 0-simplices (gray) as sample points and 1-simplices (black),
which are lines with the sample points as faces.
Since real-world data is mostly based on two- or three-dimensional spaces, the scalar
fields and the underlying simplicial complex often are very regular. In most applications, the
simplicial complex consists of a regular pattern of simplices, e.g., triangles for 2-dimensional
domains, together with the corresponding faces, such as lines and points. Some publications
also approximate scalar fields with meshes or grids, which are a similar way to denote a
combination of points, neighborhoods, and cells that cover the relevant part of the domain.
The terms mesh and grid are often used interchangeably, with the only occasional distinction
being that grids are used for regular domains with simple structure while meshes usually
are more general. It should also be mentioned that meshes and grids are not necessarily
simplicial, meaning they can contain non-simplicial cells (e.g. rectangles). In those cases,
more complex interpolation schemes are used that often violate the requirements of Morse
theory. In practice, however, such domains can always be further approximated with a
simplicial complex up to an arbitrarily small error through a process called triangulation.
2.1.4 Local Neighborhood
Many topological methods are based on the local neighborhood of points of the domain.
While manifolds are defined by local patches (charts) around points, the notion of a neigh-
borhood in the context of simplicial complexes can be defined in a more combinatorial way.
Let K be an abstract simplicial complex defined over the set of points A = {p1, . . . , pn}.
Taking a set of simplices S ⊆ K, the closure of S is the smallest valid simplicial complex
that contains S. It can be generated by recursively adding all faces of all simplices in S
until it is a complete set under the face relation:
Cl(S) = {σi ∈ K|∃σj ∈ S : σi ⊆ σj}. (2.5)
The star of a simplex σ ∈ K is the set of all simplices that σ is a face of:
St(σ) = {τ ∈ K|σ ⊆ τ} (2.6)
The link of a simplex σ ∈ K is the set of all simplices that are the face of a simplex that









Figure 2.2: A simplicial complex (a) embedded in R2 and a subset of three simplices (b)
σ1, σ2, σ3. Subfigures (c) through (f) show examples for the closure, star, link, and neigh-
borhood of selected parts of the simplicial complex.
σ is also a face of:
Lk(σ) = {τ ∈ K|σ ∪ τ ∈ K,σ ∩ τ = ∅} (2.7)
Finally, we define the neighborhood of a point pi ∈ A as the set of points that are part
of pi’s link:
N(pi) = {pj ∈ A|{pj} ∈ Lk({pi})}. (2.8)
All of these definitions also hold for simplicial complexes with a geometric realization.
Simplices become geometric simplices and thus cover regions in the underlying topological
space. Figure 2.2 shows an example of a simplicial complex embedded in R2. In subfigure
(a), the complete simplicial complex is shown, while subfigure (b) contains a subset of three
simplices. Figures (c) through (f) show examples of the closure, star, link, and neighborhood
as defined above.
2.2 Scalar Field Topology
In general, topology deals with properties of differentiable functions that do not change
under certain transformations. Section 2.1.1 introduced topological manifolds, which are
generated by patching together small pieces of point sets through the use of charts and an
atlas. The topology describes structural properties of the constructed surface. In general,
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two spaces are defined to have the same topology if they are homeomorph, i.e., there exists
a mapping from one space to the other that is continuous and invertible. One space can
thus be transformed continuously into the other space without creating or closing holes.
A typical example is the relation between a sphere and a torus. While both are two-
dimensional manifolds, a distinction can be made based on the number of “holes” there are
in the manifold, also refered to as the genus. With one hole in the center, the torus has a
genus of one, whereas the sphere has a genus of zero. These two manifolds are, therefore,
considered topologically different.
Scalar field topology, on the other hand, not only considers the topology of the underlying
domain but also the values the points are mapped to. How the values can be incorporated
is defined in a sub-discipline of differential geometry called Morse theory.
2.2.1 Morse Theory
Morse theory deals with topological properties of differentiable functions on smooth mani-
folds. Differentiability is a very important property as the topological features are defined
in terms of the gradient of the given function.
Let s be a differentiable function s : D → R mapping points from a d-dimensional
manifold D to the set of real numbers. Because D locally resembles the Euclidean space,
one can find a local orthonormal basis e1, . . . , ed ∈ Rd, that often is referred to as tangent
space. The gradient of s, denoted by grad(s) is defined as














The variables xi, i ∈ {1, . . . , d} correspond to the orthogonal directions in the local Euclidean
space. The notations grad(s) and ∇s are very common and often used interchangeably.
Furthermore, the Hessian matrix as the Jacobian matrix of the gradient function is defined
as
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 . (2.10)
The Hessian matrix thus is the second derivative of the scalar field and describes how
the gradient behaves in all possible directions. Gradient and Hessian matrix are the basic
concepts required for Morse theory and are the reason for the differentiability requirement.
Note that, however, it is sufficient that s ∈ C2, i.e., that s can be differentiated two times,
to apply the following definitions.
There are several structures used to describe the topology of the function. The most
basic one that directly emerges from the above definition of gradient and Hessian matrix
are critical points.
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Maximum Minimum Saddle
Figure 2.3: The three types of critical points in a 2-dimensional manifold. While the Hessian
matrix has only negative eigenvalues at a maximum (red) and positive ones at a minimum
(blue), a saddle point (yellow) has eigenvalues with different signs.
Definition 3. A point x ∈ D is called a critical point of a scalar field s, if and only if the
corresponding gradient at x vanishes, i.e., ∇s(x) = 0d. [62]
Points of the domain that are not critical are called regular points. Furthermore, critical
points can be put into different categories based on properties of their Hessian matrix.
Definition 4. A critical point x ∈ D of a scalar field s is called degenerate, if and only if
the corresponding Hessian matrix is singular, i.e., det(H(s)(x)) = 0.
All critical points with a non-zero Hessian matrix are called non-degenerate and can
further be classified based on their index (see Definition 6). Degenerate critical points
require a more complex analysis, as they form plateaus of equal scalar value and are highly
unstable. What makes them unstable is the fact that a small perturbation of the function is
enough to change the type of the degenerate critical point to being non-degenerate. These
types of points are therefore exceptions that are rarerly found in real data sets. Morse
theory excludes degenerate critical points through the definition of a Morse function [63].
Definition 5. A smooth scalar function is a Morse function if none of its critical points
are degenerate.
Morse functions not only are more stable to value changes, but also have well-isolated
critical points. With all Hessian matrices being non-singular, they have non-zero eigenvalues,
which leads to the classification of critical points by their index [63].
Definition 6. The index of a critical point is the number of negative eigenvalues of its
Hessian matrix.
In the case of a function defined on a 2-dimensional manifold (d = 2), the Hessian matrix
is a 2×2 matrix. Depending on the signs of the two eigenvalues of the Hessian matrix, three
different cases for classifying critical points arise, which are illustrated in Figure 2.3. If both
eigenvalues are negative, i.e., values get lower in all directions, the corresponding point is
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a maximum. If both eigenvalues are positive, the point is a minimum. In the third case of
both eigenvalues having different signs, the corresponding point in the domain is a saddle
point. Note that if the Hessian matrix of a critical point is singular and does not have full
rank, the underlying point is degenerate and the function is not a Morse function.
Besides the critical points of a function, topology also includes the regions between them.
These are usually captured through the analysis of level sets.
Definition 7. The sublevel set Lα
−(s) of a scalar field s : D → R for a given scalar
value α ∈ R is the set of all x ∈ D that are mapped to values lower or equal to α, i.e.,
Lα
−(s) = {x ∈ D|s(x) ≤ α}.
Similarly, one can define a superlevel set :
Definition 8. The superlevel set Lα
+(s) of a scalar field s : D → R for a given scalar
value α ∈ R is the set of all x ∈ D that are mapped to values higher or equal to α, i.e.,
Lα
+(s) = {x ∈ D|s(x) ≥ α}.
Taking the intersection Lα
+∩Lα− of sublevel and superlevel sets for a common scalar value
α yields the level set Lα.
Definition 9. The level set Lα(s) of a scalar field s : D → R for a given scalar value α ∈ R
is the set of all x ∈ D that get mapped to α, i.e., Lα(s) = {x ∈ D|s(x) = α}.
Note that level sets can also be written as the inverse of the scalar function: Lα(s) = s
−1(α).
An example of level sets of a simple scalar field can be seen in Figure 1.1. Although the
level set of a function always is a subset of its domain, it can consist of multiple connected
components. These connected components are called contours and are a fundamental part
of the topological analysis of scalar fields. For a given scalar value α, the level set and
therefore also the number of contours for a given scalar field is fixed. As one varies α,
the number and shape of the contours can change. In general, contour transformations are
continuous, meaning that for small changes in α, there exists a homeomorphic counterpart
for each contour. For certain values of α, however, there can be structural changes that are
non-continuous. These changes always happen at critical scalar values, i.e., values at which
critical points are part of the level set. When going from high values to lower ones, e.g.,
new contours emerge at local maxima while existing ones vanish at local minima. At saddle
points, contours either merge or split up, making the critical point either an upper (merge)
or lower (split) saddle.
2.2.2 Piecewise Linear Functions
Up to this point, we covered critical points and contours as structures that can be used to
describe the topological structure of a function of C2. As the focus of this thesis lies on
piecewise linear approximations of functions rather than the full smooth description, the
concept of critical points has to be transferred to the approximated setting. A piecewise
2.2. SCALAR FIELD TOPOLOGY 41
linear function is, in non-degenerate cases, not differentiable, as sample points exhibit abrupt
changes of the function values. Therefore, the gradient that is crucial for the definition of
critical points is not defined at every location of the domain. One possible solution to this
problem would be to use a differentiable approximation instead, e.g., by replacing linear
interpolation with a smooth method like spline interpolation [64]. This, however, is often
not possible as more complex interpolation schemes require additional information. Luckily,
many concepts from Morse theory can be adapted to work with piecewise linear functions.
The definitions of superlevel sets, sublevel sets, and level sets are also valid on piecewise
linear functions. Just like before, when varying the corresponding scalar value, connected
components and contours can either be homeomorphic or change at certain points. This
allows the definition of critical points for piecewise linear functions without the need of a
gradient. Because there is a linear value gradient inside the simplicial cells, all inner points
are regular. This leaves only the grid points as potential candidates for critical points. To
decide whether a grid point is critical or not, the Hessian matrix is required, which is not
available for piecewise linear fields. However, while the index of critical points in smooth
functions is defined in terms of the negative eigenvalues of the Hessian matrix, a similar
but combinatorial concept can be applied to piecewise linear functions by looking at the
neighborhood of a critical point. Equation 2.7 introduced the link for a given simplex as
the border of its local neighborhood. Just as shown in Figure 2.2, the link of a sample
point covers all adjacent sample points and their connections. Note that sample points are
0-dimensional simplices that are also part of the simplicial complex. Combining the link
with the scalar function defined on the simplicial complex, the lower link Lk−({x}) for a
given sample point x ∈ D is given as
Lk−({x}) = {σ ∈ Lk({x})|y ∈ σ ⇒ s(y) < s(x)}. (2.11)
This means that the lower link is the subset of the point’s link that gets mapped to lower
values than the point itself. Analogously, the upper link is given by
Lk+({x}) = {σ ∈ Lk({x})|y ∈ σ ⇒ s(y) > s(x)}. (2.12)
Edelsbrunner and Harer [60] use reduced Betti numbers of the lower link around a crit-
ical point to derive its index. Betti numbers are a concept from homology, a branch of
mathematics that deals with the abstract modeling of properties of topological spaces. We
will only cover this topic very briefly as Betti numbers are not used in this thesis explicitly.
For further details from the perspective of computational topology or algebraic topology,
we refer the reader to Edelsbrunner and Harer [60] or Munkres [65].
Betti numbers are invariants of a topological space that count the number of “holes” of
a certain dimension. The i-th Betti number bi denotes the number of i-dimensional non-
contractible i-cycles that cannot be continuously transformet into each other. An i-cycle
describes an i-dimensional closed loop as a submanifold of the underlying topological space.
Cycles are called contractible, if they can be reduced to a single point through continuous
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(a) (b) (c) (d)
Figure 2.4: Four different scalar value configurations around a grid point (black) in a 2-
dimensional simplicial complex. The point’s lower link is highlighted in blue while adjacent
points with a higher scalar value are highlighted red. Based on the number of connected
components in the lower link, the reduced Betti numbers b̃i can be extracted. With these
numbers, the topological type is uniquely defined.
transformation. A typical example used to describe betti numbers more intuitively is the
surface of a torus. Starting with i = 0, a 0-cycle is simply a 0-dimensional submanifold,
i.e., a single point. As every point on the torus’ surface can be transformed continuously
into every other point, there only is one type of 0-cycles, hence b0 = 1. Note that b0 always
corresponds to the number of connected components, as points cannot be transformed into
each other only when they are in different connected components. Moving on to i = 1, a
1-cycle is a circular 1-dimensional path. There are two different path types on the torus
that are non-contractible and that cannot be continuously transformed into one another.
The first type can be imagined to go around the hole in the middle. The second type loops
around the ring, crossing the inner hole once. Therefore, the torus’ first Betti number b1
is 2. Finally, the torus’ surface itself is a 2-cycle, as it is a 2-dimensional closed loop on
itself. The hole in the center as well as the hollowness of the torus prevents this surface
from being contracted into a single point, which leads to b2 = 1. As the torus’ surface is
only 2-dimensional, there are no submanifolds with higher dimension, which leads to bi = 0
for i > 2.
Reduced Betti numbers b̃i are an extension to traditional homology that adds another
(−1)-dimensional perspective to simplify the notation. Without going into further mathe-
matical detail, the effect of this so-called reduced homology is that b0 is reduced by one and
b−1 is either 1 or 0 depending on if the underlying topological space is empty or not.
Looking at the reduced Betti numbers of the lower link of a critical point gives rise to
the index of the point. Figure 2.4 shows four different neighborhoods of a sample point
in a 2-dimensional simplicial complex. At the bottom, the reduced Betti numbers of the
lower link (blue) of the point (black) are shown. In (a), the use of reduced homology led to
all Betti numbers being zero, as the lower link consists of a single component. This is an
indication for the point being regular. For a minimum (b) the lower link is empty, which
leads to b̃−1 = 1 as described above. In the case of a saddle (c), there are two connected
2.2. SCALAR FIELD TOPOLOGY 43
(a) (b) (c)
Figure 2.5: A scalar function (red/blue color map) defined on the surface of a torus (a).
The contour lines (b) and critical points give an abstract representation of the scalar field’s
topology. By collapsing contours, the Reeb Graph (c) can be generated.
components in the lower link, leading to b0 = 2 and thus b̃0 = 1. Finally, the lower link of a
maximum (d) forms a cycle, which leads to one connected component (b0 = 1 and b̃0 = 0)
and one 1-dimensional cycle (b1 = b̃1 = 1).
It can be seen that for each critical point, exactly one of the reduced Betti numbers is
one while for a regular point, all numbers are zero. Let q be the value with b̃q = 1, the
index of the critical point then is q + 1. Note that this definition of the index is consistent
with the one for differentiable functions (Definition 6), which used the number of negative
eigenvalues of the Hessian matrix.
2.2.3 Contour Tree
There is a strong relation between critical points and contours, which is especially relevant
for understanding the global structure of the underlying scalar field. When looking at the air
pressure field of a weather forecast, e.g., one usually is not only interested in local minima
and maxima, but in entire hills, their neighborhood, and nesting information. A well-known
structure for capturing the evolution of contours is the Reeb Graph [15]. Given a real-
valued function s : D → R over a manifold D, the Reeb Graph is the result of collapsing
contours into single points. An example is the torus shown in Figure 2.5 (a). The torus is a
two-dimensional smooth manifold, as around every point, there exists a pair of orthogonal
vectors that span a Euclidean subspace. In this example, let s map every point to one
component of the point’s location in the Euclidean space. This mapping can be seen as a
color-coded value in Subfigure (a). The topology of the given function can be investigated by
looking at the topology of the function graph, which is a 4-dimensional surface1. However,
since one of the axes coincides with the scalar values, we can plot the graph’s level sets in
1Note that it is possible to map the 2-dimensional torus surface to a 2-dimensional periodic plane, which
would make the function graph 3-dimensional. However, since this embedding is not very intuitive, we use
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three dimensions, which is shown in (b). As described in Section 2.2.1, the topology of a
scalar field can be defined in terms of level sets and critical points. Some of the level sets
are highlighted in (b) with black lines, while critical points are color-coded according to
their index. The Reeb Graph of this function can be extracted by collapsing all contours
into single points. Figure (c) shows the graph structure that emerges from the collapsing
operation. Critical points are intuitively represented as points, while contours are reduced
to points that give rise to edges connecting related critical points. For details on how to
compute the Reeb Graph for three-dimensional domains, we refer the reader to the work of
Pascucci et al. [66].
As a special case of the Reeb Graph, the contour tree describes the topology of a real-
valued function over a simply-connected domain.
Definition 10. A manifold D is called simply-connected if and only if it is path-connected
and every path between two points x1, x2 ∈ D can be continuously transformed into every
other path between these points.
If the domain is simply-connected, the Reeb Graph of any real-valued function will always
be a tree, hence the term contour tree. An example of a non-simply-connected domain is
the torus previously shown in Figure 2.5. In (b), one can connect the two saddle points
x1, x2 by a path either over the left or the right side of the inner hole. Because these two
paths cannot be continuously transformed into each other, the surface of the torus is not
a simply-connected space. This conclusion can also be drawn from the Reeb Graph, which
contains a cyclic path.
Because many applications are based on simply-connected domains, the contour tree is a
crucial tool for topological analysis. The simple structure of the contour tree allows efficient
computation and further processing. An example of a contour tree of a 2-dimensional scalar
field can be seen in Figure 2.6 (b). In (a), a scalar field over a 2-dimensional domain is
shown. By extracting the critical points and only looking at the scalar field’s level sets
(black lines), one gets a more reduced view on the topology. The contour tree (b) further
reduces contours to single points, creating a tree structure that connects all critical points.
As the scalar value is lowered, the contours start to emerge at maxima and then continuously
transform, merge, and split, until they finally vanish at the minima. In the contour tree,
these events are represented by edges fusing or splitting at saddle points (yellow). When
drawn, the nodes of the contour tree are usually positioned such that the vertical axis (see
Figure 2.6) represents the scalar value. This way, every horizontal cut through the contour
tree produces a number of intersections that matches to the number of contours for the
corresponding scalar value. The horizontal position of the nodes provides one degree of
freedom to produce a layout that is visually appealing, e.g., by reducing the number of
intersections.
a 3-dimensional embedding instead. This makes the function graph with its additional scalar value axis
4-dimensional.
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Figure 2.6: A scalar field defined over a 2-dimensional domain (a) and its corresponding
contour tree (b). All critical points (marked red, yellow, and blue) become nodes in the
contour tree while contour evolutions (black lines) are collapsed to edges. The branch
decomposition (c) splits the contour tree into a hierarchy of saddle-extremum pairs that are
ranked by some persistence measure. Removing branches with low persistence, a simplified
version of the contour tree can be built. This can also be used to change the underlying
field to match the new topology (e).
An extension to the contour tree is the augmented contour tree, which not only contains
the critical points but also the regular grid points of the domain. Each grid point is located
on the edge that corresponds to the contour that the point is part of. This leads to an
augmentation of the edges of the contour tree with intermediate regular nodes, each having
one upper and one lower edge. Note that the contour tree can also be seen as a simplified
version of the augmented contour tree where each regular node got removed by joining its
adjacent edges. This view becomes especially relevant when computing the contour tree,
since many algorithms compute the augmented version, which then can be simplified to only
contain the critical points.
Computation
As introduced in Section 2.1.3, we use simplicial complexes with scalar values given at the
sample points as a representation of scalar fields. This gives rise to a combinatorial compu-
tation of contour trees, as they can be extracted using only the scalar values and the local
neighborhood given by the underlying grid. Carr et al. [67] provide an efficient algorithm
for computing augmented contour trees on simplicial grids. Even after 16 years, this algo-
rithm is still relevant today and gets only outperformed through the use of parallelization
[68, 69, 70] or by imposing further restrictions on the scalar field [71]. The algorithm first
computes the join and split trees before merging them into the final contour tree.
Join and split trees are also called merge trees [72, p. 389]. Merge trees are structures
dealing with the evolution of super- or sublevel sets. Just like in the case of level sets,
one can look at the connected components of superlevel sets as the corresponding scalar
value is varied. While contours might change their shape, join, or split when going from
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high values to lower ones, superlevel set components only grow and join. This is given by
the fact, that for two superlevel sets Lα
+, Lβ
+ with α ≥ β, it follows that Lα+ ⊆ Lβ+.
Therefore, connected components of superlevel sets can either emerge at local maxima or
join at (upper) saddle points. The join tree captures these events, thus only containing
maxima, upper saddle points, and the global minimum as tree nodes. The split tree is
based on sublevel sets with the same but mirrored conclusions, making it a structure that
captures minima, lower saddle points, and the global maximum.
Join and split trees can be computed efficiently using the UnionFind data structure [73].
To get the join tree, all grid points are first sorted by their scalar value in descending order.
The core principle is to iterate over the sorted list of grid points and to incrementally build
the hierarchy of superlevel set components that the join tree represents. The first visited
vertex always corresponds to the global maximum, at which a new superlevel set component
emerges. At every vertex, one only has to look at all grid neighbors to get all superlevel set
components the point is adjacent to. If that is only one component, the point becomes a
regular point and joins the corresponding superlevel set. If there is no existing component
in the local neighborhood, the point has to be a local maximum at which a new superlevel
set component is created. Finally, if there are multiple components, they are merged when
passing the point, making the point a saddle point. The process is repeated until all vertices
were visited and only one big superlevel set component is left. While successively merging
components, the algorithm keeps track of the vertex with the lowest scalar value in every
component. This is the vertex that is connected to vertices that join the set. Merging and
tracking can be efficiently implemented with the UnionFind structure and a simple array.
Computing the split tree can be done analogously, sorting vertices in ascending order and
thus tracking sublevel sets. Carr et al. [67] show that this algorithm for computing join
and split trees has a complexity of O(n log n+Nα(N)) with α being the inverse Ackermann
function, n being the number of grid points, and N the number of simplices.
Given the join and split trees for a given scalar field, the contour tree can be computed
through an iterative leaf pruning. Each node that is a leaf in either the join or split tree is
inserted into a queue. Leaves are then iteratively processed and for each node three actions
are performed:
• the edge connecting the leaf node to the rest of the tree is added to the contour tree;
• the leaf node is removed from both merge trees;
• the leaf queue is updated.
Except for the very last vertex in this process, a leaf in one of the trees (e.g. the join tree)
always is a regular node in the other tree (e.g. split tree). Removing the leaf in the join
tree just means removing one edge, which is inserted into the contour tree. Removing the
corresponding regular node in the split tree, however, requires reconnecting the two adjacent
points. After all nodes have been removed from both trees, the contour tree is complete. As
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the whole process only iterates over every node once, it has a complexity of O(n), making
the join and split tree computation the limiting factor for the overall complexity.
Branch Decomposition
The contour tree is a powerful abstraction that contains a representation of every critical
point and contour of a scalar field. As such, the tree can quickly become very complex and
noisy data often leads to a lot of clutter. A solution to this can be to only focus on the
most relevant structures. One way to extract features and assign an importance measure is
the branch decomposition. The branch decomposition is a hierarchical decomposition of the
contour tree that was introduced by Pascucci, Cole-McLaughlin, and Scorzelli [74]. Each
branch consists of a pair of critical points. Furthermore, every branch except the so-called
root branch has a unique parent, which creates a hierarchical structure. An example of a
branch decomposition is shown in Figure 2.6 (c). In the figure, branches are highlighted as
pairs of critical points while the parental relation is indicated by gray lines. There is exactly
one root branch that connects a maximum and a minimum and has no parent. Every other
branch connects either a maximum or a minimum with a saddle point and has a unique
parent. The length of a branch is the absolute scalar value difference between its endpoints.
The branch hierarchy is constructed such that branches with greater length are preferred
as parents. This can be achieved by successively peeling away extremum-saddle pairs from
the contour tree until only the root branch is left. Pascucci et al. integrate this peeling
process directly into the merge-tree-based contour tree construction. This increases the
runtime as another priority measure has to be updated in every step. However, using a lazy
update strategy, the complexity of the merging step increases only from O(n) to O(n log n).
Topological Simplification
With the branch decomposition, branches can be extracted and classified according to their
importance (i.e. branch length/persistence). To use this information to reduce data noise,
further steps are required that lead to the topic of topological simplification.
The term topological simplification is used in different contexts throughout the literature.
There is a large field of research around the notion of persistent homology [17], that deals
with simplifying simplicial complexes based on a persistence measure. Given a simplicial
complex, persistent homology uses a so-called filtration, which is a sequence of subsets of the
complex. By assigning a persistence measure to different features of these subsets, one can
reduce the overall complexity by reducing the number of connected components and holes.
However, this type of simplification is not relevant to our work, as we only use simplicial
complexes to describe the domain, which usually represents an immutable property of the
data.
The type of topological simplification we are mostly interested in is the one that re-
duces the complexity that comes from the actual scalar values. For this, the work of Carr,
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Snoeyink, and van de Panne [16] is an excellent reference and groundwork for many existing
publications on the topic. Carr et al. propose a method for contour tree simplification that
can either operate on the branch decomposition or a set of contour tree edges with attached
simplification weight. Using two operations called leaf pruning and vertex reduction, they
successively reduce the complexity of the contour tree. Leaf pruning always removes the
branch with the smallest importance indicator, while vertex reduction removes the saddle
points that became regular during the pruning process. This process not only reduces the
complexity of the contour tree with every step but can also be used to determine how to
change the actual scalar values of the scalar field to match the new simplified topology. An
example of this process is illustrated in Figure 2.6. In Subfigure (d), the contour tree is
simplified by pruning leaves with low length. In (e), the values of the underlying scalar field
are altered such that it corresponds to the new simplified contour tree. Note how the hills
that belonged to the removed branches are now plateaus of regular points.
Besides the branch length, which is also called branch persistence, Carr et al. propose
two other measures for topological simplification: the volume and hypervolume. Volume
denotes the number of points contained in a branch and can be seen as the area that the
corresponding hill covers in the scalar field’s domain. Hypervolume is a combination of
persistence and volume and is defined as the sum of the scalar values of all points in a
branch. It can thus be interpreted as the mass of the entire hill that the branch represents.
A more global approach for topological simplification is taken by Thomas and Natara-
jan [75]. They find similar subtrees in the contour tree and compute their percentage of
overlap. Furthermore, they stabilize the overall tree structure by transforming child-parent
relationships with small saddle differences into siblings and by removing branches with low
persistence.
For a summary of other approaches for topological simplification, many of which are
based on the gradient-based analysis of scalar fields, we refer the reader to the survey of
Heine et al. [18].
Besides the contour tree and the level-set-based scalar field topology, there are several
different topology definitions and data structures for capturing structural information of
scalar fields. One example is the Morse-Smale complex [76], that partitions the scalar field
into areas of similar gradient flow. Other less common structures are the extremum graph
[77, 78] or the barrier tree [79]. However, as this thesis only uses the level set approach, we
will not cover these structures in further detail.
2.3 Non-deterministic Scalar Fields
In the previous chapters, deterministic scalar fields, their domain structure and approxima-
tion, as well as some topological foundations have been introduced. The term deterministic
means that every point in the domain is mapped to a fixed scalar value that never changes.
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Scalar fields, however, can also be non-deterministic if the value that a point is mapped to
depends on additional factors. If, e.g., one measures temperature data over a certain area of
the world for a year, each location produces a time series rather than a single scalar value.
In this case, time is an additional factor influencing the value of the scalar field at a certain
location. The same principle holds for uncertain scalar fields. In an uncertain scalar field,
uncertainty can be seen as the additional factor that influences the scalar value at a given
point. However, uncertainty often is far more complex than just the 1-dimensional time as
it requires multiple parameters to specify the values.
To analyze uncertain scalar fields, a mathematical model is required that is flexible
enough to cover the intended applications and simple enough to allow a thorough investi-
gation. In general, an uncertain scalar field is given as a mapping:
U : D × Ω→ R. (2.13)
D denotes the domain that is defined as a d-dimensional manifold as described in Section 2.1.
Ω is the set of outcomes of a stochastic process and models the additional parameters that
the value of a point in the uncertain scalar field depends on.
In the following, we will cover the relevant aspects of probability theory. For further in-
formation, we refer the reader to the book of Durret [80], which contains more comprehensive
descriptions of the relevant concepts.
2.3.1 Probability Space
A formalized way of looking at uncertainty or variation in data is to make the data depend
on a stochastic process. In a stochastic process, a series of random factors can be observed
and broken down into a set of relevant information. To model the relevant information and
assign probabilistic measures, the probability space is used. A probability space consists of
three elements (Ω,Σ, P ) which are defined as follows:
• Ω is the set of outcomes, often called the sample space. It represents all possible values
that an execution of the underlying process can have. If one takes a single temperature
measurement, e.g., Ω contains all possible temperature values. When tossing a coin
one time, Ω contains “head” and “tail” as possible outcomes.
• Σ is a σ-algebra over the set Ω and contains elements that are called events. Events
are subsets of Ω and are organized such that (Ω,Σ) becomes a measurable space. For
this, Σ has to meet the following requirements:
– The sample space itself has to be part of Σ:
Ω ∈ Σ.
– For every element, its complement has to be part of Σ:
∀A ∈ Σ : (Ω \A) ∈ Σ.
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Note that I is an index set of countably many elements.
• P is the probability measure that maps every element of Σ to a probability value:
P : Σ→ [0, 1]. For P to be valid, it has to fulfill two requirements:
– The probability of the event Ω containing all possible outcomes is 1:
P (Ω) = 1.
– The probability of the union of countably many disjoint events Ai ∈ Σ, i ∈ I is










Note that although Ω denotes the set of possible outcomes, only the stochastic events in Σ
can be assigned a probability value. While this might seem unnecessary in a discrete setting,
where, e.g., “head” and “tail” clearly have a probability of 50% when tossing an unbiased
coin, it becomes clearer for continuous sets of outcomes. If, e.g., Ω corresponds to the
interval (0, 1) ⊂ R, the individual elements of Ω have a probability of zero as they represent
an infinitesimal small portion of all possibilities. In this case, meaningful probabilities could
be assigned to subranges (a, b) ⊆ (0, 1), in which case Σ would be the set of all of those
ranges. When having values from R as possible outcomes, the Borel σ-algebra is the typical
choice for Σ. It is a collection of Borel sets, which are all open sets that can be generated
through the properties of the σ-Algebra described above.
Probability spaces can be divided into two categories: discrete and continuous. A discrete
probability space has a sample space that consists of countably many elements. In this thesis,
we will only deal with continuous sample spaces, as the set of possible outcomes often covers
multiple real-valued measures that produce an uncountable set.
While the probability space covers all possible outcomes and accumulates them to mea-
surable events, another layer of abstraction, the random variables, is used to analyze a
stochastic process.
2.3.2 Random Variables
Random variables are used to describe, measure, and further process events of a stochastic
process. In general, a random variable X is a measurable function X : Ω→ T from a sample
space Ω to a measurable space T . Since we are using random variables in the context of
scalar fields, T is equal to R for the remainder of this thesis. For X to be measurable, every
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measurable set of T has to have a preimage that is measurable in Ω. As we use T = R, the
image space is measurable with the Borel measure. Since all measurable sets of Ω are in
the σ-algebra Σ, every preimage of a measurable set of T has to be part of Σ for X to be a
valid random variable.
Random variables provide a flexible way of modeling relevant quantities. When taking
temperature measures over the entire world, Ω could contain all possible temperature config-
urations of all locations. If one is only interested in a single location, a random variable can
be used that maps every outcome to the temperature of the specific location. Furthermore,
random variables can be combined and transformed to obtain new random variables that
describe more complex phenomena.
2.3.3 Probability Distribution
Every real-valued random variable follows a probability distribution that describes the proba-
bilities of all possible measurable stochastic events. The probability distribution of a random
variable X can be described by a cumulative distribution function (CDF) FX , which maps
every value x ∈ R to the probability with which a corresponding random variable has a
value less than or equal to x:
FX(x) = P (X ≤ x). (2.14)
Another common approach to describing the probability distribution of a random vari-






The cumulative distribution function is thus the continuous sum of all densities up to a
given value. While the values of FX have a direct interpretation as probabilities of stochastic
events, fX does not directly reflect a probability. Density values of fX are always positive
but only bound by the property ∫ ∞
−∞
fX(x)dx = 1. (2.16)
This directly follows from
lim
x→∞




FX(x) = 0. (2.18)
In fact, as this is the only requirement on fX , every function fulfilling 2.16 can be used to
describe a valid probability distribution. The values of a PDF often are referred to as relative
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likelihoods as they do not represent absolute probability values but rather indicators of how
much more likely it is for a random variable to take one value with respect to another value.
As mentioned in Section 2.3.1, probability values can only be assigned to Borel sets, which
in the case of real-valued random variables are value ranges (a, b] ⊆ R. The probability for
a random variable X taking a value in a range (a, b] is given by




It directly follows that the actual probability for X to take a certain value x is zero for all
x ∈ R.
2.3.4 Statistical Quantities
In the previous section, we described probability density functions (PDFs) and cumulative
distribution functions (CDFs) as a means to describe the value distribution of a real-valued
random variable. To characterize the behavior of random variables, several statistical quan-
tities exist that describe meaningful properties of the distribution functions.
Moments
A widely-used class of quantities are moments [81, Chapter 3.6], which are descriptors for
the shape of a function. In general, given a PDF fX for a random variable X, the n-th











Since in this thesis, all random variables have a valid PDF, we will use the more intuitive
equation 2.20.
Mass — The zeroth moment of a function is called its mass and, in the case of PDFs,
always is equal to 1. This directly follows from the requirement in Equation 2.17.
Mean — The first moment is better known as the mean of the random variable, often
denoted by E[X] or µX . It describes the expected value in an infinite series of realizations
and is often also referred to as the center of mass of the PDF.
Based on the mean, moments with n > 1 are usually normalized by shifting the center
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This makes higher-order moments invariant to a shift of the function and thus more robust
shape descriptors.
Variance — The second central moment is called the variance, often denoted by Var(X)




(x− µX)2fX(x)dx = E[(X − µX)2]. (2.23)
As the variance describes the expected squared deviation from the mean, one can take the
square root to get the actual expected deviation, which is also called the standard deviation








In addition to shift, standardized central moments are also invariant to scale, making them
more robust to transformations.
Higher-order Moments — While mean and variance are the most common moments for
describing density functions, higher-order moments can be computed to get more detailed
descriptors. The skewness as the third standardized central moment describes, how much
the density function is leaning to one side of the center of mass. The kurtosis as the fourth
standardized central moment describes how bulky or thin the peak of the distribution is
compared to a Gaussian distribution (see 2.3.5).
Mode
The mode corresponds to a local maximum of the PDF and thus represents the value that
is locally most likely to appear. Based on the mode, distributions are often categorized into
unimodal or multimodal by either having a single mode or multiple local maxima.
Median
The median represents the 0.5 percentile, meaning that it divides the PDF into two sections
















Note that the only situation where there can be multiple medians is when the CDF has
a plateau at 12 , in which case there is a range of valid median values. In real-world data
that was acquired through measurements, this case is very unlikely. Furthermore, if the
distribution function is symmetric and unimodal, the median corresponds to the mode.
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Empirical estimation
While there are formulas for computing the above statistical quantities for a given analytical
PDF or CDF, in practice, such an explicit description is rare. Most statistical analysis is
based on measures or simulations, that result in a series of observations which are then
modeled mathematically through random variables and their distributions. Therefore, it
is important to derive the statistical quantities from a set of given samples to get shape
descriptors and properties of the distribution functions.
Given a finite set of sample values x1, . . . , xn ∈ Ω, we want to find the most important
statistical quantities of the distribution of a random variable X with realizations x1, . . . , xn.







Variance – The second central moment, i.e., the variance, of a given set of samples is given






(xi − µX). (2.28)
Note that the factor 1n−1 is chosen over
1
n in order to make this the sample variance [82,
Chapter 1.2]. Using n − 1 instead of n is called Bessel’s correction and makes up for the
fact, that the mean itself is already estimated. With the factor 1n , the variance would be
underestimated, as the deviation from the sample mean is always smaller than the deviation
from the unknown real mean value.
Mode – As the mode is the most likely value of a probability distribution, it is hard to
estimate from a given set of samples. For discrete samples, e.g., x1, . . . , xn ∈ Z, the mode
corresponds to the value with most occurrences. If the distribution is multimodal, finding
the modes becomes even harder, since counting the number of occurrences globally is not
enough. Furthermore, in the continuous case, counting of values is not possible. Solutions
to this problem would be to either discretize the value range, essentially creating bins with
the one with the most values in it representing the mode or to use more advanced methods
for frequency analysis, like kernel density estimation (see Section 3.2.5). A more common
approach is to assume an underlying analytical distribution, derive its parameters from the
sample set, and use the known mode from that distribution.
Median – The median is the value splitting the probability density into two parts with
equal likelihood. When taking realizations from a random variable, half of all realizations
should be below and the other half above the median. Given a set of samples x1, . . . , xn in
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+1) if n is even
. (2.29)
2.3.5 Gaussian Distribution
The distribution that is used throughout this thesis is the Gaussian distribution, also known
as normal distribution. The Gaussian distribution is among the simplest distributions, as
it is symmetric, unimodal, and has further mathematical properties that make it easy to
express, estimate, and analyze the underlying stochastic processes.
Given a Gaussian-distributed real-valued 1-dimensional random variable X, there are
only two parameters required to fully describe X’s distribution function. The first parameter
is the mean value, denoted by µX , which not only represents the expected value, but also
the value with the highest likelihood, namely the mode, as well as the median. The second
parameter is the variance σ2X , which describes the average deviation of values from the mean.
For the remainder of this thesis, the notation X ∼ N (µX , σ2X) will be used to define X as
a random variable that follows a Gaussian distribution with mean µX and variance σ
2
X .




























As there is no analytical solution to the above integral, the error function often has to be
approximated through numerical integration.
An example of the PDF and CDF of a Gaussian distribution is shown in Figure 2.7 (a)
and (b). Note how the CDF converges to 1 as the value tends towards∞ and to 0 when the
value tends towards −∞. The PDF, on the other hand, converges to zero in both directions
while the maximum has no general upper limit.
Another very important property of Gaussian distributions is their additivity, given by
the following theorem [83] (p. 44).
Theorem 1. Given two independent Gaussian-distributed random variables
X ∼ N (µX , σ2X), Y ∼ N (µY , σ2Y ), their sum Z = X + Y creates a new random vari-
able Z with Z ∼ N (µX + µY , σ2X + σ2Y ).
Note that this might seem counter-intuitive at first, as people tend to add the indi-
vidual PDFs when adding two random variables. This, however, is not correct, as adding
two random variables just means that the outcomes of a single execution of the stochastic
experiment are added.





Figure 2.7: The probability density function of a Gaussian-distributed random variable X
with µ = 0 and σ = 1 (a) and its corresponding cumulative distribution function (b). Given
the assumption X < 1, the conditional PDF (c) is zero for all X ≥ 1, resulting in a sharp
bend in the conditional CDF (d).
2.3.6 Conditional Distribution Function
Given a random variable X with cumulative distribution function FX , the conditional cu-
mulative distribution function for a given random event A is given by
FX|A(x) = P (X ≤ x|A) =
P (X ≤ x ∧A)
P (A)
. (2.33)
The conditional CDF describes the probability for a random variable to take a value
below or equal to x under the assumption of the random event A. For continuous random






As an example, let X be a real-valued random variable with the PDF shown in Figure
2.7 (a). Furthermore, let the random event A be that X < 1, i.e., the knowledge that the
value of X is less than 1. Consequently, the conditional probability density function (c) is 0
for all x ≥ 1. In the conditional CDF (d), the hard cut in the relative likelihood corresponds
to a non-differentiable sharp bend in the function graph.
Conditions can be of arbitrary complexity, influencing the probability distribution of
the underlying random variables in different ways. Knowledge about the outcome of ran-
dom variables can affect the distribution functions of all random variables with a certain
dependency.
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Definition 11. Let X and Y be two real-valued random variables. X and Y are called
independent, if and only if for all x, y ∈ R, P (X = x|Y = y) = P (X = x).
That means that if X and Y are independent, the probability of X having a certain
value does not depend on anything we know about the value of Y . Analogously, if for any
x, y ∈ R, P (X = x|Y = y) 6= P (X = x), the two random variables have a dependency.
2.3.7 Stochastic Dependency
The stochastic dependency between two random variables describes, how the distribution
of one random variable changes with knowledge about the value of the other one. Given
two random variables X,Y , the probability of X taking a value below x with the knowledge
that Y took a value below y can be expressed via the conditional probability function (see
Equation 2.33)
FX|Y≤y(x) =
P (X ≤ x ∧ Y ≤ y)
P (Y ≤ y) . (2.35)
Here, P (X ≤ x∧Y ≤ y) describes the joint cumulative distribution function FX,Y of X and
Y :
FX,Y (x, y) = P (X ≤ x ∧ Y ≤ y) = FX|Y≤y(x) · FY (y) = FY |X≤x(y) · FX(x). (2.36)
If FX|Y≤y(x) = FX(x), the random variables are called independent and the correspond-
ing joint CDF is the product FX,Y (x, y) = FX(x) · FY (y) of the so-called marginal CDFs
FX and FY .
Correlation — Although the stochastic dependency between two random variables is
completely covered by the description of the joint CDF, it is usually further reduced to
statistic quantities for better interpretability. One of the simplest yet most common ways
to characterize dependency is linear dependency, i.e., correlation. There are several different
coefficients to quantify correlation, like Spearman’s rank correlation or Kendall tau correla-
tion coefficients [84, p. 508]. In this thesis, we will use the presumably most relevant and
widely-used descriptor, the Pearson product-moment correlation coefficient [85], which we
will call correlation coefficient for the remainder of this thesis. The correlation coefficient ρ
is defined in terms of the covariance by the following formula:




Figure 2.8 shows an example of two Gaussian-distributed random variables X,Y with
mean 0 and standard deviation of 1 and how the joint probability distribution reflects
different correlation values. A correlation value of CorrX,Y = 0, as shown in (c), represents
independence. In this case, the PDF is rotationally symmetric. Note how fixing the value
of X does not change the distribution of Y as every cut through the joint PDF at a line
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(a) (b) (c) (d) (e)
Figure 2.8: The PDF of the joint distribution of two random variables X,Y with different
correlation coefficients CorrX,Y .
parallel to the x-axis results in a centered Gaussian distribution. With a positive correlation
coefficient like the one in (d) or (e), a positive deviation from the mean for one random
variable implies a positive bias for the other one. In the extreme case of CorrX,Y = 1,
fixing the value of X even gives complete knowledge over the value of Y . Just like positive
correlation corresponds to a direct proportionality, a negative correlation describes an inverse
proportionality (see Figure 2.8 (a),(b)). If two random variables are negatively correlated,
negative deviation from the mean for one variable implies a more likely positive deviation
of the mean for the other variable. An important note is that every random variable has a
correlation of 1 to itself, i.e., CorrX,X = 1.
Covariance — Another quantity that is also related to the linear dependency is the co-
variance. It is defined as the expected value of the product of the deviations of two random
variables X,Y from their means µX , µY :
CovX,Y = E[(X − µX)(Y − µY )]. (2.38)
The covariance can also be defined in terms of the correlation, which was already shown in
Equation 2.37:
CovX,Y = CorrX,Y · σX · σY . (2.39)
As can be seen, the covariance does not only encode the type of linear dependency but also
the amount of deviation of both random variables. The sign of the covariance indicates
whether there is a positive or negative correlation. The magnitude encodes the strength
of variation, which often is hard to interpret as it depends on the range of the random
variables.
Correlation by itself is missing an indication of the magnitude of uncertainty of the
random variables. If the random variables have high uncertainty, i.e., high variance, a
strong dependency is far more relevant than with small variance. Therefore, covariance can
be a better indicator for the linear dependency between two random variables.
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Empirical Estimation — Given two sets of sample values {x1, . . . , xn}, {y1, . . . , yn}, the






(xi − µX) · (yi − µY ). (2.40)
The factor 1n−1 is again required to get an unbiased estimator in case the mean values µX
and µY were estimated as well.










2.3.8 Multivariate Random Variables
Given multiple real-valued random variables X1, . . . , Xn defined over the same probability
space (Ω,Σ, P ), one can define a multivariate random variable X = (X1, . . . , Xn)
T . Each
component Xi, i = 1, . . . , n may have its own distribution, which is called a marginal distri-
bution of X. Just like in the 1-dimensional case, X follows a multidimensional probability
distribution that describes, how likely every possible realization (x1, . . . , xn)
T is. The mul-
tidimensional cumulative distribution function FX : Rn → [0, 1] is defined as
FX(x) = P (X1 ≤ x1, . . . , Xn ≤ xn). (2.42)








2.3.9 Multivariate Gaussian Distribution
Having multiple random variables X1, . . . , Xn with each of them following a Gaussian distri-
bution Xi ∼ N (µXi , σ2Xi), i = 1, . . . , n, the multivariate random variable X = (X1, . . . , Xn)T
follows a multivariate Gaussian distribution X ∼ Nn(µ,Σ) with mean vector µ ∈ Rn and
the covariance matrix [86, p. 39] Σ ∈ Rn×n. While the entries of the mean vector are just
the individual mean values µi of the random variables Xi, the covariance matrix contains
the covariances for all pairs of random variables Xi, Xj :
Σij = CovXi,Xj = CorrXi,Xj · σXi · σXj . (2.44)
The covariance matrix thus encodes two types of information: the individual variances and
the linear dependencies between all pairs of random variables.
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2.3.10 Gaussian-Distributed Scalar Fields
In this section, we will introduce the main data model used in this thesis: Gaussian-
distributed scalar fields. Let us first recall that a deterministic scalar field is a mapping
s : D → R from some domain D to the set of real numbers. Instead of only depending on
the point in the domain, the scalar value of a point in an uncertain scalar field also depends
on the outcome ω ∈ Ω of a stochastic process:
U : D × Ω→ R (2.46)
(x, ω) 7→ Xx(ω).
For every point of the domain x ∈ D, there exists a random variable Xx : Ω → R that
describes the values of this point based on the stochastic process. But just like with deter-
ministic scalar fields, there usually is no analytical description of the uncertain scalar field.
Instead, a discrete approximation is used as finite representation of the uncertain scalar
field. As already described in Section 2.1.3, we approximate the domain D through a set of
sample points DS = {x1, . . . , xn} that is further extended to a simplicial complex to get a
complete coverage of the domain. A deterministic scalar field s : D → R then was approxi-
mated by assigning to each sample point a scalar value, which led to the vector sDS ∈ Rn. A
similar approximation can be used in the uncertain case. The only difference is that instead
of having a vector sDS that contains a fixed scalar value for every sample point, the scalar
values now also depend on Ω. This leads to the multivariate random variable UDS :
UDS : Ω→ Rn (2.47)
ω 7→ UDS (ω).
Note that the components UDS ,i of UDS correspond to the random variables of the sam-
ple points UDS ,i = Xxi . In a Gaussian-distributed uncertain scalar field, every invividual
random variable Xx follows a Gaussian distribution Xx ∼ N (µx, σ2x) with mean µx and vari-
ance σ2x. As introduced in Section 2.3.9, the entire field becomes a multivariate Gaussian-
distributed random variable UDS ∼ Nn(µ,Σ). The vector µ ∈ Rn contains one mean value
for every grid point. The covariance matrix Σ ∈ Rn×n consists of the following entries:
Σij = Corrij ·σi · σj . (2.48)
For every pair of grid points xi, xj , the covariance matrix contains a combination of the
correlation coefficient Corrij ∈ [−1, 1] of these two points and their standard deviations
σi, σj . Since every point has a correlation of 1 to itself, the diagonal entries of Σ are the
variances σ2i of all points that, together with the mean value, fully describe xi’s marginal
distribution N (µi, σ2i ).
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Mean
Variance
Figure 2.9: Linear interpolation of two uncorrelated Gaussian-distributed random variables
X,Y with mean µX = µY = 0 and standard deviation σX = σY = 1. On the left, 2,000
random points were drawn and interpolated linearly between X and Y . The plot reveals a
smaller variance between the values, while the highest variance is at the borders. The mean
and variance on the right show the effect of the linear interpolation on the interpolated
distributions.
2.3.11 Interpolation
To get from the discrete representation of the scalar field to a dense one where every point
x ∈ D gets assigned a scalar value, an interpolation function kDS was used. kDS was defined
by
kDS : D × Rn → R (2.49)
(x, sDS ) 7→ kDS (x, sDS )
with kDS (x, sDS ) ≈ s(x). When using the same interpolation function for the uncertain
scalar field U : D × Ω→ R, the approximation becomes:
U(x, ω) ≈ kDS (x, UDS (ω)). (2.50)
This provides a piecewise linear approximation within every realization of the uncertain
scalar field. Note that while distributions of the random variables Xx are provided explicitly
for all sample points, the distributions of all other points are given only implicitly through
the interpolation function. This can lead to some undesired side effects.
Figure 2.9 shows a 1-dimensional example with two random variables X,Y being in-
terpolated along a 1-simplex (line). X and Y both follow a Gaussian distribution and
are uncorrelated. Values in-between are interpolated linearly within individual realizations,
resulting in value distributions for all intermediate points.
While this interpolation method is easy to apply, even the 1-dimensional example reveals
a fundamental problem. For inner points, the standard deviation is smaller than the ones
given at the endpoints X,Y . This means that this interpolation results in values with a
lower uncertainty in lower-sampled regions, which is counter-intuitive and misleading. This
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phenomenon also is reflected in the analytic description. Given two Gaussian-distributed
random variables X,Y with X ∼ N (µX , σ2X) and Y ∼ N (µY , σ2Y ), the distribution for an
interpolated random variable Xα with interpolation factor α ∈ [0, 1] is given by:
Xα ∼ N (µXα , σ2Xα), (2.51)
µXα = (1− α)µX + αµY ,
σ2Xα = σ
2
X(1− α)2 + σ2Y α2.






, which is a value in [0, 1]. Therefore, if σX 6= 0 and σY 6= 0, the random
variable with the smallest variance always lies between X and Y .
2.3.12 Gaussian Process Regression
Schlegel et al. [35] analyze the problem of interpolating Gaussian distributions in greater
detail and provide an alternative interpolation method. Their approach interprets the entire
Gaussian-distributed uncertain scalar field as a single Gaussian process. A Gaussian process
is a function that maps every point of some continuous domain to a Gaussian distribution,
i.e., a continuous version of the model for uncertain scalar fields introduced in the previous
sections. To fully describe the Gaussian process, a mean function and covariance informa-
tion is needed. As this information matches the definition for Gaussian-distributed scalar
fields use in this thesis, Gaussian process regression would be applicable. However, it is
also a very costly method as, in theory, the distribution of every sample point depends on
all mean and covariance values of the entire field. Even though Schlegel et al. provide a
localized version of the method that only uses a small area around the evaluation point, it
is still several magnitudes more expensive than the simple linear interpolation while also
introducing a lot of complexity into the topological analysis. Furthermore, the difference
between linear interpolation and the Gaussian process regression only becomes significant
in poorly sampled regions, as the results converge to the same distribution with increasing




The goal of the research done for this thesis was to get deeper insights into the topology
of uncertain scalar fields. Understanding the impact of unknown factors on the structural
properties is important to estimate the stability of conclusions and the quality of the data.
Topology provides a mathematically founded approach to defining structural properties.
Among the most important structures are critical points, which are especially relevant in
optimization theory, but also entire regions and their relations, such as areas of high or low
pressure in weather data. In the context of uncertain scalar fields, we refer to topology in
terms of the possible realizations. As structural properties of different realizations of the
same uncertain field can vary, it is important to identify the main factors that influence
topological features.
Given the uncertain scalar field as a multidimensional Gaussian-distributed random vari-
able as introduced in 2.3.10, there are two main sources of information: the point distri-
butions and the dependencies between different points. The distribution of every point is
completely described by its mean and variance. The mean represents the expected value
while the variance quantifies the uncertainty. By studying the topology of the mean field,
which is a deterministic scalar field, one can get a good overview over the general structure
of the field. However, the influence of variances on the structure and the significant impact
of dependencies on the field’s topology is often overlooked.
Pfaffelmoser and Westermann [51] have shown that not only the distributions themselves
but also the point dependencies heavily influence the field’s structure. For illustration,
Figure 3.1 shows several realizations of two Gaussian-distributed scalar fields (top, bottom),
each having a mean of zero and a variance of one at every point of the domain. Even though
the individual point distributions are identical, there are major structural differences. In
the top field, all points are independent, resulting in the correlation matrix resembling the
identity matrix. For the bottom field, on the other hand, we crafted a data set that consists
of several highly correlated regions, which leads to very prominent patterns. This simple
example demonstrates the strong impact of point dependencies on the topology of uncertain
scalar fields. Correlation is thus a major factor that should be taken into account during
data analysis.
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(A)
(B)
Figure 3.1: Multiple realizations of two Gaussian-distributed uncertain scalar fields (A), (B)
defined over the same domain. All sample points of both fields have a mean of zero and
a standard deviation of one. The only difference between (A) and (B) is the underlying
correlation matrix, leading to very prominent differences in the topology of the realizations.
In this chapter, we provide a method for the analysis of correlation in uncertain scalar
fields. Since dependency information is given between point pairs, visualizing correlation
directly is challenging. Instead, one has to reduce correlation information to a manageable
amount of features that can be presented to the user. One way for extracting features is by
organizing points into clusters with high linear dependency. This, however, raises a series
of new questions, such as: What is the suitable similarity measure to decide whether to
put two points into the same cluster? How to avoid grouping too many or too few points?
What is the appropriate way of dealing with negative correlation, i.e., points that have high
dependency but inverse behavior?
We address these questions by presenting a new method for hierarchical point clustering,
which we then use to extract correlated regions in uncertain scalar fields. The overall goal
is to cover all aspects of correlation, including local and global dependencies as well as posi-
tive and negative correlation coefficients. We accomplish this goal by first transforming the
uncertain scalar field into a space that better reflects the properties of correlation, i.e., the
surface of a high-dimensional hypersphere. In this representation, correlation corresponds
to angular distance, making a geometric interpretation possible. We then use a new vari-
ation of agglomerative clustering, which first reduces the number of considered point pairs
through the use of a neighborhood graph before successively merging points depending on
an edge measure. We introduce and compare different edge measures as they exhibit differ-
ent benefits and drawbacks. Furthermore, we propose a new way of consistently handling
negative correlation. The result is a hierarchical clustering that contains information about
correlated regions, their relations and nesting, as well as inverse dependencies. We use two
linked views to visualize the clustering: a 2-dimensional landscape and a cluster visualiza-
















Figure 3.2: Overview of clustering pipeline. Yellow boxes mark optional steps for handling
negative correlation. The steps with the blue background can be used to reduce the size of
the data set.
tion in the original domain. The domain view shows the correlated regions in a spatial
context. The landscape provides the cluster hierarchy as well as some simple selection and
filter mechanics. This combination enables interactive exploration of correlated structures.
3.1 Chapter Overview
First, additional related work and foundations are provided in Section 3.2. Section 3.3
introduces 2-dimensional landscapes that are used throughout the chapter to illustrate hi-
erarchical clusterings. Starting with Section 3.4, we provide a detailed description of the
correlation-based clustering method. Figure 3.2 gives an overview of all steps of our clus-
tering pipeline. To handle correlation consistently, we transform the input data into a point
cloud embedded on the surface of a hypersphere (Section 3.4.1). Using beta-skeletons as
neighborhood approximation (Section 3.4.2) makes it possible to merge adjacent regions
based on a pre-computed similarity measure (Section 3.4.3). In Section 3.5, we describe a
novel approach for incorporating negative correlation. It uses the surface of the hypersphere
to introduce twin points, which leads to cluster symmetries that provide information about
negatively correlated regions. We also give a brief performance analysis together with some
optimizations (Section 3.6.1). At the end of the chapter, we demonstrate the applicability
and typical use cases for our pipeline on three different data sets (Section 3.7).
3.2 Foundations and Related Work
In this section, additional foundations and related work are covered that are particularly
relevant for the topic of hierarchical correlation clustering. First, we will give a brief intro-
duction to hierarchical clustering and dendrograms in general before moving on to methods
that are either partly used in this chapter or related to our method by tackling a similar
problem. This includes multi-dimensional point cloud clustering, correlation-based cluster-
ing, but also more general topics such as topological landscapes or density estimation.
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3.2.1 Hierarchical Clustering
Hierarchical clustering is a family of techniques that is used in many different disciplines,
like machine-learning, computational linguistics, and medical diagnostics. In his survey
[87], Berkhin describes clustering as “the division of data into groups of similar objects”
that extracts “hidden patterns” from a given set of data points. Due to the multitude of
different methods in this discipline, Berkhin does not provide a canonical categorization but
classifies algorithms either as hierarchical or partitioning and further distinguishes methods
based on more specific properties, such as grid-based methods, algorithms using constraints,
and methods that deal with high-dimensional data. For this chapter, hierarchical clustering
is the most relevant category as our method is a form of hierarchical clustering, too. However,
we also use techniques like density estimation that belong to the partitioning category and
thus blur the line between different clustering techniques.
Hierarchical clustering can be further divided into agglomerative and divisive methods.
Agglomerative clustering algorithms start with small clusters that are gradually merged
until a certain granularity is reached. Divisive clustering methods, on the other hand, start
with big clusters that are split up to the desired level. Both techniques operate on a set of
objects that will be called points for the remainder of this chapter. These points are just
abstract representations of some arbitrary entities. To put these entities into perspective
and apply hierarchical clustering, a similarity metric is required. The similarity metric maps
two clusters to a scalar value with higher values representing higher similarity. Similarity is
often expressed indirectly through distance with a lower distance corresponding to higher
similarity.
It is important to distinguish between the similarity between points and the similarity
between clusters. Point similarity often is either given explicitly with the input data or it
can be computed for a given data set. Cluster similarity, on the other hand, is a quantity
derived from point similarity. In the end, the goal is to build clusters with points having
high similarity to other points in the same cluster but high dissimilarity to points in other
clusters. The choice of how to compute the cluster similarity from point similarity is crucial
for the final runtime and memory complexity of the clustering algorithm as different methods
enable different optimization strategies. One of the simplest methods in that regard that has
very beneficial mathematical properties is single-linkage clustering. Single-linkage clustering
uses as similarity S between two clusters X,Y the highest similarity s between two points
x, y with x ∈ X and y ∈ Y :
S(X,Y ) = max
x∈X,y∈Y
s(x, y). (3.1)
As an agglomerative clustering method, single-linkage clustering starts with each data point
in its own category. With each iteration, the two clusters with globally highest similarity are
merged until the desired granularity is reached. In the extreme case, only one cluster is left at
the end, in which case the complete cluster hierarchy is computed. A naive implementation
of this algorithm that finds the pair of clusters with the highest similarity in every step has
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Figure 3.3: A dendrogram for a randomly generated data set with 50 data points. Data
points are arranged along the horizontal axis at the top while the vertical axis represents the
similarity measure. The tree-like structure of the dendrogram (green) shows, how points are
successively merged into clusters at certain similarity values. The order of the data points
provides one degree of freedom to avoid overlaps of the dendrogram edges.
a complexity of O(n3). However, several methods have been developed that bring down the
runtime complexity to O(n2) by using data structures that require O(n) memory [88].
With the simplicity of single linkage clustering also come several disadvantages like high
sensitivity to noise and the tendency to produce long thin clusters [89, 90]. Murtagh [91]
calls this generation of thin clusters chaining effect and also points out that with single
linkage clustering, no clear cluster center is provided that can be used as a representative.
Johnson [92] compares taking either the minimum or maximum values in Equation 3.1 and
notes that one produces optimally “connected” clusters while the other one produces more
“compact” clusters. In his survey, Murtagh also provides and compares alternative linkage
criteria and hierarchical clustering methods that, even after more than 35 years, are still
widely used. Section 3.2.6 also provides additional information on clustering methods that
are more specifically targeted at correlation-based metrics.
In Section 3.4.6, we describe the similarities between our algorithm and single linkage
clustering. Due to the parallels, our algorithm suffers from similar problems for which we
provide some mitigation strategies.
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3.2.2 Dendrograms
Dendrograms are graph-like structures used to visualize the results of a hierarchical clus-
tering procedure. While their exact origin is hard to track down, one of the earliest usages
of dendrograms can be found in the work of Michener and Sokal [93], where dendrograms
illustrate bee classification results.
Typically, there are two types of information generated by the hierarchical clustering
methods:
• the hierarchy of clusters, i.e., the order in which the data points get grouped together;
• the similarity measure of merging/splitting clusters.
In a dendrogram, this information is visualized in a tree structure. Figure 3.3 shows an ex-
ample of a commonly used presentation of a dendrogram. Data points are arranged on the
horizontal axis of the 2-dimensional plot. The vertical axis represents the similarity value
that is used to generate the hierarchical clustering. Every branch of the tree represents ex-
actly one cluster with horizontal connections between branches representing merging events.
These merging events are located at the similarity of the two corresponding clusters. The
order of the data points at the top can be altered to avoid overlaps in the tree plot.
Dendrograms are very popular because they present exactly the available information
while being intuitive to interpret by the user. However, there are some major downsides,
such as heavy overplotting on one side and poor space usage on the other side. Even in
Figure 3.3 with only 50 data points, the top already is quite cluttered and there is little
space for further information. A more detailed discussion of the problems associated with
dendrograms as well as an alternative visualization is given in Section 3.3.
3.2.3 Topological Density-based Point Clustering
In our method, we interpret correlation as a point cloud and extract clusters based on the
point cloud’s density function. Parts of the pipeline are based on the high-dimensional point
cloud clustering developed by Oesterling et al. [94]. Their method operates on a point cloud
given in a Euclidean space and consists of two main parts:
1. approximation of the point cloud’s density function and
2. topological analysis using the function’s join tree.
Oesterling et al. approximated the density function by computing its values at sample points,
which are randomly selected from the point cloud itself. Density values are determined
with kernel density estimation with a Gaussian kernel. While this results in a smooth
approximation, they used a single estimated kernel bandwidth for all points, which leads to
granularity problems. A more in-depth discussion on the topic of cluster granularity and
our approach to solving this issue is given in Section 3.4.6. With the representation of the
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density function, the final clustering is computed through the use of the density’s topology.
Cluster candidates are dense regions which can be extracted by looking at superlevel sets
of the density function for certain thresholds. Connected components in a superlevel set
represent dense regions that are separated by areas with low density. The join tree (cf.
Section 2.2.3) is computed to capture all connected components of all thresholds at once.
A problem with using the point cloud itself to sample the density function is that valleys
separating clusters are often not represented in the sampling. This problem is bypassed
by an edge sampling step, introducing additional sample points on edges with low-density
values at their center point.
3.2.4 Topological Landscapes
Since join trees can be computed in spaces of arbitrary dimension, they are powerful tools for
capturing topological information. One way of visualizing this information is by generating
topological landscapes [21]. The core idea is to generate a low-dimensional function with the
same topological features as the high-dimensional one.
Gunther et al. [21] generate 3-dimensional landscapes from contour trees. They first
use the branch decomposition (see Section 2.2.3) to divide the contour tree into a hierarchy
of branches. Starting with the root branch and a single hill, they recursively subdivide
the landscape and introduce smaller hills and valleys for each upper or lower branch. The
result is a deterministic landscape with the same topology as the reference function that
was used to compute the contour tree. They further can augment the generated landscape
with additional information by distorting the geometry, showing glyphs, or applying color.
Oesterling et al. [22] generate topological landscapes for join trees. Due to the simpler
structure of join trees, they can construct 2-dimensional landscape profiles that show the
nesting information of the superlevel sets. In their clustering method for high-dimensional
point clouds, Oesterling et al. [94] use the join tree to represent hierarchical clustering
information and use their landscape profile for visualization. Although our method does
not use the join tree, we also use the 2-dimensional landscape profiles for visualization.
Further details on the computation are provided in Section 3.3.2.
3.2.5 Density Estimation
Closely related to the problem of clustering points is the topic of point cloud density esti-
mation. Given a point cloud in a metric space, the density function maps every point of the
space to a scalar value that represents the number of points that are nearby. This function
can be a useful tool for clustering, as it can unveil regions that contain a lot of points in close
proximity. Oesterling et al. [94], e.g., directly use the topology of the density function to
retrieve hierarchical clustering information. However, the problem of computing the density
function is not easily solvable and there are a lot of different ways to compute a density
estimate. Figure 3.4 (a) shows an exemplary 1-dimensional distribution function that will
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Figure 3.4: A distribution function (a) and different ways (b-e) to approximate the distri-
bution based on 3300 randomly sampled points.
serve as a ground truth for the following examples. The other four subfigures (b-e) show
different ways to estimate the distribution based on a set of 3300 randomly sampled points.
Parzen Window Estimation — One of the most basic methods for approximating the
density function is the Parzen window estimation. It estimates the density by counting all
points in a certain area, called window, around a point x:
p(x) ≈ k
n · V , (3.2)
where n is the total number of points, k is the number of points within the region, and V
is the window’s volume. A major disadvantage of this method is that the resulting function
is non-differentiable, as the sliding window approach leads to hard jumps when points leave
or enter the window.
Kernel Density Estimation (KDE) — For a smoother approximation, the fixed window





n · V (b) . (3.3)
x1, . . . , xn are the randomly sampled points while d(x, xi) denotes the distance between the
evaluation point x and a sample point xi. The parameter b is used to alter the shape of the
kernel and also influences the volume V . In the case of the commonly used Gaussian kernel,
b is called the bandwidth parameter and determines the width of the bell-shaped kernel.
The choice of b is very critical and challenging as it has a strong impact on the shape and
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accuracy of the resulting density approximation. In Figure 3.4 (c), e.g., the bandwidth is
chosen such that it captures the two big hills. The smaller features, however, are lost due
to the overly smoothed density function.
k-Nearest Neighbor Density Estimation (kNN) — Instead of counting points within
a certain window size, one can fix the number of points k and estimate the volume that
encloses exactly k points. This approach is proven to converge towards the real distribution
with an increasing number of sample points n [96]. However, as can be seen in Figure 3.4
(d), the resulting density tends to be very spiky and non-differentiable in the local maxima,
which makes this method unsuitable for practical application.
Dynamic Bandwidth Selection — The kNN can be combined with KDE to solve two
problems at once: the choice of the kernel bandwidth and the spikiness of the kNN density.
Instead of taking a uniform bandwidth, a dynamic bandwidth can be used that depends
on the distance to the k-nearest-neighbor. This way, regions of low density receive a larger
kernel that preserves global structure while dense areas retain details with smaller kernel
sizes. This effect can be observed in Figure 3.4 (e), where even smaller peaks of the density
function are reconstructed. Note that there are more small hills than in the reference
distribution (a), which comes from the limited number of sample points that the density is
reconstructed from. An application of this technique can be found in Section 3.4.6, where we
use k-nearest-neighbor-based dynamic bandwidth for enhancing our correlation clustering
algorithm.
3.2.6 Correlation Clustering
Correlation clustering is a very common term that has a different meaning based on the
context that it is used in. We will first describe its meaning in this thesis and then move on
to other usages and how they relate to our work.
Correlation Clustering in Uncertain Scalar Fields
In an uncertain scalar field, value distributions are given at every point of the underlying
domain (see Section 2.3.10). When we talk about correlation, it denotes the linear de-
pendency between the random variables that describe the values at two locations in the
domain. Correlation values are thus given for every pair of points in the domain, leading to
the correlation matrix as a discrete representation of the data correlation.
As introduced in Section 3.2.1, clustering describes the process of organizing entities into
groups of similar objects. In our case, the entities are points in the domain and similarity
is measured in terms of the given correlation information.
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Clustering High-Dimensional Data
In the context of data mining and, more specifically, the clustering of high-dimensional
data, correlation is often used to reduce the data to a lower-dimensional more meaningful
subspace [97]. Given a set of points in a multi-dimensional space, one can compute the
correlation between the different components of the points’ coordinates. If there is a high
correlation, it is likely that a there is a lower-dimensional subspace that still captures the
shape of the entire point cloud. By performing principal component analysis (PCA) [98],
one can find the linear subspace that captures most of the data variation while reducing the
number of dimensions to a controllable value.
In our setting, however, we are not dealing with a multi-dimensional point cloud. Instead,
we look at correlation between the scalar values of the grid points, which are 1-dimensional
random variables. However, as we described in Section 2.3.10, the entire uncertain scalar
field can be seen as a multi-dimensional random variable. Therefore, the direct correspon-
dence to multi-dimensional clustering would be to cluster multiple scalar field realizations
and not the domain points.
Agreement Maximization
In machine learning and applications with more discrete entities, like document clustering,
the term correlation clustering is used to describe the solution of the agreement maximiza-
tion problem [99]. Given an undirected graph with one vertex for each clustering entity
and edges labeled with either “+” or “-”, the goal is to find the clustering that maximizes
the sum of “+” edges within clusters and “-” edges between clusters. “+” can be seen as
denoting two connected entities as similar while a “-” means two entities are dissimilar.
An agreement between the clustering and the graph then is either given when two similar
entities are in the same cluster, or when two dissimilar entities are in different clusters. Like-
wise, there is a disagreement when two similar entities are in different clusters, or when two
dissimilar entities are in the same cluster. The problem stated above then can be simplified
to either maximizing the number of agreements or the number of disagreements, which both
give the same result.
In this context, correlation does not denote a property between entities or dimensions
but the correspondence between the similarity information and the final clustering. Due to
the very different problem descriptions and applications, this topic is not covered in more
detail in this thesis. For further information, we refer the reader to the survey of Becker
[100] or the work of Bansal, Blum, and Chawla [99].
Document Clustering with Cosine Measure
Another document clustering approach that is related to correlation clustering is based on
a vector space model that was introduced by Wong and Yang [101]. At the core of their
clustering method lies the idea of assigning to each document an index vector that is used
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for similarity estimation. Similarity is defined as the inner product of the normalized index
vectors, which, as we will show in Section 3.4, is similar to our approach. However, even
though the similarity measure is related, there are some major differences:
• Document clustering heavily depends on the type of indexing method that is used to
create the index vectors. In our case, the correlation is part of the data and thus
implicitly contains the vector information.
• Since we are dealing with scalar fields, we have additional spatial information provided
through the domain, which is incorporated into the visualization.
• Negative correlation is often treated as high dissimilarity and not handled explicitly.
In our work, negative correlation is an important property that shows strong depen-
dencies in the data.
• While the vector space model uses the cosine measure as similarity directly, we derive
a density-based measure for the final clustering algorithm.
There are a lot of other differences in the underlying data model. Clustering documents
often has the goal of identifying topics or similar usages of words while in our case, we deal
with uncertain scalar fields and cluster points based on similar value behavior. However, as
the usage of the cosine measure is similar, the aspects listed above highlight the different
usages of correlation.
3.2.7 Correlation in Uncertain Scalar Fields
The above methods either are based on different meanings of correlation or operate on data
that is very different from our use case. But some publications also deal with clustering
scalar data with correlation-based metrics.
Sukharev et al. [102] deal with time-varying multi-variate data and use two different
clustering methods to find regions of high temporal correlation. Their first approach uses
k-means clustering to extract correlated regions and combines the basic clustering with local
search to avoid running into local minima. The second method uses principal component
analysis (PCA) [98] to reduce the dimensionality of the data and finds correlated regions
via canonical correlation analysis (CCA). In both approaches, Sukharev et al. use either
correlation coefficients or cross-correlation to compare points within the same field or even
in different fields.
Zhang et al. [103] propose a method for clustering 3-dimensional uncertain scalar fields
based on similarities in the probability distribution functions (PDF). Instead of correlation,
they use the Jensen-Shannon divergence, which is a distance metric between PDFs. Their
clustering algorithm is an extension to the traditional k-means in which they refine the initial
centroid selection with a randomized algorithm that tries to maximize centroid distance.
Pfaffelmoser and Westermann [51] investigate the influence of correlation on the struc-
ture of uncertain fields. They show that correlation is responsible for a significant portion
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Figure 3.5: Dendrogram for a randomly generated dataset with 500 points. Each U-shape is
colored by a color gradient that shows the similarity threshold of the corresponding cluster
merge.
of a field’s topological features and use glyphs to encode local correlation and anisotropy
information.
Sauber et al. [104] extract correlated regions in multifields, summarizing pair-wise de-
pendencies in a graph structure. The graph then aids the selection of subsets of correlated
scalar fields for which the correlated areas are visualized using standard volume rendering
techniques.
Chen et al. [105] reduce the number of correlation values that have to be considered in
time-dependent multifield data by sampling regions of the correlation matrix.
Zhang et al. [106] represent correlation as a labeled graph and augment a classical graph
visualization with scatterplots for additional dependency information.
Pfaffelmoser and Westermann [52] propose an algorithm for correlation clustering in
uncertain 2D scalar fields that also deals with negative correlation and is thereby closely
related to our work. They use positive and negative correlation thresholds to find regions
that have a certain dependency on centroids in the domain. Centroids are those points
with the highest cardinality, i.e., the number of points in the domain, whose correlation
to the given point is above the threshold. Their method, however, is sensitive to small
value perturbations and also tends to be ambiguous by not assigning points to their most
correlated cluster.
3.3 Visualization of Hierarchical Clusterings
In this section, we provide a method for visualizing hierarchical clustering results. It is
deliberately introduced early in this chapter as we use it to compare different variations of our
algorithm. Furthermore, the saddle tree that we introduce as intermediate representation
also provides some benefits for handling negative correlation.
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Throughout the literature, hierarchical clusterings are almost exclusively visualized by
directly plotting the tree-like structure of the dendrogram (cf. Section 3.2.2). There are,
however, a couple of major problems with using dendrograms, some of which are illustrated
in Figure 3.5. The underlying data set consists of 500 points, which still is a rather small
number that already leads to clear overplotting at the top of the image. At the bottom,
on the other hand, the background is very prominent due to the lack of clusters. This
becomes a problem when trying to augment the dendrogram with additional information,
e.g., by using colors. A real-world example of such a use case can be found in the work
of Koren and Harel [107]. Big clusters, which usually show the highest entropy, provide
the least space as they are represented by very thin lines. Figuring out which clusters are
assigned to which color requires visual parsing and the background color limits the choice
of possible cluster colors. [108, p. 82]
In the later parts of this chapter, we incorporate negative correlation as additional infor-
mation into the hierarchical clustering. This requires a visual distinction of different types
of clusters, which we realize through the use of texturing and color patterns. Dendrograms,
unfortunately, provide very limited utility in this regard due to the aforementioned reasons.
The 2-dimensional topological landscapes by Oesterling et al. [22] provide much better prop-
erties but are defined only for join trees. In the following, we describe how dendrograms
can be translated into a join-tree-like structure, the saddle tree, which we then use to build
topological landscapes for arbitrary hierarchical clusterings. This not only enables the use
of additional information through texture and color (see Section 3.5.3) but also allows for
topological simplification to reduce the complexity of the clustering through the saddle tree.
3.3.1 Saddle Tree
In order to use topological landscapes for arbitrary hierarchical clusterings, let us first recall
what a join-tree is. We already introduced join trees in Section 2.2.3 as tree structures that
capture the behavior of superlevel sets in a deterministic scalar field. A superlevel set for a
certain scalar threshold α contains all points that are mapped to a value ≥ α. Starting with
α = αmax as the highest value in the scalar field, only the global maximum is part of the
superlevel set. When lowering α, the superlevel set starts to grow. New components emerge
at local maxima and existing components get merged at saddle points. Finally, the entire
field is part of a single superlevel set when the global minimum is reached. This behavior is
very similar to agglomerative hierarchical clusterings, where smaller clusters are successively
merged until only a single big cluster is left that includes all points.
The dendrogram and the join tree of the point cloud’s density function have some key
similarities. Both are defined in terms of a varying threshold that represents the similarity
between clusters. Furthermore, tree branches represent sets of points with saddle points
connecting branches at certain similarity thresholds to build a cluster hierarchy. Note that
we use the term saddle point for all merge-points in hierarchical clusterings, which is common
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Figure 3.6: The process of converting a dendrogram into a topological landscape (top) and
the construction steps for individual node types (bottom).
terminology in Morse theory and scalar field topology but rarely used in the clustering
context.
Despite the similarities, join trees and dendrograms cannot be directly identified with
each other. All nodes in the join tree, e.g., have a direct representative in the point cloud
or scalar field. In the dendrogram, however, only leaves correspond to original data points
and all saddles are purely virtual. To bridge the gap between the different meanings of tree-
nodes, we use the notion of trivial clusters in dendrograms as clusters consisting only of a
single point. Using this concept, we can identify points in the join tree and the dendrogram
that serve the same purpose. Regular points in the join tree represent events of a single
point attaching to an already existing cluster. In the dendrogram, these are saddles that
merge a trivial with a non-trivial cluster. Saddle points in the join tree are points where
two existing clusters merge. The counterpart in the dendrogram are saddles merging two
non-trivial clusters. Similarly, maxima in the join tree correspond to saddles merging two
trivial clusters, i.e., the birth of a non-trivial cluster. The last point type left is the global
minimum, which has no real representation in the dendrogram as the lowest point always is
a saddle.
This correspondence between points shows that the dendrogram can be transformed into
a join-tree-like structure. A simple example of this transformation is shown at the top of
figure 3.6. Note how all trivial clusters are pruned, leaving only the merge points in the
dendrogram. The resulting tree has a similar structure to a join tree with the role of the
different points as described above. Since only the inner saddle points of the dendrogram
are left, we call the resulting structure the saddle tree.
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3.3.2 Landscape Construction
The construction of the landscape for a given dendrogram can be reduced to a small and
simple set of rules, which can be seen in Figure 3.6. First, we translate the dendrogram into
the aforementioned saddle tree. Second, we apply different construction rules depending on
the type of the saddle tree node, as shown at the bottom of Figure 3.6. However, there are
some important details that the figure does not show. For the landscape to produce peaks
at the leaf nodes of the saddle tree, one has to start with a total landscape width of n− 2
at the global minimum, with n being the number of clustered points. At every node v of
the saddle tree, the width of the landscape corresponds to the upper node count, which is
the number of nodes in the upper subtree with root v, excluding v itself. This results in
the width of the landscape being two less than the number of points in the corresponding
cluster. While this seems undesirable, this difference becomes negligible for a higher number
of points and is required for a consistent construction. Also note that in rare degenerate
cases, saddle points might represent merges of more than two hills. Even though these cases
are not explicitly shown in Figure 3.6, they are easy to handle by just introducing more
than two sub-hills.
3.4 Agglomerative Correlation Clustering
This section covers the main algorithm for clustering the hyperspherical point cloud. The
proposed method introduces the concept of edge measures, which can be used to alter
the clustering results. After describing the central approach and the clustering algorithm,
we compare different edge measures, discuss advantages and disadvantages, and give an
overview of noise stability. Finally, we put the algorithm into perspective between existing
methods to highlight major similarities and differences.
3.4.1 Approach
The main goal of the clustering method is to preserve all information that is contained in
correlation coefficients. Because the correlation coefficient ρxi,xj for two points xi, xj is a
cosine-measure, it is directly related to the angular distance, which is given by
dang(xi, xj) = arccos(ρxi,xj ) ∈ [0, π]. (3.4)
This leads to the following geometric interpretation: Starting with two points x and y, their
angular distance can be interpreted geometrically as the angle between two points on the
unit circle. A third point then can be added by adding another dimension, moving from the
unit circle to the unit sphere. Continuing, the angular distances and thus the correlations
between n points is represented by embedding n points on the surface of a n-dimensional
unit hypersphere Sn−1. We call this embedding hyperspherical projection as every grid point
has exactly one representative on the unit hypersphere. The hyperspherical points can be
extracted by decomposing the positive semi-definite correlation matrix Corr ∈ Rn×n into
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Corr = AAT with A ∈ Rn×d. The inner products of all pairs of row vectors ai ∈ Rd then
correspond to the correlation values ρxi,xj = 〈ai, aj〉 between two points xi and xj . From the
diagonal entries Corrii = 〈ai, ai〉 = 1 it follows that the row vectors ai are the aforementioned
hyperspherical unit vectors. Note that the dimension d often is much smaller than n, which
is caused by dependencies in the data that reduce the rank d of the correlation matrix.
This can also be used to deliberately reduce the dimension by computing A using Principle
Component Analysis [109].
While the interpretation of correlation as the angular distance is not a new concept,
hardly any clustering methods make use of it explicitly. To analyze the spatial relation of
hyperspherical points, our algorithm first approximates the hyperspherical surface with a
neighborhood graph. We then merge adjacent points into clusters using an edge measure,
which leads to a hierarchical representation.
3.4.2 Neighborhood Approximation
We looked at several different options for approximating the neighborhood of the hyper-
spherical point cloud. There are three major requirements for a neighborhood structure:
1. it has to approximate the space with a suitable density;
2. it has to be computationally feasible for real-world data sets;
3. the method has to provide a way to measure stability regarding small value changes.
The last requirement is especially important for high-dimensional spaces, as a good stability
estimation can be used to quantify the influence of the curse of dimensionality [110, 111].
Oesterling et al. [112] use either the Gabriel Graph (GG) or the Relative Neighborhood
Graph (RNG) in a Euclidean space. Since the GG is a much denser supergraph of the
RNG, using both graphs makes it possible to adjust the tradeoff between accuracy and
performance. Unfortunately, they still differ too much to serve as estimates for output
stability, which is why a more fine-grained control is preferable. Jaromczyk and Toussaint
[113] provide an overview of graphs related to the RNG that vary in dimensionality and
complexity. Furthermore, stochastic graphs, like the relaxed Gabriel graph introduced by
Correa and Lindstrom [114], can act as stability indicators by looking at variations over
multiple runs.
For our method, we chose beta-skeletons, which are a generalization of the GG and RNG
that was first introduced by Kirkpatrick and Radke [115]. Not only do they provide a con-
tinuous parameter for trading simplicity for accuracy, but their deterministic construction
provides a reliable estimate for noise sensitivity. A beta-skeleton over a set of points is
defined in terms of a single parameter β ∈ [0,∞). Two points xi, xj ∈ DS are connected, if
and only if their beta-lune Lβij does not contain a third point xk ∈ DS \ {xi, xj}. For β ≥ 1
the beta-lune is the intersection of two d-balls defined by
Lβij = Brβ ((1− α)xi + αxj) ∩Brβ (αxi + (1− α)xj), rβ = α‖xi − xj‖, (3.5)
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Figure 3.7: Several beta lunes as intersections of two balls for two points xi, xj (blue dots).
The location of the balls depends on the value β, which can be categorized into three different
behaviors (red, green, blue).
where α = β/2 and Br(c) = {x ∈ Rd | ‖x − c‖ ≤ r} is the ball with radius r centered
around the point c. For other values of β, the balls’ locations have a different behavior and
Equation 3.5 does not apply. As we will discuss in the following, values of β below 1 are
not used in this thesis, which is why we omit the corresponding formula. Figure 3.7 shows
some 2-dimensional balls and their beta-lunes (intersections) for different values of β. Note
that there are three different ranges for β that influence the placement of the balls and that
Equation 3.5 only applies for β ≥ 1. In the following, we will use the terms vertical and
horizontal to describe the behavior of the two balls and the beta lune. Without loss of
generality, these terms refer to Figure 3.7, in which xi and xj are separated horizontally.
0 ≤ β < 1: In this range, both points xi, xj are located on the surface of both balls.
As β decreases, the balls diverge vertically, i.e., in the direction perpendicular to the line
connecting xi and xj . Note that the corresponding beta lune gets smaller with smaller β
and converges to the line that connects xi and xj with β → 0.
1 ≤ β < 2: With β = 1, both balls correspond to the smallest ball that still contains both
points. As β increases, the balls diverge horizontally, i.e., in the direction that connects the
two points xi and xj . In this range, the center points of both balls are always located inside
the beta lune.
2 ≤ β: With β = 2, xi and xj correspond to the center points of the two balls while
their distance specifies the radius. Further increasing β moves the center points of the balls
outside of the beta lune while expanding the lune vertically. As β tends towards infinity,
the beta lune converges to a vertical band with the distance between xi and xj as width.
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Figure 3.8: Beta skeletons on the surface of a 2-sphere for different values of β. The shown
point cloud was randomly generated using a uniform distribution. With increasing β, the
area of the beta-lune gets increasingly larger, resulting in fewer edges in the corresponding
beta skeletons.
Using angular distances, the same ball definition applies to the hyperspherical surface,
which implies a valid beta-lune definition. Because the norm of every point on the unit-
hypersphere is equal to 1, the test of whether a point xk is inside the beta lune of two points
xi, xj simplifies to
(2− β)(1− 〈xk, xi〉) + β(〈xi, xj〉 − 〈xk, xj〉) < 0 (3.6)
∧ (2− β)(1− 〈xk, xj〉) + β(〈xi, xj〉 − 〈xk, xi〉) < 0.
All inner products 〈xi, xj〉 = ρxi,xj can be either retrieved by a single lookup in the corre-
lation matrix or computed on-the-fly with a sum of d multiplications. The beta-skeleton
is equivalent to the Gabriel Graph for β = 1 and the Relative Neighborhood Graph for
β = 2. For the neighborhood graph, we only use values β ∈ [1, 2]. Although selecting β < 1
would increase edge density and thus improve approximation accuracy, the balls creating
the beta-lune behave differently and Equation 3.6 does not apply. This different behavior
leads to an increase in computation times as the corresponding equation does not simplify
to correlation look-ups. For β > 2, on the other hand, the resulting neighborhood graph
is not guaranteed to be connected anymore. This is, however, a crucial requirement to
approximate the underlying surface.
Figure 3.8 shows the beta-skeletons for different values of β computed for a point cloud
that is distributed uniformly on the 2-sphere. The higher the value of β, the coarser the
graph gets due to the larger beta-lune being more restrictive.
While a naive implementation of the beta-skeleton has a complexity of O(n3), there
are some tricks that bring computation times closer to O(n2 log(n)). Due to the direct
relationship to the Gabriel graph, we can use the improvements proposed by Oesterling
et al. [112]. When testing whether a pair of points xi, xj is connected, all points xk are
traversed with increasing distance to xi. This way it is very likely for the beta-lune-test to
fail early as points causing that failure are usually close to the testing pair. In fact, the
speed benefit is high enough to compensate for the additional sorting that is required for
every point.
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3.4.3 Edge Measure
Our clustering method uses the beta-skeleton to successively merge adjacent regions. The
merge order is determined by a graph edge measure, which is the likelihood of merging the
two regions that are connected by the corresponding edge. Per definition, the edges of a
beta-skeleton represent a small portion of the domain due to the beta-lune not containing
any points from the point cloud. Although these lunes may overlap, they give every edge a
representation in the domain itself, making the question for a suitable edge measure more
meaningful: How likely is it for the two connected regions to merge over the portion of the
domain this edge represents?
We investigated multiple different measures, each having advantages and disadvantages.
For simplicity, we will first use the simplest measure, the edge correlation, and discuss
more advanced ones in Section 3.4.6. The edge correlation for an edge e = (xi, xj) is the
correlation µcorr(e) = ρxi,xj between the two endpoints. As it is a cosine-measure, it fulfills
the requirements for a merging threshold, since points with higher correlation should be
more likely to merge into a single cluster.
3.4.4 Clustering Algorithm
After computing the neighborhood graph and assigning merging thresholds to every edge,
the final clustering algorithm is quite simple. Algorithm 1 shows the basic steps that produce
the final dendrogram from a given hyperspherical neighborhood graph.
Initially, there are n clusters, each consisting of a single point. The main loop iterates
over all edges of the neighborhood graph in descending order of their edge measures. For
every edge, there are two cases:
(a) The hyperspherical points connected by the edge are in different clusters;
(b) The connected points already share the same cluster.
In case (a), the two clusters the points belong to are merged into a single cluster. In case
(b), the edge is skipped as it is just an intra-cluster connection. Throughout the process,
we have to keep track of the existing clusters as well as the merging process to build the
dendrogram. Clusters can be tracked efficiently using the UnionFind [116] data structure.
The dendrogram is built incrementally using an additional array of cluster representative
nodes. After initializing the dendrogram with n nodes, a new one is added every time two
clusters are merged. It becomes the representative of the merged cluster and gets connected
to the representatives of the old clusters. After traversing all edges, the dendrogram contains
a complete representation of the cluster hierarchy with 2n− 1 nodes.
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Algorithm 1: Agglomerative Correlation Clustering
input : G=(V,E) - Neighborhood Graph with vertices V = {v1, . . . , vn} and edges
E ⊆ V × V
measures - Array of edge measures
output: Dendrogram
// Initialize data structures
d ← Dendrogram with n nodes;
uf ← UnionFind of size n;
repr ← Array of size n;
for i← 1 to n do
repr[i] = i;
// Main loop
sort edges E by their edge measure values;
foreach edge (v1, v2) in E do
r1 ← uf.root(v1);
r2 ← uf.root(v2);
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3.4.5 Relation to Single-Linkage Clustering
While taking the end point’s correlation as edge measure is a reasonable choice and produces
valid hierarchical clusterings, the result is not as novel as it might seem. In fact, in the
following, we provide a proof that our clustering algorithm with correlation edge measure
(CEM) produces the same result as single-linkage clustering (SL). Afterward, we discuss
more complex alternative edge measures that solve some of the issues that come with SL in
the next sections.
Proof. Let X = {x1, . . . , xn} denote the set of points to be clustered and ρij the correlation
between two points xi, xj ∈ X.
In every iteration step, SL merges the two clusters A and B with the highest similarity,
which is defined as the highest similarity between two points xi ∈ A, xj ∈ B. Therefore,
it finds the pair of yet unmerged points that have the highest correlation. CEM does the
same by first sorting all edges by similarity and then merging them successively. The only
difference is that instead of considering all possible point pairs, CEM only merges along
edges of the beta-skeleton with 1 ≤ β ≤ 2. Since graphs resulting from higher β are always
subgraphs of ones with lower β, we only have to prove similarity for the neighborhood graph
with the fewest edges, i.e., the relative neighborhood graph (RNG) with β = 2.
Both clustering algorithms start with each point in its own separate cluster. Assume
that up to a certain iteration, both clustering hierarchies are equivalent and C(x) ⊆ X
denotes the cluster containing point x ∈ X. Let A ⊂ X and B ⊂ X be two different clusters
with points xi ∈ A and xj ∈ B. To prove the equality of the clusterings, let us compare the
two following statements:
I The next two clusters getting merged by SL are A and B due to the highest similarity
between xi and xj .
II The next two clusters getting merged by CEM are A and B due to the edge between
xi and xj corresponding to the highest correlation.
Implication I → II
Let us assume statement (I) is true. It follows that
ρij = max{ρab | C(xa) 6= C(xb)}. (3.7)
To show that these points have to be connected in the RNG, we have to look at the beta-
lune. Two points are connected in the RNG if and only if their beta-lune does not contain
a third point xk. As of Formula 3.6, the test for containment in the hyperspherical lune
reduces to
(2− β)(1− ρki) + β(ρij − ρkj) < 0
∧ (2− β)(1− ρkj) + β(ρij − ρki) < 0.
84 CHAPTER 3. HIERARCHICAL CORRELATION CLUSTERING
For β = 2, this simplifies to
2 · (ρij − ρkj) < 0 ∧ 2 · (ρij − ρki) < 0
⇔ ρij < ρkj ∧ ρij < ρki.
If there would be a point xk fulfilling this criterion, thus causing the edge between xi and xj
to not be part of the neighborhood graph, either one of the two conditions would contradict
Implication 3.7. There also cannot be an edge with higher correlation, as this would also
violate Implication 3.7.
Implication ¬ I → ¬ II
To complete the proof, let us now assume that statement (I) is false. That means there has
to be a pair of points xk, xl with C(xk) 6= C(xl) and
ρkl = max{ρab | C(xa) 6= C(xb)} > ρij .
With the same implications as above, there has to be an edge between xk and xl in the
neighborhood graph, which causes statement (II) to be false as well.
This proves the equality of the two clusterings.
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Figure 3.9: Agglomerative correlation clustering on a synthetic point cloud. 5000 points were
generated following a Gaussian mixture density distribution (a)(bottom), which is defined
on the circle (a)(top). Different edge measures (b) lead to different cluster separation and
noise stability. Note that in (A)-(E), the vertical axis represents a correlation or density
measure while the plot width equals the number of points.
3.4.6 Alternative Edge Measures
Since the results of single linkage clustering and our algorithm with the correlation edge
measure are the same, our clustering also inherits all of the flaws like high noise sensitivity
and the tendency to produce long thin clusters [89, 90]. The benefit of our algorithm lies
in its flexibility as one can easily replace the edge correlation measure with one providing
better properties.
The choice of the correct measure highly depends on the data complexity and what
features the user is interested in. In the following sections, we discuss and compare different
edge measure choices that are shown in Figure 3.9. All discussed properties directly translate
to arbitrary data but are best shown on a synthetic data set. We generated a data set on
the surface of a circle with 5000 points following the density distribution shown in (a). The
bottom shows the plain density distribution as a mixture of six Gaussian distributions while
at the top the same density function is plotted on a circle to highlight the periodicity of
the data. In (b), figures (A)-(E) show the data clustered with the different edge measures
presented in this section. While the top row uses the normal point cloud, the bottom row
contains an additional 1000 points of uniformly distributed noise. This way, we can evaluate
the stability of the proposed clustering algorithm to small value perturbations depending
on the choice of the edge measure.
In (A), the high noise sensitivity of the edge correlation measure can be seen. The
bottom row shows large grooves splitting the clusters. Furthermore, the top lacks a clean
separation between clusters (1) and (6), which is caused by single outliers causing clusters
to merge.
Edge Sample Point — For a given edge between two points xi, xj , we introduce the edge
sample point xe as the edge’s center point xe =
xi+xj
‖xi+xj‖ ∈ S
d−1. Note that the normalization
is required to get back on the spherical surface due to xe being the geodetic center point.
The edge sample point is used by all edge measures below to compute different estimations
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of the density function. It is very efficient to compute xe’s correlation and angular distance
as the correlation between xe and a point xk ∈ Sd−1 is given by
ρxe,xk =
ρxi,xk + ρxj ,xk√
2 + 2 · ρxi,xj
. (3.8)
k-Nearest-Neighbor Correlation
The main problem with the edge correlation measure is that it only considers a single edge
and completely ignores the global point cloud structure. To solve this, we first rephrase the
measure for a given edge e = (xi, xj):
µcorr(e) = ρxi,xj = cos(dang(xi, xj)) (3.9)
= cos(2 · dang(xe,NN(xe))),
where NN(xe) is the nearest-neighbor of the edge sample point xe and dang is the angular
distance as defined in Equation 3.4. This way, the measure can be generalized by replacing
the nearest-neighbor with the k-nearest-neighbor:
µkNN(e) = cos(2 · dang(xe, kNNk(xe)). (3.10)
With k ∈ {1, 2} we get the single-linkage clustering as the k-nearest-neighbor would be xi or
xj . In Figure 3.9 (b) (B), we used k =
√
n, which leads to a smoothing effect that increases
cluster separation and noise stability. The strength of the effect, however, depends on the
parameter k. Using k =
√
n is a general rule of thumb in k-nearest-neighbor methods [117].
However, it is recommended to tune k in real applications as the underlying data complexity
and dimensionality can influence the final results [96].
Density Estimation
The point cloud’s density function can also be used to get an estimate on the merging
threshold for a specific edge. By definition, the density is low in regions of high point
separation and high in areas containing dense point clusters. Using the edge sample point,
we evaluate the density value for every edge using the different estimators introduced in
Section 3.2.5.
To compute the cluster hierarchy, only the order of edges based on their measure is
used while the actual measure values only influence the appearance of the final dendrogram.
Therefore, it can be shown that the result of k-nearest-neighbor density estimation is
just a distorted version of k-nearest-neighbor correlation from the previous section. Because
correlation values are much more expressive and the volumes of windows on the hypersphere
are hard to compute numerically, using kNN -correlation is more suitable in this context.
Kernel density estimation usually gives more accurate results when it comes to
approximating the distribution of points. To apply it to the hypersphere, two components
have to be specified: the kernel function and the kernel bandwidth. On the hypersphere,
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the von-Mises-Fisher-distribution serves as a counterpart to the commonly used Gaussian
distribution in Euclidean spaces. When it comes to bandwidth selection, the scale of the
point cloud in Euclidean spaces usually is unknown, which requires advanced techniques
for bandwidth estimation. On the hypersphere, however, we benefit from the limited value
range, making 0.2 a good entry point for further manual bandwidth refinement. A major
problem with the hypersphere is the normalization of the kernel function, as it is highly
unstable for smaller bandwidths and higher dimensions. With a uniform bandwidth, this
normalization can be avoided as it only introduces a constant factor to the density and does
not affect the value order. Unfortunately, a single bandwidth focuses on a specific feature
granularity but is unable to capture fine detail and global structure simultaneously, which
can be seen in Figure 3.9 (b) (C). A good cluster separation of the smaller clusters requires
a small bandwidth, which causes cluster (6) to start splitting up.
To overcome the granularity problem, we also implemented the dynamic bandwidth
selection, which uses the distance to the k-nearest-neighbor to assign individual bandwidths
to all points. This smoothes areas with low density for the benefit of the global connection
while smaller bandwidths preserve details in dense areas. In Figure 3.9 (b) (D), cluster (6) is
much more stable and the overall noise stability increased as well. To weigh points equally,
kernel normalization is crucial, which limits this method to low dimensional data.
Although density estimation as edge measure produces valid clusterings, there are still
two major problems left. First, the density values do not transport much useful information
about correlation. Since the density function can be seen as a probability density function,
its values represent likelihoods rather than separation thresholds. The second problem is
that in the final 2D landscape, cluster size is represented in two ways. By construction, the
width of a hill directly reflects the number of points inside a cluster. In the density function,
however, hills with more points also have higher density values. A clear separation between
point count and merging measure would not only make the visualization more readable but
also prevent big clusters from suppressing smaller ones solely because of cluster size.
Weighted Average Correlation
To resolve the double representation of the point count, we developed the weighted average
correlation measure, which can be seen in Figure 3.9 (E). It is defined by
µwavg(e) = cos
(∑n
k=1 c(dang(xe, xk), b) · dang(xe, xk)∑n
k=1 c(dang(xe, xk), b)
)
, (3.11)
where c is a one-dimensional von-Mises-Fisher kernel function with bandwidth b. The idea is
to use the average correlation in a local neighborhood around the sample point as an indica-
tor for cluster coherence. If there are only few points close by, the average angular distance
increases, causing the correlation measure as the cosine of angular distance to decrease.
The kernel function lowers the influence of distant clusters thus reducing the problem of
point count influencing correlation strength. As with all highly localized measures, smaller
bandwidths can in some instances fail to capture global cluster relations. When testing the
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weighted average correlation on the temperature data in Section 3.7.2, e.g., the expected
negative correlation between northern and southern hemisphere got lost for smaller band-
widths. Weighted average correlation should therefore not be used to investigate global
dependencies in high dimensions.
3.4.7 Relation to Hierarchical Clustering
With the main clustering algorithm and the concept of different edge measures introduced,
a more educated comparison to existing methods can be made.
With our method successively merging points into a hierarchy of clusters, it falls into the
category of agglomerative clustering. In most methods, the next cluster merge is decided
based on some similarity measure which in theory is given between every pair of clusters.
Because the number of all possible pairs grows quadratically with the number of points, the
algorithmic challenge lies in the efficient tracking of only the relevant values. Nguyen et
al. [118] compare the efficiency of several existing agglomerative clustering approaches and
present a memory- and time-efficient alternative called SparseHC.
Although our method also suffers from memory requirements increasing drastically with
larger point clouds, we circumvent the problem of updating and maintaining a similarity
matrix by computing our similarity measure beforehand. Our method explicitly makes use
of the point cloud’s structure by first computing the beta-skeleton. This reduces the set of
relevant edges to those that claim a small portion (beta-lune) of the underlying domain and
express adjacency of regions. Next, we avoid updating similarity measures by precomputing
the edge-measures based on local or global point set properties. By considering the point
cloud’s density, e.g., we have a measure of cluster similarity beforehand without actually
merging points into clusters.
This also shows the similarity to density-based clustering. Oesterling et al. [22]
perform clustering by using the points themselves as samples for the common density func-
tion. While this makes sense for capturing more dense areas with more points, it misses the
separating valleys as a key aspect of the clustering. When defining the similarity between
points as a function of their distance or some property of the space between them, the most
relevant regions are the poorly sampled areas between points and not the points themselves.
Oesterling et al. solve this problem by performing edge-sampling, i.e. introducing new sam-
ple points on neighborhood graph edges to find valleys. This corresponds to the edge sample
point that we use in our edge measures. However, the main difference is that Oesterling et
al. combine it with the other sample points and also only use edge sample points when the
density in the edge center is lower than the one at the ends. This introduces inconsistency
as the point cloud now consists of two different types of points that are semantically differ-
ent. Instead of computing density on the core point set, our method focuses on the edges,
which comes with some major benefits. First, the method becomes more efficient as we do
not have to consider measures at the point cloud elements themselves. Second, not having
two types of sample points also leads to greater consistency and flexibility in the choice of










Figure 3.10: Process of handling negative correlation for an exemplary scalar field ensemble.
By first inserting twin points with inverse behavior, positive correlation clustering yields
correlated regions in both parts of the domain. A final merging step produces a consistent
clustering that incorporates positive and negative correlation.
the edge measure, like the k-nearest-neighbor or weighted average measure. Furthermore,
the dendrogram is guaranteed to contain exactly n − 1 saddle points while edge-sampling
introduces a previously unknown number of saddles.
3.5 Negative Correlation
This section describes, how to incorporate negative correlation in our clustering method
as well as the landscape visualization. While positive correlation can be found in almost
all data sets, inverse linear dependency is usually less common. The main reason is the
strong connection between point proximity and positive correlation, i.e., points with a small
distance in the domain often have similar values. This makes finding inverse correlation
using localized methods impossible, which is why many methods do not handle it at all.
Due to it being a global feature, negative correlation also cannot easily be explained with
point proximity, which makes it even more interesting for exploratory analysis. Methods
that handle negative correlation usually just omit the sign and take absolute correlation
values instead. While this is possible in terms of correlation as similarity measure, it also
comes with some drawbacks. First, this strategy does not apply to our method, as it is not
clear how to embed the points on the hypersphere when only some correlation values are
changed. While one could argue that this is a problem introduced by our method, it actually
unveils the mathematical inconsistency of this approach. Just omitting the sign destroys the
positive semi-definiteness of the correlation matrix, which also breaks the metric properties
of angular distances.
In the following, we introduce a different approach to dealing with negative correlation
that is consistent with our method and preserves the properties of correlation coefficients.
While this approach was mainly developed to support our clustering, it is general and simple
enough to be applied to other clustering methods as well.
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3.5.1 Approach
Our method handles correlation by mapping all points of the domain to the hypersphere
through the use of hyperspherical projection (cf. Section 3.4.1). Points with high positive
correlation have projections in close proximity while negatively correlated points will be lo-
cated on opposite sides. Instead of changing the correlation values, we add a twin point for
every hyperspherical point that lies exactly on the opposite side of the sphere’s surface. This
maintains a consistent hyperspherical point cloud while transforming negative correlation
coefficients into positive ones by essentially doubling the number of points. The clustering
pipeline and the final visualization can be applied without any changes, although we intro-
duce some modifications to improve performance and provide additional information about
inverse correlation.
Figure 3.10 outlines a different way to describe the twin insertion process and its effects.
First, a twin with exact inverse scalar values is inserted for every grid point, which can be
seen as adding a duplicate of the domain with inverse value behavior. After performing
positive correlation clustering, we get clustered regions that can span the extended part
(red) as well as the original part (blue). In this example, we have two clusters A and B
that are represented on both sides and also have a very prominent symmetry. This means
that cluster A has a negative correlation to cluster B as points of the mirrored part of the
domain share a high dependency. The symmetry between A and B directly follows from A
being negatively correlated to B’s mirrored points and vice versa. An additional so-called
saddle tree pruning step reduces the domain to its original size while extracting information
about negative cluster correlation.
3.5.2 Saddle Tree Pruning
Since the twin insertion mirrors all points to the other side of the hypersphere, the point
cloud becomes symmetrical. This symmetry also extends to the neighborhood graph by
creating pairs of edges on opposite sides. In the following, we color original points blue
and their twins red for illustration purposes. Furthermore, we randomly assign yellow and
purple to all mirrored edge pairs.
Figure 3.11 (top) shows an exemplary cluster landscape for a point set with twins. At
every height, we mark the ratio between original points and twins in the corresponding
cluster with color and a vertical separation line (cf. Section 3.5.3). There are two major
observations:
1. Red/blue hills always have a mirrored counterpart and
2. there is a dark branch from which all mirrored hills originate.
The light-colored hills mark clusters that are on one side of the hypersphere and, due to
symmetry, have a mirrored counterpart on the other side. The dark branch, on the other
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steps
saddle tree pruning
trim unaffiliated branches remove mirrored subtrees
Figure 3.11: Reduction of the clustering using the symmetry introduced by twin insertion.
Only two rules (bottom) are required to modify the clustering (top) to only contain one rep-
resentative for every grid point. Yellow and purple nodes represent mirrored neighborhood
graph edges while red/blue coloring marks the ratio between original and twin points in a
cluster.
hand, marks clusters that span both sides of the hypersphere, which is why we refer to them
as unaffiliated branches.
As shown in the overview (Figure 3.10), the goal is to merge the clustering such that
there is only one representative for every domain point left. This is achieved by modifying
the saddle tree with two simple simplification rules:
(a) remove one of the mirrored edges in unaffiliated branches and
(b) remove one of each pair of mirrored subtrees.
This can be achieved by first making sure that during edge measure ordering, pairs of
mirrored edges are right next to each other, which usually is given automatically since they
share the same measure value. This reduces the number of cases to consider such that only
the two shown in Figure 3.11 (bottom) are left. Mirrored edge pairs on unaffiliated branches
(left) can now be merged and labeled unaffiliated (gray). If an edge pair is spread across
different subtrees (b), there has to be another node in the unaffiliated part of the saddle
tree connecting those trees. These nodes can be easily found through a single traversal.
Removing one of the mirrored subtrees produces the final reduced saddle tree.
3.5.3 Visualizing Inverse Correlation
We modify the dendrogram landscape to incorporate negative correlation into the visual-
ization. After saddle tree pruning, every point is represented only once in the clustering.
Clusters, however, contain a mixture of original and twin points, which we visualize in two
















Figure 3.12: Different texture patterns used to highlight the type of correlation (left) and
an exemplary topological landscape with polygonal texturing (right). Color marks different
selected clusters and the user can freely specify contrast to either put focus on color or
texture.
ways. First, we draw a vertical separation line as shown in Figure 3.12 to mark the ratio
of the two point types. Second, we differentiate original from twin points using texture
patterns. Note that due to unaffiliated branches lacking information about negative cor-
relation, they neither are textured nor have a separation line. To also show the extracted
clusters in the spatial context of the original domain, we use the same texture pattern for
the regions and the corresponding clusters. For different types of domains, we use the two
different texturing options shown in Figure 3.12. Differently oriented stripe patterns can
differentiate between negatively correlated clusters as introduced by Pfaffelmoser et al. [52].
While this works for flat 2D domains, it is impossible to find two distinct directions for ar-
bitrary 2D manifolds, e.g., the surface of a sphere. MacEachren [119] lists a range of visual
variables that can be varied to distinguish between different map regions, including grain,
arrangement, and also orientation. Besides orientation, however, none of these variables
are suitable to encode equal-rank features distinctively. Therefore, we chose a polygonal
texturing pattern that is mainly based on color and also directly reflects the underlying
domain. The polygonal pattern uses the surface triangulation and swapped foreground and
background colors to separate negatively correlated clusters. However, this texture does
not support large domains as polygons tend to get very small. Furthermore, we provide an
option to vary the contrast between foreground and background color. This allows to either
put the focus on cluster affiliation (color) or negative correlation (texture).
3.6 Usability and Performance
This section focuses on our analysis tool for correlation-based data exploration. First, we
discuss two important optimizations that extend the applicability of the proposed clustering
pipeline. Following this, the basic analysis setup is described before we give a brief discussion
of the remaining parameters and performance.
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Figure 3.13: Computation times with varying parameters. The method depends polynomi-
ally on the point count (a), almost linearly on the dimension (b), and inverse exponentially
on the neighborhood graph complexity β (c).
3.6.1 Optimizations
To extend the applicability of our method, we use several optimizations that deal with
the main performance bottlenecks. The factor with the highest influence in the pipeline is
the number of grid points n. Since correlation often has a strong connection to point
proximity, sampling can be used to reduce the point count significantly. First, a subset of
the point set is chosen randomly, on which the whole clustering pipeline including the final
topological landscape is computed. In the end, we reinsert the missing points by assigning
them to the same cluster as their nearest hyperspherical neighbor, i.e., the point they have
the highest dependency with.
Even with sampled data, the quadratic memory consumption of the correlation ma-
trix can quickly exceed the available memory. Instead of storing values explicitly, one can
compute them on-the-fly from row vectors of the data matrix (cf. Section 2.3.7). This
introduces a d-dimensional inner product for every correlation value. The resulting runtime
penalty is further investigated in Section 3.6.2.
The introduction of twin points for dealing with negative correlation values doubles
the point count. However, many of the clustering steps can be modified to make use of the
point cloud’s symmetry, which leads to an overall linear slowdown. Edge measures, e.g.,
only have to be computed for half the edges since the other half is completely symmetrical
and shares the same measures. Furthermore, the edge symmetry can also be exploited to
speed up the beta-lune check and edge sorting.
3.6.2 Performance Measures
We applied our pipeline to a synthetic data set to measure the influence of the three main
parameters: point count n, dimension d, and the neighborhood graph parameter β. With
default values of n = 10,000, d = 30, and β = 2, points were generated such that their
hyperspherical projections follow a uniform distribution. Note that all edge measures ap-
proximately have the same computational complexity of O(n · k) with n being the number
of grid points and k the number of neighborhood graph edges. This means that the choice
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of the edge measure does not affect the following performance analysis significantly. Figure
3.13 shows the results when varying one parameter at a time. The runtime dependency
for the point count (a) is approximately the expected O(n2 log(n)) that comes from the
neighborhood graph computation. In (b), the almost linear dependency on the data dimen-
sionality shows that our method is fairly robust to complex data. While a precomputed
correlation matrix can make the actual clustering method independent from dimension, we
specifically performed on-the-fly computation of correlation values to show worst-case per-
formance. Finally, Figure (c) shows that for smaller β, the number of edges and also the
number of lune-tests grows exponentially. In practice, however, the impact of the chosen β
is rather small thus allowing for selecting β = 2 and only using smaller values for stability
estimation.
3.6.3 Analysis Setup
Our tool consists of two linked views: one with the 2-dimensional landscape and one showing
the grid of the scalar fields. The landscape view provides interaction for zooming and moving
the focus, tools for selecting different parts of the landscape, and UI widgets for performing
filtering and landscape simplification.
Simplification – For simplification, we implemented the topological simplification method
that was introduced by Carr et al. [120] and already described in Section 2.2.3. Through
different sliders, the user can remove insignificant clusters based on some importance mea-
sure. In our setup, we use three sliders: cluster volume, hill height, and hypervolume. While
cluster volume and hill height are pretty self-explanatory, hypervolume is a combination of
those two and corresponds to the area of the hill in the two-dimensional landscape.
Selection – Through the selection of hills, the user can focus on single features, for which
the corresponding regions in the domain view are highlighted to provide spatial context.
With the distinct color schemes provided by ColorBrewer [121], the user can choose to
assign a unique color to each selected cluster or each superarc, i.e., each region between
two nodes in the dendrogram. Although causing a lot of visual clutter, the second method
emphasizes cluster nesting and global structure, which provides an overview of the data.




Figure 3.14: Hierarchical correlation clustering for temperature data. While the overview
(a,b) shows the global structure and cluster shapes, a closer investigation via selection
and highlighting mechanics (c-f) unveils different correlation structures, such as prominent
clusters, negative correlation, or independent regions.









Figure 3.15: A set of synthetic scalar fields (top) and the resulting hierarchical clustering
(bottom). The domain view (left) exactly resembles the modeled structures and the land-
scape (right) shows how clusters are nested.
3.7 Examples
In this section, we will demonstrate the applicability using three examples that cover differ-
ent types of data. First, we present a synthetic data set to explain the results in a controlled
setting. The other two real-world data sets highlight different aspects, i.e., a large domain
and high dimensionality. For spatial context, we used border data from the OpenStreetMap
project1.
3.7.1 Synthetic Data Set
Our first example is an ensemble of 14 scalar fields shown in Figure 3.15 (top) defined on a
regular 20 × 20 grid. The columns contain pairs of inverted realizations, which ensures an
overall mean of zero at every grid point and makes it possible to model correlated regions
explicitly. In the right-most column, e.g., the non-zero valued points are zero in all other
fields and therefore create an independent region with positive correlation.
The clustering shown in Figure 3.15 (bottom) was computed with uniform kernel density
estimation as edge measure with a bandwidth of 0.2, as suggested in Section 3.4.6. We chose
the polygonal pattern to visualize inverse correlation and selected the most significant hills
for color highlighting. The domain segmentation into correlated clusters exactly resembles
the regions modeled with the set of realizations.
The four independent regions in the center correspond to the last four columns of the
scalar field ensemble. They are completely independent because all these regions are dis-
1OpenStreetMap Project, https://osmdata.openstreetmap.de/data/coastlines.html, accessed: 12/9/2020
3.7. EXAMPLES 97
joint with all other non-zero regions. Regions A and B, on the other hand, are negatively
correlated. This directly follows from the two regions only occuring in the first ensemble
column, where they have values on opposite sites of the mean (zero).
Finally, regions (C,D), (E,F), and (G,H) are positively correlated, which is indicated
by them being on the same parent hill and having texture patterns with dark background.
Although regions (E,F) and (G,H) are disjoint in all ensemble members, their relation to
region (C,D) results in all of them being positively correlated.
This simple example shows different advantages of our method. Note that the correlation
computation is independent from the actual location of the points in the domain. This means
that we can detect correlation even between distant points and not only in close proximity.
Furthermore, the transitivity captured by (C,D), (E,F), and (G,H) is a property that only
was captured because we extract the complete cluster hierarchy.
3.7.2 Temperature Measures
The second data set consists of 12 scalar fields that resemble the monthly average temper-
atures of the year 2016. It is provided by the European Center of Medium-Range Weather
Forecast2 and is originally defined on a WGS84-projected regular grid. The WGS84 pro-
jection maps the longitude and latitude of the location to x- and y-components of the
two-dimensional Euclidean space. We applied two pre-processing steps: (i) we limited the
data to landmasses and (ii) we resampled the scalar fields on a subdivided icosahedron to
improve the correspondence between point count and surface area. The resulting data set
consists of 190,000 points, of which we take a 10% subset for cluster computation (cf. Sec-
tion 3.6.1). The clustering in Figure 3.14 was computed with k-nearest-neighbor correlation
measure (k =
√
10% · n = 139) and β = 2.
Figures (a) to (f) show different observations that can be made using the selection
and highlighting mechanics of our analysis tool. In (a), the full clustering was given the
same color, revealing the very prominent negative correlation between the northern and
southern hemispheres through different stripe orientations. To get an overview of the general
clustering structure, we use topological simplification to remove small clusters and color
remaining parts by landscape segment (cf. Section 3.6.3), which can be seen in (b). Although
producing an overwhelming amount of colors, this view gives a good impression on cluster
shapes and aids further investigation. On the very right of the landscape, e.g., one can see
a separated purple cluster, for which a closeup with corresponding selection is shown in (c).
Because of the significant height of the hill, this cluster, which is bordered by the Andes to
the north-west, can be seen as a well-separated, stable feature with common temperature
behavior. The opposite can be seen in (d), where the whole area of Europe is represented by
regular points in the landscape that attach to an already existing hill rather than creating
its own. Therefore, Europe does not exhibit large topographical dependency when it comes
2ECMWF services for the WIS, https://www.ecmwf.int/en/forecasts/datasets/public-wmo-and-acmad-
datasets, accessed: 12/9/2020
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(c)
(b)(a)
Figure 3.16: Hierarchical correlation clustering for the CORS data set (c) and the spatial
context in the domain view (a,b). Close-ups on Alaska (a) and the contiguous US (b) reveal
strong spatial dependencies, which can also be seen in the clustering landscape (c).
to temperature variation, which is further emphasized by it being located rather low in the
landscape. The highest parts of the landscape, on the other hand, are shown in (e) and,
due to the high simplification, span huge parts of North-East Asia. Also note the small
part in the lower left of the selected landscape, which represents a part of Australia that
has a high negative correlation indicated by the different stripe orientation. Finally, we
selected the very bottom of the landscape in (f), which unveils the parts of the world that
are mainly independent. The lack of a stripe pattern also shows that these parts belong
to an unaffiliated branch in the landscape (cf. Section 3.5.2), for which no clear statement
about the type of the correlation can be made. As expected, these parts are mainly located
in the equatorial regions with some exceptions being coastlines on the east of the pacific
ocean.
3.7.3 GPS Reference Stations
The last data set consists of GPS altitude measures from Continuously Operation Reference
Stations (CORS) provided by the National Oceanic and Atmospheric Administration3. 366
scalar fields, one for every day of the year 2016, contain 815 altitude measures of reference
stations that are distributed over the US. GPS altitude estimation is known to be very
inaccurate, which causes the standard deviations of some stations to be as high as 40m
over the course of the year. Sources of this uncertainty are widely different, ranging from
atmospheric effects affecting the signal speed, the local weather, sensor quality, and several
terrain-based effects, such as multipath issues and signal reflection.
3Continuously Operating Reference Station, https://www.ngs.noaa.gov/CORS/, accessed: 12/9/2020
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Since this is a high-dimensional data set with a small number of sample points, we
used the k-nearest-neighbor edge measure (cf. Section 3.4.6) with a small k = 5. Figure
3.16 shows the clustering landscape (c) as well as the spatial context in Alaska (a) and the
contiguous US (b). Note that even though the data consists of sample points with scalar
values, there is no grid connecting the points to a dense domain. We instead draw a circle
around every point to serve as a canvas for texturing and cluster colors. Occlusion is resolved
by actually drawing cones in a top-down view, which ensures that every point is visible even
in dense areas.
Since influencing factors for GPS data are mainly topographical, we expected correlation
to follow terrain properties. However, significant clusters mainly resemble state borders. The
turquoise cluster, e.g., directly follows the borders of Texas, Louisiana, and Missouri, while
the violet cluster only is present in North Carolina. Furthermore, one can observe a strong
negative correlation between Alaska and the western contiguous part of the US, which is
indicated by different stripe orientations.
Explaining the causes for these correlations is not trivial and would require further in-
vestigation. However, because they resemble the state borders, a first guess is that similar
value behavior comes from different agencies managing the stations, potentially using dif-
ferent sensors or acquisition strategies. In additional analysis steps, the clustering can be
used to further investigate the data and locate the source of these possibly unwanted de-
pendencies. Understanding these effects can help to improve the accuracy of the positioning
system.
3.8 Chapter Conclusion
In this chapter, we presented a method for computing hierarchical correlation-based cluster-
ings of points with a focus on uncertain scalar fields. A new clustering method was proposed
that preserves the metric properties of correlation and generates a cluster hierarchy through
agglomeration. By transforming the sample points of the scalar fields’ domain onto the
surface of the hypersphere, we can study the correlation coefficients. To cluster the points,
we compute a neighborhood graph that captures point proximity. Furthermore, we use edge
measures to weight point connections according to cluster density. We provide a comparison
of different edge measures and the corresponding clustering results. Negative correlation co-
efficients are incorporated consistently via twin insertion and results are visualized with two
linked views. Besides showing the clustering inside the domain, we translated 2-dimensional
topological landscapes to work with arbitrary dendrograms to then build an interactive tool
for data exploration. The methods are evaluated on multiple synthetic and two real-world
data sets to capture different data aspects and potential applications.
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3.9 Potential Improvements
Due to correlation only capturing the linear dependency between points, further analysis
of the data is necessary to get a deeper understanding. However, the correlation analysis
presented in this work can easily be incorporated into other pipelines, supports a rather
general data structure, and is well suited for filtering and highlighting interesting bits of
information. The next steps to improve the work of this chapter could be to combine the
correlation clustering with further statistical quantities and work with domain experts to
get meaningful insights.
Further improvements can be applied to the visualization itself. Although the texturing
and coloring schemes presented in Section 3.5.3 are sufficient for highlighting different forms
of correlation in most of the data sets we investigated quite well, we feel like there still is
potential for future improvement.
Chapter 4
Realization Space
In the previous chapter, we took a closer look at correlation as one of the main influencing
factors on topological features of uncertain scalar fields. Going one step further, we want
to look at concrete topological features, such as critical points or more complex parts of
the contour tree. A common approach is to adapt well-known methods from scalar field
topology and perform a topological analysis of single realizations. Because even small value
perturbations can have a strong impact on the topology of a scalar field, looking at individual
realizations can miss important features. Furthermore, it is hard to understand the relation
between the features of different realizations when analyzing them individually. To get a
complete insight into the data, all realizations should be considered. For this, we introduce
the realization space as a way to organize all realizations in a common well-structured space.
In the following, we first describe the basic construction and properties of this space. We
then introduce the extended realization space in Section 4.5, which introduces an additional
dimension that is useful for some of our methods.
4.1 Construction
Let us first recall from Section 2.3.10 that we model an uncertain Gaussian-distributed scalar
field as function
U : D × Ω→ R (4.1)
that maps every point x ∈ D to a scalar value U(x, ω) ∈ R based on the outcome ω ∈ Ω
of a stochastic process. Limiting the domain to a finite set of sample points DS led to a
description of the uncertain scalar field with a multivariate random variable UDS :
UDS : Ω→ Rn (4.2)
that follows a Gaussian distribution UDS ∼ N (µ,Σ). µ ∈ Rn is the vector of mean values and
Σ ∈ Rn×n is the covariance matrix containing information about individual variances and
linear dependencies (correlation). In UDS ’s image space Rn, every dimension corresponds
to the scalar value of one of the n grid points of the uncertain scalar field. The space Ω
represents the uncertainty, as it is the space of all influencing factors, which usually are
assumed to be random.
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The realization space Ω̂ is a tool for creating a deterministic view onto the uncertain




Ω̂ is not part of a probability space but a space organizing all possible realizations of the
uncertain scalar field. Z then is a multi-dimensional random variable that describes how the
realization space depends on the influencing factors in Ω. ÛDS is an isomorphism mapping
every realization of Ω̂ to a representation of the scalar field in Rn.
Ω̂ can be used to organize the realizations such that it becomes easier to study their
topology and relation. As such, it is a model of the data and should thus be chosen such
that it simplifies the data analysis process while maintaining all relevant information. Judd,
McClelland, and Ryan [13] describe the tradeoff of parameter specification in data analysis
that tries to keep the model simple by using as few parameters as possible while getting a
small modeling error by fitting the data with more parameters. To this end, Ω̂ should be
chosen with two goals in mind:
• low dimension: the dimension of the realization space should be as low as possible
to make it computationally accessible
• simple structure: realizations should be organized according to their topological
properties, i.e., realizations with similar topology should be close to each other (ac-
cording to some sensible distance metric)
The most straightforward choice for Ω̂ is Rn itself, which would make Z correspond to
UDS from Equation 4.2 and ÛDS the identity map. This way, the realization space is
isomorphic to the n-dimensional Euclidean space, in which every point corresponds to a
unique configuration of scalar values. However, while having a simple structure, this would
make Ω̂ very high-dimensional and thus could be seen as overfitting the data.
To reduce the dimension, we use the matrix decomposition that was already introduced
for our correlation-based clustering algorithm in Section 3.4.1. For the algorithm, the de-
composition was a tool to reduce the dimension of the point cloud that encodes the pair-wise
dependencies of the uncertain scalar field. Due to semi-definiteness, the covariance matrix
Σ can be decomposed into
Σ = A ·AT (4.4)
with A ∈ Rn×d. ÛDS can then be described in terms of a different random variable
Z : Ω→ Rd that follows a standard Gaussian distribution Z ∼ Nd(0, I) by
ÛDS = µ+A · Z. (4.5)
Note that Z and ÛDS fit into Equation 4.3, making Ω̂ correspond to Rd.
Throughout the thesis, we will also use the simplified notation Uz(x) = µx + A · z to
denote the scalar value Uz(x) for a single point x ∈ D of the uncertain scalar field in a
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realization z ∈ Rd. While this does not completely conform with the definitions above, it
simplifies the work with uncertain scalar fields.
The dimension d is an important quantity, as it represents the rank of the correlation
matrix. As such, it indicates how many independent influencing factors there are that fully
describe the dependency between all points of the uncertain scalar field. The decomposition
of Σ can be performed in different ways, each having certain advantages and disadvantages.
While in theory, there is an infinite amount of possible decompositions, we will focus on
three different techniques. One of the main differences of these methods is the way they
provide control over the dimension d and thus the complexity of the resulting matrix A.
(A) Cholesky Decomposition — One way to get matrix A is by using the Cholesky
decomposition. The Cholesky decomposition transforms a positive definite matrix Σ into
Σ = L · LT , with L ∈ Rn×n being a lower triangular matrix. If Σ is only positive semi-
definite it might not be invertible. In this case, the Cholesky decomposition is still applicable
but is not unique [122]. Since we are only interested in the dimensionality reduction and
the actual orientation of the subspace extracted through decomposition does not matter,
Cholesky decomposition can be safely applied.
This method is especially useful for matrix inversion and for solving linear equation sys-
tems, as the triangular structure enables simple value propagation. For the decomposition
of the covariance matrix, the main benefit is the small memory footprint. With Σ ∈ Rn×n,
L only has n·(n+1)2 rather than n
2 entries. This, however, only is beneficial when Σ has a
high rank as otherwise, the other two methods below have a significantly smaller number of
non-zero entries. A major downside of this approach is the high computational complexity.
In general, computing the Cholesky decomposition requires O(n3) floating-point operations
[123], which quickly becomes a major bottleneck for large matrices. Although for many
applications, there exist optimizations that restructure the computation to make use of par-
allel computing, the high dimension of correlation matrices usually only make the Cholesky
decomposition feasible for synthetic data.
(B) Eigendecomposition — Another way to achieve the decomposition is by using diag-
onalization, also commonly referred to as eigendecomposition or Principle Component Anal-
ysis [98]. Let Σ ∈ Rn×n be positive definite. It then can be decomposed into Σ = ΓΛΓT ,
which yields A with A = Γ · Λ 12 . Γ ∈ Rn×n is the matrix of eigenvectors γ1, . . . , γn ∈ Rn,
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If Σ is only positive semi-definite with rank d, eigendecomposition can still be performed,
resulting in only d eigenvalue-eigenvector pairs. It follows that Γ ∈ Rn×d and Λ ∈ Rd×d.
The main benefit of the eigendecomposition is that it allows reducing the dimension d
explicitly, serving as a tool for data simplification. As each eigenvalue quantifies the data
variation in the direction of the corresponding eigenvector, one can limit d by only keeping
the most significant eigenvalues even if the actual rank is higher. Let λ1, . . . , λn be the
eigenvalues in non-decreasing order: 0 ≤ λn ≤ · · · ≤ λ1. By choosing a sufficiently small
threshold θ > 0, we only keep θ ≤ λd ≤ · · · ≤ λ1 and build Γ and Λ accordingly. The





There exists a variety of different algorithms and corresponding implementations for com-
puting the eigendecomposition of square matrices. All tools and visualizations developed for
this thesis use the SLEPc library [124], which is specifically designed for high-performance
eigenvalue problem computations. The method used for computing the first d most sig-
nificant eigenvalues is an implementation of the Krylov-Schur algorithm as introduced by
Steward [125] as an extension to the Arnoldi iteration [126] and the Lanczos algorithm [127].
Details about the algorithm and performance comparisons can be found in the technical re-
port of Hernández et al. [128]. The algorithm extracts only the first d eigenvalues and
eigenvectors, making it the ideal tool for dimensionality reduction. The SLEPc implemen-
tation scales well with a higher number of processing units and thus provides reasonable
performance even for large matrices. Because the dimension of the correlation matrix cor-
responds to the number of grid points of the uncertain scalar field, it usually is very high
in real-world problems. It is therefore critical to only solve the eigenvalue problem up to a
certain dimension while preserving the directions of highest data variation.
(C) Ensemble matrix — In many cases, the uncertain scalar field is a result of an
ensemble measurement or simulation, where a set of multiple deterministic scalar fields is
used to estimate the uncertainty of the process. In that case, a simpler method can be used
to directly compute the decomposition in Equation 4.4. Let s1, . . . , sk be k deterministic
scalar fields defined over the same domain D that build the ensemble. In practice, these
are usually acquired through measuring the same phenomenon k times or by performing
k simulation runs with slightly perturbed initial conditions. Recalling Equation 2.40 from
Section 2.3.8 for estimating the covariance for two given sampled random variables, the






(sl(xi)− µi) · (sl(xj)− µj). (4.8)
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ai1 · · · aik
...
...
 ∈ Rn×k (4.11)
provides the decomposition Σ = A ·AT .
If the vectors ai are linearly independent, the number of ensemble members k corre-
sponds to the rank of the covariance matrix and thus the dimension of the realization space.
This method has the benefit of being easily computable, lossless, and space-efficient, as the
number of ensemble members is usually very small compared to the number of grid points
n.
4.2 Probability Distribution
Using any of the decomposition methods above, we get the representation ÛDS of the un-
certain scalar field U as a linear combination of the components of the standard Gaussian-
distributed random variable Z as written in Equation 4.5: ÛDS = µ+A ·Z. Each realization
assigns to every point of the domain a scalar value and thus forms an n-dimensional vector.
Equation 4.5 shows that every realization can be expressed as a linear combination of the
components of Z, which is another random variable of dimension d. Another important as-
pect of the uncertain scalar field U is the underlying probability distribution. As described
in Section 2.3.3, a probability distribution usually is either given as a cumulative distribu-
tion function (CDF) or as a probability density function (PDF). With the realization space
as space of all possible realizations, we use the PDF fU that maps every realization to a
relative likelihood value:
fU : Rn → R+. (4.12)
Note that through the introduction of the random variable Z, we can also write fU as:
fU (µ+A · z) = fZ(z). (4.13)
Since Z follows a standard Gaussian distribution, fZ simply is the default Gaussian kernel
of dimension d. An example of the realization space augmented with an underlying PDF
can be seen in Figure 4.1.
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4.3 Linearity Discussion
The decomposition of the correlation matrix gives us a linear arrangement of realizations.
That means that every value of a grid point of the given scalar field depends linearly on a
finite set of influencing factors. These influencing factors are the components of the ran-
dom variable Z and thus the basis of the realization space. Although the linearity of this
relation might seem like a limitation of this representation, it is just a well-structured way
of organizing realizations. For Gaussian-distributed scalar fields this representation works
especially well as linear combinations of Gaussian distributions are Gaussian distributions
as well. But the linearity of the realization space does not limit the choice of distribution. In
fact, arbitrary distributions and dependencies of uncertain scalar fields can be modeled this
way. The only thing that changes with a different distribution is the underlying probability
density function, which does not influence the structure of the space itself. To fully capture
the realizations with non-zero likelihood, however, the dimension d might be higher with
more complex PDFs. With their linear behavior, Gaussian distributions allow looking at a
linear subspace while giving control over the captured information through, e.g., the eigen-
decomposition described above. Other distributions might have more complex structures
that require a higher-dimensional realization space. In the extreme case, the dimension d
of the realization space is equal to n, i.e., the number of points. In this space, every pos-
sible combination of values corresponds to a point, which can be used to model arbitrary
distributions and dependencies but in most cases is computationally unfeasible.
4.4 Example
Figure 4.1 shows an exemplary uncertain scalar field and the corresponding realization space.
For demonstration purposes, the domain of the scalar field only consists of three points
(n = 3) that are part of a single triangle cell (a). The naive realization space Rn (b) has one
axis for every grid point and thus contains every possible value combination. The underlying
PDF, which is highlighted in blue, describes the relative likelihood of every realization. Since
the data is Gaussian-distributed, the PDF has the highest value in the mean realization µ
and monotonically decreases in all directions. The covariance matrix describes the shape
of the PDF. In the figure, this can be seen in the form of the eigenvectors γ1, γ2, γ3 and
the corresponding eigenvalues λ1, λ2, λ3, which are plotted in (b) as vectors θ1, θ2, θ3 with
θi = λiγi. γ1 is the direction of the highest data variance, as it has the highest spread of
likely realizations.
With the decomposition from Equation 4.4 and the transformation in Equation 4.5, one
can simplify the realization space by mapping it to a standard Gaussian-distributed random
variable Z. This process is highlighted in Figure 4.1 (c). Note that in this example, the
dimension was also reduced from 3 to 2 by omitting direction γ3 as the direction of lowest
data variation. The result is a space with a highly symmetric PDF and reduced dimension.









Figure 4.1: Given an exemplary grid with three sample points (a), all possible scalar value
assignments for all three points are described by a three-dimensional Euclidean space (b).
For an uncertain scalar field, one can assign a probability density for each value configuration
(blue color map), which resembles a unimodal kernel in the case of a Gaussian-distributed
field. The shape of the Gaussian kernel is fully described by the mean point µ, the eigenvalues
λ1, λ2, λ3 and eigenvectors γ1, γ2, γ3 of the covariance matrix. Due to the linear properties
of Gaussian distributions, a linear subspace can be extracted (c) that has an underlying
standard Gaussian distribution with mean at the origin and probability distribution with
full rotational symmetry. Note that in the process, the dimension can be reduced by, e.g.,
omitting directions of small variance (small eigenvalues). In the resulting space (c), which
we call realization space, every point still represents a full value assignment for all three
points, which is shown via three color-mapped scalar fields (d).
Every point still represents a single and unique realization (d) of the original uncertain
scalar field with the mean field being located in the origin.
The realization space builds the basis of the topological analysis in the following chapters
and the linear structure is crucial to limit the complexity. Note that using n = 3 in the
example above is far from realistic. In real data, the number of points can be in the millions.
However, the same principles and properties of the realization space also apply to arbitrary
dimensions.
4.5 Extended Realization Space
While the realization space builds the foundation for our topological analysis, there is an
additional variation that we call the extended realization space that provides beneficial prop-
erties for some of our methods. The extended realization space is constructed by augmenting
the realization space Ω̂ = Rd with an additional scalar dimension. This additional dimension
represents the scalar value and enables different views on the uncertain scalar field.
In the realization space, every point represents one deterministic scalar field. By further
specifying the scalar value, every point in the extended realization space represents one level
set of a realization. The space can thus be used to embed and study structures of level sets.






Figure 4.2: The extended realization space (c) as the result of combining the realization
space (b) with an additional axis for the scalar value. Within this space, the function graph
(blue plane) for every point of the domain (a) is represented by a plane due to the linear
dependency on z.
We provide a more detailed discussion of this view in Section 6.13, where it bridges the gap
between our work and the topology of multifields.
Another application of the extended realization space comes from an inverse projection
approach. Let x ∈ D be a point of the domain of the uncertain scalar field. In every
realization z ∈ Ω̂, x has a fixed scalar value, denoted by Uz(x). Furthermore, Equation 4.5
shows that Uz(x) linearly depends on z
Uz(x) = µx +A · z. (4.14)
Using the additional dimension as Uz(x), we can plot the value of x for every possible
realization. An example of a 2-dimensional realization space is shown in Figure 4.2. The
linear dependency results in the values of x creating a plane floating above the realization
space. With this geometric representation of all possible values of a single point, this view
is used in Chapter 5 to study the behavior of critical points in uncertain scalar fields.
Chapter 5
Critical Point Analysis
The extraction of critical points is a crucial part of the topological analysis of scalar fields.
They build the foundation for the analysis of isocontours as they represent events of struc-
tural change of level sets with varying isovalue. For Gaussian-distributed scalar fields, the
usual topological definitions cannot be applied directly. Most methods are only capable of
approximating indicators for critical points or use simplified notions of uncertainty that, e.g.,
do not incorporate stochastic dependencies between different parts of the domain. Chapter
3 demonstrated how strong the influence of correlation as one of the most basic ways to
describe dependencies is on the topology of uncertain scalar fields. However, correlation as
a major influencing factor on the field’s topological properties is often overlooked or only
handled locally.
In this chapter, we provide a deterministic method for extracting critical points that
can appear in the realizations of an uncertain scalar field defined over a simplicial grid. We
make use of the previously introduced realization space and its extended version to study
the behavior of critical points across different realizations. This leads to the introduction of
singular patches as representations of critical points. Singular patches not only enable the
extraction of probabilities of critical points with high precision but also build an abstract
representation that serves as a basis for identifying more complex topological features.
This chapter is based on our paper Critical Points of Gaussian-Distributed Scalar Fields
on Simplicial Grids [129] and provides the following contributions:
• introduction of singular patches as a generalization of critical points for uncertain
scalar fields;
• analysis of the properties and meaning of singular patches as well as their relations;
• methods for extracting and tracking singular patches across multiple realizations;
• introduction of the patch graph as an abstract representation of singular patches and
their relation;
• demonstration of the applicability and evaluation of the proposed methods on synthetic
and real-world examples.
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5.1 Chapter Overview
This chapter starts with some additional related work that specifically deals with the identi-
fication and extraction of critical points in uncertain scalar fields. We then give an overview
of the entire computation pipeline for extracting singular patches and their properties in
Section 5.3. Singular patches as an extension of critical points to uncertain scalar fields
are useful not only for answering the question of what critical points there are but also
for tracking critical points across different realizations of the field. As such, not only their
computation and their type is important but also their relations, which we summarize un-
der the term adjacency. Sections 5.4 to 5.6 cover the definition and properties of singular
patches. Patch adjacency is introduced in Section 5.7 and further extended to the concept
of the patch graph in Sections 5.8 and 5.9. Section 5.10 provides a way for visualizing the
patch graph, which is then applied to synthetic and real datasets in Section 5.11. Finally,
sections 5.12 and 5.13 provide a conclusion of the chapter as well as the discussion of some
open problems and further potential improvements.
5.2 Related Work
There are some existing publications that deal with the extraction and visualization of
critical points in uncertain vector and scalar fields.
Petz et al. [31] extract critical points in uncertain vector fields using a local classification
based on a point’s neighborhood in the grid. They do so by limiting the distribution to the
local neighborhood for each point. By only considering this marginal distribution, they may
lose features hidden in global correlation and are not able to capture structural information
between critical points.
In uncertain scalar fields, Günther et al. [32] identified mandatory critical points as
regions, in which critical points of a specific type occur in all realizations. First, they
reduce the uncertainty for every point of the domain to a value interval, which provides
an upper and lower bound for the values a point can have. Using these bounds, Günther
et al. can identify points that are guaranteed to have a certain topological type and thus
are mandatory critical points. However, using only intervals to represent the uncertainty
is a strong limitation. Furthermore, their algorithm does not incorporate correlation, is
expensive for saddle point detection, and does not deal with relations between different
critical points.
Athawale et al. [130] use mandatory minima and maxima to visualize uncertainty in
Morse-Smale complexes. They compute a so-called probabilistic map that contains informa-
tion about the basins that every location of the domain might belong to. This information
is based on looking at what mandatory critical point is reached in every ensemble member
together with a clustering of critical points to identify basins across the ensemble.
Favelier et al. [131] transform each member of a scalar field ensemble into a persistence
atlas. A persistence atlas is a mapping that assigns to each point of the scalar field’s domain

































Figure 5.1: Overview of our method including intermediate steps and relevant structures.
Starting with the dataset, our method extracts critical points, their probability, and even
relations.
the shortest distance to the next critical point, weighted by the critical point’s persistence.
This makes the critical point structure of two ensemble members comparable through normal
metrics like the L2 norm. They then combine their similarity coefficients with a clustering
method and the extraction of mandatory critical points to estimate the positional stability
of critical points.
A different approach is given by Mihai and Westermann [33], who propagate uncertainty
from Gaussian distributions in the domain to gradients and the Hessian matrices. This
allows for extracting regions that potentially contain critical points and filter them by confi-
dence. As they limit the distribution to the local neighborhood of a point, only considering
the marginal distribution, their method does not incorporate global correlation information.
Furthermore, even though they can extract positional indicators, the exact relation between
different critical points is still unclear.
5.3 Method Overview
Figure 5.1 gives an overview of all steps of our method for critical point extraction. The
main goal is to compute singular patches as a representation of critical points in the context
of uncertain scalar fields. A patch represents a specific scalar value configuration in the
neighborhood of a specific grid point. As the topological type of a point only depends on
the local neighborhood, we first abstract the value difference to all neighbors introducing
neighbor configurations. To handle uncertainty, we look at the space of all possible real-
izations and combine this with the neighbor configurations. This leads to singular patches
as segments on hyperplanes in a high-dimensional space. Based on these segments we then
approximate probabilities using sampling in low dimensional subspaces and extract relations
between singular patches. The information about patch relations is used to build the patch
graph which is an abstract structure that contains all possible critical points of all realiza-
tions and connects them based on their interaction with each other. Finally, we use the
patch graph to identify and extract critical points that appear in different locations across
different realizations. This serves as an indicator of spatial uncertainty.
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5.4 Critical Points in Realization Space
The identification and classification of critical points on simplicial grids can be done locally.
As described in Section 2.2.1, Edelsbrunner et al. [132] use reduced Betti numbers to classify
simple critical points. First, the lower link of a grid point is determined, namely all adjacent
grid points having a lower scalar value together with all connections between them. Based
on the number of holes and connected components, i.e., the reduced Betti numbers, points
then can be classified by their topological type. In this chapter, we use a notation based
on ordering the local neighborhood and encode the lower and upper links in a neighbor
configuration.
5.4.1 Neighbor Configuration
Since the topological type of a point only depends on the relative value to its neighbors, we
first introduce a representation of this neighborhood. For this, we use the signum function
of the value difference between two points xi, xj
sgn (Uz(xi)− Uz(xj)) (5.1)
which either evaluates to −1, 0, or 1 depending on whether the value of point xi is lower,
equal, or higher than the value of xj in a certain realization z. To extend this to all neighbors
and allow for an algebraic notation, we first define an ordering on the set of neighbors N(x)
for every grid point x ∈ DS . This is done by the mapping
ox : {1, . . . , |N(x)|} → N(x) (5.2)
with ∀i, j ∈ {1, . . . , |N(x)|} : ox(i) = ox(j) ⇔ i = j. This allows for retrieving the i-th
neighbor of x via ox(i). Note that the selection of the ordering can be arbitrary. Usually, it
is given implicitly through the description of the grid or can be computed, e.g., by sorting
the neighbors by their location. Using the same ordering across the grid is not necessary
and, in fact, not always possible due to different neighborhood sizes.
To express the relation of one point to all its neighbors, we introduce the neighbor
configuration. We define it as a mapping cx : Rd → {−1, 0, 1}|N(x)| with
(cx(z))i = sgn(Uz(x)− Uz(ox(i))). (5.3)
cx depends on the point x ∈ DS as the neighborhood can vary across the grid.
5.4.2 Classification
Up to this point, cx only describes the relation between a grid point’s scalar value and the
values of all its neighbors. To decide whether the configuration belongs to a certain type of
critical point, a classification has to be made.
Identifying a maximum (max) or minimum (min) is straightforward as it is independent
of any kind of order. For a neighborhood size of |N(x)| = 4, e.g. a maximum is indicated
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border saddle regular point(a) (b)
Figure 5.2: An example of a bounded grid with a point on the border at which two contour
ends meet. The type of the point cannot be decided locally but depends on the path of the
contours. If these ends belong to different contours (a), the point is a border saddle. If the
ends meet somewhere in the field (b), the point is a regular point.
by cx(z) = (1, 1, 1, 1)
T , while a minimum corresponds to cx(z) = (−1,−1,−1,−1)T . For
saddle points (sad), however, the ordering is crucial. A simple saddle point represents the
split or join of two or more contours. Therefore, at the point’s scalar value, two or more
contours have to intersect the point. Locally, this can be decided by counting adjacent
cells that lead to a contour traversing through the point. E.g., in a 2-dimensional grid
with neighbor ordering by angle and a neighborhood size of |N(x)| = 4, the configurations
cx(z) = (1,−1, 1,−1)T and cx(z) = (−1, 1,−1, 1)T indicate saddle points. Including regular
points (reg), the topological classification can be formalized with a mapping:
tx : {−1, 1}|N(x)| → {reg,max,min, sad}. (5.4)
We deliberately exclude cases with (cx(z))i = 0, namely one or more neighbors having
the same scalar value. Depending on the concrete type, those cases can form topological
borderline cases with critical points being expanded over multiple grid points. In Morse
theory, these borderline cases are called degenerate critical points and are usually avoided
by applying small distortions to the affected grid points or by using a secondary ordering
criterion, which is often referred to as Simulation of Simplicity [133]. Due to the seamless
realization space, we are not able to change the scalar values of single realizations without
affecting fundamental properties of the space. By excluding those cases in all further steps,
we avoid those problems and still keep consistency.
Handling Border Saddles — A special type of critical point that cannot be identified
locally are border saddles. If the domain of the uncertain scalar field is bounded, there might
be points on the border at which two or more contours are merged or split up. While it can
be locally decided if there are multiple contours running through a point, it is not possible
to check locally if the point is a saddle or not. This problem is illustrated in Figure 5.2. If
there, e.g., are two contour ends touching a border point, they might either be separated
components of the level set or meet somewhere in the scalar field. We handle those cases by
introducing a special type for potential border saddles. In a later stage, we can then check
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if a border saddle is valid by traversing the contour of one realization that the point is part
of. Furthermore, invalid border saddles often can be excluded by identifying inconsistencies
in the patch graph, which is introduced in Section 5.8.
5.4.3 Realization Set
We can also look at the concept of the neighbor configuration from a different perspective.
Instead of describing the relation a point has to its neighbors in a certain realization, one
can also ask, which realizations have a specific neighbor configuration. For this, we use the
following inequation:
r · (Uz(xi)− Uz(xj)) > 0. (5.5)
Using this condition, we can find all realizations that share a specific relation between
two grid points xi and xj only by choosing r ∈ {−1, 1} – again excluding cases with
Uz(xi) = Uz(xj). E.g., all realizations with xi having a greater value than xj fulfill Equa-
tion 5.5 with r = 1. Together with a given neighbor configuration c̄ ∈ {−1, 1}|N(x)|, we can
rewrite Equation 5.5 with respect to a grid point x:
c̄i · (Uz(x)− Uz(ox(i))) > 0. (5.6)
Furthermore, Equation 4.14 provides an exact description of the points’ values:

















With a matrix Ax ∈ R|N(x)|×d and a vector bx ∈ R|N(x)| with entries defined as indicated
by the above formula we can write the whole system of inequalities for a specific neighbor
configuration as
Cc̄ ·Ax · z  Cc̄ · bx. (5.8)
Here, Cc̄ = diag(c̄1, . . . , c̄|N(x)|) is a diagonal matrix multiplying the i-th entry of c̄ with the
i-th row of the system of inequalities and  is the component-wise greater relation.
With this short notation, one can describe regions in realization space with a grid point
having a certain neighbor configuration. We will also refer to this as the realization set
Sx : {−1, 1}|N(x)| → Rd with
Sx(c̄) = {z ∈ Rd | Cc̄ ·Ax · z  Cc̄ · bx} (5.9)
as the set of all realizations with a point x ∈ DS having a neighbor configuration c̄.
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Figure 5.3: Different spaces used to define singular patches based on a 2-dimensional realiza-
tion space. A grid point x (a) and all of its neighbors, e.g. y, are represented as hyperplanes
in the extended realization space (b). Uz(x) and Uz(y) may have an intersection denoting
all realizations with x and y having equal scalar values. Projecting this intersection and all
the ones for x’s other neighbors into the space spanned by z1, . . . , zd (the realization space)
creates a partition (c) into sets of realizations with x having the same neighbor configura-
tion. We call these regions patches. Classifying patches based on the configuration leads to
singular patches representing maxima (red), saddles (yellow), and minima (not present in
this example). Combining the regions in realization space (realization sets) with the point’s
plane, one can also think of patches as regions on hyperplanes in the extended realization
space (d).
5.5 Singular Patches
With the term patch, we denote a region in the realization space with a grid point having a
specific neighbor configuration. We, therefore, define p as a tuple p := (xp, cp) with xp ∈ DS
being a grid point and cp ∈ {−1, 1}|N(xp)| describing a neighbor configuration of xp. We
again exclude cases with (cp)i = 0 as we want to be able to classify all defined patches.
Note that because of this, the realization set Sxp(cp) of a patch always is an open set. As
singular patches, we denote those patches that lead to a grid point being a critical point
in the corresponding realizations. Therefore, a patch p = (xp, cp) is singular, if and only if
txp(cp) 6= reg.
Figure 5.3 illustrates the concept of singular patches with an example of a point x
with |N(x)| = 4. Despite the realization space being only 2-dimensional, relations and
structures in the figure directly translate to arbitrary dimensions. Figure 5.3 (d) shows
patches interpreted as regions on hyperplanes. This becomes especially useful when dealing
with patch relations in Section 5.7.
5.5.1 Patch Filtering
Even though the above definitions lead to a finite amount of singular patches, the actual
number can be very large. Our example in Section 5.11 operates on a 2-dimensional regular
grid with every grid point having 6 neighbors. This neighborhood results in 26 = 64 different
neighbor configurations of which 34 describe critical points. Therefore, there are potentially
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Region of InterestRealization Sets
of Singular Patches
Probability Density Function
Figure 5.4: The realization sets of singular patches (green, red) in a 2-dimensional realization
space (spanned by z1 and z2). By defining a region of interest (circle) around the center,
one can remove patches (red) that are not part of any relevant realizations. This reduces
the number of valid patches (green) while maintaining a dense coverage inside the region.
The symmetry of the probability density function (blue) can be utilized to find a region that
captures the most likely realizations.
34 ·n singular patches in the entire field which have to be handled in further analysis steps.
The following sections describe two methods that significantly reduce the number of patches.
Empty Patches — Due to correlation and the elimination of directions with low variance
through eigendecomposition (cf. Section 4.1), for a patch p = (xp, cp), the set of realizations
Sxp(cp) can turn out to be empty. As the system of inequalities 5.8 forms a convex poly-
tope in the d-dimensional space, emptiness can be checked using well-established methods
from optimization theory. Many efficient and stable algorithms are available with runtimes
depending on the number of restrictions and the number of variables to consider. In our im-
plementation, we use the linear and quadratic programming algorithms of the CGAL-library
[134] as it provides good performance and stability.
Region of Interest — To further reduce the number of patches, we use a region of interest
in the realization space to remove patches that represent critical points with low probability.
Figure 5.4 shows an example of how singular patches can be filtered in a 2-dimensional
realization space. Since the transformation of the realization space into a standard normal
distribution resulted in a fully symmetric PDF, we can focus on a spherical region around
the origin. Given a sphere around the center with radius r, we remove all singular patches
with realization sets outside the sphere. This way, the most relevant realizations are still
part of the analysis while less likely critical points are excluded. To make the radius as a
parameter for simplification more expressive, we use a threshold δ ∈ [0, 1] which denotes
the percentage of realizations that have to be covered. Based on this threshold, one has
to find the radius of the confidence region, which cannot be done analytically for Gaussian
distributions. Since we only want to make sure we cover enough realizations, the radius can
be overestimated. Therefore, one simple numerical computation per dataset can be used
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to estimate an upper bound for this radius. To extract only patches with realization sets
having a non-empty intersection with the confidence region, we can, again, use optimization
methods. For a patch p = (xp, cp), solving the quadratic program
zT z → Min!, Ccp ·Axp · z  Ccp · bxp , (5.10)
leads to the minimal distance of the patch’s polytope to the origin. The distance is then
compared to the radius of the spherical region to decide whether the patch should be elim-
inated or not. While the number of patches is reduced, consistent and complete coverage
of the defined region in realization space is preserved. This is important for further steps
investigating the structure of singular patches. Also note that this step is not mandatory
but reduces the computation times of subsequent steps.
5.5.2 Patch Sampling
Given a patch p = (xp, cp), we are interested in extracting the probability for the point xp
having neighbor configuration cp. To do so, we have to integrate the probability density
function over the polytopic realization set Sxp(cp). Unfortunately, the integral of the Gaus-
sian distribution function contains the error function that cannot be evaluated analytically.
Therefore, the integral has to be approximated through numeric integration. The naive ap-
proach would be to draw k sample points from Nd(0, Id) and count the number of samples
kin that are part of the realization set Sxp(cp). The probability is then approximated by
kin
k . The main drawback of this method is the high dimension d. Not only does this seem
to increase the number of required sample points significantly but it also makes the inside
test for the polytopic region expensive. In the following section we solve both problems at
once by limiting the sampling method to a low dimensional subspace.
5.6 Restriction Space
The realization set of a patch p = (xp, cp) is a convex region in the d-dimensional space.
Sampling this region to retrieve the probability of a patch at first seems to require a number
of sample points that depends on d. This is, however, not the case as the convex region
is bound only by few restrictions – namely the number of neighbors |N(xp)| of the patch’s
grid point. Since |N(xp)| usually is much smaller than d, the convex region is unbounded
in multiple directions. Sampling the multidimensional Gaussian kernel in an unbounded
direction always results in a factor of 1 and therefore can be omitted. To only sample in
bounded directions, we extract a subspace for every grid point, which we call restriction
space. The bounded directions are the normals of the restrictions. These normals appear
as row vectors in the already computed matrix Axp (see Equation 5.8) and can be used to
extract a basis for the corresponding subspace via orthonormalization.
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We use the Householder transformation [135] to find an orthonormal basis as it provides
high numerical stability. Because the Householder transformation typically operates on
column vectors, we apply it to Axp
T ∈ Rd×|N(xp)| resulting in a so-called QR-decomposition
Axp
T = Qxp ·Rxp . (5.11)
Here, Qxp ∈ Rd×d is an orthogonal matrix representing a basis transformation and
Rxp ∈ Rd×|N(xp)| is an upper triangular matrix containing the restriction normals in the
new subspace. With this, the system of inequalities 5.8 describing the realization set of a
patch p = (xp, cp) can be rewritten as
Ccp ·RxpT ·QTxp · z︸ ︷︷ ︸
z′
 Ccp · bxp . (5.12)
Even though z′ is also an element of Rd, due to RTxp being a lower triangular matrix, only
|N(xp)| components contribute to the system. This shows that we only have to generate
a fairly low amount of samples in a subspace of dimension |N(xp)|, which gives us a high
precision approximation of the patch probabilities. Furthermore, the orthonormalization
preserved the standard normal distribution due to the matrix Qxp being orthogonal, which
keeps the sample generation simple. Memory consumption is also low as the triangular
matrix Rxp only requires to store at most
1
2 |N(xp)|2 values for every grid point.
There are two other steps in our pipeline that operate on the realization set: (i) the
test for patch emptiness and (ii) the patch filtering from Section 5.5.1. As both require
solving linear or quadratic programs, their computational cost depends on the underlying
dimension. These methods, however, can be applied in the subspace as well. The check
for emptiness is trivial in that sense, as emptiness can only arise from bounded directions
which are by definition preserved in the restriction space. As it is an orthogonal distance-
preserving transformation, the patch filtering using a threshold radius around the center
can be done in the subspace, too. One only has to take the distance of the subspace in the
omitted directions into account, which is given as the right side in the system of restrictions
5.12.
The restriction space is a key point in our computation, as it makes all of the algorithms
used dependent on only the neighborhood size and the number of grid points. Although
Rxp has to be computed using the Householder transformation in a preprocessing step, this
step is much faster and scalable than operating in the original space.
5.7 Singular Patch Adjacency
An interesting observation can be made when looking at patches as illustrated in Figure 5.3
(d), i.e., as convex regions on hyperplanes in the extended realization space. Leaving the
realization set of a patch across one of its bordering restrictions leads to a change in the
neighbor configuration of the corresponding grid point. If this results in the point changing

























Figure 5.5: Different examples of patches in the extended realization space either being
adjacent (a,b,c) or not (d,e,f). We differentiate between horizontal (a), vertical (b), and
higher-order (c) adjacency.
its topological type, the Poincaré-Hopf theorem [136] implies that some other point has to
change its type too for the global topology to remain consistent. If the neighbor configuration
changes with the point keeping its type, the point has to be a saddle point, as it is the only
type that has multiple configurations. In either case, there has to be at least one second
patch sharing the same edge of the convex region. We call this property patch adjacency. In
general, we call two patches adjacent if and only if they share a facet and their corresponding
grid points also are adjacent in the grid. Figure 5.5 shows some common examples of two
patches with two different grid points over a 2-dimensional realization space. (a), (b), and
(c) are examples for the patches being adjacent. In (d) and (e), the intersection is empty
resulting in both patches not being adjacent. In case (f), however, both patches are not
adjacent by the above description despite having a non-empty intersection. The reason for
this is that the corresponding grid points cannot be direct neighbors as otherwise the plane
of one point would be a restriction on the plane of the other point.
In the following, we introduce two properties – order and direction – that further classify
adjacency.
Order — As the order of adjacency, we denote the codimension of the facet that is shared
by the patches. In a two dimensional space, e.g., order 1 indicates a shared line segment
(Figure 5.5 (a) and (b)) whereas order 2 represents a point (Figure 5.5 (c)). In three
dimensions, order 1 is a subset of a plane, 2 a line segment, and 3 a point. It directly
follows that the order always lies within the range [1, d] with d being the dimension of the
realization space. If two adjacent patches are located on the same plane, thus representing
different configurations for the same grid point, the order is determined by the number of
different digits in the neighbor configuration. If the patches are on different planes, the
order is retrieved differently. First, for both patches to be adjacent at all, they have to be
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bordered by the restriction which comes from the two planes intersecting each other. We call
this the mutual restriction. For the order to be higher than one, the patches have to share
additional restrictions for which they have to lie in different half-spaces. These additional
restrictions can only arise from planes of grid points that are in the neighborhood of both
grid points of the patches.
Direction — Another property we use to further differentiate adjacency with order 1 is
the direction. If the patches are located on different planes, the directions state whether
both lie on the same or different sides of the mutual restriction. In the case of both being
located on the same side, we call it vertical adjacency (Figure 5.5 (b)), as the patches are
on top of each other with respect to the scalar value axis Uz. If both lie on different sides,
we call it horizontal (Figure 5.5 (a)) as they are side by side. As patches on the same plane
cannot overlap each other, the adjacency is always classified as horizontal. The reason for
this classification is that different types of adjacencies represent different topological changes
when going from one patch to the other. A more detailed discussion is given in the following
section.
5.8 Singular Patch Graph
We build a graph structure to represent singular patches and their relations given by the
different types of adjacency. For every singular patch, we introduce a node augmented with
all patch-specific properties like patch probability and topological type. Adjacency between
patches is expressed via edges connecting the corresponding nodes. Edge properties are order
and direction of adjacency. In this graph, several interesting structures can be identified,
some of which are described in the following.
Birth/Death of Branches — The first observation is that edges representing vertical ad-
jacency of order 1 appear mostly between a saddle patch and an extremum patch. Traversing
over the facet connecting the patches in realization space, therefore, leads to the birth/death
of an extremum while also creating/erasing a saddle. This is expected, as for every extremum
there has to be a saddle it is connected to for the topology to stay consistent. Note that
in the context of contour trees, such adjacencies can also be interpreted as birth/death of
branches.
Points with Spatial Uncertainty — Edges representing horizontal adjacency usually
appear between singular patches of the same type. Like before, traversal over the corre-
sponding facet in realization space leads to changes in the topology of the resulting scalar
field. For patches that belong to the same grid point, this simply means that the neighbor
configuration changes without changing the type of the grid point. In the case of patches on
different planes, thus different grid points, this situation represents a critical point moving























Figure 5.6: Exemplary horizontal (left) and vertical (right) folds in a 2-dimensional real-
ization space (bottom right in each subfigure). In extended realization space (left in each
subfigure) two patches overlap and form two other patches. Folds appear in the patch graph
as special patterns (top right in each subfigure) that include one adjacency of order 2 (gray)
that is surrounded by two horizontal (blue) and two vertical (green) adjacencies. Maximum
patches are colored red while saddle patches are yellow.
to a different grid point in the scalar field. Groups of nodes with horizontal adjacency in
the graph thus can be used to identify critical points with spatial uncertainty.
Folds — Besides the basic connections between nodes representing local topological
changes, more complex structures can be extracted from the graph. One such structure
that can be found very frequently is folds. While patch adjacencies only involve two sin-
gular patches, folds are a configuration of four patches. Figure 5.6 shows the two types
of configurations that we call “folds”. In both cases, patches A and D overlap and form
patches B and C. Furthermore, there are five adjacencies involved: one adjacency of order
2 between B and C, two horizontal adjacencies, and two vertical adjacencies. Based on the
configuration of these adjacencies, we can further distinguish between horizontal (left) and
vertical (right) folds. Note how a vertical fold (right) can be seen as a more complex form of
vertical adjacency, as a new upper branch emerges when crossing the rightmost boundary.
The horizontal fold (left), however, describes a more complex structure that requires further
investigation. In Chapter 6, we introduce primitives as an even higher form of generaliza-
tion for critical points and overall topological structures in uncertain scalar fields. In this
context, folds will be discussed in greater detail as primitives of codimension 2, which play
an important role in the extraction of topological features.
5.9 Merging Path Graph Nodes
With the patch graph, we can track the behavior of critical points across different real-
izations. In this section, we use the adjacency information to extract critical points with
spatial uncertainty, i.e., critical points that change their position in the domain. We do
this by merging nodes in the patch graph that represent a moving critical point. For two
nodes to be merging candidates, they have to have the same topological type and must be











Figure 5.7: Edge coloring (a) and node glyph (b) used for visualizing the patch graph. In
(c), some regions indicating critical points with spatial uncertainty can be seen. The texture
indicates the probability of the points being at a specific location within the region.
connected by horizontal adjacency. By redirecting edges previously connected to either one
of the nodes to the merged one, we can repeat merging until no more candidates are present.
This merging process, however, unveils a fundamental problem that is associated with
the tracking of topological features. Although patches that are horizontally adjacent are
always disjoint, recursively combining patches might merge patches that overlap vertically.
Combining two horizontally adjacent patches is unproblematic as in every realization, there
can only be one of the two critical points. Combining overlapping patches, on the other
hand, means that we treat two critical points that are part of the same realization as one
feature. That is counter-intuitive as a user would always consider two critical points in a
scalar field as two distinct features. We call this phenomenon the global tracking problem as
it arises when expanding the tracking of topological features across different realizations. A
more detailed analysis and a potential solution to this problem are given in Chapter 6.
For the extraction of critical points with spatial uncertainty, we overcome the problem
by preventing the merge of overlapping patches explicitly. Limiting the merging to non-
overlapping patches is a strength and a weakness at the same time. On the one hand, it
ensures that at most one critical point of the merged set is present in any realization and
therefore allows for summing up the probabilities from Section 5.5.2. On the other hand, it
introduces ambiguity and additional computational effort. In the case of a horizontal fold,
e.g., as shown in Figure 5.6, while patch C can either be merged onto A or D, A and D
themselves cannot be merged due to the overlap. To resolve the ambiguity, we use a simple
heuristic that prefers merging patches with higher probability.
5.10 Visualization
For visualization of the patch graph, we use a combination of two linked views: a 2-
dimensional graph layout and a visualization of the domain.
2D Graph Layout — Although the graph can be quite complex, a direct visualization can
give an overview of the structure while also providing deeper insights via user interaction.
Using a force-directed layout we can show a large number of nodes based only on connectivity
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information. Through thickness and color, additional edge properties can be shown to the
user. Furthermore, node properties, like patch probability and the topological type, are
encoded as glyphs. Figure 5.7 shows how edges (a) and nodes (b) are represented. As edges
show adjacency information between singular patches, we color them according to the type
of adjacency. For the nodes, we use a glyph that encodes the type of critical point as color
and the probability as a pie chart. We use the following color scheme:
• maxima 7→ red,
• minima 7→ blue,
• saddle 7→ yellow,
• border saddle 7→ green.
Domain View — The second view bridges the gap between the abstract singular patch
graph and the uncertain scalar field by showing the field’s domain, i.e., the simplicial grid.
The main purpose of this view is to provide spatial context for the extracted critical points
and to show their probability. Figure 5.7 (c) gives an example of the visualization of critical
points using regions with a border and background texture. The border encloses the region
in which the extracted critical point is located. The border transparency further represents
the probability of the existence of the critical point. This way, less likely critical points
are less prominent while important structures are highlighted. To indicate the type as well
as the probability distribution within a region, a colored stripe texture is used. The color
indicates the topological type and corresponds to the color scheme used in the graph layout.
The stripes help distinguish overlapping regions with their direction being chosen randomly
for each critical point. This method also leaves space for additional context information like
a map or a color mapped mean field in the background.
5.11 Examples
In this section, we use two different data sets to show the results of our method. First, we
provide a typical example of a critical point with spatial uncertainty in a synthetic data set.
This also highlights the main advantages of our method compared to existing techniques.
Second, we extract critical points for a real-world data set.
5.11.1 Synthetic dataset
The synthetic example was generated to highlight a typical situation in which existing meth-
ods fail to detect a significant feature that our method can find. Based on a 2-dimensional
regular 9 × 9 grid, we crafted the covariance matrix and mean vector to create a specific
topological structure. There are three persistent critical points in every realization. Fur-
thermore, there are five points in the center of the grid, with exactly one of them being a
maximum in any realization.
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(a) (b) (c)
Figure 5.8: Data set containing a maximum with spatial uncertainty (a). Merging the patch
graph (b,c) allows identifying the varying maximum as an important critical point.
Figure 5.8 (b) shows the patch graph for the field. It contains the three mentioned
critical points (right) as well as the five maxima (left). The filling of the circles indicates
the likelihood of the corresponding critical point to be part of a realization. As expected,
the three persistent critical points have a probability of 100% (fully filled circle) while each
of the five disjoint maxima has a probability of 20%. Furthermore, the five points are
connected through horizontal (blue) adjacency. This indicates that they are disjoint, i.e.,
part of different realizations, as well as that there is a point in realization space where the
maximum transitions from one location to the other.
In (c), the patch graph is plotted after merging adjacent patches. While the persistent
critical points are left unaltered, the five maxima got merged as they can be seen as repre-
senting the same critical point with spatial uncertainty. Figure (a) shows the corresponding
domain view that highlights the regions spanned by the critical points. The three stationary
critical points each only cover a single point while the critical point that originally was split
into five correctly spans the corresponding five grid points. Note that all of the borders are
fully opaque as all points are part of every realization. The textured part of the moving
maximum, however, is more transparent than the other points, as the probability of being
at each location is 20%.
As the individual probabilities of the points are small and could be even made smaller
by extending the grid, methods treating them separately are likely to miss these features.
E.g., Günther et al. [32] would not identify these points as they are not mandatory. Also,
because Mihai and Westermann [33] filter single points by their confidence, the individual
points can fall below the threshold while the combined one lies above it.
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#grid points 800 3600 5400 7200 9000 10800 12600 14400
patches 0:00:15 0:00:25 0:00:35 0:00:38 0:00:43 0:00:51 0:00:56 0:00:58
adjacency 0:45:50 1:19:23 1:29:48 1:26:02 1:26:37 1:33:52 1:39:31 1:38:13
merging 0:44:11 1:43:16 2:37:24 2:53:18 3:23:54 4:23:25 5:00:32 5:22:34
Table 5.1: Computation times (h:mm:ss) of the main steps in our pipeline applied to different
grid sizes.
5.11.2 Weather forecast
The second dataset is temperature data from the European Center for Medium-Range
Weather Forecasts (ECMWF)1. Not only do they provide measured temperature fields but
also uncertain fields representing forecasts resulting from ensemble simulations. While the
uncertain fields are given by a field for mean and one for standard deviation, correlation
information is not part of the data. However, the correlation matrix can be generated using
different techniques. A common approach is to compute correlation coefficients based on
an analytic function, e.g. the squared exponential correlation function [137]. As analytic
functions are rather general and do not consider data-specific properties, we use an ap-
proach based on the available measured temperature data instead. Based on 500 measures,
which were acquired over more than 8 months, we extract the correlation between every
pair of points. The basic assumption is that by using a large number of fields, the extracted
correlation only depends on geographic factors rather than temporal anomalies. With the
relation
Covij = Corrij · σi · σj , i, j = 1, . . . , n (5.13)
we then can combine the standard deviations σi with the correlation matrix to get a complete
description of the uncertain scalar field.
We use a 240-hour forecast above the region of Europe as an uncertain field. The trian-
gular grid consists of 14,400 points with a neighborhood size of 6 for interior points. Even
though the uncompressed covariance matrix consumes 1.6GB of memory, we can compute
the most significant eigenvalues and eigenvectors in a reasonable time using the SLEPc
[138] library. We only use the first 18 eigenvalues as they are enough to describe 95% of
the data’s variance. Our algorithm extracts 69,354 singular patches intersecting a threshold
region with δ = 0.95 (see Section 5.5.1). The adjacency computation results in 1,681,477
connections between patches. Merging nodes to extract critical points with spatial uncer-
tainty as described in section 5.9 leads to a reduction to 22,819 critical points.
Computation Times — We performed all computations on an Intel Xeon CPU E5-2630
with 16 cores running at 2.4GHz. Table 5.1 contains the computation times of the major
steps in our pipeline. For a better overview, we performed multiple runs on subsets of the
1European Center for Medium-Range Weather Forecasts, https://apps.ecmwf.int/datasets, accessed:
12/9/2020

































































































































































































































































































Figure 5.9: An estimate of the relative error from the true probability for different sample
counts. 50 runs were performed for every number of sample points. The relative error is
then calculated by dividing the average probability of all runs by the ground truth value.
domain with a different number of grid points. One can see that the merging algorithm
takes the majority of the time as it requires a lot of checks for patch emptiness. Also, while
the parallelization of the computation of patches and patch adjacency is straightforward,
the merging has a non-trivial parallelization, which also contributes to high computation
times. As the methods mainly depend on the number of patches and patch adjacencies and
therefore the output size, there is a non-linear behavior regarding the number of grid points.
Sampling Precision — Since we use sampling to estimate the probabilities of critical
points, there is a random deviation from the correct value that depends on the number of
samples. To get an idea of the magnitude of this error, we performed multiple sampling
runs with different sample counts. For every sample count and every patch, we computed
the mean and standard deviation across 50 runs. We then averaged the relative standard
deviation of all patches with a mean probability of at least 0.05. Figure 5.9 shows the results
of this computation and therefore provides an estimate of the relative error introduced during
sampling. One can see that the error decreases fairly quickly and even sample point counts
of only 10,000 (≈ 213) result in an average relative deviation of only 3%.
Patch Graph — Even with the reduced number of 22,819 nodes, the patch graph is
too complex to handle manually. The complexity comes from the graph being a struc-
ture representing 18-dimensional features embedded in a 2-dimensional visualization. For
demonstration purposes and to get an idea of the structure of the patch graph, we show the
patch graph resulting from using only the first 2 eigenvalues in Figure 5.10 (a). In (b), a
typical connected component is shown. Besides the different forms of adjacency, folds can
be identified (red border) as they are always represented by specific combinations of nodes
and edges.
Although the graph does only show the patch connectivity in the two most significant
dimensions, it still can be used to identify core structures.
One of the simpler yet most interesting aspects is the patch probability. Each glyph
highlights the likelihood of a certain singular patch. Through zooming, panning, and selec-
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Figure 5.10: The patch graph (a) of an uncertain temperature forecast with 2 eigenvalues
chosen. Zooming to a connected component (b) allows for investigating patch adjacency
and even higher level structures like folds (red).
tion, the user can explore and select critical points that then get highlighted in the original
domain view. Other notable features are mandatory critical points, which can be seen as
single patches without adjacency on the outer region of the force-directed layout. We de-
liberately placed these features on the outer region to make them stand out. The patch
graph can also be used to find structures of higher complexity, like the folds or larger sets of
related critical points. However, interpreting these structures is hard and requires further
investigation.
Critical Points — Figure 5.11 (a) shows the domain view that contains one region for
every merged critical point. Critical points were merged based on the patch graph by
combining patches with horizontal adjacency (blue connections in the patch graph). Points
that are more likely to appear in a realization of the uncertain scalar field can be identified
by a more prominent border. Alternatively, one can filter out critical points with low
probability as shown in Figure 5.11 (b). Using only borders and transparent fillings allows
for visualizing context information. In all three images we added country borders to provide
a geographic reference. Furthermore, (b) and (c) were augmented with a color-coded mean
field in the background that indicates the actual scalar values. A closeup view is shown
in Figure 5.11 (c). The probability distribution inside the regions is important to get a
better understanding of the spatial uncertainty of the points. While the texture of (B) is
very local, the stripes of (A) and (C) have a higher spread that indicates a higher spatial
uncertainty. Just like in the synthetic example, points like (A) and (C) might be missed by
methods looking only at mandatory critical points or local probability estimates. Only by
deterministically extracting all possible points, merging, and accumulating the probability
we can detect those features.




Figure 5.11: Regions of merged critical points in a Gaussian-distributed scalar field of
temperature data. An overview (a) shows all critical points with spatial uncertainty. By
only showing points that are in at least 50% of all realizatons, the visual clutter can be
reduced (b). The background shows the color-mapped mean field of the uncertain scalar
field. Zooming in gives a closer look at the probability distributions inside the merged
regions (c). Here, e.g., the critical points A and C have a higher spatial uncertainty than B
as the texture is spread across a larger area.
In addition to the probability information, sampling-based integration can also be used
to compute more advanced measures. The numbers shown in Figure 5.11 (c) denote the
mean scalar value the critical point has across all realizations. These additional measures
can then be used to further filter points by user-defined importance thresholds to get a
better view of the relevant features.
5.12 Chapter Conclusion
In this chapter, we introduced a method for generalizing critical points to Gaussian-
distributed scalar fields. Given the mean field and covariance matrix, we introduced singu-
lar patches, which contain information about the occurrence, location, and type of critical
points. These patches can be used not only to extract critical points and compute their
probability with high precision but also to get further insights into the structure and re-
lation between them. By defining patch adjacency, we can build the patch graph as an
abstract structure that contains information about topological structures, such as critical
points changing their location, birth and death of contour tree branches, and folds. We
further presented an approach to combine multiple patches to extract critical points with
spatial uncertainty. This can provide insights into the dependencies between critical points
and open new ways for a reliable analysis without loss of information.
5.13 Limitations and Potential Improvements
Even though the theoretical complexity of the time-critical parts in our computation pipeline
only depends on the number of grid points and the neighborhood sizes, there still are
performance issues. The main reason for this is the large amount of linear and quadratic
programs that have to be solved to check for patch emptiness and adjacency. This could
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be improved by replacing the solution of these optimization problems with combinatorial
methods using insights gained from the patch graph. By studying the connection of patches,
e.g., one can rule out the existence of certain critical points and thus avoid expensive checks.
While this further development is not part of this thesis, Chapter 6 gives further insights
into the combinatorial structure of singular patches.
Furthermore, there are still two parameters left in the computation pipeline, namely the
number of significant eigenvalues for realization space simplification and the threshold radius
for patch filtering. In the case of ensemble data, the need to perform the eigendecomposition
and thus the first parameter already is superfluous. For arbitrary data given as mean field
and covariance matrix, however, the decomposition of the covariance matrix still introduces
a performance bottleneck.
An additional limitation is the dependence on the neighborhood sizes in the field’s do-
main. As the computation of the patch probability and the check for emptiness are based
on sampling, domains with large neighborhoods, such as 3-dimensional grids, cannot be
processed with our method yet. Despite these computational limitations, the theoretical




In the previous chapter, we generalized the concept of critical points to the context of
uncertain scalar fields. This was done using the realization space that organizes all possible
realizations to simplify the analysis of topological structures. The generalization of critical
points led to so-called singular patches that describe sets of realizations that contain a
critical point at a certain location in the scalar field’s domain. Singular patches can be
used to extract minima, maxima, and saddle points in uncertain scalar fields and even
estimate their positional stability as well as the probability of occurrence. However, for a
more comprehensive description of the topological properties of uncertain scalar fields, not
only the critical points but also their relation, i.e., the structure of level sets as described
in Section 2.2.1 is relevant. Instead of only extracting locations of high or low values
(maxima/minima), the relation between them can uncover knowledge about entire areas
of high/low values, information about their nesting and adjacency, as well as metrics for
persistence and importance of such features. In deterministic scalar fields, these topological
features can be studied with the help of the contour tree, which describes the evolution of
preimages (level sets) of the scalar field when the scalar threshold is varied. For uncertain
scalar fields, no comparable structure exists yet. Finding a way to describe not only critical
points but more complex topological features like contour tree edges or branches can help
to answer important questions about the persistence and likelihood of features.
As an example, take an air pressure data set as a result of a weather forecast. While
critical points provide information about locations of high/low pressure as well as their spa-
tial uncertainty, knowledge of the behavior of the contour tree in this uncertain context can
be used to study entire regions of high/low pressure, their nesting as well as spatial extend.
This can help to answer a series of important questions, such as: Are there any features that
are unlikely but have a large impact, e.g., by having unexpected high/low values? What
is the spatial uncertainty of a certain pressure region? Are there any dependencies, like
features that exclude each other or certain anomalies that only occur together? To answer
these questions, higher-level topological features have to be investigated, which is the main
focus of this chapter.
Note that throughout the chapter, the term topological feature is used quite frequently
and often in rather abstract settings. Many of the results apply to a broad range of features
that can be extracted from a description of a field’s topology such as the contour tree.
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In practice, a single feature represents a single entity, like a critical point, an edge in the
contour tree, or an entire branch. Although having very different properties, granularities,
and appearances, we will show that those entities have quite strong similarities when it
comes to tracking them over different realizations.
Another term that is frequently used and thus requires clarification is the tracking of
topological features and the contour tree. We use this term to denote the process of observing
the behavior of certain structures across different realizations. The realization space allows
for looking at all possible realizations of an uncertain scalar field continuously. That means
that any two realizations a, b of an uncertain scalar field can be transformed into each other
by following a path of infinitesimally small changes from a to b. Tracking a topological
feature then becomes studying its transformation along such path. Further details on what
kind of feature transformations exist and about the actual tracking paths are a key part and
contribution of this chapter.
The main goal is to understand the overall topology of the uncertain scalar field by track-
ing topological features across multiple (or even all) realizations. For this, we investigate
the behavior of the contour tree in the realization space, which again provides a structured
way for looking at realizations of the field. In this space, we identify points that lead to
atomic changes in the contour tree, classify them, and group them to what we call primitives.
Primitives can be seen as a generalization of the previously introduced singular patches such
that they represent structures of different dimensionality in the realization space. Due to
the complexity of the primitives and the underlying realization space, we limit the practical
parts of our analysis to uncertain scalar fields with two degrees of freedom (2-dimensional
realization space). This ultimately reduces the amount of data variation that our methods
can capture. Most of the theoretical contributions, however, can be generalized to arbitrary
dimensions.
Extracting topological features and tracking them globally unveils a fundamental prob-
lem that we call global tracking inconsistency. This inconsistency already appeared when
extracting critical points with spatial uncertainty in Chapter 5. Merging critical points
and other features over multiple realizations inevitably creates counter-intuitive results.
Tracking the movement of a maximum, e.g., could result in merging two spatially separated
maxima of the same realization. We show that primitives play a major role in understanding
these inconsistencies and provide an approach for solving the tracking problem. Finally, we
use the proposed methods to extract and visualize different aspects of uncertain topological
features for synthetic as well as real-world data. This includes deriving measures for the
extracted features as well as showing how they are represented in the domain.
6.1 Chapter Overview
This section gives a brief overview of the chapter’s content as well as references to the most
relevant parts. First, we provide some related work in Section 6.2. We then take a closer
look at the complexity of the problem of tracking the contour tree over different realizations.
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To this end, we do a brief problem analysis with an example in Section 6.3. In Section 6.4,
we investigate the 2-dimensional realization space and introduce primitives as multi-scale
structures for describing the behavior of features across different realizations. After building
the theoretical foundation, we provide methods to approximate the realization space and
the underlying primitives in Section 6.5. Sections 6.6 through 6.8 contain the methods for
tracking different types topological features. Feature complexity increases with each section,
introducing new computational and theoretical challenges. In total, we investigate three
types of features: edges of the augmented contour tree, superarcs, and entire tree branches.
One of the important challenges that are connected to all of these feature types is the global
tracking inconsistency, which describes inconsistencies that arise when tracking features
through localized methods. Global tracking inconsistency is a fundamental problem, for
which we propose and discuss a solution in sections 6.9 and 6.10. As proof of concept and to
demonstrate possible applications, sections 6.11 and 6.12 provide a performance analysis and
some basic examples for feature tracking and visualization in synthetic and real-world data.
With all details of our method covered, Section 6.13 contains a more in-depth comparison
of our work to the topology of multifields to pave the way for some potential future work
that is provided together with the conclusion in Section 6.14.
6.2 Related Work
Much of the previous work that is related to the research in this chapter already was dis-
cussed in Chapter 2 or Section 5.2. However, there are some additional topics specifically
related to our method for extracting topological features. These topics are briefly intro-
duced in this section with further details being discussed throughout the chapter. Due to
the strong relation to our work, a closer look at multifield topology is provided in a later
Section 6.13.
6.2.1 Topology of Multifields
In recent years, there have been a lot of advances on the topic of multifield topology. A
multifield is a set of scalar fields sharing the same domain, i.e., a single field with multi-
dimensional image space. The topology of such fields can be analyzed by looking at the
structure of preimages — so-called fibers. In the case of a single scalar field, fibers corre-
spond to level sets, whose structure can be described through the use of the Reeb Graph.
For multifields, the Reeb Graph can be generalized to the Reeb Space as introduced by
Edelsbrunner et al. [139].
The Reeb Space describes the topological structure of preimages through so-called fiber
components, which are connected components of preimages. Contracting these components
reveals manifold structures that can be connected in complex ways. To understand these
connections, one can again take the Reeb Graph of a single scalar field as a reference. In the
Reeb graph, contours are contracted to single points that, when the level set scalar value
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is altered, create edges in the graph structure. Each edge represents a set of contours that
are structurally equivalent and can be continuously transformed into each other. Changes
in the contour structure only happen at critical points, which connect the different contour
edges to create the final Reeb graph.
Similarly, contracting fiber components reveals manifold structures in the Reeb Space
that correspond to the Reeb Graph edges. A generalization of critical points to this space is
given by the so-called Jacobi sets [140]. Just like critical points, Jacobi sets describe how the
contracted fiber components are connected. Due to the higher dimension, their structure can
be much more complex and finding efficient extaction algorithms is still ongoing research.
Carr and Duke [141] introduce Join Contour Nets (JCN) to approximate the Reeb Space
for a given multifield through a quantized image space. An example of the usage of JCN
is the visualization of singular fibers by Sakurai et al. [142], which combines the JCN with
the theoretical work on the topology of singular fibers of Saeki [143]. Their tool can be used
to visualize the Reeb Space together with the corresponding fibers for mappings from R3 to
R2 interactively.
Chattopadhyay et al. [144] use JCN to apply topological simplification to multifields.
Based on their previous work [145], they extract Jacobi structures as mapping of the Jacobi
set into the approximated Reeb Space. These structures are then used to identify lips, which
are parts of the Reeb Space that are detachable, i.e., are candidates for simplification.
At first glance, the connection between multifields and our work is not very clear. Instead
of having multiple fields defined over the same domain, we deal with a scalar field that varies
across different realizations. We model the variance through the use of the realization space,
which contains one point for every possible realization. In this space, we identify structures
that we call primitives that describe changes of topological features. The realization space
effectively increases the dimension of the domain but leaves the image space 1-dimensional.
Edelsbrunner et al. [146] compute Jacobi curves in time-varying scalar fields, which they
achieve by the introduction of an auxiliary function g(x, t) = t. The time-varying scalar field
f : D ×R→ R together with g can be treated as a multifield whose Jacobi set corresponds
to the time-varying critical points. Using a similar method, one can extend the uncertain
scalar field into a multifield by merging the domain and the realization space. Through
this connection, our work is heavily related to multifield topology. For a more detailed
discussion, we refer the reader to Section 6.13, where we also provide a proof that what we
call 0-primitives corresponds to the image of Jacobi sets of the transformed fields.
However, several important aspects separate our approach from existing work:
• multifield topology has not been applied to uncertain scalar fields;
• there is a clear semantic separation of the domain and the realization space leading to
different properties;
• while 0-primitives correspond to the image of Jacobi sets, there is no existing pendant
to primitives of higher codimension;
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• we describe and propose a solution to the global tracking problem.
Overcoming these differences and merging the concepts of multifield and uncertain topology
require further research and are not part of this thesis.
6.2.2 Feature tracking in time-varying merge trees
Oesterling et al. [147] performed tracking of merge tree edges in time-varying scalar fields.
They divide the timeline into a finite number of time steps with each step being treated
as a linear transformation from one scalar field to another. Since merge trees only depend
on the order of points and the underlying grid, changes only occur at point transposition
events, i.e., when two points change their relative order. Oesterling et al. use these basic
events to track superarcs through the use of the following edge lemma:
Lemma (Edge Lemma). For a fixed domain and a fixed vertex order F , there is an edge
(xi, xj), with F (xi) > F (xj), in the merge tree of F if and only if the component of xj in
the domain restricted to D̂ = {x ∈ D|F (x) > F (xj)} contains the vertex xi and does not
contain any vertex xk with F (xi) > F (xk) > F (xj).
The edge lemma describes, which edges in the merge tree are affected by a change in
the underlying vertex ordering. With this, Oesterling et al. can track merge tree edges
and superarcs over the entire timeline. They then visualize their results with a series of
2-dimensional topological landscapes that are augmented with tracking information along
the time axis.
Our work is based on basic structural changes in a linear space as well, but there are
some major differences. The most prominent difference is that our work deals with uncertain
data with additional probability information rather than a well-ordered time-axis. This
results in different semantics of the tracking space, as we are interested in looking at all
possible realizations simultaneously, while a time-dependent approach deals with a series
of data. More importantly, our tracking space has a higher dimension. While the time
domain is by definition 1-dimensional, the realization space of uncertain data sets can be
high-dimensional, which unveils new fundamental problems like the global tracking problem.
6.3 Problem Complexity Analysis
This section serves as a first analysis and demonstration of the complexity that comes with
tracking the contour tree in uncertain scalar fields. It will be shown that even for very small
scalar fields and with the simple linear structure of the realization space, the problem of
investigating all possible realizations of an uncertain scalar field becomes computationally
unfeasible.
There are two main challenges associated with tracking topological features: the com-
plexity of the tracking space and global tracking inconsistencies.







Figure 6.1: A two-dimensional realization space (a) that is segmented into regions of equal
point order (b) and regions of equal augmented contour trees (c).
The complexity comes from the vast amount of possible realizations even a simple uncer-
tain scalar field can have. To get an idea of the number of different contour trees, we crafted
a data set with only 16 grid points. Three random realizations were generated and used
to compute the mean vector and covariance matrix. Because the realization space contains
all affine combinations of the three fields, it is 2-dimensional in this example. This also is
indicated by the rank of the covariance matrix, which is 2 as well. With the decomposition
described in Section 4.1, the realization space can be fully described and illustrated in a
2-dimensional space as shown in Figure 6.1 (a). Each point represents a single realization
of the uncertain scalar field with the center at (0, 0) corresponding to the mean field.
Just like the merge trees, the contour tree only depends on the order of points and the
underlying fixed grid. We, therefore, can divide the space into regions of equal point ordering
(b) to get an upper bound for the number of possible contour trees. Using the linearity of
the realization space, this segmentation can be computed by successively dividing the space
along all lines at which two grid points change their order. In (c), we went a step further
and also merged regions with similar augmented contour trees, which was done by naively
comparing trees of adjacent regions. Two trees are considered similar if all edges are the
same, i.e., for every contour tree edge there exists exactly one edge in the other contour tree
that connects the same two grid points.
Even in this small example, there are more than 6,500 regions with different orderings and
approximately 1,000 different contour trees. While this number might still seem manageable,
it quickly grows beyond current hardware capabilities when increasing the number of points
or the dimension of the realization space. It becomes clear that handling all realizations and
their respective contour trees individually is unfeasible for data sets of any reasonable size.
In this work, we deal with the complexity problem in three ways:
Limiting the Dimension – We first limit the dimension of the realization space to two,
which limits the amount of variance our method can capture in a dataset. The dimension
of the realization space tells us how many stochastically independent factors there are that
influence the values in the scalar field. Higher dimensions, therefore, indicate a larger
variety within the data and more complex value behavior. However, by focusing on the two



















Figure 6.2: The transition of the contour tree in a 1-dimensional realization space with
linear scalar value behavior.
dimensions with the highest data variance, we still can at least capture the most significant
topological features.
Analyzing the Structure of the Realization Space – Another way of reducing the
complexity of the problem and a major contribution of this work is to analyze the structure
of the realization space to reduce the number of entities that require investigation. The
first step was the introduction of singular patches in Chapter 5, where we did not look at
all realizations individually but at geometric structures in the realization space to extract
critical points for all possible realizations.
Approximating the Realization Space – The third strategy for reducing the complexity
of the underlying problem is to provide an algorithm that operates approximatively, i.e., can
compute topological structures with a pre-defined precision threshold. This allows balancing
the tradeoff between computational complexity and precision which is not only crucial for
applying the method to data sets of realistic size, but also a core principle in explorative
data analysis.
6.4 Realization Space Structure
As shown in the previous section, there are too many different contour trees for analyzing
them all individually. Instead, the complexity has to be reduced by focusing on topological
features rather than entire trees to understand how different parts behave across different
realizations.
Let us first look at a basic example to illustrate how the contour tree is affected by the
linearity of the realization space. Figure 6.2 shows two realizations z1, z2 and the contour
trees (left,right) of the corresponding scalar fields U(z1), U(z2). At the bottom, the 1-
dimensional realization space is shown as the x-axis, which models the transition between
the two realizations. Usually, the realization space is augmented with a probability density
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function as described in Section 4.2. Since the probabilities are not relevant for the behavior
of the contour tree, it is omitted in this example. With the realization space in this example
only having one dimension, picking a realization in the corresponding uncertain scalar field
means selecting a single point on the horizontal axis. The vertical axis represents the
scalar value that is assigned to the scalar field’s grid points. For the sake of simplicity, the
underlying domain only has four points, whose values are represented by the four colored
lines.
As the contour trees between z1 and z2 differ, there have to be some changes to the tree
structure when traversing between these two realizations. From the computation of contour
trees described in Section 2.2.3, it follows that the structure of the contour tree only depends
on the order (with respect to their scalar value) and the connectivity of a scalar field’s grid
points. As one goes from z1 to z2, there are only three realizations (A, B, C) at which the
order of points changes. However, the top shows that points (B) and (C) also affect the
underlying contour tree while point (A) does not. The key difference at (A) is that the red
and green nodes that swap their position in the ordering are not connected in the contour
tree. This observation is described in greater detail in Section 6.4.3. The events of structural
changes in the contour tree, namely points (B) and (C), are crucial for tracking any kinds
of features. In the following, we will introduce the concept of primitives, which generalizes
structural changes in the contour tree and builds the foundation for feature tracking.
6.4.1 Primitives
The previous section demonstrated that the contour tree only changes when one crosses
certain realizations in the realization space. In the 1-dimensional example in Figure 6.2,
these realizations were the points (B) and (C), but not point (A). We derive two requirements
for a realization to represent a topological change:
(i) there have to be two points of the domain with an equal scalar value and
(ii) the two points have to be in the same connected component of their level set.
Requirement (i) was satisfied for all three realizations (A), (B), and (C), as each had two
grid points having equal scalar value. But only for (B) and (C) did the two vertices share
a connection, which means that the corresponding grid points belong to the same contour,
as required by condition (ii).
Figure 6.3 shows a similar situation for a 2-dimensional realization space. Every point
in this space corresponds to one fixed scalar field and as one moves from one realization
to another, the underlying contour trees can change. Simple point transpositions, which
occurred at single realizations in the 1-dimensional example, now correspond to lines, which
are color-coded by the type of change they represent. The red line, e.g., indicates the
birth of a branch, just like the one at point (B) in Figure 6.2. Note that the fact that the
transpositions are always straight lines directly follows from the linear dependency of the
point’s scalar value on the realization space. Moving to two dimensions also introduced a
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two regular points passing
other
1-primitive color explanation:
2-primitive: three grid points with identical scalar value
belonging to the same contour
1-primitive: two grid points with identical scalar value
belonging to the same contour
Figure 6.3: Primitives in a 2-dimensional realization space. Each primitive occupies a
polytopic region in the realization space (left) and represents a structural property of the
contour tree (right). Depending on the codimension c, realizations of the primitive contain
(c+ 1) points with equal scalar values connected by c edges. 1-primitives are colored by the
type of structural change they represent (bottom right).
new type of structure: the points in which transposition lines meet. As can be seen in the
figure, these points can cause a transposition line to end (e.g. gray line on the left) or to
change its type. Just like the realizations that belong to the lines, the realizations at the
points satisfy two conditions:
(i) there are three points of the domain with an equal scalar value and
(ii) the three points are in the same connected component of their level set.
Comparing the conditions for realizations belonging to either a transposition line or a
point unveils a strong similarity. In fact, they only differ in the number of grid points that
are required to have equal scalar values. These structures, which we call primitives, are the
fundamental building blocks for a complete topological description. The requirements for a
realization to belong to a primitive can be generalized for arbitrary dimensions, giving rise
to the following definition.
Definition 12. Given a d-dimensional realization space Ω̂ = Rd, a primitive p of codimen-
sion c ∈ {0, . . . , d} is a (d−c)-dimensional polytope of realizations Zp ⊆ Ω̂ with the following
properties: There exist c + 1 grid points x1, . . . , xc+1 ∈ DS, such that in every realization
z ∈ Zp
1. x1, . . . , xc+1 have an equal scalar value α
p
z;
2. x1, . . . , xc+1 belong to the same contour, i.e., connected component of the level set
Lαpz(U(z)).
For the remainder of the chapter, we will denote primitives of codimension c as
c-primitives. We characterize primitives by their codimension rather than their dimen-
sion as the dimension changes with the underlying space. Examples of that are the points
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(B) and (C) shown in Figure 6.2, which are 0-dimensional polytopes (single points) in a 1-
dimensional realization space but 1-dimensional polytopes (line segments) in a 2-dimensional
space (Figure 6.3).
As we limit the scope of this chapter to a 2-dimensional realization space, there can
only be primitives of codimension 0, 1, and 2. While higher codimensions are possible, they
only occur in degenerate cases and can be avoided through minimal perturbation of the
ensemble or utilizing simulation of simplicity [133]. Nevertheless, a brief introduction into
primitives of higher codimension is given in Section 6.4.5. In the following, we cover the
relevant primitive types and their roles. Furthermore, we provide methods for computing
primitives in Section 6.5.
6.4.2 Codimension 0
0-primitives are the most basic type of primitives. With a codimension of zero, they cover
areas in the realization space that have the same dimension as the space itself. Following
Definition 12, each 0-primitive represents a single grid point.
In the example shown in Figure 6.2, we looked at the points in the realization space at
which two grid points changed their order. Some of these realizations caused a topological
change, leading to the two properties in Definition 12. While these basic changes in the
contour tree are represented by 1-primitives, which are discussed in the next section, 0-
primitives represent the grid points themselves and provide a way to describe the relation
between the topological type of a grid point and its transition in the contour tree.
In fact, we already introduced 0-primitives in chapter 5 as singular patches. Singular
patches were introduced to track critical points and to analyze their spatial uncertainty. As
such, they represented a generalization of critical points that could be described as bounded
areas of hyperplanes in the extended realization space. 0-primitives, on the other hand, are
part of a hierarchy of features describing the behavior of the contour tree in the realization
space.
A single 0-primitive represents a grid point having a certain topological type. In Figure
6.3, e.g., the red region is a 0-primitive that stands for a single maximum in the contour
tree. In every realization within this region, a certain grid point has a higher scalar value
than all of its neighbors, making it a local maximum.
The region Zp that contains all realizations that belong to the primitive p can either be
bounded or unbounded. In the unbounded case, starting in a certain realization in Zp and
moving in a certain direction always leads to realizations in Zp that, therefore, contains the
critical point represented by p. An example of such a primitive that is unbounded in one
direction is the maximum on the left side in Figure 6.2. Moving along the 1-dimensional
realization space further to the left would always result in contour trees containing the red
maximum, which makes this an unbounded primitive of codimension zero.
However, staying with this example and moving to the right leads to the red maximum
vanishing at the transition point B. When crossing B, the corresponding grid point becomes
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a regular point. The same 0-primitive that represents the red point being a maximum is thus
unbounded to the left but bounded to the right, as it does not cover the entire realization
space. In fact, as we will explain in the following section, the border of a 0-primitive is a
linear subspace as well, making 0-primitives polytopic subregions of the realization space.
6.4.3 Codimension 1
While 0-primitives represent single grid points with a certain topological type, 1-primitives
describe basic structural changes of the contour tree. They were already briefly discussed in
the examples at the beginning of Section 6.4 and in Section 6.4.1 in a 1-dimensional (points
in Figure 6.2) and 2-dimensional (lines in Figure 6.3) scenario. An important observation
that bridges the gap between different types of primitives is their hierarchical structure.
0-primitives are, if they are bounded at all, bordered by 1-primitives. This directly follows
from 0-primitives representing a grid point having a certain topological type, which can
only change when the contour tree changes at a 1-primitive. In Figure 6.3, e.g., the red
area represents a maximum and is bordered by the red 1-primitives, which indicate the
birth/death of a branch. This raises the question, what types of basic changes there are
that are represented by a 1-primitive.
To understand how the contour tree changes when traversing over a 1-primitive, we can
use an extended version of the edge lemma for merge trees from Section 6.2.2 that was
introduced by Oesterling et al. [147]. Oesterling et al. studied the behavior of merge trees
for time-dependent scalar fields. In the process, they identified certain points along the
timeline at which the structure of the merge tree changes. With their edge lemma, they
can detect how the point transition changes the underlying merge tree, which leads to an
efficient tracking algorithm.
While these points correspond to what we introduce as 1-primitives, due to the depen-
dence on time, Oesterling et al. only focus on the 1-dimensional case and limit their analysis
to merge trees. However, since contour trees can be constructed by merging join- and split-
trees (see Section 2.2.3), it follows that the edge lemma can be directly applied to contour
trees as well. Let us first recap the edge lemma:
Lemma (Edge Lemma). For a fixed domain and a fixed vertex order F , there is an edge
(xi, xj), with F (xi) > F (xj), in the merge tree of F if and only if the component of xj in
the domain restricted to D̂ = {x ∈ D|F (x) > F (xj)} contains the vertex xi and does not
contain any vertex xk with F (xi) > F (xk) > F (xj).
While this lemma is stated in terms of the merge tree, it can be extended to the contour
tree in a straight forward manner. Every edge in the contour tree represents the continuous
evolution of a contour, i.e., a connected component of a level set. An edge (xi, xj) can thus
only exist, if from xi’s perspective, xj is the next higher point in one of xi’s upper link
components. Furthermore, since contour trees capture level sets rather than just super-
142 CHAPTER 6. FEATURE TRACKING
fixed transposition edge






Figure 6.4: The structural change in the contour tree that is represented by a 1-primitive.
As xi and xj swap order, contour tree edges might change depending on their connectivity.
While lower edges of xi, upper edges of xj , as well as the edge connecting both, are preserved,
the dashed edges might keep or change their endpoint.
or sub-level sets, the edge lemma applies in both directions. This tells us which edges are
preserved and which have to be checked after a point transposition.
Figure 6.4 shows the general edge configuration around a 1-primitive. xi and xj are
points in the scalar field that change their scalar values such that xj passes xi when going
from one realization to the other.
The red edge connecting xi and xj is preserved over the swap. This directly follows from
the edge lemma and from the fact that right at the swap, there are no other points between
xi and xj . Besides the connecting edge, there are four other types of edges involved in the
swap: xi’s and xj ’s upper and lower edges respectively. The edge lemma tells us, which of
the dashed edges, i.e., upper edges of xi and lower edges of xj , change their endpoint. xi’s
lower edges (blue) as well as xj ’s upper edges (yellow) are unaffected by the switch as they
belong to connected components that are independent of the relation of these two points.
This evaluation of which edges change and which are preserved is needed to compute the
type of the 1-primitive and to track topological features. Further details on the computation
are provided in Section 6.5.2.
6.4.4 Codimension 2
Primitives of codimension 0 and 1 have, to some extent, been studied before. Oesterling et al.
[147] tracked changes in time-varying merge trees, using atomic transitions similar to what
we call 1-primitive. 0-primitives, on the other hand, were in the major focus in Chapter 5 as
they represent critical points in varying contour trees. Moving to a 2-dimensional realization
space, however, inevitably introduces primitives of codimension 2. According to Definition
12, a 2-primitive has the following properties:
• in realization space, it spans a set of realizations that resembles a polytopic region
embedded in a subspace of codimension 2 (which is a point in 2-dimensional spaces);
• in the realization at the point of the 2-primitive, there are three grid points with an
equal scalar value;

















































degree 4 degree 5 degree 6
color explanation
transposition of connected points (1-primitive)
transposition of unconnected points
second edge swaps end point
second edge keeps end point
both edges are unaffected
Figure 6.5: All six point permutations σ1, . . . , σ6 for the three points xi, xj , xk around a
2-primitive (a). Between two permutations, there always is a pair-wise transposition of two
points (b), which are marked as points (A) to (F). (c) Each of these transpositions can either
be a 1-primitive (turquoise/violet) when the points are connected or a simple transposition
(gray) without a structural change. This leads to a finite amount of possible combinations
(d) that either lead to 4, 5, or 6 incident 1-primitives (e).
• the three grid points with equal scalar value belong to the same contour in the contour
tree (in other words: they are part of the same tree branch).
Given these properties and what we know about the linearity of the realization space, we
can take a closer look at what exactly happens around a 2-primitive. Figure 6.5 (a) a
2-primitive (gray dot) embedded into a 2-dimensional realization space. It corresponds to
a realization, in which the three grid points xi, xj , xk have equal scalar value. In general,
moving away from the center realization causes the values of the three points to differ. The
only exceptions are rare edge cases where the points have identical value behavior, which
can be resolved through slight perturbation of the data or by using a technique similar to
simulation of simplicity [133].
To understand the structural changes of a contour tree, let us focus on the relations
close to the 2-primitive. Subfigure (a) shows a circular red path in the realization space
that completely encloses the 2-primitive. When traversing along this red line through the
realization space, the scalar values of the three points xi, xj , and xk, change. In fact, since
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the scalar values have a linear dependency to the realization space and all points have the
same scalar value in the center point, all possible six permutations of these three points are
iterated along the red path. In (b), the scalar values of the three points xi, xj , xk are shown
as one traverses the realizations along the given path. It can be seen that a 2-primitive
is surrounded by six areas, one for every possible permutation σ1, . . . , σ6. The red, blue,
and yellow lines represent the scalar values of the three grid points. Between different
permutations, there are six grid point transpositions (A-F) that correspond to two grid
points swapping their order. In the realization space, these transpositions emerge as lines
that meet at the realization of the 2-primitive.
So far, subfigures (a) and (b) are valid for every 2-primitive. What the contour tree
looks like in these realizations and what types of 2-primitives there are depends on how the
three points xi, xj , and xk are connected in the tree. As we only deal with three grid points,
we can enumerate all possible connections, which is done in Figure (c). The first column
represents the permutation σ1. In all realizations of this permutation, xi has a higher scalar
value than xj , which in turn has a higher scalar value than xk. This order is reflected in
the vertical arrangement of the three nodes in Figure (c), which represent the nodes in the
contour tree that correspond to the three grid points. The three rows stand for all possible
connections between the three nodes. From the definition of the 2-primitive, we know that
the three points belong to the same connected component of the tree and thus have to be
connected by two edges. All other columns follow the same principle, showing all possible
connections between the three points. Note that between adjacent columns, exactly two
nodes switch places, which corresponds to the mentioned point transposition.
Point transpositions not only change the order of the three points but also might affect
the connections between them. How exactly the connections are affected depends on the
underlying grid and the values of the other grid points. However, we can reduce the possible
cases by using the edge lemma. There are three different types of changes that can happen,
each represented by a different color of the connection between the tiles in Figure (c):
• The gray line is used when two switching nodes are not connected by an edge. In
that case, the two edges that connect those two points to the third one are unaffected
and there is only a single possible follow-up case.
• The purple line represents a swap between two connected nodes in which the other
edge changes its endpoint.
• The turquoise line connects two cases where two connected nodes swap with the
second edge keeping its endpoint.
Given these three types, Figure (c) gives us a complete enumeration of all possible transition
cases. Also note that the turquoise and purple transitions represent 1-primitives, while the
gray one does not. This immediately follows from the fact that two swapping points have
to be connected, i.e., belong to the same connected component, to be part of a 1-primitive.
However, this distinction raises another fundamental question that is especially relevant
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Figure 6.6: The area around a 3-primitive in a 3-dimensional realization space without (a)
and with (b) incident 1-primitives. The point at its core represents a realization with four
points having equal scalar values. The adjacent regions resemble all 24 possible permutations
of the four points. The 3-primitive is an endpoint of up to 8 2-primitives (red lines) and up
to 24 1-primitives (plane sections between red lines).
to understand the structure of the realization space: How many 1-primitives are adjacent
to a 2-primitive? In other words: How many lines that represent a 1-primitive end in a
2-primitive point that is embedded in a 2-dimensional realization space? Answering this
question provides interesting insights into the connectivity and hierarchy of primitives and
is also relevant for tracking the contour tree, which is discussed in Section 6.5.3.
When traversing the realizations around a 2-primitive along the red path, the start and
end realizations are the same. This means that when traversing through the permutations
in Figure (c), we have to end up in the same row, as otherwise there would be different
connections in the same realization. Due to this requirement, we can enumerate all paths
with equal start- and endpoints, which are shown in Figure (d). The number in the second
column stands for the number of transitions in the path that represent 1-primitives. For
the remainder of the thesis, this number will be referred to as the degree of the 2-primitive.
Note that there is a clear pattern and that the paths can be further put into three different
categories based on the degree.
For a better understanding of the categorization, Figure (e) shows the three different
cases with only 1-primitives being highlighted as lines. All other possible paths around a
2-primitive are either one of those three cases or a rotated version of them. Especially the
group of degree 5 will play a very important role in feature tracking as it is an indicator for
global tracking inconsistency, which will be further discussed in Section 6.6.2.
6.4.5 Higher Codimensions
In this chapter, the dimension of the realization space is limited to two to keep the complexity
on a manageable level. As a result, we can also limit the investigation of primitives to
codimensions of at most two. While in theory, it is possible to have primitives of higher
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codimensions, these structures are very unlikely and can be avoided by applying minimal
perturbations to the data following the concept of simulation of simplicity [133].
It is still worth pointing out that most of the theoretical findings in this work also
generalize to higher-dimensional primitives. Moving to a 3-dimensional realization space,
e.g., leads to a new group of primitives, the 3-primitives. Figure 6.6 shows, what a 3-
primitive in a 3-dimensional realization space looks like. It again introduces another layer
of primitive hierarchy, connecting up to 8 2-primitives. In general, the upper bound for the







This value can be derived directly from the definition of primitives. The binomial coefficient
comes from b+1 points having equal scalar values at a b-primitive and the factor 2c−b follows
from the remaining c− b points having either a higher or lower value. For 2-primitives, this
formula can be verified in Figure 6.5 (b) with up to six 1-primitives (A-F) and twelve incident
to the 2-primitive shown in (a).
6.5 Primitive Computation
In the previous section, we looked at the different types of primitives and their role in de-
scribing the behavior of the contour tree inside the realization space. Given a 2-dimensional
realization space, primitives can be seen as convex, bounded regions that build a hierarchical
structure. While 0-primitives represent critical points in the contour tree that stay persistent
over a certain set of realizations, 1-primitives connect these regions and describe, how criti-
cal points transition into each other when the scalar value order inside the domain changes.
Finally, 2-primitives connect different 1-primitives and only cover a single realization in the
2-dimensional realization space. Together, primitives provide a complete description of the
scalar field topology across all possible realizations. To use this knowledge in practice and
to extend the description of single critical points to entire topological features, primitives
have to be extracted computationally. Due to the complexity of the problem, our method
is limited to 2-dimensional realization spaces. However, this still allows us to perform ba-
sic feature tracking and to discuss tracking challenges that are also relevant in arbitrary
dimensions.
6.5.1 Algorithm
To extract primitives in a 2-dimensional realization space, we apply a subdivision algorithm
to the realization space that allows either computing all existing primitives or approximating
the primitive structure to a selectable degree of precision.
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Bounding Region
To start the subdivision process, an initial bounding region has to be specified. This region
defines the area for which primitives are computed. Even though the realization space is
of infinite extent and our subdivision only covers a bounded region, one can still ensure to
capture all existing primitives and thus gain a complete description of the underlying space.
This leads to the following lemma:
Lemma 1. Given an uncertain scalar field over a d-dimensional realization space Ω̂, there
always exists a convex bounded region A ⊂ Ω̂ that has a non-empty intersection with all
primitives that have a non-empty realization set.
Proof. Lemma 1 directly follows from the fact that primitives always cover convex polytopic
regions in the realization space that are the result of the intersection of hyperplanes. A
simple example of these hyperplanes already was shown in Figure 6.2, where a 1-dimensional
realization space was presented. The hyperplanes in this example are the lines that show
the scalar values for every grid point for all possible realizations. Primitives are plotted as
either part of the hyperplanes (0-primitives as line segments) or intersections (1-primitives
as intersection points). Due to there only being finitely many grid points, the number of
hyperplanes is finite as well and so is the number of possible intersections. It directly follows
that there exists only a limited number of primitives and that one can always find a region
that intersects with the realization set of every existing primitive. Furthermore, this region
can also be extended to be convex, which leads to Lemma 1.
Although Lemma 1 says that it is always possible to find a bounding region that covers
all primitives, it might not be advisable from a practical point of view. In real-world data
sets, the number of primitives becomes very high as there usually are a lot of grid points
in the scalar field’s domain. Extracting a complete description of all possible transitions
and critical points in the contour tree quickly exceeds the computational capabilities of
modern computers. Instead, we recommend using a bounding region that follows the un-
derlying probability distribution and covers the most likely realizations. In the case of a
Gaussian-distributed scalar field, e.g., the probability distribution function that covers the
d-dimensional realization space is a d-dimensional bell-curve that has its highest point at the
origin (see Figure 4.1). Due to the circular symmetry of the distribution, a good bounding
region would be circular as well and could be chosen large enough to cover realizations up
to a pre-selected threshold.
To describe the region, we use a 2-dimensional polygon defined by a loop of edges like the
one shown in Figure 6.7 (a). Although polygons cannot be used to describe the recommended
circular region, a rough approximation via a slightly bigger polygon encapsulates the same
area while providing a computationally more efficient structure for further processing.
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initial area full subdivision approximate subdivision
Figure 6.7: The two subdivision strategies of a realization mesh for a Gaussian-distributed
scalar field. Based on an initial region (a), the mesh is either subdivided until no primitives
are missed (b) or until a certain level of detail is reached (c). Critical cycles (red) cause
inconsistencies in the feature tracking process.
Realization Mesh
Starting with the bounded area, the algorithm computes a realization mesh through a re-
cursive subdivision. In the process, we compute and store tracking information for contour
trees on the different parts of the mesh. The vertices are points in the realization space and
represent single realizations. Depending on the application, each vertex stores information
about features found in the corresponding scalar fields. The edges connect adjacent realiza-
tions and store tracking information between contour trees. To get full coverage, we store
all 1-primitives that are crossed along the edge. The faces represent sets of realizations and
can contain 2-primitives, which we use as an indicator of whether or not further subdivision
is necessary.
To create the initial mesh configuration, the contour trees for all vertex locations of the
initial bounding polygon are computed as well as all 1-primitives along the border edges.
Note that for the rare degenerate case of two points having equal scalar values, the contour
tree algorithm runs into problems. To resolve the issue, we use a point index as a secondary
sorting criterion, as proposed by Edelsbrunner and Mücke [133].
After having the initial mesh with all vertex and edge information, we start the subdi-
vision process until we have a complete description of the realization space. For this, we
use one of the termination criteria described in Section 6.5.3 to decide if a face does not
contain any additional interesting features or if further subdivision is required. In the case
of further subdivision, we split the face with a cutting line that has a random direction and
runs through the face’s centroid. With each face split, two new vertices on the border of the
face as well as one new edge are introduced. For these new structures, we again compute the
corresponding contour trees (vertices) and all 1-primitives (edge). When there are no faces
left that require subdivision, the algorithm terminates and returns the computed realization
mesh together with the tracking information. For subdivision and efficient mesh traversal,
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we use a doubly-connected edge list [148], which consists of a network of half-edges that are
connected such that faces, edges, and vertices can be traversed with minimal overhead.
Two questions are remaining:
• How to compute the 1-primitives along a given edge that describe the relation of the
two connected contour trees?
• What is the termination criterion for face subdivision?
6.5.2 Computation of 1-Primitives
Every edge in the realization mesh stores information about how the contour trees of the two
connected realizations are related to each other. For this, we have to find all 1-primitives
that are crossed along the edge. As every 1-primitive represents a basic node transposition
in the contour tree, capturing all of them completely transforms one contour tree into the
other.
We use a method similar to the tracking of time-dependent merge trees introduced by
Oesterling et al. [147]. First, the augmented contour tree for one of the endpoints is
computed (or already stored at the vertex). Note that the difference between the contour
tree and the augmented contour tree is that the augmented version also contains all regular
points, which is required in our algorithm to find all node transpositions. Traversing the
edge in realization space, the scalar values of all nodes of the contour tree change linearly.
Every time two connected nodes change their order, a 1-primitive is crossed. To understand,
how the contour tree changes at the 1-primitive, we have to look at the local neighborhood
of the transposing points. Let xu and xl be the two transposing points with xu having a
higher value before the change. As described by the edge lemma in Section 6.4.3, only xu’s
upper and xl’s lower edges may be affected by the change. To check, e.g., if one of xu’s
upper edges (xk, xu) has to be switched to xl, we traverse the contour tree from all points in
xl’s upper link to xl itself. The upper link consists of all points in the direct neighborhood
that have a higher scalar value. If xk lies on the traversed path, (xk, xu) becomes (xk, xl).
Transpositions of connected nodes can be efficiently traversed using a priority queue,
which is updated every time the edges of the contour tree change. The event traversal is
stopped once the other endpoint in the realization space is reached, in which case we have
complete information about how all edges of the two contour trees are related to each other.
Note that each transposition is a one-to-one mapping between edges, ultimately mapping
all n− 1 edges of the starting tree to the n− 1 edges of the tree at the end.
6.5.3 Termination Criterion
We use two different termination criteria to decide whether a face has to be subdivided
further. The results of both criteria can be seen in Figure 6.7 (b,c) for an exemplary
Gaussian-distributed data set with 12 grid points.
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realization space
Figure 6.8: The four primitive configurations inside a face for which further subdivision
would result in a combination of these four cases. While in (a), (b), and (c) there are either
0, 1, or 2 independent 1-primitives, case (d) contains a single 2-primitive that can be the
endpoint of up to 6 1-primitives.
Complete Subdivision – The first criterion ensures that no primitives are missed and
we get complete tracking information. Along the edges of the realization mesh, we already
have complete information since all 1-primitives are computed. Therefore, a feature can
only be missed if there is a region of isomorphic contour trees inside a face that does not
touch its border. Close to a 2-primitive, however, this is not possible as the star-shaped
structure ensures that all of the six regions are touching the border. To not miss any
trees, we, therefore, have to subdivide faces until there is only at most one 2-primitive per
face. Figure 6.8 shows the four different cases, for which a face does not require further
subdivision. In (a), there is no structural change inside the face and all contour trees are
isomorphic. In (b), there is a single 1-primitive running through the face, in which case the
two contour trees are represented on the border. Face (c) contains an intersection of two
unrelated 1-primitives, in which case there are four regions of isomorphic trees. Finally, in
(d) there is a single 2-primitive inside the face. Every possible primitive configuration inside
a face can be reduced to a combination of these four cases by subdivision. The decision on
whether a face belongs to one of those four cases can be made based on the 1-primitives on
the border. This directly follows from the fact, that the 1-primitives incident to a 2-primitive
spread in all directions (cf. Figure 6.5). It is thus impossible to have a primitive structure
that is not already uniquely described through the 1-primitives on the face boundary.
Approximate Subdivision – As real-world data often is too complex to apply a complete
subdivision, we also provide a different termination criterion based on the mesh complexity.
We limit the number of faces and introduce an additional priority measure to weigh faces
according to their subdivision importance. For uncertain scalar fields, we can use as pri-
ority the integral of the probability density function over the face, which can be computed
efficiently via numerical integration. This way, realizations with higher probability are sam-
pled with more precision, providing an adaptive refinement for tracking information. An
additional benefit of this approach is that this subdivision criterion does not rely on the 1-
primitive computation. This allows for more efficient parallelization as the entire realization
mesh can be generated before computing tracking information for each edge separately.
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6.5.4 Pre-Computed Mesh
Instead of choosing an initial bounding polygon together with the randomized subdivision,
one could also use a completely pre-computed mesh. This approach provides several benefits
but also drawbacks over the subdivision described above.
Benefits – For a pre-computed mesh, the underlying probability density function can be
used to decide which parts of the realization space should be sampled more densely. In the
case of a Gaussian-distributed uncertain scalar field, e.g., a mesh with circular symmetry
that has a higher vertex density in the center often is a suitable choice. As all Gaussian-
distributed fields have the same probability density function, the mesh can be the same for
different data sets and subdivision is not required. The mesh essentially is exactly what
the approximate termination criterion in Section 6.5.3 produces but without the need to
subdivide at all.
With the entire mesh defined upfront, the process of computing the vertex and edge
information can be heavily parallelized. Contour tree computation at the vertices as well as
the traversal of 1-primitives along the edges can be performed completely independent from
each other which speeds up computation linearly with the number of threads used.
Drawbacks – When pre-defining the entire realization mesh, an additional effort has to
be taken to provide good coverage of the realization space. In the case of a Gaussian-
distribution, this is quite straight forward as the probability density function has high sym-
metry and is unimodal. When facing a more complicated distribution, providing a suitable
realization mesh might not be as simple. With the randomized subdivision, the problem is
reduced to specifying a bounding region and further subdivision automatically produces a
mesh that resembles the probability density function.
Furthermore, by providing the mesh upfront, it is not possible to adapt to the data set.
This especially becomes relevant when using the complete subdivision that directly uses
primitive information as the termination criterion. Although not being part of this thesis,
there is a lot of potential for developing a more sophisticated subdivision criterion that
prefers faces with higher primitive complexity. Using the information about the contour
trees and their transition on the edges, regions with higher contour tree fluctuation could
be subdivided first, providing an algorithm that adapts to the underlying data set. New
subdivision strategies can be easily integrated into the algorithm only if the underlying mesh
adapts accordingly.
Which strategy to use depends on the complexity of the data set and what the user is
interested in. One can even use a combination of a pre-computed mesh that puts the focus
on certain parts of the realization space and then use subdivision to further concentrate on
details. In our examples in Section 6.12, we use complete subdivision for synthetic data
only, as for real-world data the mesh would become too complex.
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Figure 6.9: An exemplary augmented contour tree with different feature types highlighted
by colored edges. While the number of edges of the augmented contour tree (a) is the same
for all realizations, superarcs (b) can die or emerge, which makes tracking more difficult.
Branches (c) are the most advanced feature type in our analysis and provide the highest
abstraction level.
6.6 Feature Tracking
The realization mesh spans a network of realizations and contains information about all
contour trees as well as all transitions between adjacent realizations. The transitions are
stored as lists of 1-primitives, each describing an atomic change in the edge structure in
the underlying contour tree. Although this gives complete information, it has little value
in practice as there are too many changes, too many edges in the augmented contour tree,
and too little knowledge about the global structure.
In this section, we use the information to extract higher-level topological features and
track them across the entire realization space. First, we will introduce the three types of
topological features that are covered in this thesis. We then describe the steps that are
required to track each type. As we go from low-level to higher-level features, each type will
raise new tracking challenges for which we provide discussions and propose solutions.
6.6.1 Feature Types
We tackle the feature tracking problem using the three feature types shown in Figure 6.9.
First, we use the previously computed realization mesh to extend the tracking of single
edges (a) to a global scale. This, however, introduces a fundamental consistency problem,
the global tracking problem. Its discussion and solution are two of the key contributions
of this thesis. Furthermore, we move from edges in the augmented contour tree to more
expressive feature types, which introduces a series of new challenges. Superarcs (b) are the
result of collapsing regular points in the augmented contour tree. They are the edges of the
non-augmented contour tree and always connect two critical points. Since superarcs can
die or be born when traversing between different realizations, they require a more global
tracking approach. Finally, we cover entire contour tree branches (c) as the most high-level





Figure 6.10: Edge tracking inconsistency when moving from realization z1 to z2. For every
path, edge e in the contour tree can be tracked through local changes. Taking different
paths A and B results in different edges eA, eB in realization z2.
feature type. Branches represent hills in the scalar landscape and often provide a more
intuitive description of the scalar field’s structure. However, since branches are hard to
track through local changes, we use a similarity-based matching.
6.6.2 Edge Tracking
Before moving to more advanced feature types, we want to extend the tracking of edges of
the augmented contour tree to a global scale. The edges of the realization mesh only store
how contour tree edges between two contour trees are related to each other. We thus have
to traverse the realization mesh to expand tracking information to more distant realizations.
An advantage of the edge tracking is that between two realizations, there is a one-to-one
mapping between the edges of the contour trees. Features thus can never die or be born but
only be transformed.
Tracking Inconsistency
At first glance, extending the local tracking information to the entire space seems to be an
easy task. By applying a flood-fill approach, one can successively extend features from one
realization to adjacent ones until every feature is propagated across the entire space. This
approach, however, uncovers a fundamental problem of feature tracking in multi-dimensional
spaces, the global tracking problem. The main property that differentiates a 2-dimensional
from a 1-dimensional realization space is that there is an infinite number of paths between
two realizations. If we, e.g., start at one realization, we can track a feature to another
realization through different paths, thus a different series of local changes. Ideally, the
feature that we end up with is the same for each path, but unfortunately, this is not the
case.
An example of such an inconsistency is shown in Figure 6.10. On the left, there are two
realizations z1, z2 connected by two different paths (blue, green). On the right, the figure
shows a small portion of the contour trees of the underlying realizations and how it changes
when traversing from one realization to the other. Starting at realization z1 and edge e,









Figure 6.11: Each cycle (A) can be subdivided into smaller cycles (B) and (C). Because the
events on the split path p cancel each other out, either B, C, or both have to be critical if
A is critical.
the two paths A and B lead to different edges in the realization z2 when applying the basic
changes to edge e.
Instead of looking at multiple paths from one realization to another, one can also describe
this problem in terms of cycles. Starting at one realization with a specific feature, one can
track the feature over a closed path that ends at the starting point. Although local changes
of the feature are consistent, one might end up at a different feature due to the global
tracking problem. In the following, we will show that tracking inconsistencies are related to
the existence of a special type of 2-primitive and how one can use this information to get a
consistent tracking.
6.6.3 Critical Cycles
As introduced above, the global tracking problem can be described in terms of cycles in
the realization space that connect different features of the same realization through a local
tracking path. For the remainder of this thesis, we will call closed paths that lead to
inconsistency critical cycles. However, since not every cycle is a critical one, there has to be
a structural property that causes the inconsistency.
In the realization space, there is an infinite number of possible cycles. In Section 6.5.1,
we introduced the realization mesh as a means for subdividing the realization space into
regions that capture complete tracking information. Since critical cycles are based on this
tracking information, we only have to consider paths along the edges of the realization mesh.
Furthermore, every arbitrary cycle can be subdivided into a series of smaller ones as shown
in Figure 6.11. Cycle A can be seen as a combination of cycles B and C. The split path
p can be ignored as it is traversed in forward and backward direction in direct succession,
resulting in a cancellation of the corresponding contour tree changes. It directly follows
that if A is critical, either B, C, or both have to be critical as well, reducing the problem to
ever-smaller cycles. The smallest possible cycles are the faces of the realization mesh, which
we call minimal cycles. Assuming a complete subdivision, the faces by construction take
one of the cases shown in Figure 6.8. Cases (a), (b), and (c), however, cannot correspond
to critical cycles as all contour tree changes cancel each other out. This leaves only case (d)
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– the single 2-primitive – as a potential critical cycle, which leads to the description of a
minimal critical cycle.
Theorem 2. A closed path in a 2-dimensional realization space is a minimal critical cycle
if and only if it encloses exactly one 2-primitive of degree 5.
As introduced in Section 6.4.4, 2-primitives are points in the 2-dimensional realization
space at which three vertices of the contour tree have equal scalar values and are connected
by two edges. The degree of a 2-primitive, as described in Figure 6.5, is the number of
incident 1-primitives and can either be 4, 5, or 6. If the degree is 5, there is exactly one
point transposition between two unconnected points when traversing around a 2-primitive.
An example of such a 2-primitive is given in Figure 6.10. The six point configurations
resemble the six regions around a 2-primitive and five of the six point transpositions are
between connected points. At the start of path A, there is a single transposition between
unconnected points, causing the tracking inconsistency. In fact, every type of 2-primitive of
degree 5 has this property while degrees 4 and 6 result in consistent tracking.
Proof. To prove Theorem 2, we take a closer look at the degree of a 2-primitive and how
the underlying edges in the contour tree are affected. Figure 6.5 (c) showed a complete
enumeration of how the three grid points of a 2-primitive can be connected. Based on how
the points are connected and what changes happen when traversing around the 2-primitive,
there are ten possible paths, which are listed in Figure 6.5 (d). This led to the definition of
the degree as the number of changes to the edge structure, i.e., the number of 1-primitives
that are incident to the 2-primitive. Figure 6.12 shows a bigger version of Figure 6.5 (d).
In the center column, each row represents one possible combination of 1-primitives around
a 2-primitive. Each box contains the part of the underlying contour tree that shows the
three points of the 2-primitive as they are connected by two edges. Edges are marked
either blue or red and tracked from left to right over the local changes that are caused by
point transpositions. For the tracking to be consistent, the first and last elements have
to have the same edge coloring. It can be seen in the rightmost column that the tracking
consistency indeed depends on the degree of the primitive. While degree 4 and 6 always lead
to consistent tracking, all configurations with degree 5 lead to a different edge coloring. As
this figure contains a complete enumeration of all possible cases, it proves Theorem 2.




2-Primitive Point Transpositions in Contour Tree
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Consistency
Figure 6.12: A 2-primitive in the 2-dimensional realization space (left column) and all
possible edge configurations for the corresponding three grid points (center column). When
traversing the realization space around the 2-primitive, the connectivity of the three points
might change. The degree of the primitive (left column) represents the number of changes.
A local tracking of the two edges (red,blue) that connect the three points can either be
consistent or inconsistent (right column). For a tracking to be consistent, the same colors
have to be assigned to the edges after traversing around the 2-primitive one time. It can
be seen that the tracking is inconsistent only if there are five changes in the edge structure
(degree 5).






Figure 6.13: Global tracking inconsistency when going from realization z1 to z2 and back to
z1. When traversing the purple path, feature A is continuously transformed into B. Going
back over a different path (green) transforms B into C.
6.6.4 Critical Cycle Extraction
To solve the global tracking problem we have to identify critical cycles and somehow break
the inconsistency that is caused by the 2-primitive of degree 5. Computing critical cycles
for a given data set is simple when tracking edges of the augmented contour tree. The
realization mesh contains all tracking information needed to identify faces that create a
critical cycle. In Section 6.5.3, we described two subdivision strategies, one that captures
all primitives of a data set and one that approximates the realization space by limiting
subdivision depth. Figure 6.7 shows an example of a small data set of 12 grid points and
all critical cycles with full subdivision (b) and approximate subdivision stopping at 2000
faces (c). For the full subdivision, critical cycles can easily be detected finding faces that
contain a single 2-primitive of degree 5. For the approximate subdivision, where a face could
contain more complex combinations of primitives, a different approach has to be taken. By
traversing the border of every face, we can find local inconsistencies in the feature tracking
information. Starting with a set of n − 1 features (edges of the augmented contour tree),
each feature is tracked along the face’s border using the tracking information given through
the 1-primitives. After one revolution, we can compare the resulting feature set with the
one we started with. If they match, the face is a non-critical cycle. If they do not match,
we have found a critical cycle that has to be resolved to create global consistency. Because
whether a face corresponds to a critical cycle can be decided locally, the entire process can
be done in parallel.
6.6.5 Solving the Global Tracking Inconsistency
Solving the global tracking problem is the key to a consistent feature tracking. Up to
this point, we only described the tracking problem in terms of single contour tree edges.
However, it also can be observed for higher-level features. Figure 6.13 shows an example of
tracking inconsistency for an entire branch of the contour tree, represented by a region in
the underlying scalar field. In realization z1, there is a branch A located on the top left of
the domain. Traversing to realization z2 over the purple path in the realization space results
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in branch B. We know that A and B are the same feature, as there is a continuous transition
along the path. However, going back to realization z1 over a different path (green) transforms
B into C, which is located on the bottom left. This connection of branches through local
tracking information results in a contradiction that comes from two observations:
1. Since A can be continuously transformed into C, they represent one feature with spatial
uncertainty.
2. Because feature A and C are both in realization z1 and span disjoint areas, one would
intuitively treat A and C as separate features.
To solve the inconsistency, one has to relax one of the two assumptions. In the following,
we discuss what happens when taking one of the two contradicting statements as true while
violating the other. Both versions lead to a solution to the global tracking problem but
provide very different global feature definitions.
Solution 1 – The first solution is to trust the tracking and treat A and C as the same
feature. In this example, A and C would thus belong to the same branch that spans two
disjoint regions. Propagating features to the entire realization space would be trivial, as
local tracking information can be used to merge features until a set of clearly distinct
features is left. In reality, however, data sets can get very complex with many small feature
interactions. Merging all features through local tracking information would result in few but
complex features that lack detailed information about the scalar field’s structure. Looking at
a single realization would show many hills and valleys that belong to the same feature, which
is not only counter-intuitive but also reduces the expressiveness of any further analysis.
Solution 2 – The second solution is to relax the local feature tracking to ensure a separation
between A and C. This approach has the benefit of having well-separated features in every
individual realization. It requires the modification of the local feature tracking information
such that the connection between certain features is removed. In the example above, we
have to cut the tracking path from A to C, resulting in the death of A and, at the same
time, the birth of C.
Although both solutions provide a consistent feature tracking, we think the second one
is superior. It produces more features and thus a more detailed view on the scalar field’s
structure. Furthermore, since features are well-separated in all realizations, the second
option is more intuitive and does not merge features through connections that are invisible to
the user. A major downside is the introduction of artificial feature cuts to achieve separation.
Placement of these cuts decides which parts of the realization space are assigned to which
feature. In the above example, e.g., putting a cut closer to the start of the A-B-C-path
would result in A covering fewer realizations than C while putting it closer to the end would
make A the more prominent feature. In the following, we discuss the placement of feature
cuts to achieve global tracking consistency.
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realization mesh boundary
critical cycle
extended cycleedge for feature cutting
resolved critical cycle
Figure 6.14: Resolving critical cycles in the realization mesh. Each critical cycle (red) can
be extended by cutting the corresponding feature at one of its edges (black). Repeated
cutting leads to the extension of the cycle to the border (right), which resolves the tracking
inconsistency.
6.6.6 Feature Cut Placement
To resolve tracking cycles, we have to cut the feature track that causes the inconsistency.
This can be accomplished by modifying the tracking information on the realization mesh.
Figure 6.14 (a) shows an example of a minimal critical cycle (red) in the realization mesh.
Cutting the feature track at one of the cycle’s edges extends the cycle to the corresponding
adjacent face (middle). To fully resolve the cycle, the process has to be repeated until the
outer border of the realization mesh is reached (right).
Since every cut introduces a discontinuity, the number of cuts and their influence should
be kept at a minimum. To this end, our method places cuts on edges with small values
in the underlying probability density function. This way, we push feature discontinuities
to realizations with low probability, decreasing their influence on the final result. In the
case of Gaussian-distributed scalar fields, the underlying PDF decreases towards the border
of our realization mesh, which automatically leads to fewer cuts. With all critical cycles
resolved, we get a consistent tracking of contour tree edges with well-defined features for all
realizations.
6.7 Superarc Tracking
Up to this point, we considered only edges of the augmented contour tree, which are the
most fine-grained feature type. Every edge represents a tiny portion of the domain with
homeomorphic contour behavior and thus has high noise sensitivity and little expressiveness.
Superarcs are the result of removing regular points from the augmented contour tree, thus
extending edges to the nearest critical point. Just like single edges, superarcs can be tracked
locally by looking at single point transposition events, i.e., 1-primitives in realization space.
Understanding how a transposition event affects a superarc is quite complex and involves a
lot of different cases. Therefore, this section only focuses on the main theoretical tracking





split event caused by superarc birth
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Figure 6.15: The birth of a new superarc (yellow) resulting in the split of an existing super-
arc (red). Split/merge events can be reduced to feature birth/death by either completely
breaking up feature connections (c) or identifying the original superarc with one of the split
ones based on the direction of the new arc (d).
challenges. For details on the exact superarc tracking, we refer the reader to an extensively
documented excerpt from our C++ implementation in Appendix 7.2. Even without much
C++ knowledge, the comments should provide enough information about which cases have
to be checked.
Extending the tracking from simple edges to larger superarcs introduces a new challenge
to the feature tracking process: the birth and death of features. Besides the critical points,
the augmented contour tree by definition also contains regular points. This way, it contains
a vertex for every single grid point of the domain, making it a tree with n vertices and
n − 1 edges. The constant number of edges simplifies tracking significantly, as there can
be a one-to-one mapping between edges of different realizations. The number of superarcs,
however, depends on the topological complexity of the realization. This inevitably leads to
the birth and death of superarcs at certain points in the realization space. Furthermore,
as single superarcs die or emerge, other existing superarcs get merged or split up. In the
following, we discuss these new events and how they can be handled.
6.7.1 Handling Feature Splits/Merges
Figure 6.15 shows an example of the birth of a new superarc (yellow) that leads to a split
event of an existing superarc (red). On the left, the split event is shown in the underlying
contour tree. Figure (b) shows the relation of the superarc features, which reveals an
ambiguous identification of the red parent with either the blue or purple child. To resolve
the ambiguity and make feature tracking unique, we use one of the two strategies in (c) and
(d). (c) shows a very strict separation by handling the split as the death of the old superarc
and birth of all new ones. This results in a higher number of features with smaller influence
but does not make any assumptions on the tracking of split events. In (d), the red superarc
is matched with one of its children while the other child is treated as a new feature. The
decision on which child to connect is based on the direction of the new (yellow) superarc.
As the yellow superarc is an upper edge, we connect the red parent with the purple child. If
one would select the other child, the blue superarc would be identified with the red parent
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of the yellow superarc, which seems counter-intuitive due to them facing the same direction.
Note that for merge events that fuse multiple superargs into a single one, the same principle
holds. Merge events can be treated as inverse split events, which is indicated by the double
arrow in Figure 6.15 (a).
6.7.2 Handling Feature Births/Deaths
The varying number of superarcs between different realizations inevitably leads to birth and
death events. An example of such an event is the birth of the yellow superarc in Figure
6.15. A big challenge that comes with the absence of a feature is to maintain global tracking
consistency even though some features are not present all the time. The detection of critical
cycles, e.g., relies on a feature being part of all traversed realizations. Otherwise, there is
no way to check if the feature tracking along the borders of the mesh is consistent. Critical
cycles are closed paths in the realization space for which local tracking results in a different
feature (see Section 6.6.3). While the constant number of edges allowed extracting critical
cycles locally, the absence of superarcs in some regions makes critical cycles a global rather
than a local phenomenon.
Cycle Detection — The detection of critical cycles for features that may vanish requires a
more complex method, for which an in-depth description is provided in Section 6.9. Instead
of testing every face of the realization mesh for tracking consistency, we traverse the border
of every feature across the realization mesh. As the next point of traversal is always unam-
biguous, this process is completely deterministic. By extracting the border of the region of
each feature, we can detect self-overlapping features and the corresponding global critical
cycles. Just like before, we have to split the tracked feature to resolve the inconsistency,
which is done by placing feature cuts.
Feature Cut Placement — As described in Section 6.6.6, we extend critical cycles by
successively placing feature cuts on the cycle path. One of the main challenges is to make
cut placement non-invasive, i.e., quickly extend the cycle to the border of the realization
mesh. Furthermore, since features can vanish, not all edges of a cycle are valid cutting
candidates. Details on how to place the cuts along the extracted cycles as well as an
algorithmic description are given in Section 6.10.
6.8 Branch Tracking
The third feature type we cover in this thesis is contour tree branches. Branches are the re-
sult of merging edges according to a persistence-measure (see Section 2.2.3). They represent
entire hills and valleys in the scalar field landscape. As such, they provide a representation
of topology that has a higher level of abstraction and often is more intuitive to the user.
Just like superarcs, the number of branches varies between different realizations, causing
birth and death events. Branches introduce yet another problem: they are hard to track
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Figure 6.16: A small change in the contour tree of two seemingly unrelated points xi, xj
can cause dramatic changes in the underlying branch decomposition.
through local contour tree changes. This problem becomes apparent in the example in
Figure 6.16. Although two seemingly unrelated points xi, xj only slightly change their
scalar values, the underlying branch decomposition changes dramatically. Note how every
single branch is affected by the change, which comes from the old red root branch having a
smaller persistence than the new yellow root after the change. As these changes cannot be
detected through local point transpositions, the algorithm described in Section 6.5.2 does
not apply to branch tracking. While the exact solution to the local tracking requires further
research and is not part of this thesis, we provide a different approach to handle branches
that also demonstrates the flexibility of the tracking pipeline.
Rather than reducing feature tracking to single events, we directly compare the branch
decompositions between two realizations using a similarity measure. Let b1 ⊆ DS and
b2 ⊆ DS be two branches that consist of finitely many contour tree nodes, i.e., grid points












The similarity measure is the average percentage of common vertices of both branches.
Starting with the highest similarity, we identify the corresponding branches until either
every branch has been mapped or the similarity reaches a certain threshold. Unmatched
branches are treated as death/birth of features, which results in local tracking information
that can be further extended to global feature tracking using the same techniques as for
superarcs.
6.9 Global Critical Cycle Extraction
When tracking simple edges of the augmented contour tree, detecting critical cycles is com-
paratively simple. As described in Section 6.6.3, a cycle in realization space is a path that
starts and ends at the same realization. We call a cycle critical if there exists a feature that
gets mapped to a different one when tracked along the cycle. This creates inconsistency
when extending feature tracking to the entire realization space. In Section 6.6.3 we further
showed that it is sufficient to handle paths in the realization mesh, as it captures all relevant
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feature dies
continue traversal
Figure 6.17: (a) Traversing a feature f0 around a face of the realization mesh from the
starting realization z0 to z8 with z0 = z8 leads to a feature f8. If f0 6= f8, the cycle has
to be critical. For features that may die (b), traversal has to skip realizations in which the
feature is not present and continue traversal along the feature’s border.
tracking information. The first step for finding a solution to the global tracking problem is
to identify all minimal critical cycles, i.e., critical cycles that cannot be subdivided further.
In the case of taking the edges of the augmented contour tree as feature type, finding
critical cycles is straight forward (see Section 6.6.3). Because every realization contains
exactly n−1 edges and the local tracking information only consists of one-to-one mappings,
every feature is present in every realization. Therefore, critical cycles can be detected by
traversing around the border of every face of the realization mesh and testing if initial
features are mapped to different ones in the end. This process is illustrated in Figure 6.17
(a). Starting at a realization z0 and feature f0, the face is traversed until the same realization
z8 = z0 is reached. If f8 6= f0, the cycle is considered critical. Note that the representation
of the realization mesh as a doubly-connected edge list makes the traversal very efficient.
In the case of higher-level features, such as superarcs or branches, critical cycle extraction
becomes more complex. Tracking a superarc around the border of a face in the realization
mesh is not always possible, as superarcs can die or be born at certain locations of the
realization space. Critical cycles, however, are still possible and, in fact, very common in
real-world data, which is also shown in the air pressure example in Section 6.12.2.
The core idea of the extraction algorithm stays the same. Starting at a certain vertex
z0 of the realization mesh at a certain feature f0, such as a superarc in the corresponding
realization, we traverse all cycles in the realization mesh and check whether we reach the
same feature. The main difference is that instead of checking all cycles around each face, we
have to take into account dying features. Figure 6.17 (b) shows such a situation. Here, the
cycle traversal came from realization zi with feature fi and is currently at realization zj and
feature fj . Features fi and fj are connected over the edge (zi, zj) through local tracking
information. Moving on to zk, however, is not possible as feature fj dies on the edge (zj , zk).
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Figure 6.18: A path (red) in the realization mesh (a) containing a critical cycle as it revisits
several realizations (yellow) while tracking different features. To clarify the self-intersection
of the path, blue arrows mark the direction of traversal. We resolve critical cycles by placing
feature cuts (b), ultimately changing the path. The process is repeated until the path is
extended to the border (c), in which case it is split into two paths without self-overlap
(blue).
Our algorithm traverses around xj in clockwise order until a valid tracking edge is found.
This can easily be done using the doubly-connected edge list by taking the edge following
the twin of (zj , zk). A valid tracking edge at zj is guaranteed to exist as the half-edge (zj , zi)
going back to zi is always a valid choice. The algorithm continues the traversal and tracks
the feature over the realization mesh. Because at every point, the next traversal step is well-
defined and there is only a finite amount of vertices and features in the mesh, the algorithm
eventually reaches the starting realization together with the starting feature, in which case
we have a complete cycle. Formally, starting at a vertex z0 of the realization mesh and a
feature f0, we extract a path (z0, f0), (z1, f1), . . . , (zk, fk) with zk = z0 and fk = f0.
Note that it is possble that on the path, the same realization is visited multiple times
but with different features, i.e., there are two indices i, j ∈ [0, ..., k] with zi = zj and fi 6= fj .
In that case, the path contains a critical cycle. Furthermore, a path can contain multiple
critical cycles, which all have to be resolved to get consistent tracking. It is also worth
mentioning that since the realization mesh covers a bounded area, paths can hit the border.
This case is, however, handled implicitly due to the realization mesh having an infinite outer
face, also containing half-edges for the outer border. Paths simply track the outer feature
border until they get back to the inside of the mesh, eventually hitting the starting point.
In summary, the extraction algorithm traverses all possible borders of features and as
such finds all self-overlapping regions. The result is a set of paths containing critical cycles
that are used in the following Section 6.10 for feature cut placement.
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Figure 6.19: (a) An abstract representation of a circular path z0, . . . , z9, z0 in the realization
mesh. Yellow dots mark equal realizations and thus represent critical cycles that have to be
resolved through feature cuts. Red edges are located on the outer border of the mesh and
are not available for cutting. Out of the blue and green edges, the green ones either cover
the most arcs or have the lowest impact according to a probability measure. Some paths
(b) require multiple edge cuts (black) to resolve all critical cycles.
6.10 Global Critical Cycle Resolution
In the previous section, we extracted critical cycles by traversing the border of every feature.
The result is a series of paths over the vertices of the realization mesh that contain at least
one critical cycle, i.e., a cycle from one realization to itself that ends in a different feature.
Let (z0, f0), . . . , (zk, fk) be a path that follows the border of a feature until it reaches the
same feature in the same realization, i.e., z0 = zk and f0 = fk. The path can contain
multiple segments (zi, fi), . . . , (zj , fj) with zi = zj but fi 6= fj . To get global tracking
consistency, we have to resolve critical cycles by extending them until they reach the border
of the realization mesh. An example of such a process is shown in Figure 6.18 (a). The path
(red) is traversed according to the blue arrows and contains several realizations (yellow)
that are visited multiple times. Each yellow dot, therefore, corresponds to a realization for
which local feature tracking would result in different features of the same realization getting
merged.
To get a globally consistent tracking, we place feature cuts, which ultimately change the
path as shown in (b). Let (zi, zj) be the edge marked with the red cross, which was picked
for the feature cut. Instead of mapping feature fi to fj , the local tracking information stored
at the edge is changed such that fi is dying and fj is born as a new feature. As shown in the
image, this extends the path to the adjacent face. The whole process is repeated until the
path is extended to the border of the realization mesh (c). In that case, the inconsistency
is resolved as there now exist two paths (blue) without self-intersection.
There is still one question remaining: Given a path containing a critical cycle, which
edge should be selected for the feature cut? Since feature cuts reduce the reach of tracked
features, we would like to move them to places where they have a low impact on the scalar
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field. To find the right edge, we look at the path as shown in Figure 6.19. The path (a)
from realization z0 to z9 and back to z0 contains several realizations that are visited multiple
times (yellow dots). We connected equal realizations with an arc, which therefore marks
all possible critical cycles in the path. The red edges are edges on the outer border of the
mesh, which are not candidates for feature cutting. Cutting one of the green or blue edges,
however, would resolve at least one arc as the corresponding feature track is interrupted.
To minimize feature cuts, we select edges that are enclosed by the highest number of arcs.
If there are multiple candidates, such as the edges (z3, z4), (z4, z5), (z5, z6) in this example,
we select the edge that extends the path to a face that is closest to the outer border, e.g.,
the green marked edge. This way, the number of feature cuts is kept small and thus little
invasive.
In Figure 6.19 (b), multiple edge cuts are required to resolve all arcs. First, out of
all valid edges (blue and green), the green edge (z1, z2) is chosen, resolving three arcs.
Afterward in (B), however, there are still three arcs left, which have to be resolved by the
single best candidate (z4, z5). After resolving the path, our algorithm has to update the
path’s trajectory and repeat the edge cutting process until all critical cycles of the data set
are resolved.
6.11 Performance Analysis
To evaluate the applicability of the proposed pipeline, we performed several measures to
rate its accuracy as well as computational complexity.
6.11.1 Accuracy
One of the core benefits of our method is that in theory, we can extract complete knowledge
about the topology of uncertain scalar fields. In practice, however, we have to introduce
some limitations to make the method applicable to real-world data. Two major factors
influence the accuracy.
Dimension of realization space – In this thesis, we only consider 2-dimensional realiza-
tion spaces, which limits the variance of the data that can be analyzed with our methods.
In the case of ensemble data, the dimension required to cover the entire variation is given by
the number of ensemble members. This number usually lies between 10 and 50, but can in
some instances also be in the hundreds. Figure 6.21 (a) shows the amount of variance that is
covered by performing dimension reduction with PCA on a real-world data set. As the data
set consists of 19 ensemble members, a dimension higher than 18 covers all information. It
can also be seen that a reduction to 2 dimensions covers about 33%, which coincides with
other data sets we used.
Structure of realization mesh – In real-world data, extracting all topological features is
unfeasible due to a large number of topological structures. Instead, we use the realization
6.11. PERFORMANCE ANALYSIS 167
Figure 6.20: Test data used to measure runtime performance. A synthetic example (a)
exhibits a direct correlation between point count n and topological complexity while a real-
world example (b) is resampled with uniformly packed points.
mesh (cf. Section 6.5.1) to approximate the realization space. This introduces two parame-
ters. First, we have to limit our analysis to a bounded region, which can always be chosen
to cover a certain percentage of realizations. Second, we have to determine the termination
criterion for the mesh subdivision, which affects the density of the realization sampling. As
we always subdivide the face with the highest PDF integral, we can either limit the number
of faces or the highest face probability, which ultimately represents the same quantity. If
we, e.g., limit subdivision to 1,000 faces, the largest missed feature can only be in at most
∼ 0.1% of all realizations.
6.11.2 Computation times
The runtime of our method is influenced by four factors:
• topological complexity of the data
• number of grid points in the domain (=n)
• density of realization mesh (=number of faces f)
• feature type (edges/superarcs/branches)
Test data – To analyze the influence of these factors, we performed several measures on
two different data sets that are illustrated in Figure 6.20. The first data set is synthetically
generated and consists of an ensemble of three scalar fields with a regular wave pattern
as shown in (a). Across the three fields, the wave pattern was shifted to get large data
variance. With increasing grid size, the number of wave cycles increases as well, which
creates a connection between grid size and topological complexity. The second data set
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Figure 6.21: Variation coverage (a) and measured computation times for branch (b), edge,
and superarc (c) tracking.
is a real-world example with 19 ensemble members, which is explained further in Section
6.12. The data set spans the entire world, i.e., is given on the surface of a sphere. To
analyze different domain sizes, we resampled the ensemble members using a triangulation
of uniformly arranged sample points, as shown in (b). This way, we can vary the domain
size without much change in topological complexity, which was chosen to complement the
synthetic data set.
Feature type – It is important to note that while our method can track edges and superarcs,
these types are unfeasible for most real-world examples due to the huge number of topological
structures. Figure 6.21 (c) shows the computation times for the real-world data set, which
rapidly grows with larger domains. A big limiting factor is the memory used, which exceeds
20GB to store all 1-primitives even in these small examples. Although superarcs consume
a lot less memory than plain contour tree edges, the problem only gets shifted to grid sizes
that still are too small for practical applications. Note that the memory restrictions can be
overcome by not storing tracking information explicitly, but recomputing it only when it
is needed. However, the number of extracted features is still very high for real-world data.
One reason for this is that data sets that were generated through measurements often are
very noisy. Through topological simplification, this computation could be made feasible.
However, studying the effects on the results and finding a suitable simplification method
requires further research and is not part of this thesis.
Computation times – Figure 6.21 (b) shows the computation times for the two data sets
when either varying the number of grid points or the density of the realization mesh. The
plots show the average over 10 runs on a desktop computer with 16 cores, each having a
clock speed of 2.4GHz. All complexities are slightly superlinear with the synthetic example











Figure 6.22: An uncertain scalar field generated from three realizations (b) over a simplicial
grid (a). The realization mesh (c) spans all convex combinations of the three fields and
tracks features of all possible realizations.
showing worse behavior and overall higher computation times. This comes from the high
topological complexity of the wave pattern, which was chosen to give an upper bound
estimate for real-world data.
6.12 Application Examples
In this section, we discuss how the computed features can be interpreted and visualized. As
the focus of this chapter is not on the application but rather on the theoretical foundation
for general uncertain scalar fields, we only give a brief outlook of how the computed results
can be visualized. Further interpretation of the data is part of future work, should be
done in collaboration with domain experts of the respective data sets, and requires further
study of domain-related questions. First, we give a synthetic example that demonstrates
the correctness of our approach and also shows low-level features. We then move on to a
real-world example to highlight different types of information that can be extracted with our
method. The focus lies specifically on information that we rate as relevant from a practical
point of view.
6.12.1 Synthetic Data
To get a predictable data set, we created three different scalar fields that are shown in Figure
6.22 (b). The underlying domain is a 9× 9 regular triangulated simplicial grid (a). In (d),
the corresponding contour trees are visualized with points labeled x1, . . . , x7 to highlight
























Figure 6.23: Extracted features (nodes) that are connected if and only if there is at least one
realization with the two features sharing a vertex in the contour tree. Shown are extracted
edges (top), superarcs (middle), and branches (bottom). Fields at the bottom show the
affiliation of grid points to the corresponding feature selected in the feature graph.
the corresponding location in the grid. Each scalar field has a small value gradient in the
background, making x7 the global minimum and x1 a local maximum. We then added three
features: a global maximum at x4 and two branches with local maxima moving from x2 to
x5 and from x3 to x6 respectively. This spatial variability of the maxima can also be seen in
the contour trees in (d), where the two left branches have different critical points across the
realizations. By providing three scalar fields, the rank of the underlying covariance matrix
is exactly two, which leads to a 2-dimensional realization space. We applied our tracking
method with the complete subdivision strategy as shown in (c). With the three realizations
at the endpoints, the mesh was subdivided until all tracking information was captured. Note
how there is a very highly subdivided region between realization z2 and z3, which is at the
spot where a lot of the points of the two moving branches have similar scalar value, i.e.,
where a lot of point transpositions happen.
Figure 6.23 shows three different graphs, each representing one type of tracked feature—
edges, superarcs, and branches. Every node represents one feature. Two nodes are connected
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if and only if there exists at least one realization in which the two features share a vertex
in the contour tree. This way, the relation and nesting of features can be seen. The graph
layout was computed using a force-directed algorithm to achieve high visual separation.
Edges – At the top, each feature represents one edge in the augmented contour tree. The
sizes of the nodes correspond to the average length of the edge across all realizations. One
can see the longest edge A, which connects the stable maximum x4 with the main branch.
Also, the two moving branches can be seen at B and C. Even though they have a wandering
maximum, they always consist of the five edges that are shown in the feature graph.
Superarcs – In the middle, the feature graph is much coarser due to edges being merged
to superarcs. The fields at the bottom show one way to visualize the spatial uncertainty
after selecting certain features in the feature graph. The color of every grid point represents
the probability with which it belongs to the selected feature. Feature A and D represent
the two features with moving maxima. Feature F marks the superarc connecting the global
maximum x4 to the main branch and also contains the saddle point right next to x4. The
other features B, C, E, and G have a rather small persistence and thus represent the four
contour tree segments that can be seen at the bottom of all contour trees in Figure 6.22 (d).
Branches – Finally, the bottom shows the feature graph for tracked contour tree branches.
The graph contains the fewest features as branches can span multiple superarcs. We again
colored the vertices according to their feature affiliation. In D, the root branch can be seen,
which spans the entire field. A shows the small branch ranging from x1 to the highest saddle,
which, according to the connection, always is a child of branch B. B and C represent the
two branches with moving maximum, also revealing a quite interesting grid point affiliation
image. Depending on which of the two maxima is higher, one of the branches is the parent
of the other branch, which changes across different realizations. Therefore, each branch
can, in some instances, also cover the other branch, resulting in the brown areas in the
corresponding affiliation images.
These three graphs only show one way of visualizing the results. As the realization
mesh with the feature tracking information grants complete knowledge over all possible
realizations, the visualization that is presented to the user can very well be adapted to the
user’s needs. We chose the given graph plots to demonstrate how the different feature types
interact and abstract the data set on different levels. While the edge plot in Figure 6.23
can be seen as a contour tree generalization for uncertain scalar fields, it contains by far
the most graph nodes even for this small data set. The superarc plot, on the other hand,
provides a more reduced view. Important parts of the contour tree can more easily be
identified through the superarc persistence being represented by node size. This way, the
three most prominent superarcs A, D, and F stick out and their spatial uncertainty can
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be further observed in the corresponding affiliation images. Finally, the branch view in (c)
provides the highest abstraction by merging smaller superarcs that previously connected the
major features into the branches. However, branches B and C also show that the tracking
of contour tree branches is non-trivial, as the parenthood changes over different realizations,
which results in affiliation images that might sometimes seem counter-intuitive.
6.12.2 Real-World Data
To give an overview of the different types of information that can be extracted with our
method, we applied our feature tracking pipeline to an air pressure forecast. This data
set also was the basis for the accuracy and performance measures in Section 6.11. The
simulation is provided by the National Centers for Environmental Information1 and consists
of 19 ensemble members, each spanning the entire globe with 65,000 grid points. Due to
the ensemble size, the underlying realization space is 18-dimensional. As we only handle
2-dimensional realization spaces, we use PCA for dimensionality reduction to focus on the
two most significant dimensions. Figure 6.21 (a) shows that this covers about 33% of the
total variance. Furthermore, we also reduced the grid size to 20,000 points to make the
covariance matrix fit into the main memory to perform PCA.
Using our method, we then extracted all contour tree branches and tracked them across
the realization space. Branches were tracked using a 60% similarity threshold (cf. Section
6.8) and we selected a face limit of 1,000 for the realization net approximation, which ensures
that we capture all structures that are in at least 0,1% of realizations. To resolve the global
tracking problem (cf. Section 6.6.2), about 6,000 feature cuts had to be placed. This shows
that other methods likely fail to extract meaningful features on a global scale.
The result of our computation is ∼16,000 distinct features together with information on
which realizations they are part of as well as what each feature looks like in every single
realization. Figure 6.24 shows different types of information that can be extracted with our
results.
The most straight forward way of visualizing the features is to enumerate them. As
16,000 features are too much to properly present to the user, we first reduce the number of
features using three different filter criteria.
Probability – The probability of a feature is the fraction of all possible realizations the
feature is part of. In terms of uncertain data, this is one of the key quantities, as it tells
how likely it is to see a particular feature. We filtered out all branches that are in less than
10% of all possible realizations.
Average volume – As every contour tree branch represents a hill or valley in the scalar
field landscape, the volume denotes the number of grid points the feature spans. Considering
1National Centers for Environmental Information: Global Ensemble Forecast System (GEFS),
https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-ensemble-forecast-system-gefs,
accessed: 12/9/2020
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Figure 6.24: Visualization of different types of information extracted with our method.
A simple list (a)-(d) of the extracted features was augmented with additional color-coded
information about feature attributes. This can be used for filtering and selection. Selected
features (A)-(H) then are shown in the original domain (e) by computing the affiliation
probability for each vertex. Pair-wise measures, like the likelihood of a parent-child relation
(f) and the likelihood of simultaneous occurrence (g), are shown as graphs with a force-
directed layout.
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all realizations the feature is part of, we compute the average volume as the sum of volumes
in all realizations weighted by the realization’s probability. As filter threshold we chose an
average volume of 10, meaning we removed all branches that on average span less than 0.5%
of the domain.
Average persistence – The persistence of a branch is the value difference between its
uppermost and lowermost nodes. It can be seen as the height of the hill or depth of the
valley the branch represents. In the given pressure data, we kept only breaches with at least
100 Pa of persistence on average.
After filtering, 89 significant features remain, shown as an ordered list in Figure 6.24
(a)-(d). Features are represented as circles and sorted according to their probability (a).
Besides the volume (c) and persistence (d), there also is a fourth plot (b) that shows the
type of the branch, which can either be a hill (red), a valley (blue), or the root branch
(yellow).
While listing the features can give an overview, one is usually interested in how the
branches look in the original domain. For that, we selected eight features (A-H) that are the
most prominent according to the quantities shown in the plots. In Figure (e), we computed
for each grid point the probability to belong to the selected feature, which gives us an
illustration of the spatial extent of the branch. Some features have high spatial uncertainty,
indicated by blurry borders. Also, note that the root branch (B) always spans the entire
domain.
Especially in the case of branches, another interesting aspect is their relation to each
other. In deterministic scalar fields, branch decompositions are typically shown as a hierar-
chy, as every branch, except for the root, has a unique parent. For the uncertain data, we
computed the probability of two branches being in a parent-child relationship. The result is
illustrated in Figure 6.12.2 (f) as a graph using a force-directed layout for visual separation.
It can be seen that many branches are connected to the root and that branches of similar
types are more likely to be nested. But there are also some exceptions and small clusters,
which can be used as a guide for further investigation.
Another important aspect is the dependency between features, which leads to some
important questions, such as: Do two features exclude each other? Are two branches always
present at the same time? To answer these questions, we computed the pairwise Jaccard
coefficient. For two features A,B, it is given by
J(A,B) =
P (A ∩B)
P (A ∪B) . (6.3)
P (A ∩ B) denotes the probability of both features being present simultaneously while
P (A ∪B) is the probability of at least one being present. This gives a value between 0
(features exclude each other) and 1 (features always occur together). Figure (g) shows the
resulting graph. It immediately stands out that there is a dense cluster of features, for which
a close-up is shown in the top left. This group of branches corresponds to all features that
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are present in all realizations, hence the high Jaccard coefficient. Other than that, there is a
quite diverse network of feature relations, which can then be used for further investigation.
6.13 Relation to Multifield Topology
In this section, we want to give a more educated comparison to the topic of multifield
topology. We first introduce some concepts that help to bridge the gap between our method
and the existing work. Afterwards, we provide a direct comparison between Jacobi sets and
our 0-primitives, which helps to put our contributions into perspective and can serve as a
starting point for extending the findings of this work to topics other than uncertain scalar
fields.
6.13.1 Auxiliary Function
In Section 2.3.10, we defined an uncertain scalar field U to be the mapping U : D×Ω→ R
with domain D and the set of outcomes of a stochastic process Ω. Using the realization
space Ω̂ as a replacement for Ω leads to
U : D × Ω̂→ R. (6.4)
A given point x ∈ D in a given realization z ∈ Ω̂ then gets mapped to a certain scalar
value U(x, z) ∈ R. As the domain usually is an m-dimensional manifold and the realization
space can be modeled as d-dimensional Euclidean space, U becomes a scalar field over a
(m+ d)-dimensional manifold.
To bridge the gap to multifields, one can use an extension similar to the one presented
by Edelsbrunner et al. [146]. Introducing an auxiliary function h : D× Ω̂→ Ω̂ that trivially
maps every pair (x, z) to the corresponding realization h(x, z) = z, a multifield is given by
the pair (U, h):
(U, h) : D × Ω̂→ R× Ω̂ (6.5)
(x, z) 7→ (U(x, z), z). (6.6)
This multifield is a mapping from a (m+d)-dimensional manifold to a (d+1)-dimensional
space. In fact, the (d + 1)-dimensional space corresponds to the extended realization space
that was introduced in Section 4.5. By combining the realization space with an additional
scalar axis, it enabled a clean separation of structures for tracking critical points. In the
following, we will embed primitives into the extended realization space. This way, there is
a direct connection to the Jacobi sets of the multifield (U, z).
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6.13.2 Embedding Primitives in the Extended Realization Space
Primitives are entities in realization space that can be used to describe the behavior of
the contour tree across multiple realizations. Recalling Definition 12, primitives are sets of
realizations, for which a certain number of grid points have equal scalar value and belong
to the same contour.
In the simplest form, the 0-primitives, only one point is considered. Each 0-primitive
thus covers all realizations for which a certain point in the domain has a specific topological
type. In the following, we will call a 0-primitive singular, if it represents a critical point,
i.e., a maximum, saddle, or minimum.
For a given primitive p, let Zp ⊆ Ω̂ be the set of realizations spanned by p. Zp can
be seen as the embedding of the primitive into the realization space, as illustrated in the
figures 6.3 or 6.5 (a). Furthermore, let Dp ⊆ DS be the set of the aforementioned grid points
with equal scalar value for a primitive p. Note that DS is the set of all grid points of the
domain. It directly follows that U(xi, z) = U(xj , z) for all xi, xj ∈ Dp and all z ∈ Zp. Let
the function fp be defined as follows:
fp : Ω̂→ R× Ω̂ (6.7)
z 7→ (U(xi, z), z) (6.8)
for any xi ∈ Dp. The set fp(Zp) mapping every z ∈ Zp to fp(z) then gives an embedding
of the primitive in the extended realization space by moving all realizations z ∈ Zp of the
primitive p to the scalar value the points in Dp have in z.
6.13.3 Jacobi Sets in the Extended Realization Space
In the following, we will use the definition of Jacobi sets according to Edelsbrunner et al.
[140].
Definition 13. The Jacobi set J for a set of functions f1, . . . , fk defined over some domain
X is defined as




Note that the Jacobi set is independent of the choice of l ∈ {1, . . . , k}.
Furthermore, a point x is a critical point as required by the set, if and only if the gradient




λi∇fi(x) = 0. (6.10)
With the extended realization space and the representation of primitives in this space
as convex polytopes, the connection to Jacobi sets is given by the following lemma.
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Lemma 2. Let P be the set of all singular 0-primitives of an uncertain scalar field U . The
image of the mapping (U, h) limited to its Jacobi set corresponds to the union of all singular





Proof. First, we show that the Jacobi set of (U, h) corresponds to the set of all critical points
of all realizations. Let (U, h)(x, z) = (U(x, z), h1(x, z), . . . , hd(x, z)) = (U(x, z), z1, . . . , zd).
Let further f1 = U and fi = hi−1 for i ∈ {2, . . . , d + 1}. From Definition 13 with l = 1 it
follows that the Jacobi set of the multifield (U, h) is given by
J(U,h) = {(x, z) ∈ D × Ω̂| (6.12)
∃λ1, . . . , λd ∈ R : ∇U(x, z) +
d∑
i=1
λi∇hi(x, z) = 0}. (6.13)
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(x, z) = 0. (6.17)
This can also be written as
∀j ∈ {1, . . . ,m}, i ∈ {1, . . . , d} : ∃λi ∈ R : (6.18)
∂U
xj




Due to the free choice of λi, the second condition is always fulfilled. A point (x, z) therefore
is part of the Jacobi set, if and only if x is a critical point in the scalar field of realization
z. To prove Lemma 2, we have to show that the image (U, h)(J(U,h)) of all points in the
Jacobi set corresponds to the union of embedded 0-primitives. Let (x, z) ∈ J(U,h). The
image then is given by (U, h)(x, z) = (U(x, z), z1, . . . , zd). Since x is a critical point in the
scalar field for realization z, it directly follows from Definition 12 that there exists a singular
0-primitive p with x ∈ Dp and z ∈ Zp. Furthermore, the embedding function (U, h)(x, z) is
part of the embedding fp(Zp), as fp(z) = (U(x, z), z1 . . . , zd) = (U, h)(x, z). The same holds
for the other way around. If a point is part of the embedding of a singular 0-primitive, it
directly follows from the definition that there has to be a critical point in the corresponding
realization, thus the pair (x, z) is part of the Jacobi set.
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The implication of Lemma 2 and the corresponding proof is that singular 0-primitives
describe how the different components of the Reeb Space are connected, just like the Jacobi
set. Since primitives build a hierarchy with 0-primitives representing the base set and
primitives of higher codimension building nested subsets, we further partition the Jacobi
set into smaller subsets with explicit meaning in the context of uncertain scalar fields. This
not only shows how multifield topology could be used to analyze the topology of uncertain
scalar fields but also how the structure of Jacobi sets can be described through the means
of primitives of higher codimension.
6.14 Chapter Conclusion and Future Work
In this chapter, we presented a method for tracking topological features across all realizations
of an uncertain scalar field. We introduced the concept of primitives as structures that
describe the behavior of the contour tree in realization space. As such, primitives provide a
deterministic concept for describing the topology of uncertain scalar fields. Furthermore, we
used primitives to track three types of features: contour tree edges, superarcs, and branches.
The tracking process revealed the global tracking problem, a fundamental inconsistency
that is inevitable in multidimensional feature tracking. Besides describing and investigating
the cause of the problem, we also proposed a solution by identifying critical cycles and
placing feature cuts. Finally, we used our methods to visualize the spatial uncertainty of
the discussed features in two examples.
The next step is to overcome the limitations, with the dimension of the realization space
being among the most prominent ones. While the concepts of primitives and critical cycles
generalize to arbitrary dimensions, our feature tracking method is currently limited to two
dimensions. To reach higher dimensions, primitives and their relation have to be computed
directly from the data rather than relying on sampling the realization space. The appearance
and hierarchy of primitives suggest that combinatorial solutions might be found to focus
on significant tracking structures. Furthermore, the examples in this chapter only scratch
the surface of the information that can be extracted from a comprehensive feature tracking.
Besides probability measures, dependencies between features can easily be extracted but
have yet to be visualized intuitively.
Chapter 7
Conclusion
In this thesis, we presented several novel methods to analyze the topology of uncertain
scalar fields using computational science and visualization. The following sections provide a
summary of the major contributions and discuss their limitations and some starting points
for future work.
7.1 Contribution Summary
Hierarchical Correlation Clustering — We presented a hierarchical clustering pipeline
for extracting regions of high correlation in uncertain scalar fields. By transforming the
grid points of the scalar field’s domain onto the surface of a high-dimensional hypersphere,
our method operates in a space that naturally encodes the mathematical properties of the
correlation coefficient. Given the spherical point cloud, we first used β-skeletons to create
a neighborhood graph that approximates the surface. We then computed edge measures as
indicators for the connectivity strength and point cloud density before iteratively merging
points to build the final clusters. Different choices for the edge measure provide flexibility
to balance the tradeoff between computational cost, clustering quality, and to compensate
for the problems of high-dimensionality.
To incorporate negative correlation into the clustering, we first duplicated and mirrored
the point cloud and then pruned the final saddle tree that represents the clustering result.
This way, negative correlation is handled consistently and can be included in the visualiza-
tion.
To visualize the results of the clustering process, we used 2-dimensional landscapes
combined with color and texture to differentiate between clusters and to highlight positive
and negative correlation. Simple selection mechanics enable data exploration and provide
spatial context through a combination of two views: one for the hierarchical clustering
landscape and one for the clusters embedded in the original domain.
Critical Point Analysis — In Chapter 5, we presented a method for extracting critical
points in uncertain scalar fields. To fully cover the uncertainty information of the data, we
first introduced the realization space and the extended realization space, which reveal that
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the scalar values of all grid points of all realizations can be described geometrically through
hyperplanes. This hyperplane representation can be used for the analysis of critical points
through means of linear algebra.
Looking at a single grid point and its neighbors, realizations in which this point has
a certain topological type, e.g. maximum or minimum, emerge as polytopic regions in
the realization space, which we call singular patches. Singular patches not only provide a
generalization of critical points for uncertain scalar fields but also relation information and
estimates for their probability. Probabilities are approximated via sampling of the restriction
space, which transforms the probability density function into a lower-dimensional subspace.
Through this transformation, the sampling depends only on the neighborhood size rather
than the full dimension of the realization space.
Our deterministic approach for handling the uncertainty allows for the complete extrac-
tion of all potential critical points. Because of this completeness, we were able to extract
and study the relation of critical points with a structure called the patch graph, which we
used to identify critical points that change their location across different realizations, i.e.,
points with spatial uncertainty.
To present the results, we provided a visualization that uses glyphs to show critical points
and their spatial uncertainty. Besides the location, these glyphs also encode the spatial
variation, the topological type, and additional estimates like the average scalar value.
Tracking of Topological Features — In Chapter 6, we presented a pipeline for the
analysis and extraction of more complex topological features. The term topological feature
in this context is used to denote parts of the contour tree, including simple contour tree
edges, edge paths connecting two critical points (superarcs), and entire branches.
Because of the complexity of the problem, we limited our analysis to 2-dimensional real-
ization spaces. This limits the expressiveness as our method only focuses on the dimensions
of the highest data variation. However, the theoretical contributions to feature tracking
also apply to arbitrary dimensions and the low-dimensional space enables a comprehensive
analysis of how the contour tree behaves across different realizations.
For tracking the contour tree and its topological features, we introduce the concept of
primitives. Primitives build a hierarchy of bounded regions of different dimensions in the
realization space. In the case of 2-dimensional spaces, there are three different hierarchy
levels that have different semantic meanings. 0-primitives are comparable to the singular
patches from our critical point analysis and therefore represent critical points. 1-primitives
describe atomic changes in the contour tree that can be used to track contour trees across
different realizations. 2-primitives are structures that connect multiple 1-primitives, which
creates a network of subspaces that describes the behavior of the contour tree. This hierarchy
of primitives played a big role in resolving tracking inconsistencies.
We provided an algorithm for extracting globally tracked topological features using a
subdivision of the realization space. This subdivision can either be performed such that no
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features are missed or to a certain controllable level of approximation. For tracking, we used
the atomic changes of the contour tree that are described by 1-primitives. Depending on the
type of feature, this introduces different problems. While simple contour tree edges, e.g., are
comparatively easy to track because there always is a one-to-one mapping between different
realizations, contour tree branches might vanish or emerge when going from one realization to
another. We solved these problems by using different variations of our subdivision algorithm
that use different traversal strategies.
However, tracking topological features in the multi-dimensional realization space reveals
a fundamental problem that causes tracking inconsistencies that we call the global tracking
problem. In the global tracking problem, different paths through the realization space lead
to different outcomes even when the local tracking information is consistent and unambigu-
ous. We provided an analysis of this problem and propose a basic solution based on our
subdivision algorithm. Furthermore, we were able to identify 2-primitives as indicators for
parts of the realization space that suffer from the global tracking problem.
Finally, we applied our method to synthetic and real-world data to demonstrate different
types of information that can be extracted with our feature tracking. Through multiple
linked views, we showed the extracted features, their spatial uncertainty, relation, topological
type, and probability estimates.
7.2 Limitations and Further Improvements
Distribution Functions — Throughout the thesis, we focused on a data model that
uses Gaussian distributions to describe the value variation for every point of an uncertain
scalar field. While most of our theoretical contributions are independent of the underlying
distribution, there are some aspects that either directly or indirectly rely on the properties
of the Gaussian distribution.
Instances of explicit use of the distribution function are the estimation of critical point
probabilities in Section 5.5.2 and the distribution-based realization mesh subdivision in
Section 6.5.1. Both of these methods can be extended to arbitrary distribution functions to
make them more versatile with the cost of increased computation times.
However, there are some less obvious instances where the simplicity of the Gaussian
kernel is utilized implicitly. The linearity of Gaussian distributions initially gave the idea
to use the linear realization space to investigate topological features. While this space can
also be used with arbitrary distributions, Gaussian distributions provide a strong symmetry
and linearity that simplifies dimensionality reduction and makes sampling of the distribution
function more efficient. With the distribution being unimodal, we also were able to limit our
computations to a circular region around the mean. Different distributions might require
investigating a larger area and likely increase the dimension of the realization space, which
leads to higher computational cost.
In future work, the extension to more complex distributions could be a useful. Especially
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non-parametric approaches that derive the distributions directly from the measured data
can provide results that better adapt to different use cases.
Dependency Modeling — In Chapter 3 we discussed how important inter-point depen-
dencies are for the topological properties of an uncertain scalar field. However, throughout
this thesis, we only focus on the linear dependency that expresses correlation through a
single coefficient for every pair of points. Just like the distribution functions, dependencies
can get arbitrarily complex and correlation is not sufficient for a full description.
While our correlation clustering method makes heavy use of the properties of correlation
coefficients and would require a completely different approach for other descriptors, our
analysis of topological features is fairly independent of how dependencies are modeled. With
the introduction of the realization space, all our methods need is a description of the joint
distribution function of all points. In the case of Gaussian distributions with correlation
information, the joint distribution was very simple and symmetrical. This allowed encoding
all global dependency information in a single matrix and made evaluating the distribution
computationally efficient. More complex modeling of the joint distribution would provide
a better representation of the dependency information. A reasonable next step could be to
move from a single multi-dimensional Gaussian kernel to a multi-modal Gaussian mixture
model or a non-parametric approach, like multi-dimensional histograms.
Dimensionality Limitation — As described in Chapter 4, there is a direct relationship
between the complexity of the data and the dimensionality of the realization space. Data
with more independent influencing factors requires more degrees of freedom to cover all
possible variations. While the critical point analysis in Chapter 5 can deal with arbitrary
dimensions, the hierarchical correlation clustering from Chapter 3 and the tracking of topo-
logical features from Chapter 6 have different limitations in data complexity.
The correlation clustering method can in theory deal with arbitrary dimensions. How-
ever, with higher dimensions not only the computational cost increases but the results also
eventually suffer from the so-called curse of dimensionality. With every new dimension, the
available space grows exponentially. As the number of points that populate this space is
the number of grid points in the scalar field’s domain, inter-point distances diverge quickly
with increasing dimension. This leads to less expressive results, with the 2-dimensional
landscapes used for visualization becoming more and more flat. While dimensionality re-
duction methods can reduce the complexity, one still has to carefully select the available
parameters, like the neighborhood structure (Section 3.4.2) or the edge measure (Section
3.4.3), to compensate for the effects of high dimensionality.
For our method for tracking contour trees across different realizations, we deliberately
limited the dimension of the realization space to two. While this imposes a strong limit on
the data complexity that our method can deal with and reduces the applicability, it was a
necessary step to allow a comprehensive theoretical analysis with computational methods.
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Our theoretical findings that use primitives to describe the behavior of the contour tree
can be extended to arbitrary dimensions, which already was briefly discussed in Section
6.4.5. However, our subdivision algorithm for extracting topological features relies on the
low dimension. An extension to arbitrary data likely requires a different approach. In future
work, the structure of primitives and the knowledge about the global tracking problem and
its root causes could potentially be used more efficiently to develop methods that focus on
application rather than fundamental research.
Extension to other Types of Data — In this thesis, we put the focus on the analysis of
uncertain scalar fields. Many parts of the proposed methods can also be used for data sets
in different contexts.
The proposed correlation clustering algorithm could be extended to arbitrary directional
or high-dimensional point cloud data. Some of the related work that our clustering method
is based on already deals with data from different domains, like the high-dimensional point
cloud clustering by Oesterling et al. [94, 22]. A next step would be to see how our contri-
butions, like the different edge measures, the use of β-skeletons, or the analysis of negative
correlation, could be used in a different context. Especially directional data, like the vec-
tor space model used for document classification in text mining, could benefit from our
clustering and explicit handling of inverse correlation.
Another example of contributions that might be relevant in different disciplines is our
work on topological feature tracking. We already covered the strong relation between the
topology of multifields and our work in Section 6.13. Our hierarchy of primitives might be
able to provide a new view on Jacobi sets, their structure, and semantics.
Domain Expert Collaboration — An important future task will be to apply the pro-
posed methods to domain-specific data to answer research questions. One of the central
goals of this thesis was to provide a comprehensive analysis of the topological properties of
uncertain scalar fields. As such, our work can be categorized as fundamental research and
was not used in a practical setting. We did provide example applications and showed that
our methods can be used for real-world data. The purpose of these examples, however, was
to demonstrate the feasibility and to show which types of information can be extracted with
our methods. For real data analysis, there are likely some further modifications required to
tailor the methods to the specific domain.
The most important part of this process is the collaboration with domain experts. With
our methods, we can extract a lot of different properties of topological features. It is
important to incorporate expert knowledge to refine the methods and visualizations such
that the focus is put on information that is relevant for the respective data. While our
tracking of topological features, e.g., is capable of extracting many different types of features,
such as critical points, contour tree edges, superarcs, or branches, only one of those features
is likely to be relevant in a certain setting.
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Furthermore, integrating our methods into existing data analysis frameworks also im-
proves their applicability. Our correlation clustering approach, e.g., provides insights into
the linear data dependency. But looking solely at correlation often is not enough, as the
actual data values also play an important role. Therefore, it makes sense to combine the
correlation clustering with further analysis steps. Most of the visualizations implemented
in this thesis provide selection and filtering mechanics and can easily be augmented with
additional information.
Solving the Global Tracking Problem — One of the fundamental challenges of tracking
topological features is the global tracking problem. In Chapter 6.6, we discussed the root
cause of this problem and identified 2-primitives as indicators for critical cycles. Critical
cycles are paths in realization space that lead to tracking inconsistencies. By breaking
critical cycles, global tracking consistency can be achieved.
While we propose a metric for breaking these cycles that is based on the probability
density function, this solution is not canonical. The decision to break cycles at points of
low probability density was made to move these unwanted modifications away from relevant
parts. However, in a practical setting with further knowledge about the data, there might
be better choices for breaking the cycles. One option would be to provide user interaction to
decide at which point a feature is so heavily transformed that it can be considered a different
feature. Another option is to provide different metrics that help to place the feature cuts.
A limit on the spatial extent of a feature, e.g., can implicitly be used to decide at which
point a tracked feature has to be split.
Further research on this topic can also potentially lead to different solutions for the
global tracking problem. One idea is to extend the realization space such that tracking
inconsistencies are resolved mathematically. By splitting the space up into different layers
that are connected in a specific way, critical cycles are avoided by moving between layers.
Since this approach leads to a high complexity of the realization space and still lacks a
practical use, it was not included in this thesis.
The topology of uncertain scalar fields still is a topic with large potential. Understanding
the structure of uncertain topological features as a means of conquering the complexity of
the data can provide huge benefits. By gaining more knowledge in this area, the data
analysis process can become more reliable, accurate, and efficient. We hope that the work
presented in this thesis can serve as a small step towards a stronger focus on uncertainty in
computational topology and that some of the limitations described above can become the
motivation for future research.
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[36] K. Pöthkow, C. Petz, and H.-C. Hege. Approximate level-crossing probabilities for in-
teractive visualization of uncertain isocontours. International Journal for Uncertainty
Quantification, 3(2), 2013.
[37] T. Athawale, E. Sakhaee, and A. Entezari. Isosurface visualization of data with non-
parametric models for uncertainty. IEEE transactions on visualization and computer
graphics, 22(1):777–786, 2016.
188 BIBLIOGRAPHY
[38] S. Liu, J. A. Levine, P.-T. Bremer, and V. Pascucci. Gaussian mixture model based
volume visualization. In Large Data Analysis and Visualization (LDAV), 2012 IEEE
Symposium on, pages 73–77. IEEE, 2012.
[39] H. Zhang, D. Qu, Q. Liu, Q. Shang, Y. Hou, and H.-W. Shen. Uncertainty visualization
for variable associations analysis. The Visual Computer, 34(4):531–549, 2018.
[40] C. R. Johnson and A. R. Sanderson. A next step: Visualizing errors and uncertainty.
IEEE Computer Graphics and Applications, 23(5):6–10, 2003.
[41] C. Johnson. Top scientific visualization research problems. IEEE Computer Graphics
and Applications, 24(4):13–17, 2004.
[42] J. Thomson, E. Hetzler, A. MacEachren, M. Gahegan, and M. Pavel. A typology for
visualizing uncertainty. In Visualization and Data Analysis 2005, volume 5669, pages
146–157. International Society for Optics and Photonics, 2005.
[43] K. Potter, P. Rosen, and C. R. Johnson. From quantification to visualization: A
taxonomy of uncertainty visualization approaches. In IFIP Working Conference on
Uncertainty Quantification, pages 226–249. Springer, 2011.
[44] K. Brodlie, R. A. Osorio, and A. Lopes. A review of uncertainty in data visualization.
In Expanding the frontiers of visual analytics and visualization, pages 81–109. Springer,
2012.
[45] G.-P. Bonneau, H.-C. Hege, C. R. Johnson, M. M. Oliveira, K. Potter, P. Rheingans,
and T. Schultz. Overview and state-of-the-art of uncertainty visualization. In Scientific
Visualization, pages 3–27. Springer, 2014.
[46] A. M. MacEachren, A. Robinson, S. Hopper, S. Gardner, R. Murray, M. Gahegan, and
E. Hetzler. Visualizing geospatial information uncertainty: What we know and what
we need to know. Cartography and Geographic Information Science, 32(3):139–160,
2005.
[47] A. T. Pang, C. M. Wittenbrink, and S. K. Lodha. Approaches to uncertainty visual-
ization. The Visual Computer, 13(8):370–390, 1997.
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e
r
a
r
c
>
n
e
w
F
e
a
t
u
r
e
s
;
/
/
I
t
e
r
a
t
e
o
v
e
r
a
l
l
s
u
p
e
r
a
r
c
s
a
n
d
m
o
d
i
f
y
t
h
e
m
a
c
c
o
r
d
i
n
g
t
o
t
h
e
g
i
v
e
n
t
r
a
n
s
i
t
i
o
n
f
o
r
(
s
i
z
e
_
t
f
e
a
t
u
r
e
I
d
=
0
;
f
e
a
t
u
r
e
I
d
<
f
e
a
t
u
r
e
s
.
s
i
z
e
(
)
;
+
+
f
e
a
t
u
r
e
I
d
)
{
/
/
I
f
t
h
i
s
s
u
p
e
r
a
r
c
a
l
r
e
a
d
y
g
o
t
r
e
m
o
v
e
d
b
y
a
p
r
e
v
i
o
u
s
s
t
e
p
,
w
e
d
o
n
o
t
h
a
v
e
t
o
h
a
n
d
l
e
i
t
/
/
a
n
y
m
o
r
e
i
f
(
s
t
a
t
e
s
[
f
e
a
t
u
r
e
I
d
]
.
r
e
m
o
v
e
)
{
c
o
n
t
i
n
u
e
;
}a
u
t
o
&
f
e
a
t
u
r
e
=
f
e
a
t
u
r
e
s
[
f
e
a
t
u
r
e
I
d
]
;
/
/
C
h
e
c
k
i
f
t
h
e
s
u
p
e
r
a
r
c
c
o
r
r
e
s
p
o
n
d
s
t
o
t
h
e
e
d
g
e
c
o
n
n
e
c
t
i
n
g
t
h
e
t
w
o
t
r
a
n
s
p
o
s
i
n
g
p
o
i
n
t
s
i
f
(
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
U
p
p
e
r
N
o
d
e
(
)
=
=
f
e
a
t
u
r
e
.
u
p
p
e
r
V
e
r
t
e
x
(
)
&
&
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
L
o
w
e
r
N
o
d
e
(
)
=
=
f
e
a
t
u
r
e
.
l
o
w
e
r
V
e
r
t
e
x
(
)
)
{
/
/
B
o
t
h
p
o
i
n
t
s
h
a
v
e
t
o
b
e
c
r
i
t
i
c
a
l
s
i
n
c
e
t
h
e
y
c
r
e
a
t
e
a
s
u
p
e
r
a
r
c
a
u
t
o
u
p
p
e
r
R
e
g
u
l
a
r
=
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
U
D
e
g
r
e
e
(
)
=
=
1
&
&
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
L
D
e
g
r
e
e
(
)
=
=
1
;
a
u
t
o
l
o
w
e
r
R
e
g
u
l
a
r
=
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
L
U
D
e
g
r
e
e
(
)
=
=
1
&
&
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
L
L
D
e
g
r
e
e
(
)
=
=
1
;
i
f
(
u
p
p
e
r
R
e
g
u
l
a
r
&
&
l
o
w
e
r
R
e
g
u
l
a
r
)
/
/
B
o
t
h
p
o
i
n
t
s
b
e
c
o
m
e
r
e
g
u
l
a
r
{
/
/
A
f
o
r
m
e
r
b
r
a
n
c
h
i
s
d
y
i
n
g
s
t
a
t
e
s
[
f
e
a
t
u
r
e
I
d
]
.
r
e
m
o
v
e
=
t
r
u
e
;
/
/
W
e
n
o
w
h
a
v
e
t
o
m
e
r
g
e
t
h
e
t
w
o
s
u
p
e
r
a
r
c
s
t
h
a
t
a
r
e
c
o
n
n
e
c
t
e
d
t
h
r
o
u
g
h
t
h
e
f
o
r
m
e
r
/
/
s
a
d
d
l
e
/
/
F
i
r
s
t
,
i
d
e
n
t
i
f
y
t
h
e
d
i
r
e
c
t
i
o
n
o
f
t
h
e
r
e
m
o
v
e
d
s
u
p
e
r
a
r
c
b
o
o
l
i
s
U
p
p
e
r
B
r
a
n
c
h
=
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
U
U
D
e
g
r
e
e
(
)
=
=
0
;
/
/
U
p
p
e
r
v
e
r
t
e
x
i
s
t
h
e
e
x
t
r
e
m
u
m
a
u
t
o
e
x
t
r
e
m
u
m
N
o
d
e
=
i
s
U
p
p
e
r
B
r
a
n
c
h
?
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
U
p
p
e
r
N
o
d
e
(
)
:
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
L
o
w
e
r
N
o
d
e
(
)
;
a
u
t
o
s
a
d
d
l
e
N
o
d
e
=
i
s
U
p
p
e
r
B
r
a
n
c
h
?
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
L
o
w
e
r
N
o
d
e
(
)
:
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
U
p
p
e
r
N
o
d
e
(
)
;
/
/
T
h
e
n
w
e
h
a
v
e
t
o
f
i
n
d
t
h
e
t
w
o
c
h
i
l
d
r
e
n
a
m
o
n
g
a
l
l
o
t
h
e
r
f
e
a
t
u
r
e
s
a
u
t
o
u
p
p
e
r
C
h
i
l
d
=
s
t
d
:
:
f
i
n
d
_
i
f
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
s
)
,
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
s
)
,
[
&
]
(
S
u
p
e
r
a
r
c
c
o
n
s
t
&
f
)
{
r
e
t
u
r
n
f
.
l
o
w
e
r
V
e
r
t
e
x
(
)
=
=
s
a
d
d
l
e
N
o
d
e
&
&
f
.
u
p
p
e
r
V
e
r
t
e
x
(
)
!
=
e
x
t
r
e
m
u
m
N
o
d
e
;
}
)
;
a
u
t
o
l
o
w
e
r
C
h
i
l
d
=
s
t
d
:
:
f
i
n
d
_
i
f
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
s
)
,
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
s
)
,
[
&
]
(
S
u
p
e
r
a
r
c
c
o
n
s
t
&
f
)
{
r
e
t
u
r
n
f
.
u
p
p
e
r
V
e
r
t
e
x
(
)
=
=
s
a
d
d
l
e
N
o
d
e
&
&
f
.
l
o
w
e
r
V
e
r
t
e
x
(
)
!
=
e
x
t
r
e
m
u
m
N
o
d
e
;
}
)
;
i
f
(
u
p
p
e
r
C
h
i
l
d
=
=
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
s
)
|
|
l
o
w
e
r
C
h
i
l
d
=
=
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
s
)
)
{
t
h
r
o
w
s
t
d
:
:
r
u
n
t
i
m
e
_
e
r
r
o
r
(
"
U
n
a
b
l
e
 
t
o
 
f
i
n
d
 
c
h
i
l
d
r
e
n
"
)
;
}/
/
W
e
n
o
w
b
u
i
l
d
t
h
e
l
i
s
t
o
f
i
n
n
e
r
n
o
d
e
s
a
s
c
o
m
b
i
n
a
t
i
o
n
o
f
t
h
e
c
h
i
l
d
r
e
n
’
s
l
i
s
t
a
n
d
/
/
t
h
e
t
w
o
n
e
w
r
e
g
u
l
a
r
n
o
d
e
s
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s
t
d
:
:
v
e
c
t
o
r
<
s
i
z
e
_
t
>
i
n
n
e
r
V
e
r
t
i
c
e
s
;
{
i
n
n
e
r
V
e
r
t
i
c
e
s
.
r
e
s
e
r
v
e
(
u
p
p
e
r
C
h
i
l
d
-
>
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
.
s
i
z
e
(
)
+
l
o
w
e
r
C
h
i
l
d
-
>
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
.
s
i
z
e
(
)
+
2
)
;
i
n
n
e
r
V
e
r
t
i
c
e
s
.
i
n
s
e
r
t
(
s
t
d
:
:
e
n
d
(
i
n
n
e
r
V
e
r
t
i
c
e
s
)
,
s
t
d
:
:
b
e
g
i
n
(
u
p
p
e
r
C
h
i
l
d
-
>
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
,
s
t
d
:
:
e
n
d
(
u
p
p
e
r
C
h
i
l
d
-
>
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
)
;
i
n
n
e
r
V
e
r
t
i
c
e
s
.
p
u
s
h
_
b
a
c
k
(
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
p
p
e
r
N
o
d
e
(
)
)
;
i
n
n
e
r
V
e
r
t
i
c
e
s
.
p
u
s
h
_
b
a
c
k
(
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
L
o
w
e
r
N
o
d
e
(
)
)
;
i
n
n
e
r
V
e
r
t
i
c
e
s
.
i
n
s
e
r
t
(
s
t
d
:
:
e
n
d
(
i
n
n
e
r
V
e
r
t
i
c
e
s
)
,
s
t
d
:
:
b
e
g
i
n
(
l
o
w
e
r
C
h
i
l
d
-
>
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
,
s
t
d
:
:
e
n
d
(
l
o
w
e
r
C
h
i
l
d
-
>
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
)
;
}i
f
(
i
s
U
p
p
e
r
B
r
a
n
c
h
)
{
/
/
I
f
t
h
e
r
e
m
o
v
e
d
b
r
a
n
c
h
i
s
a
n
u
p
p
e
r
b
r
a
n
c
h
,
t
h
e
l
o
w
e
r
c
h
i
l
d
b
e
c
o
m
e
s
t
h
e
n
e
w
/
/
m
e
r
g
e
d
s
u
p
e
r
a
r
c
.
T
h
e
u
p
p
e
r
c
h
i
l
d
g
e
t
s
r
e
m
o
v
e
d
.
l
o
w
e
r
C
h
i
l
d
-
>
u
p
p
e
r
V
e
r
t
e
x
(
u
p
p
e
r
C
h
i
l
d
-
>
u
p
p
e
r
V
e
r
t
e
x
(
)
)
;
l
o
w
e
r
C
h
i
l
d
-
>
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
=
i
n
n
e
r
V
e
r
t
i
c
e
s
;
a
u
t
o
u
p
p
e
r
C
h
i
l
d
I
d
=
s
t
d
:
:
d
i
s
t
a
n
c
e
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
s
)
,
u
p
p
e
r
C
h
i
l
d
)
;
s
t
a
t
e
s
[
u
p
p
e
r
C
h
i
l
d
I
d
]
.
r
e
m
o
v
e
=
t
r
u
e
;
b
r
e
a
k
;
}e
l
s
e
{
/
/
I
f
t
h
e
r
e
m
o
v
e
d
b
r
a
n
c
h
i
s
a
l
o
w
e
r
b
r
a
n
c
h
,
t
h
e
u
p
p
e
r
c
h
i
l
d
b
e
c
o
m
e
s
t
h
e
n
e
w
/
/
m
e
r
g
e
d
s
u
p
e
r
a
r
c
.
T
h
e
l
o
w
e
r
c
h
i
l
d
g
e
t
s
r
e
m
o
v
e
d
.
u
p
p
e
r
C
h
i
l
d
-
>
l
o
w
e
r
V
e
r
t
e
x
(
l
o
w
e
r
C
h
i
l
d
-
>
l
o
w
e
r
V
e
r
t
e
x
(
)
)
;
u
p
p
e
r
C
h
i
l
d
-
>
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
=
i
n
n
e
r
V
e
r
t
i
c
e
s
;
a
u
t
o
l
o
w
e
r
C
h
i
l
d
I
d
=
s
t
d
:
:
d
i
s
t
a
n
c
e
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
s
)
,
l
o
w
e
r
C
h
i
l
d
)
;
s
t
a
t
e
s
[
l
o
w
e
r
C
h
i
l
d
I
d
]
.
r
e
m
o
v
e
=
t
r
u
e
;
b
r
e
a
k
;
}
}e
l
s
e
i
f
(
u
p
p
e
r
R
e
g
u
l
a
r
|
|
l
o
w
e
r
R
e
g
u
l
a
r
)
{
/
/
O
n
e
o
f
t
h
e
p
o
i
n
t
s
b
e
c
o
m
e
s
r
e
g
u
l
a
r
.
O
n
e
o
f
t
h
e
o
u
t
e
r
s
u
p
e
r
a
r
c
s
r
e
c
e
i
v
e
s
a
n
e
w
/
/
r
e
g
u
l
a
r
n
o
d
e
a
n
d
c
h
a
n
g
e
s
o
n
e
p
o
i
n
t
,
w
h
i
c
h
i
s
h
a
n
d
l
e
d
i
n
a
d
i
f
f
e
r
e
n
t
p
a
r
t
.
s
t
a
t
e
s
[
f
e
a
t
u
r
e
I
d
]
.
r
e
m
o
v
e
=
t
r
u
e
;
}e
l
s
e
{
/
/
B
o
t
h
p
o
i
n
t
s
s
t
a
y
c
r
i
t
i
c
a
l
a
n
d
t
h
e
s
u
p
e
r
a
r
c
g
e
t
s
f
l
i
p
p
e
d
.
W
e
t
r
e
a
t
f
l
i
p
p
i
n
g
a
s
a
/
/
n
e
w
f
e
a
t
u
r
e
.
f
e
a
t
u
r
e
.
u
p
p
e
r
V
e
r
t
e
x
(
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
p
p
e
r
N
o
d
e
(
)
)
;
f
e
a
t
u
r
e
.
l
o
w
e
r
V
e
r
t
e
x
(
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
L
o
w
e
r
N
o
d
e
(
)
)
;
}
}e
l
s
e
i
f
(
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
U
p
p
e
r
N
o
d
e
(
)
=
=
f
e
a
t
u
r
e
.
u
p
p
e
r
V
e
r
t
e
x
(
)
)
{
i
f
(
!
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
.
e
m
p
t
y
(
)
&
&
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
.
f
r
o
n
t
(
)
=
=
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
L
o
w
e
r
N
o
d
e
(
)
)
{
/
/
T
h
e
u
p
p
e
r
n
o
d
e
o
f
t
h
i
s
s
u
p
e
r
a
r
c
s
w
i
t
c
h
e
s
w
i
t
h
a
n
i
n
n
e
r
n
o
d
e
i
f
(
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
U
D
e
g
r
e
e
(
)
=
=
1
&
&
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
L
D
e
g
r
e
e
(
)
=
=
1
)
{
/
/
I
f
t
h
e
n
e
w
u
p
p
e
r
n
o
d
e
i
s
r
e
g
u
l
a
r
,
w
e
h
a
v
e
a
r
e
g
u
l
a
r
n
o
d
e
t
h
a
t
p
a
s
s
e
s
t
h
e
/
/
c
r
i
t
i
c
a
l
o
n
e
W
e
h
a
v
e
t
o
r
e
m
o
v
e
i
t
f
r
o
m
t
h
e
i
n
n
e
r
s
e
t
.
T
h
e
i
n
s
e
r
t
i
o
n
i
n
t
h
e
/
/
f
o
r
e
i
g
n
b
r
a
n
c
h
h
a
p
p
e
n
s
i
n
a
n
o
t
h
e
r
s
e
c
t
i
o
n
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
.
e
r
a
s
e
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
)
;
}e
l
s
e
{
a
u
t
o
h
i
g
h
e
s
t
N
o
d
e
=
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
.
s
i
z
e
(
)
>
1
?
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
[
1
]
:
f
e
a
t
u
r
e
.
l
o
w
e
r
V
e
r
t
e
x
(
)
;
i
f
(
s
t
d
:
:
f
i
n
d
(
s
t
d
:
:
b
e
g
i
n
(
t
r
a
n
s
i
t
i
o
n
.
l
o
w
e
r
S
w
i
t
c
h
e
s
(
)
)
,
s
t
d
:
:
e
n
d
(
t
r
a
n
s
i
t
i
o
n
.
l
o
w
e
r
S
w
i
t
c
h
e
s
(
)
)
,
h
i
g
h
e
s
t
N
o
d
e
)
=
=
s
t
d
:
:
e
n
d
(
t
r
a
n
s
i
t
i
o
n
.
l
o
w
e
r
S
w
i
t
c
h
e
s
(
)
)
)
{
f
e
a
t
u
r
e
.
u
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t
s
a
u
t
o
u
p
p
e
r
V
e
r
t
e
x
I
t
e
r
=
s
t
d
:
:
f
i
n
d
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
,
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
,
t
r
a
n
s
i
t
i
o
n
.
l
e
f
t
U
p
p
e
r
N
o
d
e
(
)
)
;
i
f
(
u
p
p
e
r
V
e
r
t
e
x
I
t
e
r
!
=
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
)
{
/
/
T
w
o
i
n
n
e
r
p
o
i
n
t
s
a
r
e
s
w
i
t
c
h
i
n
g
p
o
s
i
t
i
o
n
s
a
u
t
o
l
o
w
e
r
V
e
r
t
e
x
I
t
e
r
=
s
t
d
:
:
n
e
x
t
(
u
p
p
e
r
V
e
r
t
e
x
I
t
e
r
)
;
a
u
t
o
u
p
p
e
r
R
e
g
u
l
a
r
=
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
U
D
e
g
r
e
e
(
)
=
=
1
&
&
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
L
D
e
g
r
e
e
(
)
=
=
1
;
a
u
t
o
l
o
w
e
r
R
e
g
u
l
a
r
=
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
L
U
D
e
g
r
e
e
(
)
=
=
1
&
&
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
L
L
D
e
g
r
e
e
(
)
=
=
1
;
/
/
P
o
i
n
t
s
h
a
v
e
t
o
b
e
e
i
t
h
e
r
b
o
t
h
r
e
g
u
l
a
r
o
r
b
o
t
h
c
r
i
t
i
c
a
l
.
O
t
h
e
r
w
i
s
e
,
o
n
e
w
o
u
l
d
b
e
/
/
t
h
e
e
n
d
p
o
i
n
t
o
f
t
h
e
s
u
p
e
r
a
r
c
.
i
f
(
u
p
p
e
r
R
e
g
u
l
a
r
&
&
l
o
w
e
r
R
e
g
u
l
a
r
)
{
/
/
J
u
s
t
t
w
o
i
n
n
e
r
n
o
d
e
s
s
w
i
t
c
h
i
n
g
p
o
s
i
t
i
o
n
s
s
t
d
:
:
s
w
a
p
(
*
u
p
p
e
r
V
e
r
t
e
x
I
t
e
r
,
*
l
o
w
e
r
V
e
r
t
e
x
I
t
e
r
)
;
}e
l
s
e
{
/
/
A
n
e
w
b
r
a
n
c
h
i
s
b
o
r
n
a
n
d
t
h
i
s
o
n
e
i
s
s
p
l
i
t
u
p
i
n
t
o
t
w
o
/
/
C
r
e
a
t
e
t
h
e
n
e
w
c
h
i
l
d
n
e
w
F
e
a
t
u
r
e
s
.
e
m
p
l
a
c
e
_
b
a
c
k
(
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
p
p
e
r
N
o
d
e
(
)
,
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
L
o
w
e
r
N
o
d
e
(
)
,
s
t
d
:
:
v
e
c
t
o
r
<
s
i
z
e
_
t
>
{
}
)
;
b
o
o
l
i
s
U
p
p
e
r
B
r
a
n
c
h
=
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
U
D
e
g
r
e
e
(
)
=
=
0
;
i
f
(
i
s
U
p
p
e
r
B
r
a
n
c
h
)
{
a
u
t
o
s
a
d
d
l
e
V
e
r
t
e
x
=
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
L
o
w
e
r
N
o
d
e
(
)
;
/
/
C
r
e
a
t
e
u
p
p
e
r
c
h
i
l
d
n
e
w
F
e
a
t
u
r
e
s
.
e
m
p
l
a
c
e
_
b
a
c
k
(
f
e
a
t
u
r
e
.
u
p
p
e
r
V
e
r
t
e
x
(
)
,
s
a
d
d
l
e
V
e
r
t
e
x
,
s
t
d
:
:
v
e
c
t
o
r
<
s
t
d
:
:
s
i
z
e
_
t
>
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
,
u
p
p
e
r
V
e
r
t
e
x
I
t
e
r
)
)
;
/
/
C
h
a
n
g
e
p
a
r
e
n
t
s
u
p
e
r
a
r
c
t
o
c
o
r
r
e
s
p
o
n
d
t
o
t
h
e
l
o
w
e
r
s
p
l
i
t
c
h
i
l
d
f
e
a
t
u
r
e
.
u
p
p
e
r
V
e
r
t
e
x
(
s
a
d
d
l
e
V
e
r
t
e
x
)
;
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
.
e
r
a
s
e
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
,
s
t
d
:
:
n
e
x
t
(
l
o
w
e
r
V
e
r
t
e
x
I
t
e
r
)
)
;
}e
l
s
e
{
a
u
t
o
s
a
d
d
l
e
V
e
r
t
e
x
=
t
r
a
n
s
i
t
i
o
n
.
r
i
g
h
t
U
p
p
e
r
N
o
d
e
(
)
;
/
/
C
r
e
a
t
e
l
o
w
e
r
c
h
i
l
d
n
e
w
F
e
a
t
u
r
e
s
.
e
m
p
l
a
c
e
_
b
a
c
k
(
s
a
d
d
l
e
V
e
r
t
e
x
,
f
e
a
t
u
r
e
.
l
o
w
e
r
V
e
r
t
e
x
(
)
,
s
t
d
:
:
v
e
c
t
o
r
<
s
t
d
:
:
s
i
z
e
_
t
>
(
s
t
d
:
:
n
e
x
t
(
l
o
w
e
r
V
e
r
t
e
x
I
t
e
r
)
,
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
)
)
;
/
/
C
h
a
n
g
e
p
a
r
e
n
t
s
u
p
e
r
a
r
c
t
o
c
o
r
r
e
s
p
o
n
d
t
o
t
h
e
u
p
p
e
r
s
p
l
i
t
c
h
i
l
d
f
e
a
t
u
r
e
.
l
o
w
e
r
V
e
r
t
e
x
(
s
a
d
d
l
e
V
e
r
t
e
x
)
;
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
.
e
r
a
s
e
(
u
p
p
e
r
V
e
r
t
e
x
I
t
e
r
,
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
.
i
n
n
e
r
V
e
r
t
i
c
e
s
(
)
)
)
;
}
}
}
}
}/
/
F
o
r
t
r
a
c
k
i
n
g
p
u
r
p
o
s
e
,
w
e
a
l
s
o
n
e
e
d
i
n
f
o
r
m
a
t
i
o
n
a
b
o
u
t
w
h
i
c
h
f
e
a
t
u
r
e
s
(
i
d
e
n
t
i
f
i
e
d
b
y
t
h
e
i
r
i
d
)
/
/
g
e
t
s
m
a
p
p
e
d
t
o
w
h
i
c
h
n
e
w
f
e
a
t
u
r
e
.
F
u
r
t
h
e
r
m
o
r
e
,
w
e
n
e
e
d
t
o
k
n
o
w
w
h
i
c
h
s
u
p
e
r
a
r
c
s
g
o
t
r
e
m
o
v
e
d
/
/
a
n
d
w
h
i
c
h
a
r
e
n
e
w
.
i
f
(
t
r
a
c
k
i
n
g
C
a
l
l
b
a
c
k
)
{
/
/
U
s
e
t
h
e
t
r
a
c
k
i
n
g
c
a
l
l
b
a
c
k
t
o
i
n
f
o
r
m
t
h
e
c
a
l
l
e
r
a
b
o
u
t
w
h
i
c
h
s
u
p
e
r
a
r
c
s
g
o
t
m
a
p
p
e
d
t
o
w
h
i
c
h
/
/
n
e
w
s
u
p
e
r
a
r
c
s
.
F
i
r
s
t
,
w
e
r
e
p
o
r
t
a
l
l
d
e
a
t
h
s
a
n
d
m
a
p
p
i
n
g
s
.
a
u
t
o
f
e
a
t
u
r
e
I
t
e
r
=
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
s
)
;
f
o
r
(
a
u
t
o
c
o
n
s
t
&
s
t
a
t
e
:
s
t
a
t
e
s
)
{
i
f
(
s
t
a
t
e
.
r
e
m
o
v
e
)
{
t
r
a
c
k
i
n
g
C
a
l
l
b
a
c
k
(
F
e
a
t
u
r
e
D
e
a
t
h
T
r
a
n
s
i
t
i
o
n
(
s
t
a
t
e
.
s
o
u
r
c
e
)
)
;
f
e
a
t
u
r
e
I
t
e
r
=
f
e
a
t
u
r
e
s
.
e
r
a
s
e
(
f
e
a
t
u
r
e
I
t
e
r
)
;
}e
l
s
e
{
t
r
a
c
k
i
n
g
C
a
l
l
b
a
c
k
(
F
e
a
t
u
r
e
C
h
a
n
g
e
T
r
a
n
s
i
t
i
o
n
(
s
t
a
t
e
.
s
o
u
r
c
e
,
s
t
d
:
:
d
i
s
t
a
n
c
e
(
s
t
d
:
:
b
e
g
i
n
(
f
e
a
t
u
r
e
s
)
,
f
e
a
t
u
r
e
I
t
e
r
)
)
)
;
+
+
f
e
a
t
u
r
e
I
t
e
r
;
}
}/
/
R
e
p
o
r
t
t
h
e
n
e
w
f
e
a
t
u
r
e
s
f
o
r
(
s
i
z
e
_
t
n
e
w
F
e
a
t
u
r
e
I
d
=
0
;
n
e
w
F
e
a
t
u
r
e
I
d
<
n
e
w
F
e
a
t
u
r
e
s
.
s
i
z
e
(
)
;
+
+
n
e
w
F
e
a
t
u
r
e
I
d
)
{
t
r
a
c
k
i
n
g
C
a
l
l
b
a
c
k
(
F
e
a
t
u
r
e
B
i
r
t
h
T
r
a
n
s
i
t
i
o
n
(
f
e
a
t
u
r
e
s
.
s
i
z
e
(
)
+
n
e
w
F
e
a
t
u
r
e
I
d
)
)
;
}f
e
a
t
u
r
e
s
.
i
n
s
e
r
t
(
s
t
d
:
:
e
n
d
(
f
e
a
t
u
r
e
s
)
,
s
t
d
:
:
b
e
g
i
n
(
n
e
w
F
e
a
t
u
r
e
s
)
,
s
t
d
:
:
e
n
d
(
n
e
w
F
e
a
t
u
r
e
s
)
)
;
}
}
