We propose new scoring rules based on partial likelihood for assessing the predictive accuracy of competing density forecasts over a specific region of interest, such as the left tail in financial risk management. These scoring rules are proper and can be interpreted in terms of Kullback-Leibler divergence between weighted versions of the density forecast and the true density. Existing scoring rules based on weighted likelihood favor density forecasts with more probability mass in the given region, rendering predictive accuracy tests biased towards such densities. Using our novel partial likelihood-based scoring rules avoids this problem.
Introduction
The interest in density forecasts is rapidly expanding in both macroeconomics and finance. Undoubtedly this is due to the increased awareness that point forecasts are not very informative unless some indication of their uncertainty is provided, see Granger and Pesaran (2000) and Garratt et al. (2003) for discussions of this issue. Density forecasts, representing the future probability distribution of the random variable in question, provide the most complete measure of this uncertainty. Prominent macroeconomic applications are density forecasts of output growth and inflation obtained from a variety of sources, including statistical time series models (Clements and Smith, 2000) , professional forecasters (Diebold et al., 1999) , and central banks and other institutions producing so-called 'fan charts' for these variables (Clements, 2004; Mitchell and Hall, 2005) . In finance, density forecasts play a pivotal role in risk management as they form the basis for risk measures such as Value-at-Risk (VaR) and Expected Shortfall (ES), see Dowd (2005) and McNeil et al. (2005) for general overviews and Guidolin and Timmermann (2006) for a recent empirical application. 1 The increasing popularity of density forecasts has naturally led to the development of statistical tools for evaluating their accuracy. The techniques that have been proposed for this purpose can be classified into two groups. First, several approaches have been put forward for testing the quality of an individual density forecast, relative to the data-generating process. Following the seminal contribution of Diebold et al. (1998) , the most prominent tests in this group are based on the probability integral transform (PIT) of Rosenblatt (1952) . 2 We refer to Clements (2005) and Corradi and Swanson (2006c) for in-depth surveys on specification tests for univariate density forecasts.
The second group of evaluation tests aims to compare two or more competing density forecasts. This problem of relative predictive accuracy has been considered by Sarno and Valente (2004) , Mitchell and Hall (2005) , Swanson (2005, 2006b ), Amisano and Giacomini (2007) and Bao et al. (2004 Bao et al. ( , 2007 . All statistics in this group compare the relative distance between the competing density forecasts and the true (but unobserved) density, albeit in different ways. Sarno and Valente (2004) consider the integrated squared difference as distance measure, while Swanson (2005, 2006b ) employ the mean squared error between the cumulative distribution function (CDF) of the density forecast and the true CDF. The other studies in this group develop tests of equal predictive accuracy based on a comparison of the Kullback-Leibler Information Criterion (KLIC). Amisano and Giacomini (2007) provide an interesting interpretation of the KLIC-based comparison in terms of scoring rules, which are loss functions depending on the density forecast and the actually observed data. In particular, it is shown that the difference between the logarithmic scoring rule for two competing density forecasts corresponds exactly to their relative KLIC values.
In many applications of density forecasts, we are mostly interested in a particular region of the density. Financial risk management is an example in case, where the main concern is obtaining an accurate description of the left tail of the distribution. Bao et al. (2004) and Amisano and Giacomini (2007) suggest weighted likelihood ratio (LR) tests based on KLIC-type scoring rules for evaluating and comparing density forecasts in a particular region. However, as mentioned by Corradi and Swanson (2006c) measuring the accuracy of density forecasts over a specific region cannot be done in a straightforward manner using the KLIC. The problem that occurs with KLIC-based scoring rules is that they favor density forecasts which have more probability mass in the region of interest, rendering the resulting tests biased towards such density forecasts.
In this paper we demonstrate that two density forecasts can be compared on a specific region of interest in a natural way by using unweighted likelihood scores, but with the full likelihood replaced by partial likelihood (Cox, 1975) . We specifically introduce two different scoring rules based on partial likelihood. The first rule considers the value of the conditional likelihood, given that the actual observation lies in the region of interest. The second rule is based on the censored likelihood, where the region of interest determines if an observation is censored or not. We show analytically that these partial likelihood scoring rules are proper, which means to say that a correctly specified density forecast necessarily receives a better average score than an incorrectly specified density forecast (Winkler and Murphy, 1968; Gneiting and Raftery, 2007) . In particular, such proper scoring roles do not suffer from spurious rejec-tions against densities with more probability mass in the region of interest. This is confirmed by our Monte Carlo simulations. We find that the scoring rule based on the censored likelihood, which uses more of the relevant information present, performs better in all cases considered. Gneiting and Ranjan (2008) independently consider the problems with the weighted likelihood scoring rule. They point out that this scoring rule is in fact improper, such that it may happen that an incorrect density forecast receives a better average score than a correctly specified density forecast. They propose alternative scoring rules based on weighted quantile scoring rules, which can be shown to be proper.
Our aim in this paper is different in that we specifically want to find alternative proper scoring rules that generalize the (proper) unweighted likelihood scoring rule. There are two main reasons for pursuing this. Firstly, likelihood-based scores are invariant under transformations of the outcome space, so that the scores remain unchanged if the variables are represented in other coordinates. Quantile-based scoring rules are not coordinate-free in this sense. Secondly, the likelihood-based scoring rules, at least in the unweighted case, naturally lead to LR statistics, and it is known that tests based on these have optimal power against specific alternatives, as emphasized by Berkowitz (2001) in the context of density forecast evaluation.
The remainder of the paper is organized as follows. In Section 2, we briefly discuss conventional scoring rules based on the KLIC divergence for evaluating density forecasts and illustrate the problem with the weighted versions of the resulting LR tests when these are used to focus on a particular region of the density. In Sections 3 and 4, we develop alternative scoring rules based on partial likelihood, and demonstrate that these do not suffer from this shortcoming. This is further illustrated by means of Monte Carlo simulation experiments in Section 5, where we assess the properties of tests of equal predictive accuracy of density forecasts with the different scoring rules. We provide an empirical application concerning density forecasts for daily S&P 500 returns in Section 6, demonstrating the practical usefulness of our approach. Section 7 summarizes the results.
Scoring rules for evaluating density forecasts
We consider a stochastic process {Z t : Ω → R k+1 } T t=1 , defined on a complete probability space
(Ω, F, P), and identify Z t with (Y t , X t ) , where Y t : Ω → R is the real valued random variable of interest and X t : Ω → R k is a vector of additional observables. The information set at time t is defined as F t = σ(Z 1 , . . . , Z t ) . We consider the case where two competing forecast methods are available, each producing one-step ahead density forecasts, i.e. predictive densities of Y t+1 , based on F t . The competing density forecasts are denoted by the probability density functions (pdfs)f t (Y t+1 ) andĝ t (Y t+1 ),
respectively. As in Amisano and Giacomini (2007) , by 'forecast method' we mean the set of choices that the forecaster makes at the time of the prediction, including the variables X t , the econometric model (if any), and the estimation method. The only requirement that we impose on the forecast methods is that the density forecasts depend only on the m most recent observations Z t−m+1 , . . . , Z t . Forecast methods of this type arise for instance when model-based density forecasts are made and model parameters are estimated with a moving window of m observations. The reason for focusing on forecast methods rather than on forecast models is that this allows for treating the parameter estimation uncertainty as an integral part of the density forecasts. Requiring the use of a finite (rolling) window of m past observations for parameter estimation then considerably simplifies the asymptotic theory of tests of equal predictive accuracy, as demonstrated by Giacomini and White (2006) . It also turns out to be convenient as it enables comparison of density forecasts based on both nested and non-nested models, in contrast to other approaches such as West (1996) .
Our interest lies in comparing the relative performance off t (Y t+1 ) andĝ t (Y t+1 ), based on the sequence of n = T −m available density forecasts for t = m, m+1, . . . , T −1. One of the approaches that has been put forward for this purpose is based on scoring rules, which are commonly used in probability forecast evaluation, see Diebold and Lopez (1996) . Lahiri and Wang (2007) provide an interesting application of several such rules to the evaluation of probability forecasts of gross domestic product (GDP) declines, that is, a rare event comparable to VaR violations. In the current context, a scoring rule is a loss function S(f t ; y t+1 ) depending on the density forecast and the actually observed data, such that density forecast that is 'better' receives a higher score. Given a sequence of one-step-ahead density forecasts and corresponding realizations of the time series variable Y t+1 , competing density forecasts may then be compared based on their average scores. Mitchell and Hall (2005) , Amisano and Giacomini (2007) , and Bao et al. (2004 Bao et al. ( , 2007 focus on the logarithmic scoring rule
where y t+1 is the observed value of the variable of interest. The logarithmic scoring rule assigns a high score to a density forecast if an observation falls within a region with high predictive density, and a low score if it falls within a region with low predictive density. Based on the n observations available for evaluation, y m+1 , . . . , y T , where T = m + n, the density forecastsf t andĝ t can be ranked according to their average scores n −1 m+n−1 t=m logf t (y t+1 ) and n −1 m+n−1 t=m logĝ t (y t+1 ). The density forecast yielding the highest average score would obviously be the preferred one.
We may also test formally whether differences in average logarithmic scores are statistically significant. Defining the score difference
the null hypothesis of equal scores is given by for n sufficiently large, by means of a Diebold and Mariano (1995) type statistic
whereσ 2 m,n is a suitable estimator of σ 2 m,n = Var Giacomini and White (2006) show that a conventional heteroskedasticity and autocorrelation-consistent (HAC) variance estimator can be used, as
Theorem 4 of Giacomini and White (2006) states that t m,n in (2) is asymptotically (with m fixed) standard normally distributed under the null hypothesis if: (i) {Z t } is mixing with φ of size −r/(2r − 2),
for all n sufficiently large. These conditions are rather weak in that they allow for nonstationarity and heterogeneity. However, note that conditions (i) and (ii) jointly imply the existence of at least the fourth moment of d l t+1 for all t. Theorem 1.3 of Merlevède and Peligrad (2000) shows that asymptotic normality can also be achieved under weaker distributional assumptions (existence of the second moment plus a condition relating the behavior of the tail of the distribution of |d l t+1 | to the mixing rate). However, strict stationarity is assumed by Merlevède and Peligrad (2000) . The proof of Theorem 4 given by Giacomini and White (2006) is based on the central limit theorems for dependent heterogeneous processes given in Wooldridge and White (1988) . The conditions required for asymptotic normality of normalized partial sums of dependent heterogeneous random variables have been further explored by de Jong (1997).
Kullback-Leibler information criterion
Intuitively, the logarithmic scoring rule is closely related to information theoretic measures of 'goodnessof-fit'. In fact, as discussed in Mitchell and Hall (2005) and Bao et al. (2004 Bao et al. ( , 2007 , the sample average score difference d l m,n in (2) may be interpreted as an estimate of the average difference of the KullbackLeibler Information Criterion (KLIC), which for the density forecastf t is defined as
where p t denotes the true conditional density. Note that by taking the difference between KLIC(f t ) and KLIC(ĝ t ) the term E[log p t (Y t+1 )] drops out, which solves the problem that the true density p t is unknown. Hence, the null hypothesis of equal logarithmic scores for the density forecastsf t and g t actually corresponds with the null hypothesis of equal KLICs. Given that the KLIC measures the divergence of the density forecast from the true density, the use of the logarithmic scoring rule boils down to assessing which of the competing densitiesf t (Y t+1 ) andĝ t (Y t+1 ) comes closest to the truth. Bao et al. (2004 Bao et al. ( , 2007 discuss an extension to compare multiple density forecasts, where the null hypothesis to be tested is that none of the available density forecasts is more accurate than a given benchmark, in the spirit of the reality check of White (2000) . Mitchell and Hall (2005) and Hall and Mitchell (2007) also use the relative KLIC-values as a basis for combining density forecasts.
It is useful to note that both Mitchell and Hall (2005) and Bao et al. (2004 Bao et al. ( , 2007 employ the same approach for testing the null hypothesis of correct specification of an individual density forecast, that is,
The problem that the true density p t in (3) is unknown then is circumvented by using the result established by Berkowitz (2001) that the KLIC off t relative to p t is equal to the KLIC of the density of the inverse normal transform of the PIT of the density forecastf t relative to the standard normal density. Defining zf ,t+1 = Φ −1 (F t (y t+1 )) withF t (y t+1 ) = y t+1 −∞f t (y) dy and Φ the standard normal distribution function, it holds true that
where q t is the true conditional density of zf ,t+1 and φ is the standard normal density. This result states that the KLIC takes the same functional form before and after the inverse normal transform of y t+1 , which is essentially a consequence of the general invariance of the KLIC under invertible measurable coordinate transformations. Of course, in practice the density q t is not known either, but iff t is correctly specified, the sequence {zf ,t+1 } should consist of independent standard normal random variables. As discussed in Bao et al. (2004 Bao et al. ( , 2007 , q t may be estimated by means of a flexible density function to obtain an estimate of the KLIC, which then allows testing for departures of q t from the standard normal.
Weighted scoring rules
In empirical applications of density forecasting it frequently occurs that a particular region of the density is of most interest. For example, in risk management applications such as VaR and Expected Shortfall estimation, an accurate description of the left tail of the distribution obviously is of crucial importance.
In that context, it seems natural to focus on the performance of density forecasts in the region of interest and pay less attention to (or even ignore) the remaining part of the distribution. Within the framework of scoring rules, weighting may be achieved by introducing a weight function w(y t+1 ) to obtain a weighted scoring rule, see Franses and van Dijk (2003) for a similar idea in the context of testing equal predictive accuracy of point forecasts. Amisano and Giacomini (2007) propose the weighted logarithmic (wl) scoring rule
to assess the quality of density forecastf t , and the weighted average scores n −1 m+n−1 t=m w(y t+1 ) logf t (y t+1 ) and n −1 m+n−1 t=m w(y t+1 ) logĝ t (y t+1 ) for ranking two competing forecasts. Using the weighted score Although Amisano and Giacomini (2007) focus on positive bounded weight functions, it is instructive to consider the limiting case of a 'threshold' weight function w(y) = I(y ≤ r), where I(A) = 1 if the event A occurs and zero otherwise, for some value r. This is a typical weight function one would consider for evaluation of the left tail in risk management applications. However, we are then confronted with the problem pointed out by Corradi and Swanson (2006c) that measuring the accuracy of density forecasts over a specific region cannot be done in a straightforward manner using the KLIC or log scoring rule. In this particular case the weighted logarithmic score may be biased towards fat-tailed densities.
This can be seen by considering the situation whereĝ t (Y t+1 ) >f t (Y t+1 ) for all Y t+1 smaller than some given value y * , say. Using w(y) = I(y ≤ r) with r < y * in (4) implies that the weighted score differ- (5) is never positive, and strictly negative for observations below the threshold value r, such that E[d wl t+1 ] is negative. Obviously, this can have far-reaching consequences when comparing density forecasts with different tail behavior. In particular, there will be cases where the fat-tailed distributionĝ t is favored over the thin-tailed distributionf t , even if the latter is the true distribution from which the data are drawn.
The issue we are signalling has been reported independently by Gneiting and Ranjan (2008) . As they point out, the problem is that there are density forecastsf t that, under the true conditional distribution, can receive a higher average score than the actual conditional density p t . Following Gneiting and Raftery (2007), we define a scoring rule to be proper if, under the true conditional density p t , no density forecast f t can receive a better average score than the actual conditional density p t .
Definition 1 A scoring rule S(f t ; Y t+1 ) is called proper if, for any density p t and any density forecast
2
A scoring rule is called improper if it is not proper, and strictly proper if equality is obtained if and only iff t (y) = p t (y). By construction, a proper scoring rule assigns maximum (average) score to the correctly specified density forecast. The following example illustrates the improperness of the weighted logarithmic scoring rule.
[ Figure 1 about here.]
Example 1 Suppose we wish to compare the accuracy of two density forecasts for Y t+1 , one being the standard normal distribution with pdff
and the other being the (fat-tailed) Student-t distribution with ν degrees of freedom, standardized to unit variance, with pdfĝ
with ν > 2.
Figure 1 shows these density functions for the case ν = 5, as well as the relative log-likelihood score
The relative score function is negative in the left tail (−∞, y * ), with y * ≈ −2.5. Now consider the average weighted log score d wl m,n as defined before, based on an observed sample y m+1 , . . . , y T of n observations from an unknown density on (−∞, ∞) for whichf t (y) andĝ t (y) are candidates. Using the threshold weight function w(y) = I(y ≤ r) to concentrate on the left tail, it follows from the lower panel of Figure 1 that if the threshold r < y * , the average weighted log score can never be positive and will be strictly negative whenever there are observations in the tail. Evidently, the test of equal predictive accuracy will then favor the fat-tailed Student-t densityĝ t (y), even if the true density is the standard normalf t (y). 2
For completeness we briefly state the weighted probability scores (wps) introduced by Gneiting and Ranjan (2008) , since these were included in our Monte Carlo study for comparison. These scores are negative weighted losses given by
Gneiting and Ranjan (2008) demonstrate properness of these scores. The wps rule can be thought as a generalization of the quantile scores (or negative of the tick loss function) used in Giacomini and Komunjer (2005) for the broader region of the density. It is also similar to the scores suggested by Corradi and Swanson (2006b) in the case when a specific region of the density is of interest rather than the whole support of the density.
Scoring rules based on partial likelihood
The exposition in the previous section demonstrates that intuitively reasonable scoring rules can in fact favor the wrong density forecast when the evaluation concentrates on a particular region of interest. We argue that this can be avoided by requiring that score functions correspond to the logarithm of a (partial) likelihood function associated with the outcome of some statistical experiment. To see this, note that in the standard, unweighted case the log-likelihood score logf t (y t+1 ) is useful for measuring the divergence between a candidate densityf t and the true density p t , because, under the constraint
the expectation of log(f t (Y t+1 )) with respect to the true density p t ,
is maximized by takingf t = p t . This follows from the fact that for any densityf t different from p t ,
where the inequality follows from applying log x ≤ x − 1 tof t /p t .
This shows that log-likelihood scores of different forecast methods can be compared in a meaningful way, provided that the densities under consideration are normalized to have unit total probability.
It follows that the quality of a normalized density forecastf t can be measured properly by the KLIC
It is nonnegative and defines a divergence between the true and the predictive distribution. Since p t is unknown, it cannot be evaluated directly. However, we can use KLIC differences to measure the relative performance of two competing densities, which renders the logarithmic score
Nothing in the above considerations prevents us from focusing on a specific regions of interest by using the likelihood based on a function of Y t+1 , rather than Y t+1 itself. In fact the (partial) likelihood associated with any (possibly vector-valued) function γ t (Y t+1 ) may be used to construct a scoring rule that is proper in the sense of Gneiting and Raftery (2007) . This motivates us to consider scoring rules based on partial likelihood. In the specific case of the threshold weight function w(y) = I(y ≤ r) we can break down the observation of Y t+1 in two stages. First, it is revealed whether Y t+1 is smaller than the threshold value r or not. We introduce the random variable V t+1 to denote the outcome of this first stage experiment, defining it as
In the second stage the actual value Y t+1 is observed. The second stage experiment corresponds to a draw from the conditional distribution of Y t+1 given the region (below or above the threshold) in which Y t+1 lies according to the outcome of the first stage, as indicated by V t+1 .
Any (true or false) probability density function f t of Y t+1 given F t can be written as the product of the probability density function of V t+1 , which is revealed in the first stage binomial experiment, and that of the second stage experiment in which Y t+1 is drawn from its conditional distribution given V t+1 .
The likelihood function associated with the observed values
and subsequently Y t+1 = y can thus be written as the product of the likelihood of V t+1 , which is a Bernoulli random variable with success probability F (r), and that of the realization of Y t+1
given v:
By disregarding either the information revealed by V t+1 or Y t+1 |v (possibly depending on the first-stage outcome V t+1 ) we can construct various partial likelihood functions. This enables us to formulate several different proper scoring rules for measuring the relative performance of density forecasts.
Conditional likelihood scoring rule If, for a given density forecastf t , we decide to ignore information from the first stage and use the information revealed in the second stage only if it turns out that V t+1 = 1 (that is, if Y t is a tail event), we obtain the conditional likelihood (cl) score function
The main argument for using such a score function would be to evaluate density forecasts based on their behavior in the left tail (values less than or equal to r). However, due to the normalization with the total tail probability we lose information of the original density forecast on how often tail observations actually occur. This is because the information regarding this frequency is revealed only by the first-stage experiment, which we have explicitly ignored here. As a result, the conditional likelihood scoring rule attaches comparable scores to density forecasts that have similar tail shapes, but completely different tail probabilities. This tail probability is obviously relevant for risk management purposes, in particular for VaR evaluation. Hence, the following scoring rule takes into account the tail behavior as well as the relative frequency with which the tail is visited. 2
Censored likelihood scoring rule Combining the information revealed by the first stage experiment with that of the second stage provided that Y t+1 is a tail event (V t+1 = 1), we obtain the censored likelihood (csl) score function
This scoring rule uses the information of the first stage (essentially information regarding the CDFF t (y)
at y = r) but apart from that ignores the shape of f t (y) for values above the threshold value r. In that sense this scoring rule is similar to the log-likelihood used in the Tobit model for normally distributed random variables that cannot be observed above a certain threshold value (see Tobin, 1958) . 2
We may test the null hypothesis of equal performance of two density forecastsf t (y) andĝ t (y) based on the conditional likelihood score (8) or the censored likelihood score (9) in the same manner as before. That is, given a sample of density forecasts and corresponding realizations for n time periods t = m, . . . , m + n − 1, we may form the relative scores d cl t+1 = S cl (f t ; y t+1 ) − S cl (ĝ t ; y t+1 ) and
) and use these as the basis for computing a Diebold-Mariano type test statistic of the form given in (2).
[ Figure 2 about here.]
Example 1 (continued)
We revisit the example from the previous section in order to illustrate the properties of the various scoring rules and the associated tests for comparing the accuracy of competing density forecasts. We generate 10, 000 independent series of n = 2, 000 independent observations y t+1 from a standard normal distribution. For each sequence we compute the mean value of the weighted logarithmic scoring rule in (4), the conditional likelihood in (8), and the censored likelihood in (9). We use the threshold weight function w(y) = I(y ≤ r), with the threshold fixed at r = −2.5. The scores are computed for the (correct) standard normal densityf t and the standardized Student-t densityĝ t with five degrees of freedom. Figure 2 shows the empirical CDF of the mean relative scores d * m,n , where * is wl, cl or csl.
The average wl scores take almost exclusively negative values, which means that, on average, they attach a lower score to the correct normal distribution than to the Student-t distribution cf. Figure 1 , indicating a bias in the corresponding test statistic towards the incorrect, fat-tailed distribution. The two scoring rules based on partial likelihood both correctly favor the true normal density. The scores of the censored likelihood rule appear to be better at detecting the inadequacy of the Student-t distribution, in that its relative scores stochastically dominate those based on the conditional likelihood. 2
We wish to emphasize that the framework considered here differs from the evaluation of conditional quantile forecasts as considered in Giacomini and Komunjer (2005) . That approach focuses on the predictive accuracy for a specific quantile of interest, such as the VaR at a certain level, whereas the partial likelihood scoring rules consider a broader region of the density. We do not claim that our method is a substitute for the conditional quantile forecast evaluation test (or any other predictive accuracy test), but suggest that they may be used in a complementary way.
We close this section with some remarks on the weight function w(y). First, the threshold weight function considered above seems an obvious choice in risk management applications, as the left tail behavior of the density forecast is of most concern there. In practice the value of r can be determined on the basis of set policies, e.g. a target VaR level for a given portfolio. If no policy guidelines are available r can be chosen to correspond to a certain quantile of the data. Second, it is possible to use a dynamic threshold weight function w t (y) = I(y ≤ r t ), where the time-varying threshold r t is allowed to depend on F t . The empirical application in Section 6 involves such a dynamic threshold weight function. Third, as shown in the next section even more general weight functions may be considered, which may also depend on F t but are neither required to be threshold weight functions nor decreasing weight functions.
Such alternative weight functions may be appropriate in empirical applications of density forecasting where the focus is on a different region of the distribution than the left tail. For example, for monetary policymakers aiming to keep inflation within a certain range, the central part of the distribution may be of most interest, suggesting the use of a weight function such as w(y) = I(r l ≤ y ≤ r u ), with the corresponding binary variable V t+1 as V t+1 = I(r l ≤ Y t+1 ≤ r u ) for given lower and upper bounds r l and r u .
Smooth weight functions and generalized scoring rules
The conditional and censored likelihood scoring rules in (8) and (9) define a precise region for which the density forecasts are evaluated. This is appropriate in case it is perfectly obvious which specific region is of interest. In practice this may not be so clear, and there may be a need for the possibility to use other weight functions than the threshold weight function to gradually vary the emphasisis put on different regions. In this section we present possible generalizations of the conditional and censored likelihood scoring rules to such weight funtions. We do not claim that these generalizations are optimal in any sense. The main aim of this section is to show that it is possible to generalize the approach based on the threshold weight function, in such a way that the scores satisfy certain intuitively desirable properties.
In particular we show that the proposed generalized scores are proper and can, like the scores based on threshold weight functions, be interpreted in terms of Kullback-Leibler divergence.
Generalized conditional likelihood scoring rule We propose to generalize the conditional likelihood score in (8) to
It can be readily seen that this is a generalization of the cl scoring rule given in (8), which is obtained by choosing w t (y) = I(y ≤ r). The weight function w t (y), which is assumed to take values in [0, 1] , is allowed to depend on F t . Moreover, we assume thatf t ,ĝ t and w t (y)
are such that undefined scores (e.g. due to the argument of the logarithm being zero) have zero probability under p t . It is shown in the Appendix that this scoring rule is proper, and that it can be interpreted in terms of the KL-divergence between w t -weighted versions of p t and the density forecasts. 2
Generalized censored likelihood scoring rule We propose to generalize the censored scoring rule in (9) to
For the case w t (y) = I(y ≤ r) the csl scoring rule (9) is recovered. We impose the same conditions on the weight funtion as for the conditional scoring rule before. Properness of this scoring rule is also shown in the Appendix. There it is also shown that the csl score can be interpreted in terms of the KL-divergence between w t -weighted versions of p t and the density forecasts. 2
Returning to the numerical example concerning the comparison of the normal and Student-t density forecasts, we consider logistic weight functions
This sigmoidal function changes monotonically from 1 to 0 as Y t+1 increases, with w(r) = 1 2 and the slope parameter a determining the speed of the transition. In the limit as a → ∞, the threshold weight function I(y ≤ r) is recovered. We fix the center at r = −2.5 and vary the slope parameter a among the values 1, 2, 5, and 10. The integrals f t (y)w(y) dy and ĝ t (y)w(y) dy are determined numerically by averaging w(y t+1 ) over a large number (10 6 ) of simulated random variables Y t+1 with densityf t andĝ t , respectively.
[ Figure 3 about here.] scoring rules converge to the unconditional likelihood (up to a constant factor 2) and the relative scores d cl t+1 and d csl t+1 have the limit 1 2 (logĝ t (y t+1 ) − logf t (y t+1 )).
2
Note that any other nonnegative functions may be used as smooth weights. In particular, in the next section we consider a simulation study employing the smooth weight function w t (y) = 1 − Fr t (y),
where Fr t denotes the CDF of the asymptotic distribution of the estimator of the threshold r. The use of this smooth weight function aims at reflecting uncertainty in the threshold estimation procedure. The more precisely the threshold r is estimated the closer is this weight to the the threshold weight I(y ≤ r).
Monte Carlo simulations
In this section we examine the implications of using the weighted logarithmic scoring rule in (4), the conditional likelihood in (8), the censored likelihood in (9) and the weighted probability score in (6) for constructing a test of equal predictive ability of two competing density forecasts. Specifically, we consider the size and power properties of the Diebold-Mariano type test as given in (2). The null hypothesis states that the two competing density forecasts have equal expected scores, or
under scoring rule * , where * is either wl, wps, cl or csl, where as before m denotes the length of rolling window used for constructing the density forecast and n denotes the number of forecasts. We focus on one-sided rejection rates to highlight the fact that some of the scoring rules may favor a wrongly specified density forecast over a correctly specified one. As mentioned by Gneiting and Ranjan (2008) , it is in fact not essential for the properness of the wps-rule to use an integral. A weighted sum over a finite number of y-values also provides a proper scoring rule. With this in mind, our simulations were not based on accurate numerical approximations to the above integrals, which is computationally very demanding, but simply based on discretized versions of these integrals, where a rather coarse discritezation step of the y- and a k are the Bartlett weights a k = 1 − k/K with K = n 1/4 .
Size
In order to assess the size properties of the tests a case is required with two competing predictive densities that are both 'equally (in)correct'. However, whether or not the null hypothesis of equal predictive ability holds depends on the weight function w(y) that is used in the scoring rules. This complicates the simulation design, also given the fact that we would like to examine how the behavior of the tests depends on the specific settings of the weight function. For the threshold weight function w(y) = I(y ≤ r) it appears to be impossible to construct an example with two different density forecasts having identical predictive ability regardless of the value of r. We therefore evaluate the size of the tests by focusing on the central part of the distribution using the weight function w(y) = I(−r ≤ y ≤ r). As mentioned before, in some show that this holds even for sample sizes as small as 100 observations. Hence, the size properties of the tests appear to be satisfactory.
Power
We evaluate the power of the test statistics by performing simulation experiments where one of the competing density forecasts is correct, i.e. corresponds exactly with the underlying DGP. In that case the true density always is the best possible one, regardless of the region for which the densities are evaluated, that is, regardless of the weight function used in the scoring rules. Given that our main focus in this paper has been on comparing density forecasts in the left tail, in these experiments we return to the threshold weight function w(y) = I(y ≤ r) for the wl, cl and csl rules.
[ Several interesting conclusions emerge from these graphs. First, for large values of the threshold r, the tests based on the wl, cl and csl scoring rules behave similarly (recall that they become identical in the limit as r → ∞). For c = 40 it is visible that the wps rule has slightly lower power than the other rules for large r. This can be explained by the fact that in the full information case likelihood-ratio tests are asymptotically optimal.
Second, the power of the wl scoring rule depends strongly on the threshold parameter r. Whenever the mean score difference (computed as the score of the standard normal minus the score of the standardized Student-t(5) density) is positive the associated test has high power, while it has high spurious power for negative mean scores. This implies that the wl scoring rule cannot be relied upon for discriminating between competing density forecasts. For example, a rejection of the null hypothesis in favor of superior predictive accuracy of the Student t density for r ≈ −2.5 could be due to the considerable 'true' power of the test, as shown in the bottom-right graph in Figure 6 . However, it may equally likely be the result of the spurious power problem shown in the bottom-left graph.
Third, for small r-values the power for the csl scoring rule is higher than that of the cl rule, for the standard normal (top left panel) as well as for the standardized Student-t(5) distributions (bottom right panel), suggesting that the additional information concerning the actual coverage probability of the left tail region helps to distinguish between the competing density forecasts.
Fourth, we find that the proper wps, cl and csl scores do not suffer from spurious power, in contrast to the weighted logarithmic scoring rule. For c = 40 the rejection rates for the proper scores against the incorrect alternative remain below the nominal significance level of 5%.
[ Figure 8 about here.]
Finally, to study the power properties of the tests when they are used to compare density forecasts on the central part of the distribution, we perform the same simulation experiments but with the weight function w(y) = I(−r ≤ y ≤ r). Figure 8 shows rejection rates obtained for an i.i.d. standard normal DGP, when we test the null of equal predictive ability of the N (0, 1) and standardized Student-t(5) distributions against the alternative that either of these density forecasts has better predictive ability, for c = 200
(the number of observations in the region of interest needed to obtain a reasonable power strongly depends on the relative differences between densities). The left column again corresponds to data from the standard normal distribution and the right column with the standardized Student-t(5) distribution. In both cases, the null hypothesis being tested is equal predictive accuracy of the standard normal and standardized Student-t(5) density forecasts. The top (bottom) panels in these Figures show rejection rates (at nominal significance level 5%) against superior predictive ability of the standard normal (standardized Student-t(5)) distribution, as a function of the threshold parameter r. Again it can be observed that the wl rule displays spurious power, and that in the full information case (large r) the likelihood-based rules provide more powerful tests than the wps rule.
Dynamic thresholds
We next wish to examine the effect of using a data-driven weight function in a dynamic context which involves parameter estimation. There are many practical applications where the weight function used at time t + 1 is a function of information available at time t (predetermined). An example is a threshold weight function where the threshold is given by a given empirical α-quantile estimated on a finite window of past data. Weight functions that only depend on information available at time t are automatically conditionally independent of the realization Y t+1 , given the information available at time t. This implies that the proper scoring rules can be used in combination with dynamic weight functions, as long as the weight functions depend on information available at time t. This combination should still provide consistent tests without spurious power.
To verify this numerically in a simulation study, we consider a GARCH(1,1) DGP, specified as Y t = σ t ε t , with σ 2 t = 0.01 + 0.1Y 2 t−1 + 0.8σ 2 t−1 and {ε t } an i.i.d. standard normal sequence, and evaluate the performance of the available tests in identifying the correctly specified GARCH density forecast when compared with a competing density forecast, which differ only in the specification of the standardized innovations. The competing specification for the GARCH innovations is based on standardized Studentt(5) distribution. The model for the conditional volatility is correctly specified in both cases, up to the estimated parameters. The competing forecast models are evaluated using one-step ahead density forecast using a rolling window scheme for GARCH parameters estimation. The estimation window size is set to m = 2000. Similarly to the previous simulations the number of forecast evaluations varies depending on the number of expected observations falling withing the region of interest, i.e. n = c/α for α-quantile on which the threshold is based and c = 40.
We perform power simulations for two different weight functions: (i) threshold weight function, which is based on an empirical α-quantiler α t for each estimation window, i.e. w(y) = I(y ≤r α t ) and , where f Y is pdf of Y (see, e.g., Kendall and Stuart, 1969) . 3 The smooth weight function might be used to reflect estimation uncertainty about the estimated threshold. It converges to the threshold weight function (i) as estimation uncertainty is reducing.
[ Figure 9 about here.] Figure 9 shows the obtained power and spurious power for the different α-quantile weights. The bottom panels display no spurious power for the proper scoring rules, while the wl rule has rejection rates substantially above the nominal level of 5%, in particular for small threshold values. This confirms that the proper rules can be used in combination with predetermined dynamic thresholds without introducing spurious power. Accounting for the theshold estimation uncertainty by using the smoothed weights does not appear to lead to loss of power or to the introduction of spurious power. The proper rules display comparable powers across the various thresholds, with an exception of the wps rule, which seems to underperform somewhat for large values of α compared to the cl and csl rules.
Empirical illustration
We examine the empirical relevance of our partial likelihood-based scoring rules in the context of the evaluation of density forecasts for daily stock index returns. We consider S&P 500 log-returns y t = ln(P t /P t−1 ), where P t is the closing price on day t, adjusted for dividends and stock splits. The sample period runs from January 1, 1980 until March 14, 2008, giving a total of 7115 observations (source:
For illustrative purposes we define two forecast methods based on GARCH models in such a way that a priori one of the methods is expected to be superior to the other. Examining a large variety of GARCH specifications for forecasting daily US stock index returns, Bao et al. (2007) conclude that the accuracy of density forecasts depends more on the choice of the distribution of the standardized innovations than on the choice of the volatility specification. Therefore, we differentiate our forecast methods in terms of the innovation distribution, while keeping identical specifications for the conditional mean and the conditional variance. We consider an AR(5) model for the conditional mean return together with a GARCH(1,1) model for the conditional variance, that is
where the conditional mean µ t and the conditional variance h t are given by
and the standardized innovations η t are i.i.d. with mean zero and variance one.
Following Bollerslev (1987) , a common finding in empirical applications has been that GARCH models with a normal distribution for η t are not able to fully account for the kurtosis observed in stock returns. We therefore concentrate on leptokurtic distributions for the standardized innovations. Specifically, for one forecast method the distribution of η t is specified as a (standardized) Student-t distribution with ν degrees of freedom, while for the other forecast method we use the (standardized) Laplace distribution. Note that for the Student-t distribution the degrees of freedom ν is a parameter that is to be estimated. The degrees of freedom directly determines the value of the excess kurtosis of the standardized innovations, which is equal to 6/(ν − 4) (assuming ν > 4). Due to its flexibility, the Student-t distribution has been widely used in GARCH modeling (see e.g. Bollerslev (1987) , Baillie and Bollerslev (1989) ). The standardized Laplace distribution provides a more parsimonious alternative with no additional parameters to be estimated and has been applied in the context of conditional volatility modeling by Granger and Ding (1995) and Mittnik et al. (1998) ). The Laplace distribution has excess kurtosis of 3, which exceeds the excess kurtosis of the Student-t(ν) distribution for ν > 6. Because of the greater flexibility in modeling kurtosis, we may expect that the forecast method with Student-t innovations gives superior density forecasts relative to the Laplace innovations. This is indeed indicated by results in Bao et al. (2007) , who evaluate these density forecasts 'unconditionally', that is, not focusing on a particular region of the distribution.
Our evaluation of the two forecast methods is based on their one-step ahead density forecasts for returns, using a rolling window scheme for parameter estimation. The width of the estimation window is set to R = 2000 observations, so that the number of out-of-sample observations is equal to P = 5115. For comparing the density forecasts' accuracy we use the Diebold-Mariano type test based on the weighted logarithmic scoring rule in (4), the weighted probability scores in (6), the conditional likelihood in (8), and the censored likelihood in (9). We concentrate on the left tail of the distribution by using the threshold weight function w(y t+1 ) = I(y t+1 ≤ r t ) and the smooth weight function w(y t+1 ) = 1 − Frα t (y t+1 ) for the wl,wps, cl and csl scoring rules. We consider two time-varying thresholds r t , that are determined as the one-day Value-at-Risk estimates at the 90%, 95% and 99% level based on the corresponding α-quantiles of the empirical CDF of the return observations in the relevant estimation window. The score difference d * t+1 is computed by subtracting the score of the GARCH-Laplace density forecast from the score of the GARCH-t density forecast, such that positive values of d * t+1 indicate better predictive ability of the forecast method based on Student-t innovations. Table 1 shows the average score differences d * with the accompanying tests of equal predictive accuracy as in (2), where we use a HAC estimator for the asymptotic varianceσ 2 to account for serial dependence in the d * t+1 series. The results clearly demonstrate that different conclusions follow from the different scoring rules. For thresholds based on α = 0.05 and 0.01 the wl scoring rule suggests superior predictive ability of the forecast method based on Laplace innovations, while for α = 0.1, it fails to reject equal predictive abilities. By contrast, the cl scoring rule suggests that the performance of the GARCH-t density forecasts is superior. The csl scoring rule points towards the same conclusion as the cl rule, although the evidence for better predictive ability of the GARCH-t specification is somewhat weaker. The wps rule also indicates the superior performance of the GARCH-t, but evidence is weak when we consider a quantile corresponding α = 0.1. The conclusions based on the threshold weight function and the smooth weight function are practically the same. In the remainder of this section we seek to understand the reasons for these conflicting results, and explore the consequences of selecting either forecast method for risk management purposes. In addition, this allows us to obtain circumstantial evidence that shows which of the two competing forecast methods is most appropriate.
[ Table 1 about here.]
For most estimation windows, the degrees of freedom parameter in the Student-t distribution is estimated to be (slightly) larger than 6, such that the Laplace distribution implies fatter tails than the Student-t distribution. Hence, it may very well be that the wl scoring rule indicates superior predictive ability of the Laplace distribution simply because this density has more probability mass in the region of interest, that is, the problem that motivated our analysis in the first place. To see this from a slightly different perspective, we compute one-day 90%, 95% and 99% Value-at-Risk (VaR) and Expected Shortfall (ES) estimates as implied by the two forecast methods. The 100 × (1 − α)% Value-at-Risk is determined as the α-th quantile of the density forecastf t , that is, through Pf ,t Y t+1 ≤ VaRf ,t (α) = α.
The Expected Shortfall is defined as the conditional mean return given that Y t+1 ≤ VaRf ,t (α), that is Figure 10 shows the VaR estimates against the realized returns. We observe that typically the VaR estimates based on the Laplace innovations are more extreme and, thus, imply fatter tails than the Student-t innovations. The same conclusion follows from the sample averages of the VaR and ES estimates, as shown in Table 2 .
[ Figure 10 about here.]
The VaR and ES estimates also enable us to assess which of the two innovation distributions is the most appropriate in a different way. For that purpose, we first of all compute the frequency of 90%, 95% and 99% VaR violations, which should be close to 0.1, 0.05 and 0.01, respectively, if the innovation distribution is correctly specified. We compute the likelihood ratio (LR) test of correct unconditional coverage (CUC) suggested by Christoffersen (1998) McNeil and Frey (2000) . For every return y t that falls below the VaRf ,t (α) estimate, define the standardized 'residual' e t+1 = (y t+1 − ESf ,t (α))/h t+1 , where h t+1 is the conditional volatility forecast obtained from the corresponding GARCH model. Under the null of correct specification, the expected value of e t+1 is equal to zero, which can easily be assessed by means of a two-sided t-test with HAC variance estimator.
[ Table 2 about here.]
The results reported in Table 2 show that the empirical VaR violation frequencies are very close to the nominal levels for the Student-t innovation distribution. For the Laplace distribution, they are considerably lower for α = 0.05 and α = 0.01. This is confirmed by the CUC test, which for these α-quantiles convincingly rejects the null of correct unconditional coverage for the Laplace distribution but not for the Student-t distribution. The null hypothesis of independence is not rejected in any of the cases at the 5% significance level. Finally, the McNeil and Frey (2000) test does not reject the adequacy of the 95% ES estimates for either of the two distributions, but it does for the 90% and 99% ES estimates based on the Laplace innovation distribution. In sum, the VaR and ES estimates suggest that the Student-t distribution is more appropriate than the Laplace distribution, confirming the density forecast evaluation results obtained with the scoring rules based on partial likelihood. In terms of risk management, using the GARCH-Laplace forecast method would lead to larger estimates of risk than the GARCH-t forecast method. This, in turn, could result in suboptimal asset allocation and 'over-hedging'.
Conclusions
In this paper we have developed new scoring rules based on partial likelihood for evaluating the predictive ability of competing density forecasts. It was shown that these scoring rules are particularly useful when the main interest lies in comparing the density forecasts' accuracy for a specific region, such as the left tail in financial risk management applications. Directly weighted scoring rules based on KLIC are not suitable for this purpose. By construction they tend to favor density forecasts with more probability mass in the region of interest, rendering the tests of equal predictive accuracy biased towards such densities.
Our novel scoring rules based on partial likelihood functions do not suffer from this problem.
We argue that likelihood-based scoring rules can be extended directly to partial likelihood. By using deliberately censored observations and the associated partial likelihood emphasis can be put on specific regions of interest. After developing two scoring rules based on partial likelihood for the threshold weight function with uniform weight on the left tail, the scores were generalized to more general weight functions. All scoring rules can be interpreted in terms of Kullback-Leibler divergences between weighted versions of the density forecast and the actual conditional density.
Monte Carlo simulations demonstrated that the conventional scoring rules may indeed give rise to spurious rejections due to the possible bias in favor of an incorrect density forecast. The simulation results also showed that this phenomenon is virtually non-existent for the new scoring rules, and where present, diminishes quickly upon increasing the sample size. When comparing the scoring rules based on conditional likelihood and censored likelihood it was found that the latter leads to more powerful tests. This is related to the fact that more information is used by the scores based on censored likelihood.
In an empirical application to S&P 500 daily returns we investigated the use of the various scoring rules for density forecast comparison in the context of financial risk management. It was shown that the scoring rules based on KLIC and the newly proposed partial likelihood scoring rules can lead to the selection of different density forecasts. The density forecasts preferred by the partial likelihood scoring rules appear to be more appropriate as they were found to result in more accurate estimates of Value-atRisk and Expected Shortfall.
A Appendix
In this appendix it is explicitly shown that the proposed generalized cl and csl scores are proper, as argued in Section 4, and can be interpreted in terms of the Kullback-Leibler divergence between weighted density forecasts and the true conditional density. Let w t (y) denote the (nonnegative) weight function, which may depend on F t , and p t (y t+1 ) the true conditional density of Y t+1 given F t . Moreover, let P t = w t (s)p t (s) ds,F t = w t (s)f t (s) ds and G t = w t (s)ĝ t (s) ds..
Generalized conditional likelihood score The time-t conditional expected score difference for the density forecastsĝ t andf t is
where, for a generic density h t with H t ≡ w t (s)h t (s) ds,
Up to a positive constant P t , this equals the Kullback-Leibler divergence between the two probability densities w t (y)p t (y)/P t and w t (y)h t (y)/H t . Iff t is correctly specified (f t (y) = p t (y)) this leaves
Generalized censored likelihood score In this case we have
where
The term denoted by K(P t , H t ) is the Kullback-Leibler divergence between two Bernoulli distributions with succes probabilities P t and H t , respectively. Iff t is correctly specified, we find (8), and the censored likelihood ( csl) in (9) for series of n = 2, 000 independent observations from a standard normal distribution. The scoring rules are based on the threshold weight function w(y) = I(y ≤ r) with r = −2.5. The relative score is defined as the score for the (correct) standard normal density minus the score for the standardized Student-t(5) density. The graph is based on 10, 000 replications. Figure 5: One-sided rejection rates (at nominal significance level 5%) of the Diebold-Mariano type test statistic of equal predictive accuracy defined in (2) when using the weighted logarithmic ( wl), the conditional likelihood ( cl), and the censored likelihood ( csl) scoring rules, under the threshold weight function w(y) = I(y ≤ r) for c = 5 expected observations in the region of interest, based on 10,000 replications. For the graphs in the left and right columns, the DGP is i.i.d. standard normal and i.i.d. standardized Student-t(5), respectively. The test compares the predictive accuracy of the standard normal and the standardized Student-t(5) distributions. The graphs in the top (bottom) panels show rejection rates against superior predictive ability of the standard normal (standardized Student-t(5)) distribution, as a function of the threshold parameter r. Figure 8: One-sided rejection rates (at nominal significance level 5%) of the Diebold-Mariano type test statistic of equal predictive accuracy defined in (2) when using the weighted logarithmic ( wl), the conditional likelihood ( cl), and the censored likelihood ( csl) scoring rules, under the weight function w(y) = I(−r ≤ y ≤ r) for c = 200 expected observations in the region of interest, based on 10,000 replications. The DGP is i.i.d. standard normal. The graphs on the left and right show rejection rates against better predictive ability of the standard normal distribution compared to the standardized t(5) distribution and vice versa. Figure 9 : One-sided rejection rates (at nominal significance level 5%) of the Diebold-Mariano type test statistic of equal predictive accuracy defined in (2) when using the weighted logarithmic ( wl), the weighted probability wps, the conditional likelihood ( cl), and the censored likelihood ( csl) scoring rules for c = 40 expected observations in the region of interest, based on 1,000 replications. The data follow an GARCH(1)-process with the standard normal innovations. The competing model is based on the standardized Student-t(5) innovations. The two columns correspond to thresholds equal to threshold weight function and smooth weight function, respectively. The top panels display power, while the bottom panels display spurious power. 
