This study discusses the need for improvement and innovation in universities so they can effectively serve students and stay ahead in competition. Many technologies and innovations are already being used in universities. However, in order to diffuse or spread technologies or innovations effectively, it is important to understand the reasons leading to the adoption of technologies and innovations in universities. Based on a number of established theories and models on innovation and technology adoption and acceptance, this study proposes a theoretical model that helps explain the factors responsible for innovation adoption within universities. Measures for the study were adopted from previous studies, and an online questionnaire was used. Exploratory and confirmatory factor analyses were used to test and better understand the underlying structure of the proposed model. Reliability and validity of the proposed model were also examined. The initially proposed model seems to help in explaining the adoption of innovations within universities and is of value to researchers when investigating adoption within universities.
Introduction

Innovation in Higher Education
Universities within the United Kingdom are facing many issues and challenges including the demands for accountability, conflicting demands of teaching and research, budget cuts, rapidly changing environment, advancements in technology, and many more. These issues and challenges have impacted the staff members' ability to develop, improve and innovate and have thus restricted innovation within universities (Hariri & Roberts, 2014) .
A considerable amount of time has passed since the beginning of advances in information technology, particularly, the diffusion and widespread use of Internet around the world. This has certainly facilitated the diffusion of web-based approaches to learning (Rogers, 2003) . Nevertheless, the benefits realised from adopting, integrating, and using technologies to enhance learning are still minimal, and there has yet to be substantial improvement in teaching (Miller, Martineau, & Clark, 2000; Zemsky & Massy, 2004; Lonn & Teasley, 2009; Nachmias & Ram, 2009; Soffer, Nachmias, & Ram 2010) . According to Miller et al. (2000) , technology seems to be least diffused and less common in a classroom. Currently, personal computers, projectors, and other technologies are being used, but are these the only innovations that can be used to enhance learning? Is it really possible that the technology-loving students are learning effectively from the instruction methods that have been used for tens or hundreds of years? This is quite hard to believe. More innovative approaches and technologies are required that can increase the quality of education. However, if such approaches exist, how can they be diffused across different departments or universities? According to Soffer, Nachmias, & Ram (2010) , the diffusion of innovations within universities does not necessarily mean their successful adoption and significant impact on learning.
While the use of various innovations and technologies may help universities improve their services, but they might not guarantee their adoption by the staff members.
Adoption of Innovations
Innovation adoption is not granted. The assumption that the creation of technology would lead to its adoption is false (Zemsky & Massy, 2004) . Providing or enabling the use of technologies (or innovations) is not sufficient to realise their benefits. The adoption and diffusion of innovations (including technologies) is a complex process that differs across groups of people and organisations (Rogers, 2003) .
Innovations and technologies disappear if not adopted (i.e. diffused). Thus, the process of getting individuals (e.g. staff members or students) to adopt and use these innovations or technologies (Rogers, 2003; Greenhalgh, Robert, Macfarlane, Bate, & Kyriakidou, 2005 ) is equally important.
Various factors influence the adoption of innovations such as characteristics of the innovation, environment, and the adopter. Different theories and models have sought to help explain the adoption behaviour in various settings (Davis, 1989; Moore & Benbasat, 1991; Dooley, 1999; Karahanna, Straub, & Chervany, 1999; Venkatesh & Davis, 2000; Venkatesh, Morris, Davis, & Davis, 2003) .
The ability to evaluate the success of various technologies and innovations used in universities depends largely on the number of adopters and how well they use technologies and innovations. Staff members need to buy-in to the use of technologies or innovations to enhance learning. Similarly, students may need to understand how such technologies would enable them to learn prior to deciding whether they should adopt and use them, if adoption of technologies was not mandated. For example, the success of online or distance education is heavily reliant on the faculty's engagement and participation (Tabata & Johnsrud, 2008) .
Understanding the factors responsible for the adoption of technologies or innovations within universities is necessary for their adoption and use that may enhance learning. However, a lack of such understanding can result in the failure of such adoptions (Zemsky & Massy, 2004 ).
Model for Innovation Adoption in Higher Education
The model of Unified Theory of Acceptance and Use of Technology (UTAUT) aims to integrate and validate many previous theories and models such as the theory of reasoned action (TRA), theory of planned behaviour (TPB), and technology acceptance model (TAM), etc. (Figure 1) . Testing the UTAUT model in different organisational settings has accounted for seventy per cent of the variance in the intention to use (Venkatesh, Morris, Davis, & Davis, 2003) . This model is considered to be one of the best models for explaining the adoption or acceptance of technology (Jong & Wang, 2009 ). Many others have used the UTAUT and have reported that it is adequately robust (e.g. El-Gayar & Moran, 2006; Oshlyansky, Cairns, & Thimbleby, 2007; Gogus, Nistor, & Lerche, 2012) .
Till date, the UTAUT model within an education or higher education context has been validated outside the UK (Jong & Wang, 2009; Yamin & Lee, 2010; Marques, Villate, & Carvalho, 2011; Gogus, Nistor, & Lerche, 2012; Oye, Iahad, & Rahim, 2012) . Furthermore, most of these studies have used students as participants (e.g. El- Gayar & Moran, 2006; Jong & Wang, 2009; Sumak, Polancic, & Hericko, 2010; Yamin & Lee, 2010; Hsu, 2012; Lakhal, Khechine, & Pascot, 2013) . Thus, there is a need to understand and validate this model from the teacher's perspective. Therefore, our study will focus on the academic staff members of UK universities. Despite the UTAUT being a robust model that can explain technology or innovation adoption, it was not developed to explain the adoption within the education context. For instance, important factors that potentially influence the innovation adoption within universities, such as students' requirements, expectations and learning, were not investigated earlier.
Although the UTAUT integrated and tested many factors that influence innovation adoption, it failed to capture other important constructs supported by innovation adoption literature such as reinvention, results demonstrability, and trialability (Moore & Benbasat, 1991; Karahanna, Straub, & Chervany, 1999; Wejnert, 2002; Rogers, 2003; Suoranta, 2003; Odumeru, 2013) .
Moreover, it has been a norm in the technology adoption and acceptance field to test the UTAUT or similar models using a single innovation or technology use (e.g. use of an e-mail client, e-learning system, etc.). These attempts of validating such theories or models may introduce unwanted effects. Moreover, Tornatzky & Klein (1982) recommended researchers to look at multiple innovation characteristics that allow for a better understanding of predictive power and any inter-relationships.
The theoretical model of our study may help to understand innovation adoption within UK universities and will be based on the UTAUT (Venkatesh, Morris, Davis, & Davis, 2003) and the diffusion of innovation theory (Moore & Benbasat, 1991; Rogers, 2003) . Additionally, as suggested by Tornatzky & Klein, (1982) , this study will investigate the adoption of different innovations, rather than a single innovation or technology, to reduce any unwanted moderating effects and to test the predictive power of the model.
The proposed model postulates ten constructs (Figure 2 ) that influence the intention and use of innovations. Literature support is given for the constructs themselves or any factors that they incorporated. For instance, perceived ease of use was incorporated into the effort expectancy construct.
Performance expectancy is the adopter's perception of how the adopted innovation will help in achieving better job performance. This is similar to the relative advantage attribute (Rogers, 2003) . Effort expectancy is the perception of the ease of using an innovation. Social influence is the degree to which peers influence the use of an innovation. Facilitating conditions is the perception of the proper support provided to help in using the innovation. Finally, behavioural intention is the readiness to use the innovation. The higher the intention to perform something (such as using an innovation), the more likely it would take place (Ajzen, 1991;  Table 1 ).
In addition to the above constructs, the following constructs were postulated to influence the intention to use an innovation: results demonstrability, visibility, trialability, and reinvention. Some of these proposed constructs have been empirically tested in the literature.
Results demonstrability is the visibility of the results of using the innovation. Visibility of the innovation, while very close to the previous construct, is concerned with how visible is the innovation to others. Trialability is the ability to experiment with the innovation before its full adoption and use. Reinvention is the degree to 
Construct
Literature support
Performance expectancy Davis, 1989; Venkatesh & Davis, 2000; Greenhalgh, 2005; Rogers, 2003; Venkatesh et al., 2003; Kijsanayotin et al., 2009; Sumak et al., 2010; Lakhal et al., 2013 Effort expectancy Davis, 1989; Moore & Benbasat, 1991; Thompson et al., 1991; Kijsanayotin et al., 2009; Oye et al., 2012 Social influence Jacobsen, 1998; Sheppard et al., 1988; Ajzen, 1991; Venkatesh & Davis, 2000; Rogers, 2003; Venkatesh et al., 2003; Kijsanayotin et al., 2009; Sumak et al., 2010; Lakhal et al., 2013 Facilitating conditions Jong & Wang, 2009; Lakhal et al., 2013 which an innovation can be adapted, changed, or modified to suit the circumstances of the adopter or user. In addition to the above constructs that have been discussed and tested directly or indirectly (e.g. using similar constructs) in previous studies, we have proposed two new constructs: students' requirements and expectations, and students' learning.
Students' requirements and expectations are expected to influence the staff members' decision to adopt or use innovation. Such adoption decision should ideally take into consideration the students' requirements and expectations in order to meet or exceed them. Similarly, students' learning should be something that universities should strive to improve continuously. Therefore, the adoption decision should also take into consideration the degree to which the innovations can help improve students' learning ( Table 2) .
In the next section, the study focuses on data collection so as to test the proposed model.
Methods
Based on a number of innovation and technology adoption theories and models (e.g. Davis, 1985; Davis, Bagozzi, & Warshaw, 1989; Venkatesh, Morris, Davis, & Davis, 2003; El-Gayar & Moran, 2006; Oshlyansky, Cairns, & Thimbleby, 2007) , this study aims to propose and validate a theoretical model that may help explain innovation adoption within UK universities. Moreover, the two newly proposed constructs, along with the previously studied constructs, will be tested in our study. Data collected were aggregated and pooled across different innovations/technologies and organisations. Such aggregation is consistent with previous research (e.g. Compeau & Higgins, 1995; Venkatesh & Davis, 1996; Nistor, Wagner, Istvanffy, & Dragota, 2010) . Thus, any influence that may result from testing the model against a single innovation or technology can be minimised. Furthermore, it allows for a better understanding of its suitability and helps explain its adoption across multiple innovations.
In line with previous studies (e.g. Davis, 1985; Moore & Benbasat, 1991; Venkatesh, Morris, Davis, & Davis, 2003; Kijsanayotin, Pannarunothai, & Speedie, 2009) , an online questionnaire instrument survey approach was used because of its easy and low-cost distribution among the staff members. Currently, most university staff members have and are expected to use their emails. 
Construct Literature support
Results demonstrability Moore & Benbasat, 1991; Agarwal & Prasad, 1997 Visibility Rogers, 2003 Wejnert, 2002 Trialability Rogers, 2003 Suoranta, 2003; Odumeru, 2013 Reinvention Rogers, 2003 Students' requirements and expectations Proposed by our study Students' learning Proposed by our study Different measures were adopted from various studies (most notably Moore & Benbasat, 1991; Venkatesh, Morris, Davis, & Davis, 2003) and modified to suit the present context. These measures are presented in Appendix 1.
This model was first validated within the University of Warwick, UK. Following previous research (Bryman, 2008; Cohen, Manion, & Morrison, 2011) , the survey questionnaire was pilot-tested within the university on 25 staff members that were selected from a population of over 130 staff members. Minor adjustments were made to the questions used. The reliability testing of the analysed data proved it to be reliable. Then, the researchers proceeded to the next phase.
Over 17,754 staff members from 27 UK universities were invited to participate in our study. Considering the busy schedules of the staff members, we had expected a low response rate and had thus drawn a large sample. We received a total of 499 responses. The data obtained were then screened, and those with missing values and un-engaged responses (e.g. those answering the same choice for all questions) were removed. Finally, we obtained 497 responses that were used to validate the proposed model.
Demographics
Of the total respondents, 61% were males and the remaining 38% were females. The majority of the respondents were aged between 30 to 50 years (59%), followed by those aged over 50 years (39%) and finally, those under 30 years (1.8%). In terms of work experience, 63% respondents had over 9 years, 21% had 5 to 9 years and 15% had less than 5 years of experience. In terms of educational level, 77% respondents had a doctorate degree, 19% had a master's degree and 8% had other qualifications.
Upon the successful collection of the data, the exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) were performed to study the underlying relationships in the model and to test its reliability and validity.
Exploratory Factor Analysis
EFA is helpful in investigating the underlying structures based on correlation between different factors (Brace, Kemp, & Snelgar, 2012) . Using the SPSS software package, an EFA was carried out using the maximum likelihood extraction method and a Promax rotation method (Hair, Black, Babin, & Anderson, 2010; Brace, Kemp, & Snelgar, 2012) . The former method is appropriate and consistent with the next stage of the analysis, which uses the same technique.
Confirmatory Factor Analysis
The assessment of the CFA measurement model helps in reaching a better understanding of how well the measurement items reflect the latent variables (Byrne, 2010) . Moreover, while doing a CFA, the validity and reliability of various factors can be examined as well.
CFA can be used in an exploratory or confirmatory way (Byrne, 2010) . When used in an exploratory way, the goal is usually to confirm predefined relationships. On the other hand, if there are no predefined relationships or if the initial model was rejected by the researcher, CFA can be used to explore and test various effects (Byrne, 2010) .
Results
The results of EFA and CFA are presented below.
Exploratory Factor Analysis (EFA)
A total of 11 factors were analysed using EFA, and the results of the analyses are presented in Appendix 2.
After the initial assessment and the removal of low loading and non-loading factors (Hair, Black, Babin, & Anderson 2010 ), the resulting model had a Kaiser-Meyer-Olkin (KMO) value of 0.824, which is above the acceptable value of 0.7. Commonalities for all the variables were sufficiently high (above 0.500). The adequacy of all the variables and the model were also confirmed as the reproduced matrix had only 2% non-redundant residuals that were greater than 0.05. The total variance explained by the tested model was 65%, which is considered significant.
With respect to factor loadings, the items related to social influence were found loading on two different factors: social influence and image. The social influence construct integrated many similar concepts (Venkatesh, Morris, Davis, & Davis, 2003) including subjective norms, social factors, and image. Some researchers also warned that social influence should not be looked at as a single construct (Martins & Kellermanns, 2004; Lakhal, Khechine, & Pascot, 2013) .
Moreover, trialability was found to have high loading with facilitating conditions. This may be because individuals felt that they were free to test innovations before using it. This perception is close to the definition given for facilitating conditions (see Venkatesh, Morris, Davis, & Davis, 2003) since individuals would feel less constrained and free to test innovations if proper facilitating conditions were in place.
One single Heywood case was found as PE_3's estimate was higher than 1. This was considered to avoid further issues in the subsequent stage.
Reliability and Validity
To ensure minimum measurement error, the properties of the measures used in the study should be investigated to gain confidence over their effectiveness (Field, 2009 ).
Cronbach's alpha values were calculated and investigated (see Appendix 2). All values were well above the 0.7 cut-off point.
In this study, two types of construct validity were investigated: convergent and discriminant validities. Convergent validity examines the degree to which the items that theoretically belong to a single construct correlate. Discriminant validity examines the degree to which items or the measures of a scale do not measure with other constructs.
From the pattern matrix produced (Appendix 2), it can be seen that all the constructs have shown high convergent validity, i.e. above the 0.350 threshold (Hair, Black, Babin, & Anderson, 2010) . Moreover, despite T loading on two factors, its loading with FC is high, indicating that they are highly related. Furthermore, since the researchers had considered social influence as two different constructs, social influence and image, the investigating factor loadings for items related to both the constructs show high convergent validity.
Discriminant validity of the model is also shown since measures belonging to each factor were not loading on other factors simultaneously. However, one exception is the cross loading of T. Additionally, investigating the factor correlation matrix (Appendix 2) shows no correlations higher than 0.7 between any of the constructs, which confirmed the discriminant validity of all the constructs.
Confirmatory Factor Analysis (CFA)
Using the results of the previous EFA stage, the CFA measurement model was developed and assessed.
Based on experts' recommendations (e.g. Byrne, 2010; Hair, Black, Babin, & Anderson, 2010) and by following a number of iterations to explore and attempt to improve mode fit, the following CFA model (Figure 3) was considered good as it fits the data adequately. As can be seen in Table 3 , the goodness of fit (GOF) indices of the model indicate a good model fit.
Reliability and Validity
Although the reliability and validity of the proposed model was performed in the previous EFA stage, it is important to re-examine them because of the changes (e.g. addition and removal of items) introduced to the model and to ensure that the measurement errors were reduced. A high reliability is argued to be linked with lower measurement errors (Hair, Black, Babin, & Anderson, 2010) . Furthermore, to reflect latent factors appropriately, observed variables need to show the evidence of reliability and validity (Straub, Boudreau, & Gefen, 2004; Schumacker & Lomax, 2010) . Using the validity testing tool within the "Stats Tools Package" (Gaskin, 2012) and by imputing AMOS's correlations and standardised regression tables into the tool, the reliability and validity testing results were calculated. These are shown in Appendix 3. The following points have been highlighted:
• CR (Composite reliability): It measures the reliability of the factors and should ideally be above 0.75.
• AVE (Average Variance Extracted): This is a measure of convergent validity and should be above 0.5 (Hair, Black, Babin, & Anderson, 2010) . It indicates how well the items explain the factor. It is shown diagonally in bold.
• MSV (Maximum Shared Squared Variance): The MSV between the factor and the other factors in the model indicates how well is the factor explained by items outside the factor (i.e. items of other constructs).
• ASV (Average shared squared variance): It is similar to MSV, but takes the average of the squared variances.
It indicates how much on an average is explained by items of other factors.
• AVE (Average variance extracted): It should always be higher than MSV and ASV. The items belonging to the factor itself should better explain it than the items belonging to other factors (Straub, Boudreau, & Gefen, 2004) . From the table in Appendix 3 and Appendix 4, we can see that all constructs have high CR values. The high (above 0.50) AVE values indicate a good convergent validity. Discriminant validity can be assessed by comparing the square root of the AVE for each construct (the diagonal in bold) to all inter-factor correlations (below the values in bold). All factors reveal adequate discriminant validity because all diagonal values (square root of AVE) are greater than the correlations. Therefore, we conclude that adequate reliability and construct validity have been established.
Common Method Bias or Variance
Common method bias remains a threat to validity in certain research fields. Despite the majority of information systems (IS) research using a single data collection method, only few studies have reported it (Straub, Boudreau, & Gefen, 2004) .
Our study investigated whether the use of common factor method was an issue because the method was considered to be relevant for studies that do not measure a common factor explicitly (MacKenzie & Podsakoff, 2012) . Addition of the common method factor indicated certain common method bias issues in some of the factors. This was also reflected in the reliability and validity tests that were run with the common method factor.
In this study, common method bias might have affected some items because certain questions could have influenced the respondent's responses to the next item (Straub, Boudreau, & Gefen, 2004) . Therefore, items or constructs that were impacted by this bias were dropped, and minor adjustments were made to the mode, which resulted in the following measurement model (Figure 4) .
There was an error variance e31, which had to be set, instead of being freely estimated as it would have otherwise caused the regression weight for the SI_6 item to be above 1.
Invariance Testing
When carrying out research that spans across different groups (i.e. different countries, universities, etc.), it is vital to be conscious of and reduce any bias that may have resulted from the data collection method and/or respondents' characteristics (Cohen, Manion, & Morrison, 2011) . Hair, Black, Babin, & Anderson (2010) recommended establishing some form of metric-invariance before examining the path estimates, which is something future studies may decide to pursue when building on the well-established model presented in this study.
To assess and reduce such bias, measurement invariance across different groups (e.g. gender, age, experience, etc.) should be assessed. If testing the model across different groups shows a good GOF for the model, it indicates a configurable invariance and that the groups are likely to be equivalent.
Using SPSS AMOS, the following groups were created using categorical (e.g. demographics) data captured in the survey to test the model across gender (male/female), age (30 -50 years/over 50 years), education (MSc/ doctorate), teaching hours per year (51 -100, 501 -1000 hours), experience (medium/high), and country (Eng-land/Scotland/Wales). The model fit summary is mentioned in Table 4 .
Based on the parameters reported above, we can say that the model is equivalent across different groups. Moreover, using the Stats Tools Package (Gaskin, 2012) , a chi-square test of difference was used to compare between degrees of freedom for the unconstrained and fully constrained models. For the fully constrained model, regression values were removed from the lines and variances for factors were restricted to 1. The output of the comparison is given in Table 5 .
As can be seen from the Table 5 , the p-value is not significant and is greater than Byrne's (2010) 0.05 cut-off indicating that there are no significant differences between the groups at the model level. 
Discussion
Rapid changes have pressurised universities around the world to either improve or fall behind in an increasingly competitive race, where funding is scarce. Universities need to improve to accommodate the tech-addicted students. Various technologies and innovations ranging from the Internet, emails, learning management systems, and others have been implemented and are being used by staff members within universities. New knowledge is generated every second and due to the Internet, its delivery and distribution costs have become cheap, if not free. Traditional preaching-type teaching methods have become obsolete for today's knowledge creating and consuming societies. Thus, the introduction of innovations and technologies is not enough. Staff members must be encouraged to adopt such innovations and technologies, which may help enhance learning.
Acknowledging the need to understand the factors that lead to the adoption of innovations within universities, this study hopes to develop a theoretical model that may help explain the factors responsible for innovation and technology adoption within universities. For this purpose, the study used existing measures and adapted them accordingly. More specifically, measures were adapted to capture information related to different innovations. Additionally, new measures were developed for a number of constructs that were investigated.
EFA and CFA were used to understand the underlying structure of the proposed model. Furthermore, many reliability and validity techniques were used, and the common method variance was examined. Lastly, configural invariance at the model level was established since the proposed model performed well after testing it against a number of groups that were defined based on demographic or categorical information. Based on the results gained so far, the proposed model was found to be of adequate fit to the collected data. Subsequent studies may focus on testing and on exploring various relationships in the model as well as any mediation and moderation effects.
Although the proposed model needs to undergo further testing, a number of contributions have been achieved so far. First, in addition to the UTAUT's constructs, a number of new constructs were proposed. EFA and CFA results indicate that the proposed model fits the data. Second, although changes were made to the UTAUT measures to capture information related to multiple innovations, these measures are still reliable and valid. Third, this study proposed two additional constructs that are believed to be important for the adoption of innovations within universities: students' learning, and students' requirements and expectations. New measures were developed for both constructs, which showed adequate reliability and validity. Future studies investigating the adoption of innovations within universities are likely to benefit from incorporating and using these measures or the whole model as a starting point. Further research is required towards a better understanding of the adoption of innovations within universities: to help diffuse innovations, technologies, or approaches that may enhance learning within our universities.
As is the case with any research, this work has a number of limitations. First, despite the researchers' intention to study a larger sample, the response rate of this study was low (Hariri & Roberts, 2014) . As a result of this low response rate, it is not possible to generalise the findings of this study. Moreover, there is a possibility of the inherent bias where only staff members who had time or were interested in participating did so. Furthermore, the questions adopted by this research relied on personal opinions and perceptions as reported by the participants. Hence, responses may not reflect the accurate feelings and beliefs of the respondents. Rather than relying fully on self-administered questionnaires, forthcoming research may consider using another data collection method or a combination of methods such as observations, actions research, and/or collecting data at different periods of time. Moreover, certain technologies or methods may be used within the institutions to track and report usage of certain innovations adopted by staff members. The use of different data collection methods could help in under-standing whether the nature of the widely used questionnaire instrument is influencing or causing problems in researching and understanding the adoption of innovations and technologies. Other data collection methods may be more accurate especially with respect to capturing actual adoption and use rather than self-reported information.
Appendices
Appendix 1. Measures
Performance expectancy -I would find that using a learning innovation is useful in my job -Using a learning innovation would enable me to accomplish tasks more quickly -Using a learning innovation would increase my productivity.
-Using a learning innovation would make it easier for me to do my job.
Effort expectancy
-Learning to use the learning innovation must be easy.
-I would find the learning innovation easy to use.
-The approach to use the learning innovation must be clear and understandable to me.
-It would be easy to become skilful at using a learning innovation.
-The use of the learning innovation does not take much effort.
-The use of the learning innovation does not require too much time.
Social influence
-People who influence my behaviour think that I should use the learning innovation.
-People who are important to me think that I should use the learning innovation.
-I would use the learning innovation because of the proportion of co-workers who use it.
-The senior management would be helpful in the use of the learning innovation.
-The organization has supported the use of the learning innovation.
-Using the learning innovation would improve my image within the organization.
-People in my organization who use the learning innovation have more prestige than those who do not.
Facilitating Conditions
-I have control over using any learning innovation I see fit.
-I have the resources necessary to use the learning innovation I see fit.
-I have the knowledge necessary to use the learning innovation I see fit.
-Guidance is available to me for the selection of the appropriate learning innovation that I could use.
Results demonstrability
-The results of using the learning innovation by myself or others are clear to me.
-I would have no difficulty in telling others about the results of the learning innovation I use.
-I believe I could communicate to others the consequences of using the learning innovation Visibility -I have seen what others are doing with the learning innovations they are using.
-Learning innovations are not very visible in my organization.
-It is easy for me to observe others using learning innovations in my organisation.
-Effective learning innovations in my organization are disseminated for others to learn from.
Trialability
-I've had a great deal of opportunities to try various learning innovations.
-I know exactly what I can do if I wanted to try out a learning innovation.
-The ability to try a learning innovation before using it is important to me.
Continued
-I am likely to use learning innovations that have been tested and proven effective by others in my area.
-I am likely to use learning innovations tested and proved to be effective by myself.
Reinvention
-It must be easy to change the learning innovation I would use to do whatiI want it to do.
-I am more inclined to use a learning innovation that I am able to change or adjust to suit my needs.
-I am more likely to adopt and use a learning innovation when I am actively involved in customizing it to fit my unique situation.
Students' requirements and expectations
-Before deciding to use a learning innovation, it must be clear how it can help me meet or exceed my students' expectations.
-Knowing about my students' requirements allows me to use an appropriate learning innovation.
-Using a learning innovation helps me meet or exceed my students' expectations.
-The choice of what learning innovation I use is not dependent on whether it can help me fulfil my students' requirements or not.
Students' learning
-Before deciding to use a learning innovation, it must be clear how it can improve students' learning.
-The learning innovation I use must help improve students' learning.
-Understanding how my students learn best will help me to use the appropriate learning innovation.
-I evaluate the learning innovation I use to ensure that it enhances my students' learning.
Behavioural intention
-I intend to use a learning innovation in the near future.
-I predict I would use a learning innovation in the near future.
-I plan to use a learning innovation in the near future. 
