Due to their increased importance, there is a strong demand for prescriptions on the part of public managers as to what practices, procedures, and approaches should be used to ensure that their information systems are successful and contribute to more effective performance and service. This article is an initial attempt to summarize and analyze existing prescriptions that provide guidance to public managers on how to structure and implement successful information systems. In addition to identifying some of the key prescriptions, we also study the nature of the sources of the prescriptions. How useful are these prescriptions? Finally, we identify some of the limitations of the current prescriptions and make some recommendations for research and development that will guide public managers in their information technology (IT) decisions.
PRESCRIPTION CATEGORIES
This study is preliminary and does not claim to be exhaustive. In attempting to identify prescriptions for public-sector information management, we identified some major sources of prescriptions, including those drawn from the best-practices, traditional empirical research, benchmark, and the problem/disaster literatures. As will be discussed further below, each area has value for managers seeking prescriptions, but each also suffers from limitations (see Table 1 ). The literature is expanding rapidly, and we hope that this review will encourage further discussion and updated analysis.
Best Practices
The most notable source in terms of numbers and clarity of IT prescriptions for the public sector is often referred to as best practices. This literature is specifically directed at developing prescriptions for IT and has received the most attention from managers, and thus we focus most of our attention on this source. The basic methodology (at least up until this point) is to identify practices used by leading organizations that are recognized as having excellent information management and to disseminate these same practices to others. Interest in best practices is visible at all levels of government. Online computer magazines such as Government Technology, Government Computer News, and Civic.com have numerous stories of governmental agencies using IT to achieve innovation and increased productivity, and they often include recommended steps for such projects. The state of New York has established a Standing Committee on Best Practices. The National Governor's Association, the General Services Administration, and numerous other organizations have established awards for best practices involving IT systems and projects. In short, if one is looking for advice on how to plan and implement IT systems, the best-practices literature is a major source.
Defining Best Practices
What is a best practice? In a 1997 monograph by the Chief Information Officers Council (CIO/IAC), titled Best IT Practices in the Federal Government, best practices are defined as follows:
We are not so presumptuous as to claim that these cases are the "best" IT projects in the Federal Government. However, they are excellent examples of where and how IT has been applied successfully and in a cost-effective fashion to achieve a department or agency's goals and objectives. (DeSeve, Pesachowitz, & Johnson, 1997, p. iv) Success in the above CIO/IAC study was defined as using IT to do the following: (a) solve problems; (b) increase productivity or save resources; (c) improve quality, timeliness, or accuracy; and (d) improve customer satisfaction. They add two additional principles to qualify as success: The system or project must be delivered on time and within budget and must demonstrate a positive return on investment (ROI) (DeSeve et al., 1997, p. iv) . However, they acknowledge that ROI was difficult or impossible to use in many cases because of the following reasons: (a) No ROI was calculated at all for older projects, (b) there was great diversity in the definitions used to calculate ROI, and (c) the prevailing practices did not account for all externalities, inputs, and other costs. They also note that there were only a few instances 416 ARPA / December 2000 in which a value had been developed for quantifying benefits or changes in business practices (DeSeve et al., 1997) . For example, they note that in calculating ROI, the "prevailing practice" was to count work done directly by governmental staff as not costing anything, and thus many agencies claimed that their projects did not cost anything.
The General Accounting Office (GAO) (Caudle, 1996) similarly identified best practices in federal, state, and private-sector organizations. According to Caudle, they were able to identify organizations that were "better than the norm" and in which there was a "direct linkage" from their information resources management (IRM) practices to their competitive position or delivery of services (Caudle, 1996, p. 84) . She also notes that the best practices involve those projects with the most "customer-focused value" for IT and also reduced costs, improved quality and quantity, and timeliness of customer services. Connelly and Pardo (1998) and the larger report on which their study is based (Dawes, Pardo, Connelly, Green, & McInerney, 1997) looked at how best practices related to intergovernmental information systems. Although many of their best practices (see Table 5 ) sound as if they are steps in implementing new systems (e.g., define purpose and scope, choose a well-skilled project leader), they state that their best practices should be thought of as "areas for continuous attention during the entire project" (Connelly & Pardo, 1998, p. 11) . Cortada (1997) has written perhaps the most extensive work on the topic and defines best practices as follows: "Best practices are collections of activities within an organization that are done very, very well and ultimately are recognized as such by others" (p. 3).
But Cortada (1997) goes on to say that best practices are ultimately those that give an organization the "capability to outperform its competitors" as well as to produce best "value to customers, employees, and shareholders" (Cortada, 1997, p. 79) . To summarize, the term best practices as applied to IT is not tightly defined and has plenty of room for subjectivity.
Methods to Identify Best Practices
Thus, it is important to study which methods were used to select best practices. The GAO approach relied on expert opinion and a literature search (Caudle, 1996) , and many of their best practices are based on private-sector examples as well as state and federal organizations. Caudle (1996) states that the federal organizations were picked judgmentally based on "known effective management of their information resources" (p. 84), the importance of IT to their mission, and/or whether they had attempted to resolve IT problems. In-depth case studies were conducted of nominated agencies but were supplemented by information from three focus groups held with senior program and IRM officials. The Center for Technology in Government's (Connelly & Pardo, 1998; Dawes et al., 1997) best practices were identified and studied with the following steps: (a) A literature review was conducted, and 11 projects were selected to participate in a study of state-local information systems; (b) a survey was done of both state and local participants in each of the 11 projects; and (c) focus group interviews totaling about 150 participants were conducted by the project team. Cortada (1997) cites three sources of information on best practices: (a) his work experience of more than 25 years as a manager, consultant, and user of IT; (b) information from colleagues at IBM and elsewhere who have studied IT; and (c) secondary research concerning the management of computing.
The joint CIO/IAC study solicited nominations from council members for success stories, but they found that self-nominations were problematic because there was no consistent standard or definition of success and that the success stories were often long on hyperbole and short on narrative, objective, and context (DeSeve et al., 1997, p. ii) . Consequently, they formed a task force that included not only council members but also professionals drawn from private companies. The task force then conducted systematic interviews with the staff of 150 projects that had been nominated either by e-mail or through the council nominations. They note that they excluded projects that did not have enough documented performance data and also those that had not been in existence long enough to measure impact.
In summary, expert judgment is the primary method that has been used to identify best practices. Given the complexity of the concept of success in IT, it is not surprising that qualitative judgment of experts has been the primary source. However, due to the importance of the topic and the large element of subjectivity, it is important that the methods and sources of data on these issues be expanded. The perceptions of the effectiveness of IT can differ greatly depending on the nature of the job and level of those involved in systems. In particular, the end users, especially if they are in the low to middle ranks of organizations, often have very different assessments of systems from senior-level managers and information system (IS) professionals. For example, Lacity, Willcocks, and Feeny (1995) often found contradictory opinions concerning the success of outsourcing arrangements between end users and managers. It is important to conduct surveys and/or interviews with a full range of users with anonymity ensured. Second, it would be useful to have quantitative measures of success, including key outcome measures. Success (versus failure) may be viewed as a concept that can be measured on a continuum, and there can be degrees of success-it is not really an "all-or-nothing" concept. Moreover, a variety of measures will likely be necessary to measure success as major products usually have several goals and stakeholders. A system or project may do very well on one indicator such as cost savings but do less well on others such as stakeholder satisfaction (Ammons, 1996, p. 283) . Finally, although information from participant observers in successful projects is crucial to bringing such projects to attention, we also need independent assessments of them by persons outside the organizations involved. Indeed, it is clear that best-practices literature, in addition to providing guidance on how to design and implement IT projects, serves a public relations purpose. The joint CIO/IAC task force noted that one of the purposes of its identifying "success stories" as best practices was to correct false impressions that most federal IT systems have been failures. The correction of overemphasis in the media on failures is a legitimate purpose, but such an emphasis can conflict with the goal of developing an objective set of empirically based prescriptions for public managers.
Examples and Discussion of Selected Best Practices
In Tables 2 through 5, we have selected and adapted certain points from these four best-practice analyses. Please note that these works we cite often discuss other best practices that we have not included here, and they also contain much more discussion and elaboration of each best practice-we have focused on only a subset of their material. Also, in the case of Connelly and Pardo's (1998) There is a fair amount of consistency among the best practices in Tables 2 through 5. In particular, the importance of ensuring that projects are "customer focused" and the need to keep stakeholders and users informed are common themes in all four best-practice summaries. The emphasis given to measuring the success of the project is a best practice that is common to three out of the four. Most of the best practices focus on generic organizational and managerial issues that are applicable to virtually any organization or IS project. Indeed, many of these best practices apply to most managerial areas-not just IT. The argument of Caudle and others involved in IRM is that the crucial factors in determining the success of IT are not technological but involve how IT is integrated into the overall management processes (Kraemer & Dedrick, 1997, p. 95) . The CIO/IAC (DeSeve et al., 1997, p. 19) study reiterates the same point: The toughest issues are not technical but human.
Although some best practices focus on end users (e.g., Table 4 , Point 4), many of the best practices seem aimed primarily at senior managers (e.g., Table 2 , Points 1, 4, and 6), and senior management involvement in projects is proposed as one of the key best practices. This focus is appropriate due to the failure in the past of top management to give enough attention to IRM. Caudle (1996) points out that senior management must provide leadership communicating the need for change and often needs to take corrective actions if support is missing.
On the other hand, it is also possible in certain cases for senior managers to become too "hands-on" concerning IT, which can lead to neglect of their other, more important externally oriented tasks. Years ago, Kraemer and King (1976) argued that generalist managers usually paid attention to the wrong issues, focusing on hardware and software rather than the general governance issues that should be the province of executives. Many of the current best-practice prescriptions tend to give less emphasis to the end user role. However, end user support is a necessary and sometimes even sufficient (e.g., for systems that do not require organizationwide cooperation) condition for system success, and end user resistance can undermine systems that even the highest level executives support (e.g., Malvey, 1981 ).
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Often, the lower level managers and end users are aware of problems with current systems and the knowledge required to improve matters. For example, Markus and Keil (1994) provide a detailed case study in which a technically improved system was implemented, but end users failed to use it.
A major advantage of the general best-practices literature principles is that they are potentially applicable to any IT projects. However, as a result of their high level of generality, these best practices provide insufficient guidance in making specific choices on how to implement these best practices in a given situation. For example, 420 ARPA / December 2000 (1) Senior managers should be "hands-on" and take on actual leadership of information resources management (IRM) projects, including decision making, communication, and evaluation. IRM professionals should play a facilitating role. Senior executives should establish benchmarks and targets for change. Senior executives should use performance review and other incentives to reward good performance on IRM-related projects. (2) Start with customers in defining strategies but integrate new projects into a rigorous organizationwide strategic plan. (3) Rely on performance measures to assess progress. These measures are related to customer needs and perceptions such as quality and cycle time-not those that are information technology (IT) oriented. (4) Senior executives view IRM with an investment orientation and employ a disciplined process in decision making, including risk assessment and return on investment (ROI) analysis. (5) Identify vital core processes and determine if they need to be reengineered as part of the IRM project. Focus on a small number of processes at any one time. (6) Line managers take control of funding and direction of IRM projects while IRM professionals play a support role.
SOURCE: Adapted from Caudle (1996) and U.S. General Accounting Office (1994).
TABLE 3: Selected Best Practices Based on Cortada's Best Practices in Information Technology
(1) Align information technology (IT) with business strategies so that it is a strategic enabler of the achievement of the company's objectives. (2) Senior management is involved in IT but also has a chief information officer (CIO) who is end user and customer focused and acts like a business manager first. one of the consensual points of the best-practices literature (e.g., Table 2 , Point 5) states that business processes should be studied for possible reengineering as part of the IRM project. As a general rule, few would disagree. Projects that simply copy processes that were part of manual or legacy systems may be ignoring major efficiencies that can be achieved with new technology. But the CIO/IAC study (DeSeve et al., 1997) found that many projects became engaged in the use of overly long "total reengineering periods" prior to project implementation, and thus reengineering led to dislocation and dissatisfaction with the project. Indeed, DeSeve et al. (1997) argue that much of the detailed reengineering cannot be done Connelly and Pardo (1998) and Dawes, Pardo, Connelly, Green, and McInerney (1997) .
until the project is implemented. They suggest that reengineering should be initiated with high-level business processes and then have a more detailed reengineering done at the time of implementation.
Best Practices Specific to Technological, Functional, and Substantive Areas
An alternative to universal best practices is to look for best practices in more limited functional, substantive, or technological areas. Cortada (1997, p. 76) asserts that the most important improvements "always come from industry-specific applications" and that IT architectures are becoming "increasingly industry-specific." Actually, the CIO/IAC (DeSeve et al., 1997) study partially accomplishes this by organizing its case studies and analyses by certain software or functional categories, including the following: automating manual processes, defining/delivering new services, document management, efficient user/allocation of resources, executive information systems, fraud detection, information delivery/sharing, infrastructure upgrade, standardization, and training delivery. By organizing the analysis this way, DeSeve et al. (1997) were able to identify certain patterns of problems and solutions for certain categories. For example, they point out that some projects (e.g., automating manual processes) have solid ROIs, but others, such as defining and delivering new services, have difficulty in identifying ROI with traditional accounting approaches. They also are able to identify certain characteristic problems that occur with certain kinds of projects such as document management (e.g., pressure to direct "pain" resulting from project impacts) and consequently the need to especially emphasize certain best practices such as internal selling for this category.
There also exist sources concerning best practices for specific categories of hardware and software in computing. For example, Duchessi and Chengalur-Smith (1998) recently published an article that relates to best practices and problems with client-server systems (see Table 6 ). Several of these overlap those more general ones listed in Tables 2 through 5 , including aligning IT strategy and strategic issues in general and business-focused planning. However, the client-server best practices give more attention to the role of the end users, noting that "when end-users feel threatened and begin using old or alternative systems, companies have a tough go of it, experiencing serious management, organizational, and technical problems" (Duchessi & Chengalur-Smith, 1998, p. 94) . Consequently, three of their best practices (Table 6 ) are oriented to getting early and continuous involvement and support from end users.
Specific technologies such as geographic information systems (GIS) likewise have detailed best practices applied to them. For example, Huxhold (1991) has described a "model urban GIS" project in which three general steps must be accomplished: evaluating geographic information needs, gaining organizational support, and managing the GIS project. Huxhold provides many more detailed specific 422 ARPA / December 2000 measures that need to be taken to accomplish these three steps and also tools that can assist in successful implementation of these steps such as a map inventory system and the use of a cross-reference chart showing the extent of map utilization among different users (Huxhold, 1991, p. 240) . Like Connelly and Pardo (1998), Huxhold sees personnel issues as crucial but is able to go further and identify specific roles that must be carried out if the project is to be successful, including the manager, analyst, systems administrator, programmer, processor, database administrator, digitizer, drafter, and others (Huxhold, 1991, pp. 262-263) .
There is a large and diversified literature that discusses best practices for IT functions such as purchasing of systems. Several of the key prescriptions evolving out of this literature overlap some of the above best practices (e.g., need to make sure that purchases are done for strategic business purposes that are compatible with organizational goals). But the purchasing literature goes on to include a wide array of prescriptions concerning many complex purchasing activities-including the writing of requests for proposals, legal considerations, and risk assessment of projects-that are too extensive to summarize here (see Strock & Adkins, 1993; Wyde, 1997 , for examples of such prescriptions pertaining to purchasing IT).
Best practices can be applied to a very specific process. For example, Xerox sent a team to L. L. Bean to discover its methods for filling orders because they were done so quickly (Harris, 1995) . They found some desirable practices that they could adapt to their own organization. For example, Bean's computer software sorted incoming orders so that packers could combine trips for items shelved close together (Harris, 1995) . Thus, the technology-specific literature can provide decision support lacking in more general literature on best practices.
In summary, future best-practice development needs to focus more on specific functions and processes, as well as software and hardware categories rather than (1) Senior managers establish the business direction, align information technology (IT) strategy with it, and make the client-server integral to strategy. (2) Encourage information system (IS) managers to be more oriented to business and less systems oriented and help business managers to conceptualize and integrate client-server applications. universal prescriptions that are characteristic of the current literature. This development will make for more useful prescriptions that can be applied to specific functional and structural issues. Universal prescriptions provide only very general guidance. However, as prescriptions get more specific, managers need to be cautious because they are subject to quick change. For example, prescriptions concerning purchasing have changed substantially within the past 10 to 15 years. Not long ago, this literature tended to emphasize requests for proposals (RFPs) that specified the nature of the hardware and software to be used to accomplish the project, whereas the current approach is to give substantial leeway to the vendor as it meets the goals and expectations of the project (e.g., Kelman, 1990) .
Best Practices and the Organization of Information Technology
The relationship between best practices and the overall organization of information management remains unclear. The generic best-practices literature cited above (e.g., Caudle, 1996; Cortada, 1997) would appear to implicitly support a more centralized approach to organizing IT given its emphasis on senior management roles. However, Cortada (1997, p. 59 ) acknowledges that there is "no cookbook" and that the structures in best-practice organizations can range from radical decentralization to centralization. He goes on to discuss how IT tasks and goals can differ significantly depending on the culture and nature of the organization (or subunits within an organization) involved. Cortada identifies four types of cultures (craft, systematic production, continuous improvement, and systematic customization) and points out that their major IT needs differ.
Do the Same Best Practices Apply to Public and Private Sectors?
The GAO study and much of the other best-practices literature draw heavily on practices from private-sector organizations. Thus, another implicit assumption in this literature appears to be that best practices in the private sector are transferable to the public sector. For example, four of seven detailed examples Caudle (1996) uses in her article based on the GAO study are drawn from private-sector examples. There certainly are great overlaps in the technology and management of IT in the two sectors as Bozeman and Bretschneider (1986) acknowledged in their seminal article proposing the concept of a "public management information system" model. Thus, many of the generic prescriptions should be applicable to both sectors.
But there are important differences that could affect best practices and make them less transferable. For example, the primary motivation for investing in IT in the private sector concerns the ability to compete in the marketplace (Grover, Teng, & Fiedler, 1998) . Cortada (1997) So there are many ways to arrive at a best practice. In the final analysis, a best practice is what gives your company the capability to outperform its competitors, grow market and profits and provide compelling value to customers, employees, and shareholders. (p. 79) Cortada (1997, p. 194 ) goes on to say that best practices can also be viewed as "me too" strategies and that organizations should try to come up with new practices that they can offer first to have a temporary advantage over their competitors, building up revenue and profit streams. He notes that although private-sector organizations do a great deal of benchmarking, most of these data are not made public because they are afraid of giving their competitors valuable data (Cortada, 1997, p. 27 ). Private-sector organizations also emphasize the use of IT to reduce cycle time-the time necessary to bring new products and services to market to improve their competitive position. These kinds of competitive forces driving investment in privatesector IT are not as relevant to most general-purpose governments.
Most general-purpose public-sector organizations cannot use competition to justify IT systems. In addition, as noted above, many public agencies have ignored or misapplied the calculation of ROI to their projects. For some kinds of projects, increased revenue streams may result, but in most there is no promise of revenue to cover the costs of new systems. Although IT is often seen as a way of cutting costs, research (e.g., Kraemer & King, 1986, p. 490) found that in the public sector, job creation and expansion offset and sometimes exceed job losses. Public-sector goals would appear to differ from private-sector goals, and thus methods of determining goals of projects may also have to vary from the private-sector model. In recent testimony, Renato DiPentima (Using the Best Practices, 1996) , who has worked in both public and private IT jobs, described the situation thus:
[In the private sector] . . . if we decided to go ahead with that investment, it would be followed by a very detailed project plan . . . what do we expect from this investment, are we going to increase our market share, are we going to open up a new product line which will produce more income? When I compare that to what I did in the same role in Government . . . there is a stark difference . . . the Government did not follow the same rigorous investment process. (p. 77) It would appear that decision making concerning public IT projects will not be able to use competition and ROI as major criteria for deciding among IT projects and thus generate and apply other criteria such as cost savings and improved services. An alternative is to use concepts such as customer value that are relevant to public-sector organizations, but the question remains how to assess customer value for public-sector services.
Likewise, as Newcomer and Caudle (1991) have pointed out, the decision-making process for public-sector organizations must be more externally focused with executives, legislatures, interest groups, and public demands and support all playing a role. External users pose special problems for evaluating public-sector information systems. The difficulties of implementing intergovernmental information illustrate special difficulties faced by governmental information managers. Federal, state, and local governments differ in the purposes for which they want to use systems. For example, California's Statewide Automated Child Support System (SACSS) has been brought to a halt (Newcombe, 1998) in part due to struggles among the federal, state, and county governments over the structure of the system. The federal government mandated deadlines and requirements that state officials viewed as unrealistic and counterproductive (Newcombe, 1998) . Likewise, many California counties preferred a decentralized multijurisdictional system that would meet county needs, whereas the state preferred a single system (Newcombe, 1998) . Governmental information managers must often resolve conflict among independent political bodies that have incompatible goals.
On the other hand, the rigor of private-sector IT decision making may be overrated. Changchit, Joshi, and Lederer (1998) looked at prescriptive models of how investments were made in private-sector organizations and then compared them with the actual process used by 15 private companies. They found that many of the techniques described in the prescriptive literature were not used at all in practice (e.g., competitive force analysis, value chain analysis, brainstorming, and other strategic planning approaches). Instead, they found that most of the analysis and "measurement" was qualitative, iterative, intuitive, based on past experience and judgment, and subject to much uncertainty. Likewise, persuasion was used to achieve consensus with the system's intended users so they would feel as though they were part of the system. It is possible that these 15 organizations were mediocre in their IT operations, and this explains why their decision-making processes do not resemble that pictured as desirable by private-(and public-) sector organizations in the best-practices literature. On the other hand, it may reflect the fact that the actual procedures used in private-sector organizations, perhaps even those viewed as having best practices, may vary significantly from those presented in the best-practices literature. One of the great values of empirical research is that it can challenge widely held assumptions based on subjective perceptions-they are often wrong.
Traditional Survey and Other Quantitative Analyses of Information Management
Much of the general best-practices literature is based on expert judgment and case studies, but in the general IS literature in journals such as MIS Quarterly, traditional empirical analyses are reported involving survey, quasi-experimental, and even experimental research. Unfortunately, much of this literature is not very useful in developing prescriptions in assisting public managers concerning their IT decisions. First, IT empirical research tends to trail practice in both public and private sectors, and thus managers have to make decisions concerning technologies before empirical research is available to help. Indeed, Kraemer and Dedrick (1997) note that it is difficult to find in leading IS journals much empirical literature at all on 426 ARPA / December 2000 public management information systems. Moreover, when such studies are implemented, they often result in findings that do not provide clear prescriptions for public managers. Rather, the results are often unclear or tend to contradict assertions about best practices. For example, Kraemer and King (1986) summarized the results of research concerning the management of computing and found that many of the dimensions of computing policy thought to be important had no consistent impact on the success of computing, including user involvement in design of systems and the use of steering committees and policy boards to manage computing policy. Empirical studies can also result in contradictory results. Lacity and Willcocks (1998) developed five empirical best practices concerning outsourcing arrangements, but they note that their findings disagree with other research and speculate that the reason may be that the contradictory studies focused on the different kinds of deals.
Consequently, recent attempts often seek to reconcile these studies by moving toward a contingency approach in generalizations. Success (and thus best practices) may be contingent on key variables. For example, there is a fair amount of research to support the argument that there is no one best way to organize IT. Pinsonneault and Kraemer (1997) studied the impact of IT on the downsizing of city governments and concluded that the organization of computing should be congruent with the general structure of the organization. If the organization is decentralized, its computing function should be too. Indeed, the results of new technologies can be unpredictable, and technologies that are perceived to be decentralizing can have opposite effects, depending on the context in which they are implemented. For example, Duchessi and Chengalur-Smith (1998) reported that although clientserver technology permits organizations to become more decentralized, management often uses the technology to retain control and centralize.
Most research studies are conducted in a small subcategory of public organizations, and additional research is needed to determine if the findings are valid beyond the original sample in which they are conducted. These findings may or may not be generalizable beyond the immediate type of organization on which the study was conducted. The advantage of empirical research lies in the fact that it can be replicated and tested for validity in other categories of departments and organizations. Recently, Kraemer and Dedrick (1997, p. 107) decried the shift from serious study of computing impacts and management to what they saw as "promotion of computing" in all its forms. Certainly, we need more rigorous and varied approaches to the success of computing. In summary, the more traditional, academic empirical literature can reveal complexities and provide an important source of information that is more rigorous and objective than the other approaches.
Benchmarks and Benchmarking
Benchmarking is one of the recommended best practices according to the GAO (Caudle, 1996) , and thus we could have discussed benchmarks in the best-practices category above. Cortada (1997) and other best-practice experts argue that anything important in IT needs to be measured. Benchmarking refers to the process of taking these measures, comparing your organization's performance with the "best in class," identifying reasons for the gap between your organization and the best, and implementing changes to close the gap (Ammons, 1996, p. 6) . So why put forth benchmarks as a separate category from best practices? Although the best-practices literature emphasizes the importance of benchmarks, it has tended to be based primarily on qualitative methods of identifying best practices, and their prescriptions most often focus on process-oriented aspects of IT. Indeed, Strassmann (1995) , a skeptic about the best-practices literature, points out its lack of rigorous supporting data and its focus on processes. He argues that best-practices award winners often subsequently do poorly in market competition and that the process focus of much of the best-practices literature is faulty (Strassmann, 1995) :
Typically, a consultant will parade an exhaustive catalogue of what are . . . the "best practices," which he is now ready to prescribe as a cure for the client's problems. . . . Invariably they use survey questionnaires to come up with a list of what people think is important. . . . The fundamental flaw with this approach is that none of the "best practices" lists have ever been openly related to an objective measure of performance such as profitability. (p. 228) The benchmarking movement, by encouraging organizations to systematically gather and share information concerning key measures of success, can help to create the possibility of more rigorous quantitative analyses of organizational performance that will complement the largely qualitative, case study-oriented literature that currently exists.
Although Cortada (1997) asserts that private organizations systematically gather and sometimes share benchmark data, I was able to find very little data concerning public benchmarks in traditional books and journal literature. In the private sector, such a lack could be due to reluctance to provide valuable information to one's competitors. In the public sector, this lack is more difficult to explain. In some cases, organizations may be reluctant to share information that may reflect unfavorably on their performance. Until such sharing takes place, it will be difficult to build an empirically based set of solid prescriptions for public-sector information management. Although many empirical studies have employed objective measures, much of the empirical research literature employs survey-oriented measures and subjective measures of success such as client satisfaction.
There are a few publications with benchmark information for public-sector IT. For example, in his account of the implementation of GIS in Milwaukee, Huxhold (1991, pp. 242-244 ) cites a variety of specific costs per parcel for digitizing information and other costs per square mile key GIS activities. Another example concerns university computing officials who have banded together to share data on key costs of supporting networked systems. Leach and Smallen (1998) cite data based on 60 colleges and universities in the United States concerning measures such as 428 ARPA / December 2000 network services annual costs (per active port and used port) and average costs per user at the 25th, median, and 75th percentiles.
David Ammons's (1996) Municipal Benchmarks is one of the few works to provide some generic IT benchmarks that apply across most organizations, although there are only a few measures reported even in this work. The benchmarks contained in his study are primarily drawn from municipalities that have been recipients of the Government Finance Officers Administration's Distinguished Budget Presentations Award. Thus, this sample is self-selected and is likely to reflect organizations that tend to be better than average in their performance. The existence of such outcome measures provides empirical referents for organizations attempting to gauge the quality of their performance. Table 7 shows some of the key data-processing measures and reflects a combination of actual performance measures and expected levels of performance (Ammons, 1996) . In some cases, such as response time for problems, certain municipalities broke out their data according to the nature of the problem (e.g., networking, production, data help desk queries), and many used other time standards (e.g., immediate response and within 4, 24, and 48 hours, respectively). There are a few other measures indicated such as data entry accuracy, on-time production runs, and the accuracy of project cost estimates and timetables (Ammons, 1996, p. 48) , but these measures only had one or two municipalities reporting them. Ammons (1996) points out a number of limitations of the benchmarks and the benchmarking literature. He sees cost data as very problematic due to accounting differences in how overhead, employee benefits, depreciation, and other aspects are measured as well as regional cost variations, and thus he avoids cost-based measures. Definitions of concepts can vary as well as how they are implemented, which could render invalid direct comparisons on quantitative measures. Thus, his book concentrates on measures that would be valid across many organizations. As he notes, the data are unaudited. There is evidence that if such measures were to become viewed as tied into important personnel functions and public relations (e.g., concerning evaluation of the department and its personnel), they could become corrupted, and there is the possibility of goal displacement and a "white lie" effect (Ginsberg, 1984) . Thus, if benchmarks were adopted by governmental agencies, it would be best if they were viewed as feedback mechanisms that should not be directly related to personnel or public relations functions. The development of truly useful prescriptions on IT in public organizations may have to await the establishment of a body of objective measures.
The Problem and Disaster Literature
The problem and disaster literature is the reverse face of the best-practices literature. By studying known system problems and failures, we may be able to identify critical failure factors (CFFs). Kraemer and Dedrick (1997) note that we need to study problems and failures such as those described in GAO and other governmental reports:
The U.S. General Accounting Office's audit reports on information technology in the federal government, and similar reports by state and local governments, provide ample evidence that these operational and management issues exist throughout the federal system. Moreover, the fact that these reports document the same kinds of management problems with the technology time after time indicates the need for serious research to address the underlying issues. (p. 109) There have been several highly disseminated disasters in the IT field, including problems of developing and implementing new systems such as those of the Federal Aviation Administration (FAA) and Internal Revenue Service (IRS). There has emerged a literature that has used these and other examples of failures to identify CFFs and strategies for avoiding them. Although it is possible to do surveys of problems and disasters as McComb and Smith (1991) have done, most of the problem/ disaster literature is based primarily on case studies and often journalistic accounts of failures that happen to come to light, and thus this literature is qualitative and open to challenge concerning the validity and reliability of its findings.
However, unlike the case with the best-practices literature, organizations are reluctant to let us know of their failures, and thus there is no problem of self-promotion. The problems and disasters reported in this literature are most likely atypical of the true problems and "disasters" that occur in public organizations (Rocheleau, 1997) . It is likely that the smaller, more mundane failures are missed, and only large disasters that affect the general public are likely to become known outside the organization. Still, although many want to take credit for the success stories that characterize the best-practices literature, failures lead to a much more difficult, more critical assessment concerning the cause(s) of failure and thus offer valuable insight to both practitioners and researchers.
The problem/disaster and best-practices literatures would seem to be complementary to one another, but most best-practices articles do not integrate material concerning failures. One exception is Cortada (1997, pp. 4-5) , who identifies certain bad practices such as the following: (a) Copy systems from other organizations as is, (b) adapt a best practice without validating it to see if it is a best practice and whether it has business value, (c) do not keep the best practice up-to-date, and (d) adopt best practices for fashion's sake rather than strategic reasons. Analysis of problems and disasters often leads to cautions about what not to do rather than steps to positively pursue.
There are a fairly large number of failures that have been attributed to the purchasing and development processes of governmental (and private) information systems. Indeed, the Standish Group (1995) has done a survey that shows that a majority of systems that are attempted to be developed ultimately fail. Cats-Baril and Thompson (1995) provide a detailed account of a flawed attempt to develop a new human resources management system in Vermont and conclude that the project 430 ARPA / December 2000 managers failed to assess the risk of failure for the project. In part due to these well-publicized failures, many practitioners now regularly do risk assessment. Indeed, the California State Department of Information Technology (1998) has an online risk assessment instrument that is intended to systematically guide one through the purchasing and development phases and allow one to identify problem projects early enough to take steps to solve problems or cut off funding.
In Table 8 , a summary is presented (based on Rocheleau, 1997) of certain types of problems and limitations that computer systems in governmental agencies have encountered. Many of the most prominent disasters have involved the purchasing process, and to a substantial extent, the problems involving the extreme delays, inflexibility, and legal challenges related to computing have been addressed as federal and state governments have passed new legislation and made new rules that allow more discretion to public officials to purchase systems. Governments are applying several approaches to solving problems with the development process, including more training for project managers and/or use of outside agencies for project overview, top executive involvement, software engineering, and risk analysis, among others.
The purchasing and development problems are by far the most likely ones to come to public attention. For example, California's Department of Motor Vehicles (DMV) spent 7 years and $50 million on a system that was never implemented (Towns, 1998) . Analysis of this failure by state officials found that the project was so huge and complex that the state did not have adequate project management skills to handle such a project. Thus, the state is now doing risk assessment and attempting to improve its project management capacity to avoid such failures in the future. The failure of California's Statewide Automated Welfare System was caused by a "creaky procurement system" and "ineffective project management" as well as disagreements among federal, state, and local governments (Newcombe, 1997) .
Other problems and limitations have hindered the effective use of systems even after they have been purchased and developed appropriately. Problems such as poor quality of data, inadequate payoffs, and obstacles to sharing can result from several causes, and managers at all levels need to be aware of them. Several of the prescriptions from the problem/disaster literature overlap those of the best-practices literature, such as the need to provide training and do risk assessments of projects in the purchasing and development stages. By showing that such practices are not only used by best-practice outfits but also can avoid major problems and disasters, managers can make a stronger case for adopting these prescriptions. Purchasing process is slow and often Slow appeals-ridden, inflexible process with lack Make legal and rule changes that provide more flexible, faster fails to produce successful project.
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of skills on part of those involved. processes. Provide training and assistance to those involved. Use risk management tools early to identify potential problems. Development process is slow and often In addition to technical problems, poor project Make sure that project managers have the experience, skills, and fails to produce successful projects.
management and large projects involving resources available to do an adequate job whether through use of overwhelming complexity.
training and/or outside resources. Break large projects up into smaller modules and use risk management to identify problems early. Senior managers should be involved in the process. Consider using tools such as software engineering. Poor quality of data is a common Inadequate oversight, lack of technical controls, Make technical checks, implement closer oversight, and use and problem.
organizational resistance, and nonuse spur data provide feedback to data gatherers. quality problems. Obstacles prevent useful sharing of data. Interoperability problems, database Legal changes and establishment of joint technical standards for incompatibilities, legal, and organizational organizations involved. Use political skills by managers to overcome obstacles cause resistance to sharing. organizational resistance. Inadequate payoffs result from New systems are not used as much as expected Use better implementation procedures, including more training of end implemented projects. and do not have expected benefits due to users. Provide more realistic expectations of new systems. resistance of end users, poor implementation and training, and other reasons. SOURCE: Adapted from Rocheleau (1997) .
