Abstract-In this paper, the performance of turbo-coded orthogonal frequency and code-division multiplexing (OFCDM) systems is investigated with soft multicode interference (MCI) cancellation and minimum mean-square error (MMSE) detection for downlink transmission in future high-speed wireless communications. To regenerate the soft interference signal, the conventional turbo decoding algorithm must be modified to provide log-likelihood ratio (LLR) values for all coded bits. Based on the LLR outputs of turbo decoder, two soft-decision functions are proposed, called LLR-soft-decision and Gaussian-soft-decision functions. The Gaussian assumptions used for deriving these two soft functions are verified by simulation results, and simple methods are proposed to estimate parameters used in the soft functions in practical systems. By means of computer simulations, the performance of soft MCI cancellation is studied extensively and compared with that of hard ones. It is shown that in a highly frequency-selective channel, soft MCI cancellation and MMSE detection can significantly improve the performance of turbo-coded OFCDM systems. Two iterations in turbo decoding are sufficient for both hard and soft-decision functions. The proposed soft-decision functions outperform the hard-decison function with various channel conditions and system parameters, such as the channel correlation, the quality of channel estimation, the number of iterations in turbo decoding and the frequency-domain spreading factor ( ). Furthermore, the Gaussian-soft-decision function provides better performance than the LLR-soft-decision function. Finally, although frequency diversity gain is saturated for large channel correlation when is large as in [6], the gain increases further with increasing for small channel correlation even when is large.
I. INTRODUCTION

I
N FUTURE wireless communications, it is widely believed that the data rate on the downlink transmission should be increased significantly for a system to provide advanced multimedia services such as watching movie in real time. Therefore, a huge bandwidth (e.g., 100 MHz [1] ) is needed in downlink. Since the multipath interference is severe in such a broadband channel, the orthogonal frequency-division multiplexing (OFDM) technique has been considered due to its robustness to multipath interference. Moreover, code spreading is introduced in the OFDM system to provide more flexibility to the system deployment. Combining the OFDM with two-dimensional (2-D) code spreading, which includes time and frequency-domain spreading, the orthogonal frequency and code-division multiplexing (OFCDM) system has been proposed as a promising candidate for the downlink transmission in future broadband wireless communications [2] , [3] .
In the OFCDM systems, the orthogonal variable spreading factor (OVSF) codes [4] are employed as the 2-D spreading codes. Each data symbol is spread in time-domain with chips and in frequency-domain with chips. It should be noted that the subcarriers carrying the chips in frequencydomain should be separated as far as possible, so that the subcarriers experience different fading and the maximum frequency diversity gain can be obtained. It is assumed that in downlink transmission, the system employs packet switch instead of circuit switch. Therefore, at any time, only one user is concerned and there is no multiple-user interference. Given the total spreading factor , a user data rate can be increased by using multicode transmission. However, in a realistic broadband mobile channel, the code orthogonality will be distorted by the possible fast fading and more seriously, the frequency selectivity. Therefore, in the OFCDM system, multicode interference (MCI) is present in the high-speed transmission. In order to improve the system performance, MCI cancellation must be considered.
The basic idea of MCI cancellation is to use the decision signals of previous stage to regenerate MCI, then subtract MCI from the received signal. The decision function could be hard or soft. In [5] , the hybrid MCI cancellation and MMSE detection was proposed, where the hard decisions of the demodulation output were used. In [6] , hard decisions are used for coded OFCDM systems. Compared with the pure MMSE, the hybrid detection can enhance the system performance significantly. The hard-decison function is easy to realize and the MCI can be totally eliminated if the tentative decisions of previous stage are correct. However, when the tentative decisions are wrong, the MCI will be increased considerably from error propagation, actually doubled for binary phase-shift keying (BPSK) modulation. In order to improve the system performance with hard decisions, a soft-decision function [7] should be used to regenerate MCI. The soft MCI cancellation approach is more complex, but it can provide better performance over the hard one by alleviating the effect of error propagation.
In OFCDM systems, since the spread chips in frequency-domain experience different fading in a highly frequency-selective broadband channel, efficient signal combining techniques must be employed in the 2-D despreading. In this paper, a slow fading and highly frequency-selective channel is considered. Equal gain combining (EGC) is employed with time despreading, while minimum mean-square error (MMSE) combining is used in frequency despreading. The objective of this paper is to investigate the performance of soft MCI cancellation in turbo-coded OFCDM systems with the combining techniques.
In the concerned OFCDM system with quadrature phase-shift keying (QPSK) modulation and turbo coding, soft data decisions are carried out on the decoding output. Since all coded bits are required to regenerate the MCI, a modified turbo decoding algorithm is proposed to provide the log-likelihood ratio (LLR) of both systematic and parity bits. Based on the LLR output, the optimal soft-decision functions which minimize the decision errors are derived. Moreover, practical algorithms are also proposed to estimate the MMSE weighting factors and the parameters in the soft-decision functions.
The rest of this paper is organized as follows. Section II describes the OFCDM system in detail, including the packet structure, transmitter, channel model, and receiver. The operation of soft MCI cancellation and MMSE detection is shown in Section III, which describes the modified turbo decoding algorithm and derives the optimum soft-decision functions. Then, the performance of the turbo-coded OFCDM system with soft MCI cancellation and MMSE detection is evaluated in Section IV by computer simulations. Finally, conclusions are drawn in Section V. Fig. 1 illustrates the packet structure of the OFCDM system in three dimensions. In code domain, there are totally data channels and one pilot channel, sharing the time and frequency resources. In order to obtain good channel estimation, the code-multiplexed pilot channel should be orthogonal to all data channels in time-domain. Therefore, will be at most . With the spreading factor , the th code channel is spread by a dedicated 2-D spreading code  , where the time-domain spreading code,  , is  an OVSF code with a length of  , and the frequency-domain spreading code,  , is an OVSF code with a length of . and are the th and th codes on the and layers in the OVSF code tree [4] , respectively. Suppose that the zeroth time-domain spreading code with all " " is assigned to the pilot channel. The relationship among  ,  and  is  and  , where  ,  , and is the integer portion of . In frequency-domain, the whole bandwidth is divided into subbands with subcarriers. Given the frequency-domain spreading factor, , each data code channel can transmit symbols on the subcarriers in parallel. Finally, in time-domain, each packet is composed of OFCDM symbols, each one consisting of a guard interval of and an effective OFCDM symbol of . The guard interval is inserted between the effective OFCDM symbols to prevent intersymbol interference in a multipath channel. In one packet duration, each data code channel can transmit unspread symbols per subcarrier. In summary, totally data symbols are contained in one packet.
II. SYSTEM DESCRIPTION
A. Packet Structure
B. Transmitter
The basic structure of the turbo-coded OFCDM system is illustrated in Fig. 2 . It is assumed that the th data channel with the 2-D spreading code is the desired channel. The data bits are first turbo-encoded [8] , and then translated into quadrature phase-shift keying (QPSK) symbols by the modulator. A symbol interleaver is employed to improve the coding gain by randomizing the burst channel errors. The interleaved data symbols are then serial-to-parallel (S/P) converted into streams, modulating subcarriers after spreading. Since the processing of all data symbols is similar, Fig. 2 illustrates the operation on one data symbol as an example. As shown in Fig. 2 , each symbol is first spread into chips in time-domain with the spreading code .
Then, the time-domain spread signal is duplicated into copies and multiplied by the frequency-domain spreading code . Therefore, totally spread chips per data symbol are obtained by means of the 2-D spreading. The other data symbols are processed in the same way. Hence, totally spread chips are obtained in frequency-domain. Before being up-converted to subcarriers, these chips are interleaved so that the subcarriers corresponding to the chips carrying the same data symbol are separated in the frequency band, experiencing different fading and providing maximum frequency diversity gain. Using a uniform block interleaver, the zeroth data symbol uses the subcarrier, the first data symbol uses the subcarrier, and so on. After interleaving, the chips will be up-converted to subcarriers and transmitted in parallel. Note that this up-conversion at the transmitter and the down-conversion at the receiver could be realized by an -point IFFT and FFT block, respectively, in practical systems. The signals from the code channels and the pilot channel will be added together at the code multiplexer. The transmitted signal is given by (1) shown at the bottom of the page, where is the signal power of one data code channel on one subcarrier, is the power ratio of the pilot channel to one data channel, is the modulated data symbol with unity power of the th data channel on the th subcarrier in the th time chip (or OFCDM symbol) duration, is the known QPSK symbol in the pilot channel with the all " " spreading code, is the baseband equivalent frequency of the th subcarrier, and is the rectangular pulse shaping filter.
C. Channel Model
Under the assumption of perfect suppression of multipath by the guard interval, a parallel slow fading multichannel model is employed [9] . The signal transmitted on each subcarrier is multiplied by a complex fading factor ( ),
then added by a complex additive white Gaussian noise (AWGN) with a power spectral density of . The amplitude and phase of are assumed to be Rayleigh distributed with and uniformly distributed in , respectively. The correlation between any two channel fades and is introduced by the frequency separation , given by [10] , [11] (2)
where stands for the conjugate operation and is the channel coherence bandwidth. The correlated Rayleigh-fading channels can be generated according to [12] .
D. Receiver
After passing through the parallel multichannel, the received signal is first down-converted, and then passes through the integrator. The resultant signal on the th subcarrier in the th OFCDM symbol duration is given by (3) where the variance of the noise term is . In a slow-fading channel, using the orthogonally code multiplexed pilot channel, the channel fading on each subcarrier can be estimated by first despreading the pilot channel, and then averaging the signals over the whole packet duration. Since the orthogonality in time-domain between the pilot channel and data channels preserves at the receiver side, the estimated channel fading is interference-free and only corrupted by the channel noise. The estimated channel fading is given by (4) where the estimation noise is a zero-mean complex Gaussian distributed variable with a variance of . With the estimated fading factors, the signals are then combined in time-domain, where EGC combining is employed. The weight of EGC on the th subcarrier is given by (5) It should be noted that except the desired code , the rest 2-D codes can be divided into two subsets: and . After passing through a slow fading channel, the orthogonality between the desired code and the code channels in can be preserved. Thus, the output of the time-domain combiner is only interfered by signals from the code channels in . On the th subcarrier, after time-domain despreading with EGC combining of the zeroth to OFCDM symbol, the resultant signal of the th code channel is given by (6) where corresponds to the zeroth data symbol of the symbols in time-domain, and the noise term has a variance of . Note that the contribution from the pilot to the output of the time-domain combiner is zero. After the time-domain despreader, soft MCI cancellation is carried out. The regenerated soft MCI for the interested data signal on the desired code channel is given by (7a) It is subtracted from the output of the time-domain combiner, given by (7) where the superscript of stands for the th stage, and is the soft data decision. The resultant signals are then combined in frequency-domain with the MMSE technique. Since the weight of MMSE is related to the input interference power, it should be updated stage by stage as the MCI cancellation goes on. The MMSE weight at the th stage is given by (8) Consider the frequency-domain despreading with MMSE combining of the subcarriers. The output of the MMSE combiner for the desired code channel is given by (9) shown at the bottom of the next page, where corresponds to the zeroth data symbol of the symbols in frequency-domain and the zeroth data symbol of the symbols in time-domain. Equation (9) is composed of the useful signal component, noise term
, and the residual MCI . It can be seen from (9) that the output of the MMSE detection is biased by a factor of . Therefore, should be normalized by the factor to get the unbiased signal. After normalization, the complex resultant signals are then demodulated and turbo decoded to recover the transmitted information bit sequence.
III. SOFT MCI CANCELLATION AND MMSE DETECTION
A. Estimation of MMSE Weights
In order to carry out MMSE detection and get the bias factor in practical systems, [see (8) ] must be estimated. First of all, given the data power , with the channel estimation , the numerator of can be estimated as . Second, since the data symbols transmitted on different code channels are independent of each other, after soft MCI cancellation, the signals on different code channels should have the same power, i.e., is same for all . Moreover, assuming that in a slow-fading channel, the signals on each subcarrier experience the same fading in a packet duration, is same for . Finally, since in frequency-domain, the fading factors on nearby subcarriers are highly correlated, is approximately the same for , where is the window size. When the coherence bandwidth of the frequency-selective channel is large, can take a large value due to the high correlation. On the contrary, when the coherence bandwidth is small, the correlation between subcarriers is reduced and a small is expected. In summary, the estimation of can be obtained by averaging (10) which is an unbiased estimator. Therefore, can be estimated as (11) Thus, the biased factor is approximated by and the normalized signal is given by (12) where the term includes the noise caused by factor estimation error, residual MCI, and channel noise.
B. Modified Max_Log_Map Turbo Decoder
It is assumed that the normalized detection output is corrupted by a zero-mean complex Gaussian noise , where and . The in-phase and quadrature components of are independent of each other.
Moreover, the variance of is supposed to be the same for all time and frequency positions, i.e., .
Therefore, after the QPSK demodulator, the input signals to the turbo decoder can be taken as BPSK modulated bit sequences passing through an AWGN channel with a noise variance of .
Consider the demodulated signals on the th data channel. They can be grouped into sequences and corresponding to the systematic bit stream and parity bit stream , respectively, where and is the sequence length. The conventional turbo decoders proposed in [8] can be used. For implementation purpose, the less complex Max_Log_Map [13] algorithm is employed. It should be noted that the conventional decoding algorithm only provides LLR for the systematic bits. However, the LLR of all coded bits are needed to regenerate the soft MCI. Therefore, the algorithm should be modified to provide the LLR for parity bits as well.
Denote the coded output at step as . The original definition for the LLR of the systematic or parity bit is given by (13) (9) where and are the states at step and , respectively, and the sub " " stands for systematic or parity. Conditioned on all the observations, , ( , 1) is the probability that or is , and is the joint probability that , the state at step is , and the state at step is .
can be obtained from the joint probability by summing over all possible and .
is further divided into three items, , , and
. Conditioned on the observations from step 0 to , , called as the forward accumulated path metrics, is the probability that the state at step is . , called as the backward accumulated path metrics, is a term related to the probability that the state at step is conditioned on the observations from step to . Finally, , called as the branch metrics, is the joint probability that the state at step is , the coded output , and the observed signal is , conditioned on the state at step being . Using the approximation of , the LLR of or can be calculated as (14) where , , and . For , can be calculated as in [13] . However, for , the calculation of is given by (15) A priori information depends on the extrinsic information of the systematic bit provided by the previous decoder, given by (16) shown at the bottom of the page. By assuming that is proportional to , is also proportional to this ratio. Therefore, can be omitted from the metric calculations, and is given by (17) shown at the bottom of the page. With and calculated for the LLR of systematic bits, and the modified branch metrics , the LLR of parity bits can be obtained. Since the LLR of parity bits is only calculated in the last iteration, the excess complexity caused by the modified Max_Log_Map algorithm is limited.
C. Optimal Soft-Decision Functions
At the output of the turbo decoder, the LLRs of systematic bits and parity bits are combined into one LLR stream, which is denoted as , for the th data channel at the th stage, where is the number of coded bits transmitted on one data channel. The soft data decision is given by , where is the soft-decision function and can be found by minimizing the conditional mean-square decision error (MSDE) [14] , [15] , where is the transmitted coded bit before QPSK modulation. By differentiating the conditional MSDE with respect to and letting the differentiation be zero, one obtains (18) It can be seen from (18) that the soft-decision function is decided by the statistic property of the turbo decoding output . Based on different interpretations of , two different soft-decision functions can be obtained. First, the physical meaning of is exploited, i.e., is the LLR of coded bits. Using the definition of LLR, a soft-decision function called LLR-soft-decision function will be derived, where the probability density function (pdf) of is not needed at all. On the other hand, regardless of the original definition, the final turbo decoding output can be approximated as a BPSK modulated signal passing through an AWGN channel [8] . Based on this assumption, the pdf of can be obtained and another soft-decision function called Gaussian-soft-decision function will be derived. Although is not required in the modified Max_Log_Map algorithm, it occurs in the optimum soft-decision function (21). Hence, the estimation of is needed. A data decision aided algorithm is proposed to estimate . First, at the output of the MMSE detection, a hard decision is made on the observed complex signal sequence of the concerned code channel, denoted as . Then, the variance is given by (22) The accuracy of this estimator improves when the quality of channel estimation and MMSE detection output improves.
2) Gaussian-Soft-Decision Function: According to the research on turbo codes [8] , the decoding output can be approximated as a BPSK modulated signal passing through an AWGN channel. The sign of the assumed BPSK signal is the same as that of and the amplitude is . Therefore, can be approximated by (23) where is the assumed AWGN noise with a variance of . Hence, the decision function is given by
In practical systems, the parameters and can be estimated by (25) shown at the bottom of the page.
IV. SIMULATION RESULTS
A. Configuration
Computer simulation results are presented in this section to show the performance of soft MCI cancellation and MMSE detection in the turbo-coded OFCDM system. The major system parameters are defined as follows unless noted otherwise. The system employs a 2-D spreading factor of , and 48 code channels are used for (25) data transmission. The power ratio between the pilot channel and all data channels is set to 0.2. A bandwidth of 100 MHz is employed and totally are used with a subcarrier spacing of 97.56 KHz. In one packet duration, there are . Individually encoded by a turbo code [16] of 1/2 rate, the information bits transmitted on each data channel have a length of when QPSK is considered, where 12 is the length of tail bits. Note that the length of information bits in turbo codes reduces when the total spreading factor increases. Moreover, the prime interleaver [16] is employed as the internal interleaver of turbo codes. As to the parallel channel model, given a bandwidth of MHz, the correlation between adjacent subcarriers carrying the same data symbol is set to for . According to (2) , the corresponding can be obtained as 0.47 MHz. Other values of channel correlation will also be considered, corresponding to different . The lowest considered in this paper is 0.05. In MMSE weight estimation, the optimal averaging window size in frequency-domain should be adjusted according to channel correlations. It is obtained from simulations that for to 0.1, the optimal window size is three. Although the window size could be larger when higher channel correlation is considered, the performance difference between the optimal size and the size of three is not significant. Therefore, for simplicity reason, is set to three for all channel correlations. At the receiver side, the modified Max_Log_Map algorithm is employed in the turbo decoder. Finally, the effective information bit signal-to-noise ratio (SNR) is defined as , where 2 is the number of bits in one QPSK symbol and is the effective code rate which takes the tail bits in turbo codes into consideration.
B. Accuracy of Gaussian Assumptions for and
First of all, the Gaussian assumptions of the variables and are verified by simulations. Note that is the normalized MMSE detection output at the th stage for the th code channel, where and stand for the positions of the recovered data symbol in time and frequency domains, respectively. Given and dB, the number of iterations in turbo decoding is set to two. Using the system parameters defined before, totally , or , equivalently, are transmitted on each data channel in one packet duration. The zeroth data code channel is of interest. Using the same set of channel fading factors, additive channel noise and data symbols are generated randomly. A seven-stage soft MCI cancellation is employed. When the LLR-soft-decision function is employed, the normalized MMSE detection outputs (
) are recorded at each stage, while when the Gaussian-soft-decision function is used, the signals at the output of turbo decoder ( ) are recorded. Totally, 100 packets are simulated. The parameters, i.e., , , and , are estimated according to (22) and (25), respectively. The decoding output is then normalized by . Histograms are shown in Fig. 3(a) and (b) for the signals demodulated from all in the zeroth and seventh stage, respectively, and in Fig. 3(c) for normalized decoded signals received in 100 packets. As a comparison, histograms are also plotted in Fig. 3 for Gaussian variables with the estimated variances of and . In Fig. 3(a) and (b), for the histograms of the observed demodulated signals, it can be seen that at both the zeroth and seventh stages, the curves are concentrated on the possible transmitted signals, and . At the zeroth stage, the MCI and noise in the demodulated signals are serious, and the curve is relatively flat. As soft MCI cancellation goes on, at the seventh stage, part of the MCI is cancelled out and the curve changes sharply. In both cases, the histograms of demodulated signals are similar to those obtained from Gaussian variables with the variance of . Meanwhile, the histograms of the decoded signals in Fig. 3(c) show the same properties as those of the demodulated signals. However, compared with the demodulated signals, the decoded signals are much closer to the Gaussian variables. Hence, from Fig. 3 , it can be concluded that the assumptions of Gaussian distribution for and are reasonable, and the turbo decoder output can be more accurately modeled as Gaussian variables than .
C. System Performance
The packet-error rate (PER) and bit-error rate (BER) (after decoding) of the turbo-coded OFCDM system are illustrated in Fig. 4 when Gaussian-soft-decision MCI cancellation and MMSE detection is used. Since BER curves behave similarly to PER curves, only the description of PER is presented. It can be seen that at the zeroth stage without MCI cancellation, the system performance is quite poor. The PER performance is almost flat as SNR increases. Due to the low correlation , the MCI is serious and even the powerful turbo decoding cannot work in such a deteriorative environment. Although SNR increases, the system performance is limited by the MCI, and PER cannot be reduced. However, when soft MCI cancellation is introduced, the system performance can be enhanced considerably. The PER decreases as the number of stages increases due to the reduction of MCI in each stage, especially when SNR is large. This is because when MCI decreases, the system can benefit from the frequency diversity gain. Furthermore, turbo decoding begins to work and provides coding gain to the system. The most significant reduction in PER is obtained from the zeroth stage to the first stage, then the reduction becomes smaller as the number of stages increases. However, since the MCI in a channel with low correlation is severe, there is still considerable improvement in PER even at the seventh stage. For example, at dB, the PER at the seventh stage is around 20% lower than that at the sixth stage. Therefore, in a highly frequency-selective channel, the performance of the turbo-coded OFCDM system can be improved significantly by the soft MCI cancellation. The larger the number of stages, the lower the PER. With , a seven-stage soft MCI cancellation can provide good performance.
Given dB, using Gaussian-soft-decision MCI cancellation, the PER is plotted in Fig. 5 as a function of the number of stages for various channel correlations. Note that is varied in order to obtain different channel correlations. It is shown that with all kinds of correlations, the PER reduces as the number of stages increases. With a seven-stage soft MCI cancellation, the system in the lowest correlation obtains the most significant improvement in PER. On the other hand, when the channel correlation increases, there is less improvement in PER when the number of stages increases. It can be seen that for , a seven-stage soft MCI cancellation is needed. However, when , the PER reduction after the fourth stage is not significant. Hence, a four-stage soft MCI cancellation is sufficient for the system. Similarly, when , the performance improvement after the second stage is limited. Thus, a two-stage soft MCI cancellation is needed for . In conclusion, the number of stages required in the system depends on the channel correlations. If the system works in a channel with low correlations, a soft MCI cancellation with a large number of stages is preferred. However, if the concerned channel has high correlation, a small number of stages such as two or four is sufficient. A seven-stage MCI cancellation is employed in the following contents.
The system performance is further investigated in Fig. 6 as a function of channel correlation. Given , the channel correlation is represented by . The PERs of the seventh stage in MCI cancellation are shown when hard-decison, LLRsoft-decision, and Gaussian-soft-decision functions are used. It can be seen that with MCI cancellation, the PERs become larger as the channel correlation increases. For various values of , the Gaussian-soft-decision function always provides the best performance among the three decision functions, and the LLR-soft-decision function outperforms the hard-decison function. The superiority of Gaussian-over LLR-soft-decision function is because that the approximation used to obtain Gaussiansoft-decision function is more accurate than that used to obtain LLR-soft-decision function, as shown in Fig. 3 . As a comparison, Fig. 6 also shows the system PER (after turbo decoding) at the zeroth stage without MCI cancellation. It can be seen that the PER at the zeroth stage slightly reduces as increases, which is contrary to the trend of the PERs with MCI cancellation. To explain the PER trends, the BERs before turbo decoding are shown in Fig. 6 for the zeroth and seventh stage when Gaussian-soft-decision is used. It is seen that the BERs increase with . This is because although the MCI reduces as increases, the frequency diversity gain also decreases. As a result, the BER performance degrades. However, at the zeroth stage, the BER before turbo decoding is almost flat, so the change in input SNR to the decoder has little influence on the decoding output. On the other hand, the Max_Log_Map decoding algorithm is derived based on the assumption that the input signals have the same SNR. However, since the modulated symbols are spread with different set of subcarriers, the received SNR of each symbol is different. This SNR difference decreases when the channel correlation increases. Therefore, at the receiver side, the assumption that the inputs to the turbo decoder have the same SNR becomes more accurate as the channel correlation increases. As a result, the Max_Log_Map algorithm works better and the PER performance improves. On the other hand, at the seventh stage, the BER before turbo decoding increases rapidly with . In this case, the input SNR dominates the performance of decoding algorithm and the PER degrades as increases. Given and dB, Fig. 7 shows the PER performance comparison of the system with MCI cancellation using different decision functions. The soft-decision function with a fixed parameter, i.e., , is also investigated. The parameter is changed from 0.01 to 5 in order to find its optimum value. It can be seen that when is small, the PER is high and the performance is much worse than that of the hard decision. As increases, the PER reduces and achieves a minimum value for near 0.2. Choosing , the soft-decision function provides the best performance among all decision functions including the hard, LLR-soft and Gaussian-soft-decision functions. Then, as is increased further, PER performance degrades, and is poorer than that of LLR-soft and Gaussian-soft-decision functions, and approaches to that of hard decision. Therefore, it can be seen that with properly chosen , the soft-decision function can achieve the best performance in all the investigated decision functions. This is because although LLR-and Gaussian-soft-decision functions are derived to minimize the MSDE, the derivations are based on some approximations of the real situations. Furthermore, the parameters used in LLR-and Gaussian-soft-decision functions need to be estimated, where the estimation noise is present. Thus, it is possible that the function outperforms the LLR-and Gaussian-soft-decision functions with appropriately chosen . However, since the optimum changes with channel conditions such as SNR and correlation, and the searching for the optimum is time consuming, the soft-decision function with is not applicable in practical systems. On the other hand, although the Gaussian-soft-decision function cannot achieve the minimum PER, its performance is stable and close to the optimal one. Furthermore, the estimation of parameters in the function [see (25)] is simple. Therefore, the Gaussian-soft-decision function is preferred in practical systems.
The effect of the pilot power ratio on the system performance is illustrated in Fig. 8 . For all the MCI cancellations with three different decision functions, when is small, the PER is high due to the poor channel estimation. When increases, more power is allocated to the pilot channel and better channel estimation is obtained. Therefore, PER performance improves as the quality of channel estimation improves, and PER reaches a minimum value for a particular value of . Further increasing beyond that value increases PER. This is because the total transmission power is limited. When too much power is assigned to the pilot channel, there is small power to data channels. So data channels become vulnerable to channel noise and the system performance degrades. In general, the power ratio should be set in the range of [0.15, 0.25] to provide near-optimum system performance, irrespective of the decision functions. Moreover, for various values of , the MCI cancellation using soft-decision functions always outperforms the one using hard-decision function, and the Gaussian-soft-decision function provides better performance than the LLR-soft-decision. In the turbo-coded OFCDM system, the number of iterations used in turbo decoding is an important parameter. Fig. 9 shows the system PER as a function of the number of iterations. It can be seen that using a seven-stage MCI cancellation, a sharp reduction of PER is observed from the 1st iteration to the second iteration. Then, the PER curve tends to be flat after the second iteration. This is because for the hybrid detection with multiple stages, much MCI has been cancelled out, and only few iterations are needed. In summary, two iterations are sufficient to provide good performance for the turbo-coded OFCDM system with either hard or soft MCI cancellation. Given a time-domain spreading factor of 8 and a system load of 0.875, the effect of the frequency-domain spreading factor, , on the system performance is investigated in Fig. 10 for dB and ( MHz). For comparison, another set of curves (dashed) are also shown in Fig. 10 using similar parameters as that in [6] . Since a discrete multipath channel model is employed in [6] , its frequency correlation is obtained by simply taking the Fourier transform of the delay power spectrum. Thus, the frequency correlation of the adjacent concerned subcarriers can be calculated as 0.564 for . The channel condition in [6] is approximated by the parallel multichannel model in the way that both channel models provide the same frequency correlation of the adjacent concerned subcarriers for . According to (2) , the corresponding coherence bandwidth in the parallel multichannel model is MHz. Then, given dB, the system performance is evaluated using the parallel multichannel model with ( MHz). For both small and large correlation, it can be seen that for , the system performance is not acceptable for either hard or soft-decisions. In spite of no MCI, the input to the turbo decoder is too noisy for the decoder to work due to no frequency diversity gain. When is two, the PER reduces a little due to the frequency diversity gain. As is increased further, the system performance improves significantly. This is because although MCI in frequency-domain increases, the frequency diversity gain also gets larger with increasing . With MCI cancellation, the gain from diversity overcomes the loss from increased MCI. Therefore, the SNR of the input signal to turbo decoding improves, the decoder works effectively, and the system performance is enhanced. The frequency diversity gain is saturated for large correlation when is large (i.e., ). This is in consistence with [6] . However, the system performance can still be improved significantly with increasing for small channel correlation even when is large. This is because for large correlation of , when increases from 16 to 32, increases from 0.564 to 0.807. Hence, the frequency diversity gain is saturated with the high . However, for low correlation of , is 0.15 for . With this low correlation and MCI cancellation, there is still considerable frequency diversity gain and the system performance can be improved significantly.
V. CONCLUSION
The performance of the turbo-coded OFCDM system has been investigated with soft MCI cancellation in this paper. Based on the likelihood output of turbo decoding, two soft-decision functions, i.e., LLR-soft-decision and Gaussian-soft-decision, are proposed. By means of computer simulation, the performance of MCI cancellation with soft-and hard-decision functions is studied extensively. The following conclusions are drawn.
1) Using Gaussian-soft-decision function as an example, soft MCI cancellation can improve the system performance significantly in a highly frequency-selective channel. Gaussian function outperforms LLR function. The number of stages needed in the MCI cancellation depends on the channel correlations. The lower the correlation is, the more the number of stages is needed. 2) In order to obtain near-optimum system performance, the power ratio of the pilot channel to all data channels should be taken in the range of [0.15, 0.25], irrespective of the decision functions used. 3) To carry out soft interference regeneration for the MCI cancellation, the conventional turbo decoding algorithm which only decodes systematic bits should be modified to decode parity bits as well. Furthermore, for both hard-and soft-decision functions, two iterations are sufficient in the turbo decoding to provide stable performance. 4) Although frequency diversity gain is saturated for large channel correlation when is large as in [6] , the gain increases further with increasing for small channel correlation even is large.
