Early attempts to characterize free-running human circadian rhythms generated three notable results: 1) observed circadian periods of 25 hours (considerably longer than the now established 24.1-to 24.2-hour average intrinsic circadian period) with sleep delayed to later circadian phases than during entrainment; 2) spontaneous internal desynchrony of circadian rhythms and sleep/wake cycles-the former with an approximately 24.9-hour period, and the latter with a longer (28-68 hour) or shorter (12-20 hour) period; and 3) bicircadian (48-50 hour) sleep/wake cycles. All three results are reproduced by Kronauer et al.'s (1982) coupled oscillator model, but the physiological basis for that phenomenological model is unclear. We use a physiologically based model of hypothalamic and brain stem nuclei to investigate alternative physiological mechanisms that could underlie internal desynchrony. We demonstrate that experimental observations can be reproduced by changes in two pathways: promotion of orexinergic (Orx) wake signals, and attenuation of the circadian signal reaching hypothalamic nuclei. We reason that delayed sleep is indicative of an additional wake-promoting drive, which may be of behavioral origin, associated with removal of daily schedules and instructions given to participants. We model this by increasing Orx tone during wake, which reproduces the observed period lengthening and delayed sleep. Weakening circadian input to the ventrolateral preoptic nucleus (possibly mediated by the dorsomedial hypothalamus) causes desynchrony, with observed sleep/wake cycle period determined by degree of Orx up-regulation. During desynchrony, sleep/wake cycles are driven by sleep homeostasis, yet sleep bout length maintains circadian phase dependence. The model predicts sleep episodes are shortest when started near the temperature minimum, consistent with experimental findings. The model also correctly predicts that it is possible to transition to bicircadian rhythms from either a synchronized or desynchronized state. Our findings suggest that feedback from behavioral choices to physiology could play an important role in spontaneous internal desynchrony.
Attempts to measure free-running circadian period in humans shielded from temporal cues began in the 1960s (Aschoff and Wever, 1962; Mills, 1964; Aschoff, 1967; Colin et al., 1968) . These experiments yielded sleep/wake cycle periods of approximately 25 hours (Wever, 1979) , with sleep delayed to a later phase relative to endocrine and temperature rhythms than during entrainment to light/dark cycles (Kriebel, 1974; Wever, 1973) . Curiously, after several weeks, most participants exhibited a phenomenon called spontaneous internal desynchrony (SID), in which sleep/wake cycles desynchronized from the circadian pacemaker driving endocrine and temperature rhythms . In most cases, observed circadian period (as determined by core body temperature) decreased from approximately 25.5 hours to approximately 24.9 hours, while sleep/wake cycle period increased to 28 to 68 hours (Wever, 1979) . However, in about one third of cases, observed circadian period increased from approximately 24.5 hours to approximately 24.9 hours, while sleep/wake cycle period decreased to 12 to 20 hours (Wever, 1975; Wever, 1979) , and in these participants, sleep was not usually delayed to a later circadian temperature phase prior to SID (Wever, 1979) . In other cases, participants transitioned from a synchronized or desynchronized state to a bicircadian (48-50 hour) sleep/wake cycle (Jouvet et al., 1974) .
Most of these experiments were performed in an environment free of time cues, where participants selfselected sleeping hours, light exposure, meal times, and environmental temperature (Aschoff, 1965) . Today, self-selected schedules are considered unsuitable for assessing intrinsic circadian period due to the confounding effects of nonuniform exposure to phaseresetting agents (zeitgebers). For instance, participants typically chose to sleep during the advance portion of the light phase response curve (Kriebel, 1974; Wever, 1973) , resulting in net circadian phase delay (Czeisler et al., 1980; Zulley et al., 1981; Klerman et al., 1996) and, thus, an apparent lengthening of observed circadian period.
Development of forced desynchrony protocols provided a more accurate means of measuring intrinsic period (Kleitman and Kleitman, 1953; Lewis and Lobban, 1957; Czeisler et al., 1990; Czeisler et al., 1999) . Under recent implementations, a non-24-hour rest/ activity schedule of a period to which the circadian system cannot entrain is enforced in low light conditions, resulting in decoupling of sleep/wake and circadian rhythms. Nonphotic stimuli, including meals, are also distributed across circadian phases, minimizing (but not altogether eliminating) their effects on observed period (Czeisler et al., 1990) . These experiments have consistently revealed periods of approximately 24.1-24.2 hours in normal sighted individuals, with small statistical variation (Czeisler et al., 1999; Duffy et al., 2011) .
However, the physiological mechanisms underlying SID and the tendency for most participants to sleep at later circadian temperature phases during self-selected schedules remain unexplained. Instructing participants to take consolidated "daily" sleep blocks could feasibly have contributed to their choosing to stay awake at higher homeostatic sleep pressure; such behavioral control has been suggested as the primary cause of desynchronized sleep (Zulley and Campbell, 1985) . Time misperception may also contribute, as participants estimate their sleep/wake period to be closer to 24 hours than it actually is during SID (Aschoff, 1992) .
In the 1970s and 1980s, coupled oscillator models were shown to reproduce the basic features of SID, with one oscillator representing sleep/wake and the other representing the circadian pacemaker driving the temperature cycle (Wever, 1975; Kronauer et al., 1982) . Furthermore, it was shown by Daan et al. (1984) that decreasing circadian amplitude in a two-process model could cause SID. In Kronauer et al.'s (1982) twooscillator model, SID was induced by a secular change in the spontaneous period of the sleep/wake oscillatory process until the two oscillators desynchronized, each oscillating very close to its own intrinsic period. Prior to desynchrony occurring, the synchronized period increased to 25 hours, with sleep delayed several hours relative to circadian temperature phase (Kronauer et al., 1982) . Since these seminal findings, the circadian oscillator model has been extensively developed St. Hilaire et al., 2007) , but the physiological interpretation of the second oscillator, which may not represent purely sleep processes, and its labile period remain unclear. Today, it is recognized that sleep is regulated by both circadian and homeostatic processes (Borbély and Achermann, 1999) . While other central and peripheral oscillators are involved in sleep regulation, their periods are in many cases determined by the same transcriptiontranslation mechanisms (Mieda et al., 2006; Lamia et al., 2008) , so it is not clear how their periods could vary so widely (from 12-68 hours) while the SCN's period does not. However, it should be noted that circadian oscillators that do not use canonical clock genes may exist (Storch and Weitz, 2009) .
Breakthroughs in sleep physiology Saper et al., 2005) have fueled the development of physiologically based sleep models (Tamakawa et al., 2006; Phillips and Robinson, 2007; Diniz Behn et al., 2007; Postnova et al., 2009; Rempe et al., 2010) , providing a means of relating overt behavioral rhythms to underlying physiology. In this article, we develop a new model of human sleep/wake cycles by combining the Phillips and Robinson (2008) model of the sleep-wake switch with a revised Kronauer-Jewett circadian model (St. Hilaire et al., 2007) , in a similar fashion to previous composite models (Achermann and Borbély, 1992; Ishiura et al., 2007) . We then use this model to investigate the physiological basis for SID, testing two specific hypotheses: 1) that increased wake promotion by Orx neurons can account for both delayed sleep relative to temperature phase and lengthened observed circadian temperature period prior to SID onset; and 2) that reduction in amplitude of the circadian signal reaching the ventrolateral preoptic nucleus (VLPO) can induce SID.
MATERIALS AND METHODS
In this section, we combine the Phillips and Robinson (2008) sleep/wake switch model with the St. Hilaire et al. (2007) circadian model. The circadian model drives the sleep-wake switch and receives behavioral feedback in the form of nonphotic stimuli and filtering of environmental light by sleep/wake state. Our model is constructed at the neuronal population scale, using mean field equations to describe population dynamics. In the case of the circadian pacemaker, output of the oscillator model is used as a proxy for SCN firing rate. Phillips and Robinson (2007) developed a neuronal population model of the sleep-wake switch and homeostatic sleep drive, in which average properties are ascribed to each population (Nunez, 1995; Robinson et al., 1997) . For additional details, we refer readers to previous publications (Phillips and Robinson, 2007; Phillips and Robinson, 2008; Phillips et al., 2010a) . The model includes the mutually inhibitory monoaminergic groups (MA) and VLPO, with circadian (C) and homeostatic sleep (H) drives to VLPO, as shown in Figure 1 . In previous work (Phillips et al., 2010a) , the Forger et al. (1999) model provided the circadian drive; here, it is replaced by the St. Hilaire et al. (2007) model, which includes nonphotic input to the pacemaker (details below). The MA group receives an averaged input A from cholinergic and orexinergic sources. For each population j = v,m, where v is VLPO and m is MA, we define mean cell body potential V j (t) relative to resting and mean firing rate Q j (t). Firing rate is approximated by a sigmoid function of V j (Freeman, 1975) ,
Sleep-Wake Switch Model
where Q max is the maximum possible firing rate, θ is the mean firing threshold relative to resting, and ′ σ π / 3 is the standard deviation of θ (Robinson et al., 1997) . The populations obey
where v jk terms represent connection strength to population j from k, τ j is the decay time for group j neuromodulators, and
includes circadian (C) and homeostatic (H) components, with D 0 constant. Homeostatic drive H is considered here to represent somnogen concentration, increasing in wake and decreasing in sleep. Production is approximated by a linear function of Q m it includes photic and nonphotic drives to the circadian pacemaker. As in previous work (Phillips et al., 2010a) , environmental light I is gated by arousal state to simulate eye closure during sleep to yield retinal light intensity:
where Θ is a step function, and Q m th = 1 s -1 is a threshold firing rate above which the state is defined as wake, based on experiment (Aston-Jones and Bloom, 1981) .
To simulate self-selected schedules, we use I = 100 lux for all simulations, meaning participants always have lights on when awake. This intensity is chosen for consistency with experiment; intensities of 100 to 200 lux were used in the vast majority of SID cases (Wever, 1979) , and the saturating light dose response (on which the model is based) suggests higher intensities will produce similar results (Zeitzer et al., 2000) . Light input is then processed by the retina. Photoreceptors are activated at a rate α = α 0 (I˜/I 0 ) 0.5 I˜/ (I˜ + I 1 ), where I 0 and I 1 are constants. Activated photoreceptors are converted back to the ready state at a constant rate β St. Hilaire et al., 2007) . The fraction n of photoreceptors in the activated state is thus modeled by
where λ is constant. The resultant photic drive B to the pacemaker is assumed to be proportional to the rate α(1 -n) at which photoreceptors are activated,
where b and G are constants. The (1 -bx)(1 -by) term is included to account for the experimentally observed circadian phase dependence of light sensitivity . The oscillator is modeled by two first-order differential equations (St. Hilaire et al., 2007) , 
because MA activity correlates well with arousal (Aston-Jones and Bloom, 1981) , and clearance is assumed proportional to concentration:
where χ is the homeostatic time constant, and µ is constant. Because our formalism does not rely on identifying the somnogen(s), H may be considered a weighted sum of various somnogen effects, for example, adenosine and cytokines (Imeri and Opp, 2009 ). However, we note that homeostatic dynamics are restricted to a single time scale, previously calibrated to total sleep deprivation , and thus do not capture the effects of chronic sleep restriction. All parameter values have previously been rigorously constrained (Phillips and Robinson, 2007; Phillips and Robinson, 2008) , with nominal values in Table 1 . Wake/sleep state is defined here by Q m , with Q m > 1 s -1 corresponding to wake, based on experimental values (Aston-Jones and Bloom, 1981) . The regular sleep/wake patterns generated here represent deterministic (without noise) output of our model. Previously, we have shown that noisy input can generate less regular sleep/wake patterns, without changing overall phenotype (Phillips et al., 2010b) .
Circadian Model
To model output of the circadian pacemaker, we use St. Hilaire et al.'s (2007) model. As shown in Figure 1 , or by weakening coupling. In our model, increasing the homeostatic time constant χ would be the closest analog to increasing the sleep/wake oscillator's period in the Kronauer et al. (1982) model. Using nominal parameter values, this has been found to delay sleep (Phillips et al., 2010a) but does not induce desynchrony within physiological bounds. Within this modeling framework, we must therefore look to reducing coupling strength to induce desynchrony.
Based on prior analysis of parameter sensitivities (Phillips and Robinson, 2007) , we examine two primary mechanisms for reproducing experimental observations: 1) up-regulation of Orx input to MA, accounting for participants staying awake at higher homeostatic pressure than during entrainment; and 2) down-regulation of circadian input to VLPO, resulting in desynchrony. In both cases, the effect is proposed to be a result of behavioral choices interacting with the physiological mechanisms that regulate sleep.
Anatomical investigations have revealed that the SCN is only weakly efferent to the VLPO; the bulk of the circadian signal is relayed via the ventral subparaventricular zone (vSPZ) to the DMH, from which it is projected to the VLPO. Circadian regulation of CBT diverges from this pathway at the vSPZ . Thus, modulation of the circadian signal by the DMH (or its projection to the VLPO) could explain an attenuated circadian signal reaching the VLPO, while other circadian markers (e.g., CBT, cortisol) continue to show robust rhythms (Czeisler, 1978) . The DMH plays an important role in integrating behavioral signals with circadian regulation , and potential causes of this modulation are included in the Discussion. Other experiments that have demonstrated behavioral modulation of sleep timing include interactions between participants housed together (Pöppel, 1968 ) and blind individuals who maintain a 24-hour schedule despite their circadian pacemaker not being entrained (Klein et al., 1993; Lockley et al., 1997) .
Self-selection of sleep/wake schedules is most likely mediated by the wake-promoting orexin group, which receives cortical input and has been implicated in guiding self-directed behaviors . Orexin activity has been shown to increase during sleep deprivation (Estabrooke et al., 2001) , and orexin activation has previously been shown to be a plausible mechanism for remaining awake at high homeostatic pressure (Fulcher et al., 2010) . As a simple model, we use
with x representing circadian pacemaker activity and y being a complementary variable. Here, we use x as a proxy for core body temperature (CBT), but we note that SID has also been reported for neuroendocrine concentrations (Czeisler, 1978) . Parameters k and q determine photic drive strength, τ c is intrinsic period, f is a correction term included to fix period at τ c , γ determines oscillator stiffness (Kronauer, 1990) , and κ = (12/π) hours. The nonphotic drive N S models nonphotic stimuli such as meals and locomotor activity on the circadian pacemaker. Because it is not yet known precisely which aspects of waking behavior are primarily responsible for this drive, we have modeled a drive dependent on sleep/wake state (with wake signified by periods of high MA activity in our model),
where ρ and p are constants, and Θ is a step function as in equation 6. Model parameters have previously been calibrated to reproduce human phase and dose response curves to light and nonphotic entrainment in the blind (St. Hilaire et al., 2007) ; nominal values are in Table 1 . Because x is approximately sinusoidal, and SCN firing rate is close to zero during the night in rats (Welsh et al., 1995) , we use C = (1 + x)/2 to model circadian input to the VLPO. The presence of bidirectional interactions between the circadian and sleep/wake models can potentially yield complex nonlinear dynamics. While we have not formally proved that the system is stable, numerical simulations confirm that it attracts to a stable limit cycle over a wide range of parameter values and light stimuli.
Hypothetical Mechanisms
As noted above, Kronauer et al. (1982) reproduced SID using a model that included two coupled Van der Pol oscillators in which the period of one was varied. However, the physiological basis for that model is unclear. By contrast, the present model, which is physiologically motivated, provides an alternative means of revisiting the problem. Our model includes two oscillatory processes: a Van der Pol circadian oscillator, and a homeostatic drive defined by a firstorder differential equation. Because the homeostat lacks an unambiguous definition of amplitude and phase and is usually slaved by the circadian oscillator, our model is dynamically distinct from a dual Van der Pol model. In dual oscillator systems, desynchrony can be induced either by changing one oscillator's period where A 0 = 1.3 mV is baseline input to MA. This represents increased Orx activity during wake, with ψ representing the amount of wake-related up-regulation. We note that acute wake-promoting effects of light would have a very similar statedependent effect, and we do not attempt to model it separately here.
We use the combined model to investigate the effects of these two physiological mechanisms on human sleep/wake cycles by comparing to experimental data. In each case, we simulate the experimental protocol exactly for graphical comparison, but sleep/wake and circadian periods are calculated using 100-day simulations. Internal desynchrony is defined if these periods differ by more than 0.5 hours.
RESULTS

Potential Physiological Mechanisms Underlying SID
We first examine the effects of attenuating the amplitude of the circadian drive to the VLPO without changing any other parameters: we set Orx up-regulation to 0%. As shown in Figure 2 , this change alone is sufficient to cause a transition from a synchronized to a desynchronized state. This is consistent with Daan et al. (1984) , who used an equivalent mechanism to induce desynchrony in a twoprocess model. We next examine the effect of Orx up-regulation, described by equation 13, finding that this change alone is sufficient to reproduce both period lengthening and delayed sleep during self-selected schedules, as shown in Figure 3 . When both mechanisms are applied, desynchrony is induced by attenuating circadian amplitude (x-axis in Figure 2 ), and sleep/wake cycle period is determined by Orx up-regulation (y-axis in Figure 2 ). Relatively weak up-regulation (<40%) results in periods <24 hours, while relatively strong up-regulation (>50%) results in periods >24 hours. Bicircadian rhythms and other nonlinear dynamics are possible with up-regulation >75%. The white region in the top right of Figure 2 contains both desynchronized sleep/wake cycles of periods of 25 to 48 hours and higher order limit cycles similar to those found in a simplified model (Phillips and Robinson, 2009 ). These include a synchronized repeating three-cycle at circadian amplitude of 1 and Orx up-regulation of 100%, in which sleep durations on consecutive cycles are 9.2 hours, 8.0 hours, and 0 hours. It is not clear whether such phenomena have been observed in real participants, but the region's small extent suggests such states would be unlikely to persist.
Period Divergence at SID Onset
Experiments have consistently shown that at SID onset, one rhythm's period increases relative to its synchronized value, while the other rhythm's period decreases (Wever, 1979) . This period divergence has previously been reproduced by coupled oscillator models and can be intuitively understood in terms of sleep/wake and circadian rhythms exhibiting a balanced or compromised period while synchronized (Kronauer et al., 1982) . Once desynchronized, each rhythm runs close to its own intrinsic period. Our model reproduces this phenomenon for both long and short sleep/wake cycles (Figure 4 ). Desynchronized circadian period is similar in both cases as circadian amplitude goes to zero (24.7 hours and 24.4 hours for long and short sleep/wake cycles, respectively), although slightly shorter than the 24.9 hours obtained experimentally for both cases (Wever, 1979 ). The precise value will depend on factors such as the strength of nonphotic stimuli and the degree of amplitude reduction, which we do not try to reproduce exactly.
Long Sleep/Wake Cycles
Transition to a desynchronized state is effected by decreasing circadian amplitude. As shown above, long sleep/wake cycles are generated when Orx up-regulation is high. We simulate a 32-day experimental protocol (Wever, 1979) where a participant displayed SID after 14 days, shown in Figure 5A . For the first 14 days, we use parameter values corresponding to point 1 in Figure 2 . Circadian amplitude is then immediately reduced, corresponding to point 2, resulting in SID. As shown in Figure 5B , the model reproduces many salient features of the data. During days 1 to 14, sleep is initiated near the circadian minimum. After day 14, the circadian period is reduced (from 25.7 hours to 25.1 hours in data, and from 25.6 hours to 24.9 hours in simulation), while the sleep/ wake cycle is lengthened (33.4 hours in data, and 35.6 hours in simulation). Because the transition from synchronized to desynchronized states occurs over a narrow amplitude range (Figure 4) , similar results would be generated by a continuous decrease in amplitude. The only notable difference would be a decrease in relative coordination between sleep/wake and circadian cycles over time.
During desynchrony, sleep episode duration depends on circadian phase in both experiment and simulation, with longer sleep bouts initiated near the circadian minimum (CBT minimum in data). Model predictions are compared to data from a similar but longer study in which sleep/wake cycles ran for 49 days with a 29.3-hour period (Czeisler et al., 1980) . The model simulation is extended to 100 days to cover a broad range of circadian phases, with results in Figure  6A . Sleep bout lengths are slightly overestimated at all circadian phases; a closer match could likely be achieved by fitting other parameter values, which we have not pursued here. The model correctly predicts the effects of circadian phase on sleep bout lengths, and this phase dependence is also shown by computing the power spectrum of the total sleep drive, D, which reflects the sleep/wake cycle. Figure 6B shows the power spectra for points 1, 2, 4, and 5 in Figure 2 (point 3 is very similar to point 1). In each case, the primary frequency component corresponds to the observed observed circadian period increasing from 24.6 hours to 25.0 hours for data and from 24.5 hours to 24.7 hours for the model, while sleep/wake cycle period decreases to 16.6 hours in data and 18.8 hours in the model (Figure 7) . The model also predicts that prior to desynchrony, sleep is not delayed to as late a circadian phase as in Figure 5 due to weaker Orx up-regulation. While this is not clearly reflected in the data in Figure 7A , this trend has been reported in participants who display short sleep/wake cycles (Wever, 1979) . Quasirhythmic alternations in phase during days 1 to 18, dubbed "phase trapping" (Kronauer et al., 1982) , are not reproduced by the model; potential reasons are given in the Discussion.
Bicircadian Rhythms
As shown in Figure 2 , bicircadian rhythms are possible when Orx up-regulation is sufficiently strong. Using parameter values corresponding to point 5 in Figure 2 , a bicircadian rhythm is demonstrated in Figure 8 , with 24.8-hour circadian period and 49.6-hour sleep/wake cycle period. Sleep bouts are 14.1 hours long, corresponding to 28% of sleep/wake cycle length, sleep/wake cycle period. However, bicircadian and 35.6-hour sleep/wake cycles also show significant frequency components at the circadian period.
Short Sleep/Wake Cycles
When Orx up-regulation is relatively weak, reducing circadian amplitude results in SID with a short sleep/ wake cycle. We simulate a 25-day experimental protocol in which SID was observed after 18 days (Wever, 1979) . At day 19, we immediately reduce circadian amplitude, corresponding to moving the system from point 3 to point 4 in Figure 2 . While in general we have not fitted other model parameters, in this instance, an intrinsic circadian period of τ c = 24.4 hours was used because it clearly yielded a much closer fit than the value of 24.1 hours used for all other simulations. The model reproduces the dynamics of period divergence, with consistent with experimental values of 27% ± 2% and 23% ± 1% for two participants (Jouvet et al., 1974) .
DISCUSSION
The unusual structure of human sleep patterns on self-selected schedules provoked some of the first serious modeling efforts in the field of sleep research. That work revealed that oscillator models could reproduce many of the experimental observations (Wever, 1975; Kronauer et al., 1982) . In the following decades, the subject has seldom been revisited in the modeling literature, while knowledge of basic sleep physiology has steadily improved. While elegant, the physiological interpretation of a coupled oscillator model with labile period remained unclear. Experimental evidence for a sleep/wake oscillator secondary to the circadian rhythm (Hashimoto et al., 2004) may reflect the homeostatic regulation of sleep, which is also an oscillatory process. Here, we have used a physiologically based model to re-examine the topic and provide new insight into physiological mechanisms that could underlie SID. This model has also previously been shown to reproduce the relationship between the timing and duration of recovery sleep following sleep deprivation . The results here implicate the potential role of behavioral feedback in modifying sleep/wake patterns, with these effects likely being mediated by orexin, masking effects of light, and the DMH.
Consistent with our hypotheses, we demonstrated that several observed features of human sleep on selfselected schedules can be reproduced by two physiological mechanisms: 1) desynchrony can be induced by attenuating the circadian signal reaching the VLPO; and 2) sleep is shifted to a later circadian temperature phase, and observed circadian period is lengthened by increasing Orx activity during wake. In our simulations, we used the most current version of the circadian oscillator model developed by Kronauer, Jewett, and others (St. Hilaire et al., 2007) . However, our key findings are not contingent on the more sophisticated features of this model (such as nonphotic entrainment), and similar qualitative results could be achieved using a simpler circadian model.
If circadian amplitude is sufficiently attenuated, sleep/wake cycles desynchronize from the circadian rhythm and are driven by the homeostatic process. An equivalent mechanism induced desynchrony in a twoprocess model (Daan et al., 1984) , but in that instance the full parameter space was not explored. Participants who continue to show naps synchronized to the circadian temperature rhythm (Zulley and Campbell, 1985) may be temporarily crossing the bou ndary between synchronized and desynchronized states.
Previously, we have shown that our model exhibits hysteresis (Fulcher et al., 2008) , and when circadian amplitude is reduced, homeostatic dynamics drive the model around this hysteresis loop. Sleep/wake cycle length is thus determined by both the homeostatic time constant and the hysteresis loop width, potentially providing an indirect means of assessing homeostatic kinetics. Increasing orexinergic tone broadens the hysteresis loop (Fulcher et al., 2008) , thereby lengthening sleep/wake cycle period during SID, similar to increasing the distance between thresholds in the twoprocess model (Daan et al., 1984) . Our model thus predicts that interindividual differences in behavioral feedback to Orx and capacity for Orx up-regulation may determine whether participants transition to longer or shorter sleep/wake cycles. This would explain why participants with short sleep/wake cycles generally show shorter synchronized periods than participants with long sleep/wake cycles (Wever, 1979 ). An alternative interpretation is that Orx is released from inhibition by the ability to sleep freely. In most studies of spontaneous internal desynchrony, there has been little control of sleep patterns prior to participants entering the laboratory and thus little control of prior sleep debt. Furthermore, orexin neurons are inhibited by adenosine (Thakkar et al., 2008) . Self-selection of sleep/wake schedules may thus dissipate pre-existing homeostatic pressure, resulting in increased orexinergic activity.
During SID, participants estimate their sleep/wake period to be considerably closer to 24 hours than it actually is (Aschoff, 1992) , which may result in unusual spacing of meals and other social behaviors. For instance, participants who persist with a stereotypical schedule of three meals per wake episode could potentially be generating a desynchronizing biological signal if the intermeal interval deviates substantially from the norm. We speculate that the DMH may respond to self-imposed schedules, resulting in attenuation of the circadian signal to the VLPO. Consistent with this hypothesis, the DMH has been shown to integrate circadian signals with environmental and social factors Gooley et al., 2006) . Explicit modeling of this pathway should be considered in the future and may help to illuminate these and other dynamics. Sleep/wake statedependent homeostatic feedback to the circadian pacemaker may also play an important role in attenuating the circadian signal (Deboer et al., 2003) , although more data are required to determine the dynamics of this interaction in humans.
The model reproduced the salient features of SID for both long and short sleep/wake cycles. Allowing other parameters to vary, such as the homeostatic time constant, would produce a closer quantitative fit to individual data sets, but our primary objective was to demonstrate that the principal dynamics of human sleep on self-selected schedules can be captured by invoking just two physiologically plausible mechanisms. While the model was widely successful in reproducing experimental observations, one important exception was phase trapping. This phenomenon is characterized by quasiperiodic shifts in phase angle between sleep/wake and circadian cycles prior to desynchrony. Such dynamics are more obvious in some participants than others and are a characteristic feature of coupled oscillator systems (Wever, 1979; Kronauer et al., 1982) . This suggests that secondary oscillator systems that are not yet included in the model, such as other central or peripheral oscillators (Mieda et al., 2006; Lamia et al., 2008) , or interactions between different SCN components (Schwartz et al., 2009) , may play an important role in generating these quasiperiodic rhythms.
Finally, we showed that the model generates bicircadian rhythms. As illustrated in Figure 2 , the model correctly predicts that this regime is bordered by both synchronized and desynchronized regimes because bicircadian rhythms have been observed to emerge from both states (Jouvet et al., 1974) . Attempts to artificially impose bicircadian activity patterns have been relatively unsuccessful (Meddis, 1968) , whereas endogenously generated bicircadian rhythms may be prolonged by supplying a bicircadian zeitgeber (Jouvet et al., 1974) . These findings are consistent with the model prediction that bicircadian rhythms require significant Orx up-regulation. Orexinergic activity plays an important role in mediating self-directed behaviors , which is likely absent or reduced when schedules are externally imposed. Future work could include studying spontaneous desynchrony in humans or animals with impaired Orx function, such as individuals with narcolepsy. The model predicts that such participants would be more likely to display short sleep/wake cycles and may also desynchronize more easily.
The model developed here could be applied to simulating forced desynchrony protocols, providing an important test of the model's ability to replicate sleep patterns at different circadian phases. Furthermore, while the model used here includes the fundamental elements of the sleep/wake switch, adding additional elements of the physiology, such as DMH input to Orx, could reveal other potential mechanisms.
In summary, we have shown that a physiologically based model is able to account for many features of human sleep on self-selected schedules. Furthermore, the model implicates two key physiological pathways in the generation of SID, both likely driven by behavioral feedback. 
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