Self-optimizing control problems arise in applications where the desired task is implicitly specified as an optimization of an objective function which could be a function of the unknown plant. The control objective therefore involves the explicit determination of both the optimal task and the control action to achieve that task. The difficulty with this problem lies in the conflict between the need to identify the optimal task and to control the plant to achieve it. The proposed solution combines a reference generator and an adaptive controller.
Introduction
In most adaptive control applications, a parameterized unknown plant is required to execute a preassigned task, typically specified as a state or an output trajectory. In some situations, however, the desired task is not specified explicitly, but instead, the plant is required to optimize an objective function which can be a function of the unknown plant itself. In these cases, the control objective involves the explicit determination of both the optimal task and the control action to execute that task. Conceptually, this problem can be solved off line in the following sequence: I) identify the plant;
2) optimize the desired task for the identified plant; 3) derive the control law so that the optimal desired task is achieved. When the plant characteristics is liable to change with time, it is advantageous for the three step sequence to take place on-line. These problems are referred to as Self-Optimizing Control problems.
We first came across the Self-optimizing Control problem while researching the control of exercise machines to optimize the power output of the user. In this problem (see [l] for details), the force that the user generates is modeled by a biomechanic function of the position and the velocity of the exercise motion. To optimize the user's power at each position in the exercise motion, the exercise velocity must track a particular velocity field on the configuration space of the system. Since this optimal velocity field depends on the unknown parameters of the user's biomechanics, the control scheme has to identify this optimal velocity field and t o cause the user to exercise according to it.
The basic difficulty of such problems is the following: the determination of the optimal task requires the knowledge of the plant parameters, which in turn necessitates that the plant execute a sufficiently exciting trajectory. On the other hand, as the plant follows a desired task as required, the state trajectory is most likely not sufficiently exciting. This conflict is the essence of the Dual Control problem posed in [2] and is illustrated by an adaptive LQ control result in [3] that the set of controller parameters which induce optimality is a thin set in the set of all possible convergence points. In [4] a (static) extremum control problem was considered, where the optimal output is to be achieved for an unknown plant. The estimated optimal input was updated on-line and was superimposed by a dither signal before it was applied. Because of the dither, the input signal never really optimized the objective criterion. Intuitively, if changes of the plant characteristics or the badness of the parameter estimates can be detected, the dithering or the excitation signal can be applied only at those instances.
In this paper, the solution for the Self-optimizing exercise machine control problem in [l] is generalized so that a wide class of problems of a similar nature can be tackled. Our controller has a hierarchical and hybrid (i.e. discrete and continuous dynamics interact) structure. The lower level of the controller consists of a continuous state adaptive controller, which is capable of tracking a reference task. The reference task is specified by a reference generator at the higher level which switches between a training task and an estimated optimal task. The training task is designed to contain sufficient excitation for the system parameters to be identified. The switching between the two tasks is determined by the state transition of a discrete state supervisor, according to either a deterministic or a stochastic algorithm. The design of over supervisor is inspired by adaptive control result in [5, 61 where the strength of the excitation is controlled by an internal signal which vanishes as the control objective is achieved. The supervisor state transition has the property that the training task is infrequently selected as the system acquires an accurate estimation of the optimal task. In the case of the deterministic algorithm, the plant converges to a task close to the optimal one after at most a finite number of training phases. In the probabilistic case, the system will, with probability one, asymptotically execute the optimal task.
Problem Definition
We consider a plant E, described by:
where x , U , y lies in the state space X , input space U and output space y which are metric spaces. Generally, we assume that E, is unknown but lies in a set {C,,p E P} of plants of the same form parameterized by a parameter vector p E P, where ' P is a convex subset of W.
Notion of Tasks
In order to formulate the self-optimizing control problem suitable for a wide class of problems, we introduce a notion of the tasks executed by the system E,. The optimal task for the plant C, is then given by Bi = argmaxJ(E,, B ) .
B E B
We assume in the following that the optimal task exists for each plant, and that if two plants are close to each other, their optimal tasks are also close. 
Example 2.1 (Impedance matching)
Consider the L-R circuit in figure 2 where the voltage U is the control, and the current i is the state of the system. The system E0 is parameterized by
The objective is to maximize the power output from the circuit using a constanl! current. Define the task space to be the set of constant currents i 2 > 0, i.e. B = [ j , CXJ) , and the objective function to be
The optimal task is given by i* = V / 2 R . If we know R, then by setting the control voltage to U = Ri, the closed loop system becomes: Thus, limt+,i(t) = i*. Therefore, as expected, the control u(t) = R i(t), which matches the impedance of the circuit, is an optimizing control. Since R is assumed to be unknown, it has to be identified.
Adaptive control
Consider a feedback controller denoted by C q t ) whose coefficients at any time are parameterized by a trajec-
It is a certainty equivalence controller if the controller parameter? are generated by a parameter identifier, i.e. 8(t) = 6 ( t ) , the estimate of the system parameter tl at time t. We restrict our discussion to plants Eo, 6 E P which satisfy the following assumptions:
Assumption S1: There is a signal Q(t) E Rp and a RmXp valued regressor function p : R 4 Rmxp, both of which can be measured without knowing the plant &I. 
Moreover, Q ( t ) is statically related to the parameters of the plant by:
Q ( t ) = p ( t l T Q .
W e also assume that if x ( t ) lies uniformly in a compact
set, then p(t) is bounded. 
VL(t) = V B ( x ( t ) , t ) ,
Vk satisfies,
VB'(t) I -yVB'(t) + e r ( t ) 4 ( t ) T 8 ( t ) . ( 5 )
Moreover 4(t) and e r ( t ) make sure that if x ( t ) lies in a compact set, then these signals will also be bounded, allowing us to apply Barbalat's lemma to prove the convergence of the signals. Assumption S1 allows us to apply a special parameter identifier which enables the monitoring of the convergence of the parameter estimates to the true values. The signal Q ( t ) in Assumption S1 can normally be generated via some form of filter, as will be illustrated in the example below.
These assumptions are also satisfied in trajectory tracking control problem for robots with uncertain inertia parameters, for example by the control laws in [7] .
circuit in this example, we can define the signals Q ( t ) and p ( t ) in assumption S1 by:
where ' TI is a small positive number, and 0 = [V, R, LIT.
Moreover, given the desired current i,i : R -+ 8?+, we can define the control law,
The Lyapunov-like function V,, (i, t ) can be defined to 
where X > 0 is the forgetting factor, p > 0 is a gain constant, and for each e E P , Proje : R" -+ Xm is the usual projection operator that ensure:; that &t) E P.
The identifier in (7)-(9) is similar to the one proposed in [8] . Notice that both Q ( t ) , which is statically related to 6 via (4), and e,(t) which is dynamically related to 6 ' via ( 5 ) are used in the adaptation. Hence Eq.(7) can be written as parameter estimates.
The state x ( t ) lies in a compact set uniformly,
and the parameter error 8 is bounded;
~( z ( t ) , t , B ( t ) ) -+ 0 , so that the system asymptotically executes the task B ( t ) ;

Let r ( t ) be the minimum eigenvalue of R(t). If r(7)d.r -+ 03 as t -+ CO, then 8(t) -+ 0 as t -+
03.
Notice that the parameter convergence condition in conclusion 3 is generally less severe than the usual Persistence of Excitation (PE) condition. This conclusion will be utilized in the subsequent construction of the reference generator.
Reference Generator
The adaptive controller presented in section 3 has a parameter identifier already built in. It is natural to ask if the estimated parameters can be used directly to estimate the optimal task to be specified as the reference task for the adaptive controller. The answer to this question is negative, as demonstrated in the simulation results shown in Fig. 3 for the L -R circuit example.
Notice that although i ( t ) + i d ( t ) accurately, i d ( t ) + 1, the true optimal current. This result is not surprising since i d ( t )
is not generally sufficiently exciting to identify the system parameters.
To overcome this difficulty, the reference generator has to play the conflicting dual roles of: 1) specifying the estimated optimal task B* for the adaptive controller to track; 2) specifying a sufficiently exciting training task BtT so that the system parameters can be accurately identified. This conflict is resolved by timemultiplexing the two tasks.
Training Tasks
We assume that there is a known training task trajectory, which when executed is rich enough for the identifier to estimate the system parameters accurately. Precisely speaking, we assume: 
where p ( t ) is the regressor function in Assumption S1.
Roughly speaking, Assumption S3 states that if the training task is being executed sufficiently closely, the signal &(t) in Assumption S1 will have sufficient information to reconstruct the parameter 6.
Excitation Supervisor
The proposed reference generator has these functionalities:
1. At discrete sampling times Tk, thle objective function is optimized using the current parameter estimates 6 ( T k ) , to update the estimated optimal task B;; 2. A logic unit, the excitation supervisor, switches between the training task BtT ((training phase) and the estimated optimal task B; (control phase). The chosen task is then fed to the adaptive controller to be tracked;
3. An optimality error signal eopt is internally generated to control the switching in the excitation supervisor.
A binary state machine (the excitation supervisor) (Fig.4 ) decides whether the training task Bt' or an estimated optimal task should be commanded. State transitions of the supervisor occur according to the symbols go-train and go-control and at discrete times T I , T2, . . . to be specified later.
After the transition at T k , the following events take place.
1) The state changes from q k -1 + q k each belonging to { c o n t r o l , train}.
2) The estimated optimal task B; is updated as follows:
[ B E B
3) The task to be tracked after T k , BPm is chosen:
The reference task B(t) smoothly switches from Bi-l to Brm. This can be achieved by using a polynomial spline, of sufficiently high order, between the period
, so that the value of B and its time derivatives match those of Br-T at t = T k and those of BYm ate t = T k +Tjp. Of course, when qk = qk-1 no smoothing is necessary and TjP = 0.
)
Finally, the next transition time T k + I is chosen as:
where T d w u e l l is a finite positive number which determines the amount of time that the system must execute the same task task before switching, and Tmax is the value specified in Assumption S3. Notice that { T k } is an unbounded sequence.
The optimality error signal, eopt, which will be used to determine which of the transition symbols (go-train or go-control) is issued, is defined as follows:
In (13), D2J denotes the derivative of J w.r.t. the second argument (the task). The definition for g1 is not very critical as it is not utilized in the proofs. The main purpose of 91 is to make sure that, when the system parameters change, the inconsistencies between the current parameter estimate and the estimated optimal task can be detected. The gradient of J is one way of checking this. Other definitions for g1 are also possible.
Since BtT satisfies the excitation condition, it can be shown that R(t) is non-singular immediately after a training phase has been executed. Thus, g z ( k ) is well defined. Moreover, from Remark 3.1,
92(k) = I l e ( T k ) l l z
if qk-1 = t r a i n .
Thus, g z ( k ) is used to measure the convergence of the parameter estimate to the true values.
Let the transition symbol at T k be S ( k ) E { go-train, go-control}. S ( k ) is determined via either a deterministic algorithm or a stochastic algorithm.
Deterministic For a given tolerance for suboptimality, > 0, find AZO E R such that z(A20) < z 
S ( k ) =
Hence, go-control is more probable to occur if eopt is small, and go-train is more probable when eopt is large. The function g(.) determines the impatience for sub-optimality so that for a given eopt, a fast increasing g(.) will be less likely to trigger a go-train symbol.
5 Self-Optimization Results
The following Proposition, which is a consequence of Assumption S3 and conclusion 3 in Theorem 3.1, shows that if the go-train symbol occurs infinitely many times, then the parameter estimates converge to the true parameters. Once a good parameter estimate has been obtained, the optimal desired task can be issued. Ideally, one would like to achieve this with only a finite number of go-train symbols. The deterministic excitation supervisor is able to command a task arbitrarily close to the optimal one by issuing only a finite number of go-train symbols, where the closeness is determined by -z in (15). The stochastic supervisor will asymptotically issue the true optimal task command, and the probability of go-train symbols occurring will decrease to 0. This would imply (using theorem 3.1 conclusion 3) that 5, using the deterministic supervisor with A28 = 0.1, the system was able to achieve a current very close to the optimal current (i* = 1) and the training task was not applied after t = 8s. The response of the system, using the stochastic supervisor with w(.) in (16) chosen to be the identity, is shown in Fig. 6 . In this case, at t = 20s, the system parameter V was changed to 15
8(Tk)
and hence the optimal current was changed to i* = 1.5.
The supervisor was able to detect this change and a sequence of training tasks was applied. The system eventually operated at the new optimal current.
Conclusions
The self-optimizing control problem was proposed and solved. The control scheme has two levels: a certainty equivalence task tracking adaptive controller, and a reference generator. The reference generator switches between a training task and an estimated optimal task. The switching is done by a finite state machine whose transitions depend on an internally generated optimality error signal eopt. An example of the L-R circuit is given. 
