The iterative back-projection (IBP) 
Introduction
High-resolution (HR) images are desired in many practical applications, such as video surveillance, medical imaging, remote sensing etc. Super-resolution (SR) reconstruction offers a promising way of enhancing the spatial resolution of low-quality images captured by low-cost imaging sensors (e.g. surveillance cameras). The conventional SR techniques reconstruct a HR image from multiple lowresolution (LR) images that are wrapped, blurred and down-sampled visions of original scene [1, 2, 3] . The focus of this paper is to generate a HR image from only one LR image. This task is known as the single image super-resolution.
The task of the single image SR is a severely ill-posed problem because of the insufficient available information. Therefore, the key to the success of this task is how to fully exploit available information. The image smoothness prior is firstly assumed by some simple interpolation algorithms such as bilinear, bicubic, and cubic spline interpolation. These algorithms can produce smooth HR images but suffer from defects such as blurred edges and annoying artifacts. Thus, the approach of edge-preserving interpolation is advocated by many researchers. The literatures [4, 5] presented edge-directed interpolation algorithms, where the edge maps or covariances of HR image are estimated and used to prevent cross-edge interpolation. L.Zhang et al. [6] proposed to yield multiple directional interpolations and fuse the interpolation results into a more robust estimate. While X.Zhang et al. [7] presented a softdecision adaptive interpolation algorithm which estimates missing pixels by using a 2-D piecewise autoregressive model. However, these algorithms don't satisfy the reconstruction constraint leading to blurry results. So a post-processing operation, namely de-blurring, become necessary.
The learning-based algorithms attempt to exploit the prior knowledge between the HR and the corresponding LR image patches. In general, these algorithms create a database of the HR/LR image patch pairs from training images, and then use the database to predict the HR patch for each input LR patch. Freeman et al. [8, 9] proposed to predict each HR patch via a Markov network solved by belief propagation. Chang et al. [10] adopt the principle of Locally Linear Embedding (LLE) and generate each HR patch by fusing multiple nearest neighbors in the database. Yang et al. [11] presented a SR algorithm based on sparse signal representation. This algorithm jointly train two dictionaries for the HR and LR image patches, and then use the coefficients of the sparse representation of LR input patches to generate the corresponding HR patches. While Dong et al. [12] proposed to learn a series of subdictionaries and select adaptively a subdictionary to code each image patch. Gong et al. [13] extended this approach by learning a series of coupled subdictionaries in LR and HR images space. However, the performance of learning-based algorithms strongly relies on the selection of training images.
The reconstruction-based algorithms can accomplish the interpolation and de-blurring simultaneously due to satisfying the reconstruction constraint. As one of such algorithms, the iterative back-projection (IBP) algorithm [14] yields an HR image by iteratively back-projecting the reconstruction error to adjust the intensity of the estimated image. However, the IBP algorithm cannot guarantee the edge smoothness. The main reason is that the reconstruction error is back-projected isotropically. In fact, the anisotropic back-projection process is expected in edge or texture regions. Thus, Dai et al. [15] proposed to use the idea of the bilateral filtering to guide the back-projection process according to the edge information. Dong et al. [16] further presented a non-local iterative backproject (NLIBP) algorithm that uses non-local redundancies to guide the back-projection process. Liang et al. [17] improved the NLIBP algorithm by controlling the use of non-local filter according to the detected edges. However, these algorithms need to extract or detect edges first. Extracting or detecting edges itself is a non-trivial task.
Recently, Takeda et al. [18] proposed a steering kernel regression (SKR) algorithm as an effective tool for both image denoising and interpolation. This algorithm can perform an adaptively edge-guided image denoising or interpolation by capturing local edge structure and feeding the local edge information to the kernel function. However, when the SKR algorithm is applied to image interpolation, it also dose not satisfy the reconstruction constraint.
In this paper, we present an adaptively edge-guided IBP algorithm which combines the merits of both the IBP and the SKR algorithm. In proposed algorithm, the SKR interpolation is applied to the back-projection process of the reconstruction error. The local edge structures of the LR input image are exploited to guide back-projection process adaptively. Moreover, the IBP algorithm for single image SR is highly sensitive to noise. The main reason is that there is only one LR input image. In this case, the estimation of the reconstruction error is easily affected by noise. Thus, we propose a robust IBP algorithm for single image SR, which exploit non-local redundancies to improve the reliability of the reconstruction error estimation.
The rest of this paper is organized as follows. In Section 2, we present an adaptively edge-guided IBP algorithm. A robust IBP algorithm for single image SR is described in Section 3 and experimental results are illustrated in Section 4. Finally, we conclude this paper in Section 5.
Adaptively edge-guided IBP algorithm (AEGIBP)

Steering kernel regression
The steering kernel regression [18] is an effective tool for both image denoising and interpolation. In the steering kernel framework, each pixel is estimated from neighboring pixels using the following weighted least-square formula.
where i y is the sample value of a neighboring pixel, i x and x represent coordinate positions of the neighboring pixel and the estimated pixel, respectively. An Adaptively Edge-guided Back-projection Algorithm for Single Image Super-resolution Wen-sen Yu,Ming-hui Wang,Zu-jian Huang
where h is the global smoothing parameter, and i C is the covariance matrix of spatial gradient vectors within the neighborhood of i y . A naïve estimate of i C can be defined as follows: 
Adaptively edge-guided IBP algorithm
The IBP algorithm [14] is originally designed for the multi-frame image SR. In the case of the single image SR, the generation model can be formulated as
where f and g represent the HR and LR images, respectively.  represents a convolution operator, h is a blurring kernel, and D represents a down-sampling operator.
The underlying idea of the IBP is that the simulated image obtained by applying the generation model to the estimated HR image should be identical to the LR input image. Thus, this algorithm produces an estimated HR image by minimizing the error between the LR input image and the simulated image. The IBP algorithm can generate a deblurred HR image but some "jaggy" and "ringing" artifacts are often found in the result image. The main reason is that the reconstruction error is back-projected isotropically. However, the anisotropic back-projection process is expected in a region near an edge. Therefore, the local edge information should be used to guide back-projection process. Inspired by the success of the SKR algorithm for image interpolation, we propose to incorporate the SKR interpolation into the back-projection process of the reconstruction error. The local edge structures of the LR input image are exploited to guide back-projection process adaptively. Thus, the back-projection in our algorithm can adapt to varying local image structures. For a homogeneous region in LR input image, the errors are back-projected almost isotropically. On the contrary, for a region near an edge, the errors are back-projected anisotropically. The proposed algorithm is summarized as follows:
Step 1, compute the gradient at each position of the LR input image, and then estimate the covariance matrix of the neighborhood spatial gradient vectors for each LR pixel.
Step 2, generate an initial HR image 0 f by some simple interpolation algorithms such as bicubic interpolation.
Step 3, generate an estimated HR image by minimizing the reconstruction error. This is an iterative process which consists of the following three steps: 
where p is a de-blurring operator, t represents the iteration time.
Robust IBP algorithm (RIBP)
The IBP algorithm [14] is originally proposed to generate a HR image from multiple LR inputs. In this case, the value of each HR pixel is updated according to all LR pixels which it influences. The errors between these LR pixels and simulated pixels are fused to generate a correction for that HR pixel. The fusion process improves the reliability of the reconstruction error estimation. However, in the case that there is only one LR input, the estimation of the reconstruction error is easily affected by noise.
In natural images, the local image contents tend to repeat themselves over the image. Such nonlocal redundancies have been exploited in many applications such as denoising and super-resolution. In this paper, we exploit the non-local redundancies to improve the reliability of the reconstruction error estimation. Specifically, for each LR pixel, we compute not only the error between it and the simulated pixel, but also the errors between its similar pixels and the simulated pixel. Then all these errors are fused to generate reliable error estimation for that LR pixel. Thus, the proposed algorithm is more reliable and robust for the single image SR problem. The algorithm is described as follows. Second, the initial HR image is obtained by an interpolation algorithm. Median filter or Wiener filter are adopted to smooth out noise for the initial HR image. Such a process leads our algorithm to a smooth solution.
Third, the result HR image is estimated by minimizing the reconstruction error iteratively. The whole iteration process is similar to the original IBP. But we exploit the similar pixels to generate reliable error estimation. This process is as follow:
(1) Generate the simulated image t
is estimated by fusing all the errors between its similar pixels (including that pixel itself) and the simulated pixel 
Experiment results
In this section, two experiments are carried out to validate the performance of the AEGIBP and RIBP algorithm, respectively. In all experiments, the Peak Signal to Noise Ratio (PSNR) is used to evaluate these algorithms objectively.
In the first experiment, we evaluate the performance of the AEGIBP algorithm by comparing to the Bicubic interpolation and NLIBP [16] algorithm. Figure.1 shows the test images in our experiment. Six test images are firstly blurred by a Gaussian kernel with standard deviation 1, and then down-sampled by a factor of 2. Three comparison algorithms are implemented to reconstruct HR images from these degraded LR images. The PSNR values for different algorithms on six test images are listed in the Table 1 . The SR results of the cameraman image are shown in figure. 2. It can be seen that the proposed AEGIBP algorithm is superior to the other two algorithms. It is worth mentioning that the performance of our algorithm is much better than the NLIBP for the images with large flat areas, such as cameraman image. The main reason is that the back-projection in our algorithm can adapt to varying local image structures, i.e. the back-projection is anisotropic in a region near an edge while it is almost isotropic in a homogeneous region. In the second experiment, the foreman image is used to verify the performance of the proposed RIBP algorithm. The degraded LR image is obtained by implementing the same operators as the first experiment. Then we add white Gaussian noise of standard deviation 2 to the degraded LR image. The original IBP algorithm is employed for comparison. For a fair comparison, both algorithms adopt the same Wiener filter to remove noise for the initial HR image. As for the parameters of the proposed RIBP algorithm, the size of the similarity searching window is set to 19 19 , and the size of the patch for block matching is 7 7  . The SR results for both algorithms are shown in figure. 3. We notice that our algorithm work well for the noisy images. It has removed the noise efficiently. While the original IBP algorithm dose not removes the noise, instead, it enhances the noise. 
Conclusions
In this paper, we present an adaptively edge-guided IBP algorithm for single image SR. In the proposed algorithm, the back-projection of the reconstruction error can adapt to varying local image structures. Therefore, it outperforms the state-of-the-art algorithms. In particular, for the images with large flat areas, the performance of the proposed algorithm is mach better than the NLIBP. Moreover, the original IBP algorithm for single image SR is highly sensitive to noise. Thus, we proposed a robust IBP algorithm which exploits the non-local redundancies to improve the reliability of the reconstruction error estimation. The experimental results show that our algorithm works well for the noisy images. It can remove the noise efficiently. On the contrary, the original IBP algorithm even enhances the noise.
