Abstract. We prove that the theories of fields with Hasse-Schmidt derivations corresponding to actions of formal groups admit model companions. We also give geometric axiomatizations of these model companions.
Introduction
In this paper, we describe the model theory of fields with Hasse-Schmidt derivations (abbreviated as the HS-derivations in the sequel) obeying iterativity conditions coming from actions of formal groups. We consider "e-dimensional HS-derivations in a generalized sense" (see e.g. [8, Def. 2.12] ), this approach includes the case of e-tuples of the usual HS-derivations. (Actually, both approaches are equivalent in the iterative case, see Remark 3.13.)
One could wonder why do the iterativity conditions help to understand the firstorder theories of fields with HS-derivations. The main reason is that the iterativity conditions enable us to characterize theétale extensions of fields in a first order fashion, see Proposition 3.32 (originating from [26, Cor. 2.2] ). Such a characterization is crucial for the quantifier elimination results in Section 4.
We consider both truncated and full HS-derivations. An iterativity rule is governed by a (finite in the truncated case) formal group. We describe the model companions of the theories of fields with such HS-derivations mostly using the ideas from [26] . Then we extend the results about the geometric axiomatizations [10] from the case of "additive" iterativity (F = G e a ) to the case of an arbitrary F -iterative rule (F is a formal group). We address the question whether the theories we obtain are bi-interpretable with the theory of separably closed fields with a fixed imperfection invariant (it is the case in [26] ). It turns out that we get such a bi-interpretability result for formal groups being the formalizations of algebraic groups. It is not clear for us what happens for the other formal groups. We also discuss the notion of "canonical G-tuples" (see Definition 6.3), which generalizes Ziegler's notion of canonical p-basis [26] , and possible generalizations of our methods to the context of [17] .
The paper is organized as follows. In Section 2, we introduce the notation and conventions which will be used in the paper. In Section 3, we develop an algebraic theory of (iterative, truncated, multi-dimensional) HS-derivations. In Section 4, we apply the results from Section 3 to obtain a description of model complete theories of fields with different types of HS-derivations. In Section 5, we give geometric axioms for the theories considered in Section 4. In Section 6, we speculate about possible extensions of the results of this paper to more general contexts.
Definitions, notation and conventions
In this section we introduce the notation and conventions which we are going to use throughout the paper. We also recall (or refer to) several standard notions.
In the entire paper, k will be a perfect ring of characteristic p > 0 (unless we clearly say that char(k) = 0). The category of affine group schemes over k is the category opposite to the category of Hopf algebras over k [24, Section 1.4] (or it is the category of representable functors from k-algebras to groups, see [24, Section 1.2] ). A truncated group scheme [2] over k is an affine group scheme whose universe is of the form Spec(k[X 1 , . . . , X e ]/(X The category of formal groups over k is the category opposite to the category of complete Hopf algebras over k (or the category of representable functors from complete k-algebras to groups, see [4, Chapter VII]). There is a correspondence between formal groups and formal group laws, where an e-dimensional formal group law over k, is a power series in 2e variables formally satisfying the group axioms, see [4, Sect. 9.1] . Note that a truncated group scheme is both an affine group scheme and a formal group.
For the rest of the paper we fix the following.
• Let m and e be positive integers.
• Let X denote the tuple of variables (X 1 , . . . , X e ). For a tuple n = (n 1 , . . . , n e ) of natural numbers, we denote X • For a positive integer l, let [l] denote the set {0, . . . , l − 1}.
• Let g be a group scheme over k whose underlying scheme is Spec(k[v m ]).
• Let R and S be k-algebras.
• Let G be an algebraic group over k.
• Let V be a scheme over k.
• Let F be an e-dimensional formal group law over k.
2.1.
Truncations of group schemes. Let G be an affine group scheme over k, H the corresponding Hopf algebra and m be the kernel of the counit map H → k (the augmentation ideal ). Using the base-change given by the automorphism Fr m : k → k we get the affine group scheme G (m) over k and a group scheme morphism Fr
be the kernel of Fr m G which is a truncated k-group scheme. It corresponds to the quotient Hopf algebra
We get a direct system of truncated k-group schemes (
) coincides with G, the formal group which is the formalization of G (see [13, 
The group schemes in this direct system may be described as follows. Let i ∈ [m+1] and g (i) be the group scheme g twisted by the i-th power of the Frobenius map. Then we have a group scheme morphism Fr
Finite group schemes and iterative HS-derivations
In this section, we develop an algebraic theory of (iterative, truncated) multidimensional HS-derivations.
3.1. Multi-dimensional truncated HS-derivations. We are going to use the following definition.
Definition 3.1.
(1) An e-dimensional HS-derivation on R over k is a k-algebra homomorphism D : R → R X which is a section of the projection map
(1) From any e-dimensional HS-derivation D on R over k and any positive integer n, we get in an obvious way (i.e. by post-composing with the quotient map R X → R[v n ]) an n-truncated e-dimensional HSderivation on R which we denote by
i . Using such a notation, an e-dimensional HS-derivation on R over k is a sequence
satisfying the following properties:
• for any x, y ∈ R we have
(3) Each e-dimensional HS-derivation D on R gives the following tuple of (1-dimensional) HS-derivations on R:
On the level of algebra maps, the above m-truncated HS-derivations correspond to the compositions of D : R → R X with the appropriate projection map R X → R X . (4) On the other hand, each e-tuple of (1-dimensional) HS-derivations on R
gives an e-dimensional HS-derivation on R, e.g. for e = 2 and D 1 , D 2 : R → R X we get the 2-dimensional HS-derivation on R given by the composition below
However not all e-dimensional HS-derivation on R can be obtained in such a way, in fact an e-dimensional HS-derivation D is not necessarily determined by the e-tuple D 1 , . . . , D e from (3). For example consider the (truncated) case of p = 2 and m = 1. If ∂ is a non-zero derivation on R, then the map
is a non-zero 1-truncated 2-dimensional HS-derivation, but the corresponding 1-truncated 1-dimensional HS-derivations are the zero maps. (5) All the above (for n m) applies to m-truncated e-dimensional HS-derivation (after replacing "N" with "[p m ]" and " X " with "v m "). (6) We can extend Definition 3.1 to define m-truncated e-dimensional HSderivations from R to S (we do not require anything about the sections here). (7) Our m-truncated 1-dimensional HS-derivations correspond to the higher derivation of length p m − 1 from [16] .
For the definition of anétale map/algebra, the reader is advised to consult [16, p. 193] (called "0-étale" there). It is easy to see that the condition "N 2 = 0" from [16, p. 193 ] may be replaced with the condition "N is nilpotent" (see e.g. Remark on page 199 of [14] ). Proposition 3.3. Assume that R → S is anétale k-algebra map. Then any (m-truncated) e-dimensional HS-derivation D on R uniquely extends to an (mtruncated) e-dimensional HS-derivation D ′ on S.
Proof. The proof goes almost exactly as in [16, theorem 27 .2], so we will just sketch the main inductive step which makes clear how theétale assumption is used. The induction is used with respect to the truncation degree. Assume that for k ∈ N (resp. k < m) we have extended D[k] to a k-truncated e-dimensional HS-derivation
where π is the quotient map. Then (ker π) e+1 = 0, so ker(π) is nilpotent. Since the map R → S isétale, we get a unique k-algebra map (1) Since the localization maps areétale (see [16, p. 193] ), any (m-truncated) e-dimensional HS-derivation on R uniquely extends to an (m-truncated) e-dimensional HS-derivation on a localization of R. V is a special case of a notion of a D-structure on a scheme V , see [17] . We will discuss possible generalizations of the results of this paper to the context of [17] in Section 6. (5) It is easy to generalize the assumptions of Proposition 3.3 to include the case of (m-truncated) e-dimensional HS-derivations from R to S. Clearly, R p is contained in the ring of constants of (R, D). 3.2. Group scheme actions. We introduce a notion which generalizes the notion of an m-truncated iterative HS-derivation from [10] .
Definition 3.8.
(1) A g-derivation on V is a k-group scheme action of g on V (see Section 12 in [19] ). (2) A g-derivation on R is a g-derivation on Spec(R). (3) We naturally get the notions of a g-ring, a g-field and a g-extension.
Remark 3.9. A g-derivation on R is the same as an m-truncated e-dimensional HS-derivation on R over k together with a "g-iterativity" rule. It is easy to see that the trivial action of the unit morphism corresponds to the condition D 0 = id R and the diagram expressing the mixed associativity of the k-group scheme action d is the following "g-iterativity" diagram
where w m is another "m-truncated e-tuple of variables" and c is the Hopf algebra co-multiplication given by g. Therefore for an arbitrary k-scheme V , any g-derivation on V is also an m-truncated e-dimensional HS-derivation on V over k in the sense of Remark 3.4(2).
Remark 3.10. We will give another interpretation of the g-iterativity condition. Suppose that the comultiplication c (considered as a k-linear map) from Remark 3.9 has the following matrix (c k i,j ) (in the standard basis) and that D = (D i ) i is an m-truncated e-dimensional HS-derivation on R over k. Then D is a g-derivation if and only if for all i, j we have
One easily shows the following. 
(2) If for any any i e, D i is an g i -derivation, and we have
defines a g-derivation.
Example 3.12. We give below several examples of g-iterativity rules.
(1) A sequence of e commuting iterative m-truncated HS-derivations from [10] is the same as a G 
In particular, we have the following formulas which actually describe the G[m]-iterative rule fully:
where the group operation on G m is given by X+Y +XY . Hence the group operation on G is given by
In particular, we have
But the above formula does not apply for the other choice of coordinates
We also have the following "additive coordinate" rule
and the "multiplicative coordinate" rule
Remark 3.13. We see that all the e-dimensional HS-derivations in the example above are determined by the 1-dimensional HS-derivations D 1 , . . . , D e from Remark 3.2(3). It may be shown (using Lemma 3.14 below) that this is the case for an arbitrary F -derivation (or a g-derivation).
We will need more precise information about the "structural constants" from Remark 3.10.
Lemma 3.14. Let c k i,j be as in Remark 3.10. For a tuple of natural numbers n = (n 1 , . . . , n e ), the sum n 1 + . . . + n e is denoted by |n|. Then we have the following.
(
Proof. It is clear for i = 0 or j = 0, so we assume that i, j = 0. By a truncated version of the formula [4, (14.1.1)], we have (in the notation of Remark 3.9)
where s m = (S 1 , . . . , S e ) for some S 1 , . . . , S e belonging to ideal (w m ·v m ). Therefore for every r ∈ R we have
We get the result by comparing the coefficients at v 
where
We consider O(·) as a "disturbance from the additive iterativity", because for the additive iterativity condition this linear combination is always zero. Lemma 3.13 from [6] regards the case of e = 1. We comment below on a related notion of a restricted Lie algebra action (see [23] ).
Remark 3.17. For m = 1, any finite group scheme of the form considered in this paper (i.e. any finite group scheme of the Frobenius height one) is equivalent to a restricted Lie algebra in the sense of the theorem on page 139 of [19] . Hence a g-derivation (m = 1) on R is equivalent to an action on R of e derivations satisfying the commutator and the p-th composition rules given by the corresponding restricted Lie algebra Lie(g) (see [19] ).
We need to know that the unique extension from Proposition 3.3 preserves the g-iterativity condition.
Proposition 3.18. Assume that R → S isétale and D is a g-derivation on R.
Then the unique extension of D to S from Proposition 3.3 is a g-derivation.
Proof. The proof of the moreover part of [16, theorem 27 .2] may be applied here, similarly as in the proof of Proposition 3.3.
Remark 3.19. As before, Proposition 3.18 easily generalizes to g-derivations on k-schemes.
We prove a version of the "Wronskian theorem" [9, Thm. II.1] for the case of g-derivations.
Proposition 3.20. Let K be a g [1] -field and C be its field of constants. Then for any positive integer l and any x 1 , . . . , x l ∈ K, the elements x 1 , . . . , x l are linearly independent over C if and only if the rank of the following "Wronskian matrix"
is strictly smaller than l.
Proof. Assume that x l = c 1 x 1 +. . .+c l−1 x l−1 for some c 1 , . . . , c l−1 ∈ C. By Lemma 3.16, each D i is C-linear. Hence we obtain that the rank of our Wronskian matrix is smaller than l as in the standard case (see [9, Thm. II.1]). Let the rank of the matrix D i (x j ) i,j l be equal to r < l. After reordering x 1 , . . . , x l , we may assume that the matrix D i (x j ) i,j r has rank r. Therefore there exist c 1 , . . . , c r+1 ∈ K such that for each tuple k we have
We tacitly assume that c r+1 = 1. By Remark 3.10, there are c k i,j ∈ C such that for all tuples i, j we have
Hence for 1 := (1, 0, . . . , 0) and every tuple i we get (using ( * ) with k = 1 for the last equality)
Thus D (1,0,...,0) (c s ) = 0 for every s r. After similar reasoning for the derivations D (0,1,0,...,0) , . . . , D (0,...,0,1) we get c 1 , . . . , c r+1 ∈ C. By setting k = 0 in ( * ), we obtain that x 1 , . . . , x l are linearly dependent over C.
The next result generalizes the first part of [26, Lemma 2.1] (the second part is generalized in Proposition 3.22 (1)). For a group scheme action interpretation and more comments, see Remark 3.31.
Corollary 3.21. Let K be a g-field and C its field of constants. Then we have
Proof. Let l = p e + 1 and x 1 , . . . , x l ∈ K. The rank of the corresponding Wronskian matrix from Proposition 3.20 is at most p e , since there are only p e operators of the form D i . By Proposition 3.20, x 1 , . . . , x l are linearly dependent over C.
We can generalize now the appropriate results from [26] to the context of gderivations. Let K be a field of characteristic p. Then [K :
where l ∈ N ∪ {∞}. We call l the degree of imperfection of K. For the definition and properties of separable algebras/field extensions the reader is referred to [16, Sect. 26] .
Then we have the following. 
3.3. Formal group actions. Recall that F is a formal group law over k which may be identified with a direct system of finite groups schemes over k and G is an algebraic group over k.
Definition 3.23. We define the following.
Similarly we get the notions of an F -derivation (resp. a G-derivation) on R.
Remark 3.24.
(1) As in Remarks 3.9, 3.10, any F -derivation is an e-dimensional HS-derivation which satisfies the F -iterativity law. Example 3.25. Let R = k X and K = k((X)). Similarly as in [6, Section 3.2], we define a canonical F -derivation on R and K. As a k-algebra map, it is defined on R as follows
By Proposition 3.18, D F uniquely extends to an F -derivation on K which we also call canonical and also denote by D F . For any m, we call
We point out here that for a given g, there may be different formal groups
Proof. By the chain rule, for any i e and any f ∈ K we get
where ∂ 
Hence O G is a G-subring (after identifying x with X) of (k X , D F ). Thus the field of rational functions k(G) has a natural G-derivation on it which we call the canonical G-derivation on k(G). We also get a canonical G[m]-derivation on k(G). If G is affine, then we also have a canonical G-derivation on k[G] and the natural extensions, where the local parameters on G are understood as variables as in [16, Thm 30.6 
3.4. Strict g-derivations and group scheme actions. In this subsection we will investigate strict g-rings using group scheme actions. Let us fix D, a g-derivation on V . For the notion of a (free) action of a group scheme on a scheme and its (good) quotient, the reader is advised to consult Section 12 of [19] . Theorem 3.28. We have the following.
(1) The quotient scheme V /g exists. 
Clearly C ′ coincides with C D giving (2). 
If V = Spec(R) and m = 1, then R is strict if and only if Ψ is an isomorphism. It is also easy to see that for a reduced R and arbitrary m, R is strict if and only if Ψ is an isomorphism.
We will need the following result in Section 4.2.
Lemma 3.30. Let D be a g-derivation on R and C be the ring of constants. Then we have.
(1) C is a g-subring.
Fr -ring.
Proof. We work on the level of group scheme actions. By Theorem 3.28(2), we have Spec(C) = Spec(R)/g [1] . As in the case of the usual group actions (one can work it out on the level of rational points), we get the induced action of D on Spec(C) (since g [1] is normal in g) giving (1). For (2), a similar argument gives a natural action of g/g [1] on Spec(C). By Remark 2.3, we have
so (2) is proved as well. (2)) we get
Corollary 3.21 gives the inequality for any (i.e. not necessarily strict) g-field.
The next result is a crucial characterization of theétale extensions which we will need for the quantifier elimination results in Section 4. [26] ) but for an arbitrary g. For the notion of a p-basis and its connections with theétale extensions of fields, the reader is referred to Section 26 of [16] .
We need to show that B is a p-basis of L as well. By Lemma 3.22 (2) 
We need one more lemma for the proof of the amalgamation property for a class of g-fields.
Lemma 3.33. Assume that R and S are g-rings. Then there is a unique g-ring structure on R ⊗ k S such that the natural maps R → R ⊗ k S, S → R ⊗ k S are g-homomorphisms.
Proof. It is convenient to show a more general result. Assume that V, W are schemes over k and D V and D W are g-derivations. As in the case of the usual group actions we get a unique g-derivation on V × W such that the projections V × W → V, W are g-invariant. By considering the affine schemes and dualizing, we get what we need.
be g-field extensions and assume that K is strict. Then L 1 and L 2 can be g-amalgamated over K into a g-field.
Proof. By Proposition 3.18, we can assume that L 1 , L 2 are separably closed (since separable algebraic extensions areétale). Then K sep is a subfield of L 1 and L 2 . By Remark 3.4(5), it is a g-subfield. By Lemma 3.22 (using Corollary 3.21), the g-field structure on K sep is strict. Thus we can assume that K is separably closed as well. The proof will be finished exactly as in [26, Prop. 2.6] . We can assume that L 1 , L 2 are subfields of a big field Ω and that they are algebraically disjoint over K. By Lemma 3.22, the extension K ⊆ L 1 is separable. Since K is separably closed, this extension is regular (see [12, p. 367] 
We can use Proposition 3.32 and our amalgamation result to prove the existence of g-strict extensions.
Proposition 3.35. Assume that g is of the form W [m]
for an e-dimensional formal group law W . Then any g-field K has a strict g-field extension.
Proof. By Proposition 3.26, there is a strict g-field L whose degree of imperfection equals e. Clearly k with a trivial g-structure is a strict g-subfield of both K and L. By Lemma 3.34, we can g-amalgamate K and L into a g-field M. By Proposition 3.32, the extension L ⊆ M isétale. By Lemma 3.22(3), M is a strict g-field extension of K.
Model companions
In this section we turn our attention to the model-theoretic properties of (truncated) HS-fields. Our results here generalize the corresponding results from [26] and [10] , and our proofs do not differ much.
Existentially closed g-fields.
In this subsection, we assume that g is of the form W [m] for a formal group law W (see Remark 2.2).
Let K be a field of characteristic p and λ be the following p-th root function:
We introduce several languages.
• Let L λ be the language of rings expanded by a unary function symbol λ.
• Let L e,m be the language of k-algebras (so there are constants for the elements of k in the language) with m-truncated e-dimensional HS-derivations.
Lemma 4.1. Each field of characteristic p has a natural L λ -structure and we have the following.
Proof. The item (1) is clear and (2) follows from Lemma 3.22 (2) . The last item follows by an easy calculation.
We collect some obvious observations below. We need the following well-known description of elementary extensions of separably closed fields.
Lemma 4.2. Let us assume that K and L are g-fields such that K and L are separably closed and that K has finite imperfectness degree. Then the following are equivalent.
(1) The fields K and L have the same (absolute) p-basis. (1), (2) and (3). Since both the λ-function and the g-derivation are defined (over the field of the p m -th powers) using the field operations and the elements of a p-basis, we get the equivalence of (3) with (4) and (5).
We introduce now several theories.
• Let g − DF be the theory of g-fields in the language L e,m .
• Let g−DF λ be the theory of strict g-fields in the language L λ e,m i.e. g−DF λ contains the natural interpretation of λ and the following extra axiom:
• Let g − DCF be the theory g − DF with the extra axioms for strict g-fields,
and for separably closed fields of imperfectness degree e.
• Similarly for g − DCF λ Lemma 4.3. The theories g − DCF and g − DCF λ are consistent.
Proof. We take the canonical F -derivation D F on the field K from Example 3.25. By Proposition 3.26, K is strict and clearly the imperfection invariant of K is e. By Proposition 3.18, D F extends to the separable closure of K (a separable algebraic extension isétale, see [16, Thm. 26.7] ). By Lemma 3.22(3), this extension is still strict. Since it isétale, the degree of imperfection does not change.
The main technical result for quantifier elimination is the proposition below. It does not differ much from [26, 3.1] where the case of full (i.e. non-truncated) HSderivations is considered. For reader's convenience we include a proof following the lines of the proof of [26, 3.1] . Proof. By Remark 3.4(1), Proposition 3.18 and Lemma 4.1(3), we can assume that K is a field. By Lemma 4.1(1), we have 
The situation is described in the following diagram:
8 8f f ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ We are ready to prove the main result of this subsection. (2), let us take any g-field F. By Proposition 3.35, we may assume that F is strict. By Lemma 4.3, there is L |= g−DCF λ . Clearly, k with the trivial g-structure is a common L λ e,m -substructure of both F and L. By Proposition 4.4, F embeds into an elementary extension of L, which is clearly a model of g − DCF λ as well. By (1), g − DCF λ is model complete, so using Lemma 4.1(2) and Lemma 4.2, we get that g − DCF is model complete as well. By (2), g − DCF is a model companion of the theory g − DF so we get (3). By Proposition 3.34 and the item (1), we get (4). (1) The theory g−DF does not have the amalgamation property, the theory g − DCF does not have the quantifier elimination and the theory g − DCF is not a model completion of the theory g − DF. = 0. Hence U (1) − DCF corresponds to Wood's theory 2 − DCF, see [25] . It should be possible to find algebraic groups governing the iterative rules for Wood's theories m − DCF for an arbitrary m.
(4) After dropping assumptions of iterativity rather strange things happen.
In the case of characteristic zero, the model companions exists and are analyzed in [18] . In the case of positive characteristic, it is shown in [18, Prop 7 .2] that (in our terminology) the theory of m-truncated fields with HS-derivations has a model companion if and only if m = 1.
4.2.
Existentially closed F -fields. Let L e be the language of k-algebras with edimensional HS-derivations. The main model-theoretic advantage of HS-derivations (over truncated HS-derivations) is that we do not need to consider the extra operator λ to get quantifier elimination results. We define two L e -theories.
• Let F − DF be the theory of F -fields.
• Let F − DCF be the theory F − DF with with the extra axioms for strict F -fields, and for separably closed fields of imperfectness degree e. The main algebraic difference between g-derivations and F -derivations is given by the lemma below. It generalizes [26, Lemma 2.4] and for the proof one can use the process described in Step 1 of the proof of Proposition 3.35. First we need a lemma which is a very general fact about group scheme actions. Lemma 4.7. Let f ∈ Aut(k) and let ϕ : R → S be an isomorphism of rings extending f . Then for any g-derivation D on R, the "transported" map D ϕ is a g f -derivation, where g f is the group scheme g twisted by f .
Then there is a smallest strict F -field extending K.
Proof. Let C be the field of constants of K. It is enough to show that there is a unique F -structure on C 1/p extending the one on K. By Lemma 3.30(1), C is an F -subfield of K. For i ∈ N e and a ∈ C 1/p , we have the only option (as in [26,
) i∈N e is an F -derivation indeed. By Lemma 3.30(2), the sequence of maps
"transported" to C 1/p using the ring isomorphism Fr
Proceeding similarly as in the proof of [26, Prop. 2.6] (or Proposition 3.34) and using Proposition 4.8 one shows.
Proposition 4.9. The class of F -fields have the amalgamation property.
We can conclude now as in Section 4.1.
Theorem 4.10. The theory F − DCF is a model completion of the theory F − DF (so it eliminates quantifiers).
Remark 4.11. The extra property which makes the theory F − DF nicer than the theory g − DF is the existence of the smallest strict extensions (Proposition 4.8). It gives the amalgamation property for all (i.e. not necessarily strict) F -fields (Proposition 4.9) and the quantifier elimination for F − DCF. 
Proof. It follows just by inspecting the axioms of the theories in question.
4.3.
Bi-interpretability with a theory of separably closed fields. Clearly, each model of F − DCF restricts to a model of SCF p,e . In this subsection we discuss the opposite problem: can any model of SCF p,e be expanded to a model of F − DCF? The same question can be asked for g in place of F . Ziegler showed in [26] that the answer is affirmative for F = G e a . The second author showed the same in [10] for g = G Proof. Let B be a p-basis of K. Then |B| = e and B is algebraically independent over k. Let x 1 , . . . , x e ∈ O G be a sequence of local parameters (see Example 3.27). By Example 3.27, [16, 30.6 (ii)] and Proposition on page 276 of [14] , {x 1 , . . . , x e } is a p-basis of O G , so it is also a p-basis of k(G). Hence the extension k(x 1 , . . . , x e ) ⊆ k(G) is separable algebraic. We embed k(G) into K over k by mapping {x 1 , . . . , x e } onto B. Since B is a p-basis of both k(G) and K, the extension k(G) ⊆ K isétale. By Example 3.27, there are canonical G-derivations on k(G) and k((x 1 , . . . , x e )) such that k(G) ⊆ k ((x 1 , . . . , x e ) ) is a G-extension. Since x 1 , . . . , x e is a p-basis of both k(G) and k((x 1 , . . . , x e )), the extension k(G) ⊆ k((x 1 , . . . , x e )) isétale. By Proposition 3.26, k((x 1 , . . . , x e )) with the canonical G-derivation is strict. By Lemma 3.22(3), k(G) with the canonical G-derivation is also strict. Since the extension k(G) ⊆ K isétale, by Proposition 3.18 and Lemma 3.22(3) again, there is a G-derivation D on K such that (K, D) is strict and (K, D) |= G − DCF.
It is unclear how to proceed in the case of an arbitrary formal group F . We do not know whether e.g. k(X) sep can be expanded to a model of F − DCF for a non-algebraic F . We show in [7] that if there is a non-trivial one-dimensional Fderivation on the projective line, then F ∼ = G a or F ∼ = G m . This result suggests that for a non-algebraic F , the theory F − DCF may be describing a proper subclass of models of SCF p,e . It would be interesting to characterize such a class algebraically.
Geometric axioms
In this section we give geometric axioms for the theories g − DCF and F − DCF. The presentation follows the one in [10] , however (unlike in [10] ) we notice here that the existence of canonical p-basis (see Section 6.1) is not necessary for the geometric axioms. We do not assume that g is of the form W [m] for a formal group law W . 5.1. Prolongation and comultiplication. The notions introduced in this subsection are special cases of the notions considered in [17] . These notions originate from Buium [1] and also appeared (among others) in [20] and [11] .
We fix a field K with a g-derivation D. Our first definitions do not use g-iterativity.
• Let D be a functor from the category of K-algebras to the category of K[v m ]-algebras defined in the following way.
Since D commutes with localizations, it also defines a functor from Kschemes to K[v m ]-schemes.
• The functor D considered as a functor from K-algebras to K-algebras has a left-adjoint functor ∇ which extends to K-schemes. A crucial natural bijection is the following one (∇V )(R) ←→ V (D(R)).
• For any K-scheme V we have a (non-algebraic!) map
The second set of definitions uses the g-iterativity condition.
• We have a natural transformation (of functors on the category of K-algebras) given by the Hopf algebra comultiplication (coming from g)
• Using µ we define a natural transformation of functors on the category of K-schemes c : ∇ → ∇ • ∇ using the commutative diagram below
Below we give explicit descriptions of the maps D V and c V . For any positive integer n, our HS-derivation D naturally extends to the following HS-derivation
k is a new variable. We will use the following notation
. Hence, for an affine variety V = Spec(R), the variety ∇(V ) is defined by by the ideal (D(I)) and D V is given in coordinates as the n-th Cartesian product of D (considered as a map from
We will need the following.
Proof. It is enough to notice that if
The following lemma corresponds to [10, Lemma 1.1(ii)] and is a direct consequence of the g-iterativity condition.
Let us fix a |K| + -saturated algebraically closed field Ω containing K. We want to describe possible extensions of D to subfields of Ω in terms of the functor ∇. Let b 0 ∈ Ω n and b = (b 0 , . . . , b p me −1 ) ∈ Ω np me and set
As in [10, Lemma 3.3], we can show.
Finally, we obtain using Lemmas 5.1, 5.2, 5.3 (as in [10] ) the following.
Lemma 5.4. The following are equivalent.
Geometric axioms.
In this subsection, we give geometric axioms for the theories g − DCF and F − DCF. In the case of F = G e a , we will recover the geometric axioms for SCH p,e from [10, Theorem 4.3].
First we deal with the truncated case.
Geometric axioms for g − DCF For each positive integer n, suppose that V ⊆ A n , W ⊆ ∇(V ) are Kirreducible K-varieties, and Z is a proper K-subvariety of W . If W projects generically onto V , and
These axioms are first-order, similarly as in [10] . 
Assume now that (K, D) is a model of "geometric axioms for g − DCF" and let (K, D) ⊆ (L, D ′ ) be an extension of g-fields. Take any quantifier-free formula ϕ(x 0 , . . . , x p me −1 ) over K (in the language of fields), where each x i is an n-tuple of variables for an arbitrary (but fixed) positive integer n. Suppose that
Let Z denote the intersection of all K-subvarieties of W containing Z 0 . Clearly b ∈ W (L)\Z(L) and the second condition of Lemma 5.4 is satisfied, so c V (W ) ⊆ ∇(W ). Hence all the assumptions of "geometric axioms for g− DCF" hold. Therefore there is b 
We get a result generalizing [10, Theorem 4.3].
Theorem 5.7. The F -field K is an existentially closed F -field if and only if K is a model of the geometric axioms for g − DCF.
Remark 5.8. Unlike in the proof of Theorem 5.5, the results of Section 4 are used for the proof of Theorem 5.7, since Theorem 4.12 is necessary for the geometric axiomatization and the proof of Theorem 4.12 requires the algebraic axiomatizations of g − DCF and F − DCF. However, one can also prove Theorem 4.12 (but for a limited class of formal groups F only) in another fashion like it was done in [10] for F = G e a . This approach will be discussed in Section 6.1.
Fields with operators and canonical G-tuples
As we have mentioned several times, F -iterative fields fit to the more general setup of iterative D-fields, see [17] . The model companions of the theories of iterative D-fields are analyzed in [18] , however only the case of characteristic 0 and only the "trivial" iterativity maps (see [ The proof given in this paper seems to be too specific for a possible generalization to this more general context. However, one could have proceeded in Section 5 differently, more in the fashion of [10] where Ziegler's notion of a canonical p-basis is used (however we would get then Theorem 5.7 only for a limited class of formal groups F ). We sketch this approach below.
6.1. Canonical G-tuples. We generalize the notion of a canonical p-basis (see [26] ) from the case of the formalization of a vector group to the case of the formalization of an arbitrary algebraic group. Remark 6.2. If L is strict and of imperfectness degree e, then any canonical Gtuple in L is its p-basis. For G = G e a , we recover the notion of a canonical p-basis from [26] .
We define below a general property of algebraic groups. (1) Definition 6.1 can be phrased in a (much) greater generality using group scheme actions. Let H 0 be a group subscheme of H. Assume that H 0 acts on a group scheme X. We say that this action has a canonical H-basis, if there is an H 0 -invariant morphism X → H such that the induced map X → H × H/H0 X/H 0 is an isomorphism. (2) The existence of G e a -canonical tuples is shown in [26] and the existence of G m -canonical tuples is shown in [6] . Combining these results, one can show the existence of canonical G-tuples for G of the form G e a × G f m . (3) We do not attack here the very problem of the existence of canonical Gtuples for a given algebraic group G. This will be done in [5] (as well as possible applications to the notion of "G-thinness"). (4) The existence of canonical G-tuples implies (strong) integrability of Gderivations, as in (morally) [15] or as in [6] (see also [23] )
The existence of canonical G-tuples gives rather directly (see [10, Thm. 2.3] ) another proof of Theorem 4.12 which is the only ingredient needed in Section 5 requiring specific differential-algebraic arguments. The interpretation of the notion of the existence of canonical G-tuples from Remark 6.4(1) looks promising for possible generalizations beyond the context of HS-derivations.
