The Ore conjecture, proved by the authors, states that every element of every finite non-abelian simple group is a commutator. In this paper we use similar methods to prove that every element of every finite simple group is a product of two squares. This can be viewed as a non-commutative analogue of Lagrange's four squares theorem. Results for higher powers are also obtained.
Introduction
In recent years there has been considerable interest in word maps on finite nonabelian simple groups G: namely, maps of the form (g 1 , . . . , g d ) → w(g 1 , . . . , g d ), where w is a non-identity element of the free group F d of rank d and g i ∈ G. Let w(G) denote the image of this map and let w(G) k be the set of all products of k elements of w(G). In [24] it is shown that w(G) 3 = G provided |G| > N w , where N w depends only on w, and this has recently been improved to w(G) 2 = G in [16, 17, 18] . Clearly there are words w for which w(G) = G; for example w = x 2 is not surjective on any finite non-abelian simple group. More generally, any word which is a proper power is non-surjective on infinitely many simple groups: indeed, if w = x k and |G| is not coprime to k, then the map g → g k is not injective on G, so w(G) = G. However, some word maps are surjective, and it is a major challenge to determine which ones are.
Trivially, any primitive word -that is, any word that is part of a free generating set of F d -is surjective on all groups. The same is true for any word of the form d i=1 x e i i f with f ∈ F d , where e 1 , . . . , e d are integers with greatest common divisor 1 (see [23, 3.1.1] ). The first non-trivial example of a word map which is surjective on all finite non-abelian simple groups is the commutator map [x, y] . Indeed, this is the content of the well known Ore conjecture that every element of a finite non-abelian simple group is a commutator, recently proved in [19] . Its long proof combines character theory and computational methods. In this paper we use these and other ideas to prove another surjectivity result, this time for the word x 2 y 2 . Theorem 1. Every element of every finite non-abelian simple group G is a product of two squares. In other words, if w(x, y) is the word x 2 y 2 , then w(G) = G.
This proves a conjecture stated in [18] . Note that by the general result of [18] , every element of a sufficiently large finite simple group is a product of two squares; however, it is intriguing that no exception exists.
The word x 2 y 2 is of interest for a number of reasons. Firstly, one can think of the theorem as a non-commutative analogue of Lagrange's four squares theorem. Secondly, it was shown in [8] that the word x 2 y 2 is almost measure-preserving on finite simple groups -namely, the inverse image of a subset S of G of proportion p = |S|/|G| has proportion p + o (1) in G × G as |G| → ∞ -but its surjectivity remained open. Thirdly, as for commutators, there is a character theoretic connection essentially going back to Hurwitz (see Lemma 2.2) . This paves the way to character theoretic methods which are used in our proof of the theorem.
Our proof for alternating groups and groups of Lie type in odd characteristic is short, using results in [1, 5, 13] , and sporadic groups are handled computationally. This leaves the groups G(q) of Lie type in characteristic 2. Using [9] and other tools, we reduce to consideration of classical groups with q = 2 or 4. The proof for these groups occupies most of the paper and uses a similar approach to that in [19] , involving character theory, induction on the dimension, and computation to establish base cases.
Although our main focus is on squares, our methods also give rise to the following result on higher powers. Theorem 2. Let p > 7 be a prime. Then every element of every finite non-abelian simple group G is a product of two p th -powers. In other words, if w(x, y) = x p y p , then w(G) = G.
Our proof of this result is short and does not employ detailed character analysis or induction. In fact it works for all finite non-abelian groups G and all primes p > 2, unless p = 3, 5, 7 and G is a Lie type group over F p . Observe that, by the general result of [18] , for any two positive integers m, n, every element of a sufficiently large finite simple group is a product of an m th -power and an n th -power. After we completed the proofs of Theorems 1 and 2, we learned that the surjectivity of the word x p y p (where p is any prime) on all finite non-abelian simple groups was proved at the same time by Guralnick and Malle using different methods (see [10] for this and related results).
Preliminaries
We begin with a couple of trivial observations. Lemma 2.1. Let G be a finite group.
(i) If x ∈ G is an element of odd order, then x is a square.
(ii) Suppose the number of squares in G is greater than 1 2 |G|. Then every element of G is a product of two squares. (1) .
Proof. This is a special case of [ Proof. (i) Let G = A n . If n is odd (resp. even), then every element of G is a product of two n-cycles (resp. (n − 1)-cycles), by [13] and [1] . Hence every element is a product of two elements of odd order, giving the conclusion by Lemma 2.1(i).
(ii) Let G = G(q) be a simple group of Lie type over a field F q with q odd. By a result of Ellers and Gordeev [5, Theorem 3, Corollary], every element of G is a product of two unipotent elements. Since these have odd order, the conclusion follows.
(iii) This follows by a routine check of the character tables of the sporadic groups (available in [7] ), using Lemma 2.2.
It follows from the proposition that the only remaining groups to handle are simple groups of Lie type over fields F q with q = 2 k . Lemma 2.4. Let G = G(q), q = 2 k . The proportion of elements of G that are of odd order is greater than 1 2 unless one of the following holds: (4) or Ω ± 2n (4). Proof. We use the results of [9] , which give estimates for the proportion s(G) of elements of even order in G. Theorem 1.1 of [9] says that
For q ≥ 8 this is less than 1 2 , giving the result. Assume now that q = 4. If G = L n (4), the proof of [9, 2.3] gives s(G) <
, then counting a little more carefully in the proof of [9, 2.3] also gives s(G) < 1 2 . The same holds for exceptional groups over F 4 apart from G 2 (4) and F 4 (4), by [9, 3.1] . For the latter groups, the precise numbers of semisimple elements are listed in [21] , and the proportion of them is more than 1 2 .
Lemma 2.5. The conclusion of Theorem 1 holds for the following groups:
Proof. For all of these groups except E 7 (2), we applied Lemma 2.2 to the character table. Some of the tables are available in the Character Table Library of GAP [7] ; the remainder were constructed directly using the Magma [2] implementation of the algorithm of Unger [27] . For E 7 (2) one finds using [21] that the proportion of semisimple elements in the group is just over 1 2 .
Completion of the proof
It remains to prove Theorem 1 for the following groups:
For these groups, the proof follows closely that given in [19] : there we proved that certain key elements g ∈ G are commutators by using the character theoretic criterion that g is a commutator if χ∈Irr(G) χ(g) χ(1) = 0. In many cases we established this by simply showing that
Of course (1) is sufficient to prove that the sum in Lemma 2.2 is non-zero and hence that g is equal to x 2 y 2 for some x, y ∈ G. Before proceeding, we eliminate the one exceptional group in the above list. Proof. The proof of the Ore conjecture for G = E 8 (2) in [19, §7] was achieved by establishing that for every g ∈ G, either (1) holds or g lies in a subsystem subgroup of G, which is a central product of perfect groups of Lie type of rank at most 4 over F 2 . By Lemma 2.5, we know that Theorem 1 holds for such subgroups. Hence it holds for G.
3.1. Some generic cases. It remains to prove the theorem for the classical groups over F 2 and F 4 listed above. As in [19] we study a key subset of elements of these groups, defined as follows.
) and one of the following holds:
(1) both factors Cl r (q) and Cl n−r (q) are perfect groups;
(2) Cl r (q) is perfect, and the projection of x to Cl n−r (q) is a product of two squares in Cl n−r (q).
Otherwise, x is unbreakable.
A simple induction argument shows that Theorem 1 for G = Cl n (q) follows immediately if we prove that every unbreakable element in G is a product of two squares. Indeed, let x ∈ G and suppose that x is breakable, so x = (x 1 , x 2 ) ∈ Cl r (q) × Cl n−r (q) satisfies (1) or (2) in the above definition. In either case, by induction x 1 , x 2 are products of two squares in Cl r (q), Cl n−r (q), respectively, say
, or Ω ± 2n (4) (n ≥ 5). Proof. This follows almost immediately from the proofs of the Ore conjecture for these groups in [19] , as follows. First consider G = Sp 2n (2). By [11, 6.2] , there is a set W of five Weil characters such that every non-trivial irreducible character of G not in W has degree at least (2 2n − 1)(2 n−1 − 1)(2 n−1 − 4)/30. Moreover, the characters in W have distinct degrees which are all less than the indicated bound (see [11, §3] ), so in particular they are all real. For x ∈ G let
This is established in Lemmas 4.4-4.7 of [19] . An entirely similar discussion applies when G is an orthogonal group.
The remaining groups SL n (2), SU n (2), Sp 2n (4) were not handled in the above way in [19] , so they require detailed arguments here.
Special linear and symplectic groups.
Proof. Let x ∈ G be unbreakable. We claim first that
The proof is similar to analogous proofs in [19] , for example [19, 4.7] . If x is unipotent and unbreakable, then it has only Jordan blocks of size 2 or at least n − 2 (size 2 is allowed as SL 2 (2) is non-perfect). It follows easily that x = J n or (J n−2 , J 2 ), where J i denotes a Jordan block of size i. These have centralizers of order 2 n or 2 n+2 respectively, so (2) holds. If x is not unipotent, write x = su with s, u commuting semisimple and unipotent elements. As x is unbreakable, one of the following holds:
The centralizer orders |C G (x)| are given by [20, §2] , and the largest is that in case
, G has exactly one non-trivial irreducible character χ 0 of degree less than D, and χ 0 is the non-trivial constituent of the permutation character of G on 1-spaces and has degree 2 n − 2. We saw above that dim
The number k(G) of conjugacy classes of G satisfies k(G) ≤ (2.5) · 2 n−1 by [6, 3.6 ].
Hence by [19, 2.6] ,
It follows that
and so by Lemma 2.2 the conclusion follows.
Proof. Let x ∈ G be unbreakable. As Sp 2 (4) is perfect, x cannot stabilize a proper non-degenerate subspace. It follows that if x is unipotent, then x = J 2n or J 2 n (V (2n) or W (n) in the notation of [20, §3] ); and if x = su is not unipotent, then C G (s) = GL ± n/k (4 k ) and u = J n/k ∈ GL ± n/k (4 k ), for some k dividing n. The centralizer orders are given in [20] , and the largest is for x = J 2 n , which has centralizer order 4 2n−1 · |Sp 2 (4)| if n is even and 4 2n · |O ± 2 (4)| if n is odd. Hence
Now we consider characters of G. By [11, 6.2] , there is a collection W of 7 irreducible characters such that every non-trivial irreducible character not in W has degree at least
The 7 characters in W are labelled α n , β n , ρ 1 n , ρ 2 n , τ 1 n , ζ 1 n , ζ 2 n , and all are real. The values of α n + β n , ρ 1 n + ρ 2 n , τ 1 n , ζ 1 n , and ζ 2 n are described explicitly in [11, §3] , and we see easily as in the proof of [19, Lemma 4.5] that
Also k(G) ≤ (15.2) · 4 n by [6, 3.13] , so as in the previous proof
Hence |F 1 (x)| + F 2 (x) < 1 and the conclusion follows.
3.3. Unitary groups. The proof for SU n (2) with n ≥ 10 is similar to the previous ones, but we give more detail, as unitary groups were handled by a different method in [19] .
Proof. The non-perfect special unitary groups are SU r (2) with r ≤ 3, so x does not lie in a subgroup SU r (2) × SU n−r (2) with r ∈ {1, 2, 3}. If x is unipotent, then it is J n , (J n−2 , J 2 ) or (J n−3 , J 3 ), all of which have a centralizer order smaller than the bound in the conclusion (see [20, §2] ). Otherwise x = su with s a non-trivial semisimple element, and the largest possible centralizer is achieved when n is a multiple of 3, C G (s) = G∩GU 3m (2 k ) (n = 3mk, k odd), and u = (J 3 m ) ∈ GU 3m (2 k ). Writing q = 2 k we have
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The right hand side attains a maximum when k = 1 and q = 2; it achieves the bound in the conclusion. The stronger bound for n = 10 was established computationally -it occurs for the element x = (ωJ 2 , ωJ 2 , ωJ 3 , x 0 ) where ω is a cube root of 1 in F 4 and x 0 is an element of order 9 in GU 3 (2).
Consider the natural module
, ω, ω 2 }. Lemma 3.6. Assume g ∈ SU n (2) is unbreakable and n ≥ 10. Then V is a direct sum of at most 6 blocks.
Arguing by contradiction, we assume that r + s + t ≥ 7.
1) First we claim that V cannot be written as an orthogonal sum of three ginvariant non-degenerate subspaces X ⊕ Y ⊕ Z with dim X, dim Y, dim Z ≥ 2 and det(g| X ) = det(g| Y ) = det(g| Z ) = 1. Indeed, assume the contrary and (without loss) that x := dim X ≤ y := dim Y ≤ z := dim Z. Then z ≥ 4 as n ≥ 10, and x + y ≥ 4. Now observe that g ∈ SU z (2) × SU x+y (2), and so g is breakable.
2) Here we show that min(s, t) ≤ 1, for, assuming that s, t ≥ 2, we can define
Then dim X, dim Y ≥ 2 and dim Z ≥ r + s + t − 4 ≥ 3. Furthermore, the choices of X, Y, Z ensure that g X , g| Y , and g| Z all have determinant 1. Hence g is breakable by 1).
3) Next we consider the case r ≥ 2. If s, t ≥ 1, then we can define
and conclude that g is breakable by 1). Furthermore, if s ≥ 3 for instance, then we define
again conclude that g is breakable by 1). So we must have that min(s, t) = 0 and max(s, t) ≤ 2. Replacing g by g −1 if necessary, we may assume that t = 0 and s ≤ 2. In this case, 1 = det(g) = ω s ; hence s = 0 and r ≥ 7. Now if d := a 1 + a 2 + a 3 ≥ 4, then (2) with n − d ≥ 4, and so g is breakable. So a 1 = a 2 = a 3 = 1. If in addition 3 + a 4 ≤ n − 4, then
and again g is breakable. Thus 3 + a 4 ≥ n − 3, and so a 4 ≥ n − 6 ≥ 4. This is impossible, since n − 3 − a 4 > a 5 + a 6 ≥ 2a 4 ≥ 8.
4)
We have shown that r ≤ 1. By 2) we may assume t ≤ 1, whence s = n−r−t ≥ 5. Since 1 = det(g) = ω s+2t , we must have 3|(s − t), and so s ≥ 6. Defining
by 1) we see that the unbreakability of g implies that dim Z ≤ 1. However, dim Z ≥ (r + s + t) − 6, so we must have that r + s + t = 7 and either r = t = 0 and s = 7 or r + t = 1 and s = 6. The former is impossible as 3|(s − t) . Similarly, in the latter case t = 0 and r = 1, and moreover Z = A 1 has dimension 1. Recalling that A 1 is a 1-block, we see g| A 1 = 1, and so g ∈ SU n−1 (2) , again a contradiction.
For λ ∈ F × q 2 and g ∈ GU n (q), define e(g, λ) to be the dimension (over
is a monic irreducible polynomial with a root α ∈ F q 2 , definef to be the unique monic irreducible polynomial over F q 2 such thať f (α −q ) = 0. Corollary 3.7. If n ≥ 10 and g ∈ SU n (2) is unbreakable, then Proof. 1) As usual, we may decompose V into an orthogonal sum
is irreducible and f i =f i , and moreover f i = f j ,f j whenever i = j. Since s and αs are conjugate, the map J : x → αx onF q preserves the set of all eigenvalues of s. As α = α q 2 , J induces an action on the set of irreducible factors f i of the characteristic polynomial of s. Moreover, since α = α −q , this action of J commutes with the map f i →f i . Thus J induces an action (which we also denote by J) on the set of summands V 1 , . . . , V m , with say l orbits. We consider the decomposition
where each W j is the sum of all V i belonging to one orbit of J.
2) Observe that, by our construction, s j := s| W j and αs j are conjugate in GU (W j ). Indeed, if xsx −1 = αs for some x ∈ GU (V ), then s| x(W j ) has characteristic polynomial equal to the image under J of the characteristic polynomial of s| W j . It follows that x(W j ) = W j and x| W j conjugates s j to αs j . In particular, dim W j > 1 as α = 1. Furthermore, C G (s) preserves each W j since it fixes each V i .
3) The desired bound is obvious when n ≤ 5. We proceed by induction on n ≥ 6. First we consider the case l ≥ 2. The observations in 2) allow us to apply the induction hypothesis to s 1 = s| W 1 and s 1 := s| W 1 with W 1 := (W 1 ) ⊥ . Hence
where a := dim W 1 ≥ 2 and b := dim W 1 ≥ 2. Observe that
for every k ≥ 1. It follows that
Since n = a + b ≥ 6 and a, b ≥ 2, we have ab ≥ 8. Consequently,
as stated. 4) Now we may assume that l = 1. (since (q r + 1)/q r ≤ 3/2 < q 3/5 ). If mr ≥ 3 and n ≥ 8, then mkr − 2k ≥ n/3 and n 2 /12 > 3m/5, yielding N (s) > q n 2 /4 . The same holds if mr ≥ 3 and n = 6, 7. Assume mr ≤ 2. Since r is odd, r = 1. If in addition m = 1, then s is scalar, and so s and αs cannot be conjugate. Thus m ≥ 2, and so N (s) > q n 2 /4−2 .
Finally we consider the case where f i =f i . The characteristic polynomial of s
and so we are done with the inductive step. Now we prove the following theorem, which is of independent interest: Theorem 3.9. Let q be a power of a prime p and let = 0 or a prime coprime to gcd(n, q + 1). Assume V is an -modular absolutely irreducible representation of GU n (q) which is reducible on restriction to SU n (q). Then
Proof. 1) Let G := GU n (q), S := SU n (q), Z := Z(G). Consider the subgroups A, B of G which contain S and such that A/S = O (G/S) and B/S = O (G/S). Since (G : ZS) = gcd(n, q + 1) is coprime to , we have A ≤ ZS. For X G, let κ G X (V ) denote the total number of irreducible constituents of the X-module V | X . Similarly, we choose U to be an irreducible constituent of the A-module V | A , and let κ A Y (U ) denote the total number of irreducible constituents of the
But A/S is cyclic; hence W extends to A. In other words, κ A S (U ) = 1. By our assumptions, κ G S (V ) > 1, and by [15, Lemma 3.3] ,
Recall that G/A is a cyclic -group. The latter inequality implies by [15, Lemma 3.2] that there is some non-trivial irreducible -modular representation L of G which is trivial on A such that V V ⊗ L. 2) Observe that the dual group G * of G = GU n (q) can be identified with G. Hence, Irr(G) is the disjoint union of the rational series E(G, (x)), where (x) runs over the set of conjugacy classes (x) of semisimple elements x ∈ G; cf. [4, 22] . Furthermore, according to the main result of [3] , Irr(G) can be partitioned into the disjoint union of E (G, (y)), where each E (G, (y)), labelled by the conjugacy class (y) of semisimple -elements y ∈ G and defined by
is a union of -blocks. Assume that V belongs to the union E (G, (s)) of blocks labelled by the conjugacy class of a semisimple -element s ∈ G. Since S acts trivially on L but L is nontrivial, we can also find a non-trivial -element z ∈ Z such that the Brauer character of L is just the restriction to -elements in G of the semisimple character χ z labelled by z. According to [4, Proposition 13 .30] and its proof, the tensor product with χ z defines a bijection between the series E(G, (x)) and E(G, (xz)), hence also between the unions of blocks E (G, (s)) and E (G, (sz)). Since V V ⊗ L, we conclude that (s) = (sz), i.e. s and sz are conjugate in G. By Lemma 3.8, N (s) = (G : C G (s)) p > q n 2 /4−2 . Finally, by [12, Proposition 1], dim V is divisible by N (s), whence the statement follows. 
, n even,
, n odd. Proof. Let G = GU n (2) and let θ ∈ Irr(G) be such that χ is an irreducible constituent of θ| S . Clearly, θ(1) ≤ 3χ(1) < 3D < 2 n 2 /4−2 . It then follows by Theorem 3.9 that θ| S is irreducible, whence χ = θ| S . In particular, θ(1) = χ(1) < D. Now the statement follows from [19, Proposition 6.6].
Lemma 3.11. If g ∈ S = SU n (2) is unbreakable, n ≥ 10, and D is as in the previous lemma, then
Proof. 1) It is well known that among the three Weil characters ζ i n,2 of S, only the unipotent character ζ := ζ 0 n,2 is real. Next we show that the character D • α is real if and only if α ∈ Irr(GU 2 (2)) is real. The characters D • α are constructed in [19, §6.1] by embedding a central product H * S in GU 2n (2) for H := GU 2 (2) and restricting the reducible Weil character
of GU 2n (2) to H * S. In particular, [19, Proposition 6.3] , for α, β ∈ Irr(H), D α = D β precisely when α = β. We conclude that D • α is real precisely when α is real. 2) Observe that H = GU 2 (2) has exactly three real irreducible characters: α 1 = 1 H , α 2 the Steinberg character (of degree 2), and one more, α 3 , of degree 1 (which is χ (1, 2) q−1 in the notation of Table III (1), it follows that |D α (g)| ≤ 2 12 α(1), and so |D • α (g)| ≤ 2 12 α(1) + 1. Now for i = 1, 3 we have α i (1) = 1 and χ i (1) ≥ (2 n − 2)(2 n−1 − 4)/9, whereas for i = 2 we have α i (1) = 2 and χ i (1) > 2(2 n − 2)(2 n−1 − 4)/9; cf. [19, Table III ]. Also, ζ(1) ≥ (2 n − 2)/3. It follows that F 1 (g) < 66 2 n − 2 + 2 · 2 12 + 1 (2 n − 2)(2 n−1 − 4)/9 + 2 13 + 1 2(2 n − 2)(2 n−1 − 4)/9 , which is less than 0.09 if n ≥ 11 and 0.28 if n = 10.
Proposition 3.12. Theorem 1 holds for G = SU n (2) with n ≥ 10.
Proof. It suffices to show that every unbreakable g ∈ G is a product of two squares. We have k(G) < (8.26) · 2 n−1 by [6, 3.10], so in the usual fashion we see that
where D is as defined in Lemma 3.10. For n ≥ 11 this yields F 2 (g) < 0.74. For n = 10 we use the stronger bound for |C G (x)| in Lemma 3.5 to obtain F 2 (x) ≤ √ 8.26 · 2 9/2 · 2 15/2 · 3 2 /D, which is less than 0.07. On the other hand, F 1 (g) < 0.09 for n ≥ 11 and F 1 (g) < 0.28 for n = 10 by Lemma 3.11. Thus F 1 (g) + F 2 (g) < 0.83 for all unbreakable g ∈ G, and so the statement follows.
This completes the proof of Theorem 1.
Higher powers
We now prove Theorem 2. The arguments are similar to the preliminary part of the proof of Theorem 1.
Fix an odd prime p. Let σ ∈ A n for n ≥ 5 be a longest cycle whose length m is prime to p. Then n − 2 ≤ m ≤ n, σ is a p th -power, and for n ≥ 8 every element of A n is a product of two conjugates of σ by [1] and [13] . This shows that x p y p is surjective on A n for n ≥ 8. The cases n = 5, 6, 7 are easily checked directly.
The result for sporadic groups is established computationally, using the character tables available in [7] . Note that only primes p dividing |G| need to be checked. Let G = G(q), a simple group of Lie type over F q . If q is prime to p, then unipotent elements in G are p th -powers; hence the result follows from [5] .
Suppose now that q = p k . Arguing as in the proof of Lemma 2.4, we see that x p y p is surjective on G = G(q) if q ≥ 8. Since q ≥ p the result follows for p > 7 as required. In fact, our method also yields the surjectivity of the word x p k y p k on every non-abelian finite simple group for p > 7.
