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SUMMARY
Partial differential equations (PDEs) provide macroscopic descriptions of systems in
numerous fields, such as physics, biology, and chemistry. Additionally, with increasingly
vast amounts of data becoming available with the advancement of technology, machine
learning is now offering an alternative to traditional model construction (eg. from first
principles). This alternative is particularly attractive for systems that are too complex for
derivation from first principles to be tractable, or worse, where no first principles are known
at all. The research presented in this thesis advances the current state of data-driven PDE
modeling. The fundamental approach involves converting a candidate PDE into a system
of algebraic equations linear in model parameters via a carefully designed evaluation pro-
cedure, and then using sparse regression to narrow down to the model that best fits the
data. Existing regression methods, when applied to PDEs, rely on linear systems that are
sensitive to noise corruption in the observations. However, regression methods can quickly
explore the fitness of many different model options, and so are the default choice for sys-
tems that could be described by a large set of potential models.
Several data-driven approaches to model discovery have been designed recently, but
most have been shown to be inadequate for application to high-dimensional data described
by PDEs. Some approaches (like training a neural network to ’learn’ the dynamics, from
which the model can be backed out of the network parameters) are less susceptible to noise
corruption, but are currently ill-suited to finding the best model out of a large set of candi-
dates, since it does not directly accomodate changes to the model structure. On the other
hand, symbolic regression methods of the type mentioned above can discern between dif-
ferent potential models efficiently. They do well for low-dimensional systems described by
ordinary differential equations (ODEs), but have yet to see successful application to PDEs
for experimental data. The main problem is that constructing the linear system prior to per-
forming the regression has traditionally required locally evaluating derivatives of discrete
xiii
and noisy data. Derivatives (especially of higher order) computed from discrete and noisy
data is notoriously inaccurate and has hindered many attempts at PDE model identification.
Besides relying on local (inaccurate) derivative information, existing regression meth-
ods rarely constrain the library of candidate model terms. However, it is found here that
utilizing knowledge of relevant physics and symmetry can ensure that the candidate terms
are both interpretable and not un-physical. The main breakthrough of this thesis is devel-
oping an alternative approach to building the linear system fed to the regression algorithm.
By considering the weak form of the candidate model, the derivatives on many model terms
can be moved onto a weight function whose derivatives are analytically known. The lin-
ear system is then filled with integral values that are far less sensitive to noise corruption.
Furthermore, the weight function can be carefully designed to remove dependence on cer-
tain latent variables from the weak form, which enables identification of PDEs that would
otherwise be impossible to work with due to the missing information. These latent vari-
ables can later be reconstructed using the available data, domain knowledge, and (crucially)
the model identified using the weak formulation. The preceding approach was tested on a
number of synthetic examples, and then applied to experimental turbulent fluid flow data to
obtain a 2D model consistent over a range of driving values. In summary, the research pre-
sented here develops and validates a methodology for data-driven discovery of PDEs that
is robust to noise and latent variables, and it demonstrates the ability to do so on real-world




One of the main pursuits of theoretical science is the development of proper models that
enable prediction and provide physical insight. Traditionally, model construction almost
always requires understanding of the physics of what is being described. The constructed
models will undoubtedly contain some number of parameters, and depending on the sce-
nario, determining them can be difficult. If the physical insight is incomplete, or worse,
wrong, the crafted model is likely not a good one. The established way to overcome incom-
plete physical insight is to interact between theory and experiment in an iterative fashion to
improve the generality and accuracy of models.
For example, consider Carl Friedrich Gauss’s determination of the orbit of the planetoid
Ceres. Other formidable thinkers, such as Laplace, were incapable of providing an accu-
rate prediction of Ceres’s orbit based on their limited understanding of the physics. Gauss
was able to engineer an approach that compensated for deficiencies in physical understand-
ing by utilizing the known physics of related problems (such as the motion of the moon),
heuristic considerations, and by leveraging the observations themselves with mathematical
tools (his method of least squares) [1, 2].
The aim of this work is in the same spirit of letting the physical measurements decide
the model for themselves, with gentle guidance from existing physical understanding of
the problem. This is in contrast to the established paradigm, which might require, due to
its iterative nature, many experiments and theoretical insights. This thesis also stands in
contrast to a purely data-driven method, which without the guidance of physical insight
could lose its interpretability or spend too much time exploring unphysical models. The
idea behind the hybrid approach presented here is that it will not only provide a model that
enables quantitative prediction of the system without complete knowledge of the physics
1
beforehand, but also aid in the discovery of the underlying physics.
The following section will briefly explain the hybrid learning procedure presented in
this thesis. Additionally Section 1.1 will also describe the critical issues facing the state
of the art, particularly with regard to discovering PDE models. Afterward, Section 1.2
will present alternatives to the linear regression paradigm employed by the hybrid learn-
ing procedure. Then, Section 1.3 will motivate overcoming the difficulties in PDE model
discovery by showing a how ubiquitous PDE models are.
1.1 Problem Overview
Before jumping into any particular examples in the following chapters, a brief conceptual-
ization of the general system identification problem is given. Here notation and terminol-





cnFn[u,∇, . . . ], (1.1)
where cn are constant coefficients, Fn represent nonlinear combinations of derivatives and
state variables, and N is the number of terms in the model. All the equations considered
here will be of this type, but the procedure can be adapted to other equations by separating
a different term to the left-hand side rather than the first time-derivative. The governing
equation (1.1) is the object that symbolic regression seeks to identify.
To do so, first, the ”library” {Fn}n of candidate terms must be constructed. This library
acts as the basis of a space that an accurate model exists in. If a model does not formally ex-
ist within the library-space, then it might be at least well represented; for example consider
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the small angle approximation for a physical pendulum:
θ̈ = c1 sin(θ) (1.2)
≈ c1θ. (1.3)
A library with only finite-order polynomials in θ doesn’t fully capture the dynamics, but
it would yield a model that is fairly accurate under the condition that θ is small. Using a
hybrid approach, the library should be constructed to employ available knowledge of the
system such as relevant physical laws, phenomenology, or necessary symmetries. Using
domain knowledge to constrain and construct the library is treated in more depth in Chapter
3.
Once a suitable library of N terms has been constructed, the next step is to formulate






q0 = Qc, (1.4)
where Q = [q1,q1, . . .qN ] is a K × N matrix and shall be referred to as the ”library
matrix”. The columns of the library matrix correspond to the different potential terms of
the model, while the rows correspond to unique equations linear in the coefficients cn. One
way to get an ensemble of unique equations linear in cn is to evaluate the model terms Fn
at different locations in space and time. The terms need to be computed atK ≥ N different
locations in order for the coefficients to be determined.
To make this more concrete, consider the Kuramoto-Sivashinsky equation






Figure 1.1: A solution to (1.5) with c1 = c2 = c3 = −1. A random sampling to represent
points in space time used to create a library matrix is represented by red squares.
Rather than knowing c1, c2, c3 and solving for u, in this case we are instead interested in the
inverse. To convert this from a differential equation in u into an algebraic equation linear
in cn, the model terms need be evaluated at some point in space in time. For example, at a
particular point the equation could reduce to
−0.061 = 0.863c1 − 1.378c2 + 0.578c3. (1.6)
The sampling would be repeated K ≥ 3 times, as shown in Fig. 1.1, in order to create the
linear system (1.4). If the form of (1.5) isn’t known ahead of time, then additional terms
would have to be evaluated; in this case the library could include polynomial combinations
of u and derivatives in x.
After a library matrix has been constructed, finding a model reduces to finding a c that
satisfies (1.4). The simplest way to do this is via least squares. This has been done by many
to identify a dynamical model [3, 4, 5, 6, 7]. However, the general least-squares solution
assigns non-zero values to cn that should technically not be present in the model, even if
the cn assigned is very small. To avoid this overfitting, all possible subsets of Q could
be compared, and the model that balances parsimony with accuracy could be selected by
hand or by some metric (e.g., Akaike Information Criterion). However, when the number
of columns in Q become large, this is not feasible. One alternative is to employ a back-
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ward elimination scheme that iteratively removes columns fromQ that increase the residual
‖Qc − q0‖ the least when they are removed and stops once no terms increase the residual
below some threshold [8]. Another related approach is to use the magnitude of cn (scaled
by ‖qn‖) to quantify the relevance of Fn to the observed data, and to remove qn from the
library if the contribution is below some threshold. Then, the reduced c is computed, and
the process is repeated until no terms are deemed insignificant. This is popularly known as
SINDy [9], but a very similar algorithm was developed earlier as ”structure selection” [10].
These sequential thresholding approaches are heuristic alternatives to regression tech-
niques that regularize the least squares minimization with different, but similar penalty
terms. They can be written as
min
c
‖q0 −Qc‖22 + λ‖c‖s, (1.7)
where Qk denotes the kth row of the library matrix and s is some integer. Choosing
‖ · ‖s = ‖ · ‖0 enforces model sparsity by penalizing non-zero elements of c [11]. A similar
effect can be achieved with the well-known LASSO, which corresponds to ‖ · ‖s = ‖ · ‖1
[12, 13, 14]; solutions for c are encouraged to be identically 0 using the LASSO, and so
can yield sparse (easily interpretable) models. Finally, ‖ · ‖s = ‖ · ‖22 is known as ridge
regression [15]; although regularizing with an L2 penalty can help prevent overfitting when
columns of Q are collinear, it does not generally enforce sparsity in c. The regularization
methods (1.7) are generally solved using gradient descent and are thus more computation-
ally expensive than the heuristic algorithms. Interestingly, the heuristic algorithms can be
viewed as approximations to the regularization approaches, such as the sequential thresh-
olding algorithm SINDy approximating L0 regularization [16].
It is also worth mentioning ”entropic regression” [17], which fares favorably to both
heuristic and regularized regression. This approach employs iterative ordinary least squares,
but it chooses its subspace of columns of Q based on maximizing the mutual information
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between the columns qn and q0. Many of these regression methods yield satisfactory re-
sults for reasonably large K and reasonably small errors in the elements of the library
matrix qkn. However, the latter condition is rarely satisfied for local evaluations of the
model terms like in (1.6).
This inability to evaluate qkn with acceptable accuracy under ”realistic conditions,”
sparse grids and noise corruption, has been observed historically in experimental [4, 7]
and synthetic [3, 4, 8, 18, 10, 19, 20] data. The cause of the difficulty becomes clear
when we consider Fn that involve derivatives, such as ∂xu. A single point in space is
insufficient to evaluate such a library term, but rather local neighborhoods are required. To






where εd is the error due to discretization and ∆x is the distance between adjacent ob-
servations, requires knowing u at x and x + ∆x. For both simulations and experiment,
discretization is unavoidable, and this will always incur errors in the estimations of the
derivatives. The error due to discretization can be decreased by increasing the measure-
ment density, but doing so presents challenges for both experiment and simulation.
Furthermore, experiments contain unavoidable measurement error. Consider as an il-
lustrative example additive error
ũ = u+ χ, (1.9)
where ũ is the measured variable, u is the ”truth”, and χ is the noise corruption, then using












where εd is the error due to discretization and εn is the error due to the measurement noise.
Since ∆x < 1, taking derivatives amplifies the measurement errors εn. The amplification
due to noise can be diminished by increasing ∆x, but this comes at the cost of amplifying
the discretization errors εd. Choosing higher-order finite-difference schemes can improve
the cumulative error [8]; unfortunately, even the optimal choice of ∆x that balances dis-
cretization and noise error yields accuracy insufficient for model reconstruction. To make
matters worse, higher derivatives amplify the measurement noise even more. This is why
ODEs have seen success with this approach (they usually involve a single first-order time-
derivative), but PDEs have seen almost no successful experimental application.
Although useful for illustrating the fundamental problem, finite differences (of any or-
der) is a poor choice for noisy data, and better techniques to estimate the derivatives exist.
For instance, a method to smooth, interpolate, and take derivatives of the data in one-
dimension was developed by Savitzky and Golay [21]. They fit polynomials to the data,
and computed the derivative(s) using the polynomial coefficients. The method can exploit
many observations in the neighborhood of the point of interest and is more robust to noise
corruption than finite differences. The ”Savitzky-Golay filter” can be extrapolated for use
in higher dimensions, but its accuracy is ultimately limited as well. Further limitations of
local polynomial estimates of derivatives in the context of system identification is shown
in Chapter 3. Using a global method such as a Fourier operator to take derivatives exhibits
similar sensitivity to noise [10], due to the Fourier operator disproportionately amplify-
ing high frequency noise. Regularization methods (e.g., Tikhonov [22, 23, 24] and Total
Variation [25, 24]) yield the most reasonable derivative estimates in the presence of noise
(due to enforcing smoothness on the solution), though they are generally more expensive
numerically and still have limited accuracy for higher-order derivatives. Other derivative
estimation techniques for noisy data are given in [24], but it is clear that for higher-order
equations, there is just no way to construct the library elements with acceptable accuracy.
Instead of trying to find better ways to estimate derivatives from noisy data, they can be
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avoided entirely. To do this, use the weak form of (1.1), rather than the strong form. For
example, consider again the Kuramoto-Sivashinsky equation, this time in its weak form
〈w, ∂tu〉Ω = c1〈w, u∂xu〉Ω + c2〈w, ∂2xu〉Ω + c3〈w, ∂4xu〉Ω, (1.12)
where 〈w, ·〉Ω =
∫∫
Ω
w · dxdt and w(x, t) is called a weight function. Evaluating the
integrals over some definite integration domain Ω yields an equation that is still linear in the
coefficients cn; the rows of the library matrix can then be filled by considering an ensemble
of unique combinations of Ω and w. Integration by parts (with a weight function that
kills boundary terms) allows derivatives to be transferred from the noisy data to a weight
function whose derivatives are known exactly. Using the weak form to construct Q to
avoid derivative noise amplification was originally used by Shinbrot in 1954 for ordinary
differential equations [3], adapted to partial differential equations by Perdreauville and
Goodson in 1966 [4], and it has been further adapted, re-purposed, and re-discovered many
times since [26, 27, 28, 29, 30, 31, 32, 33, 34]. Using a weak formulation for library
construction will be discussed in more detail in Chapters 4 and 5.
A final problem that linear regression methods face is that not all variables relevant to
construct Q can be measured. If these ”latent variables” have certain exploitable properties
(e.g., time-independence) then they can be ”projected out” of the governing equations (e.g.,
by applying a time-derivative). Two different examples are presented in Chapters 3 and 5,
but in general some ”projection” has to be devised to remove latent variables for a linear
regression method to work for model discovery.
1.2 Alternatives to Linear Regression Methods
There also exists several methods for discovering the governing equations that don’t involve
the constrained linear regression methods discussed above. The first alternative to men-
tion is that of using genetic or evolutionary optimization algorithms to search the space of
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mathematical expression to find a model that best fits the data. For instance, in [35, 36], an
ensemble of models was initialized, each with a random form. Each model in the ensemble
was simulated to compare with observations. Then, each underwent a random perturbation
to the form of their model. The perturbations comprise applying new operators or includ-
ing more variables into the model term(s). If the perturbation improved the agreement with
the observation, then those ”genes” were advanced; if not, then the prior model was kept.
The benefit of this approach is that it assumes essentially nothing about the structure of the
model. However, its validation procedure involves simulating trajectories at each iteration,
which is tractable for low-dimensional models (ODEs), but not a good option for higher-
dimensional models (PDEs). Furthermore, the forms of many PDEs are restricted by the
symmetries and physical mechanisms of the system they describe, and so the mathemati-
cal expressions allowed in the governing equation cannot be arbitrary. As such, stochastic
optimization algorithms are likely to waste a lot of time considering models that intuition
could have culled ahead of time.
Nonlinear regression is also an alternative. One such technique, alternating conditional
expectations (ACE) [37], has been applied to ”learn” ODEs [38] and PDEs [39, 40]. The
method consists of labeling certain combinations of fields and their derivatives as inde-
pendent variables, (e.g. for the Kuramoto-Sivashinsky equation v0 = ∂tu, v1 = u∂xu,
v2 = ∂
2
xu, and v3 = ∂
4











The ACE algorithm is capable of producing arbitrary nonlinear functions φi(vi), assuming
that there are enough observations and the vi can be estimated with sufficient accuracy.
There are two main problems with this approach, when applied to the identification of par-
tial differential equations. First, evaluating vi requires the estimation of derivatives, mean-
ing that higher-order equations will be sensitive to noise corruption. This was found to be
the case when a complex Ginzburg-Landau equation (second-order in space) was discov-
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ered from experimental binary fluid convection data [40]. Second, though ACE can find
nonlinear transformations φi, how to choose the vi(u, ∂x, . . . ) such that they correspond
to distinct physical mechanisms isn’t clear unless information about the system is already
known.
Another alternative, Data assimilation [41] is traditionally used as a method to estimate
the state of systems where there is considerable uncertainty in the truth of the state. Me-
teorology and oceanography are popular examples, where the systems are vast, difficult to
measure densely, and have frequent external perturbations. Data assimilation seeks to find
the optimal linear combination of observations and predictions from a known model. Two
common ways to optimize the linear combination are variational approaches and ensemble
filters [42]. By optimally combining real-world observations and the results of simula-
tions, predictions are made more accurate. The state-estimation procedure can be modified
such that the model parameters are also identified. This is accomplished by appending the
desired model parameters to the ”state” vector and then solving a more complicated op-
timization problem. This procedure has been applied to synthetic data generated from a
PDE [43]; for a variety of grid densities, noise corruption magnitudes, and initial guesses,
the method yielded predictions close to the ”truth” (though time-averaging was needed to
make the estimates converge in the noise-corruption case). One downside of this approach
is its computational cost – the system must be simulated and a variational method must be
used for each time step, until the parameter estimates converge. Another downside is that
although the parameters are being identified, the form of the model is assumed known.
Instead of providing estimates for both the state and the parameters, variational meth-
ods can be used to identify model parameters directly. This is done by minimizing the
difference between model predictions and observations. This has been applied to PDEs
with constant coefficients [44, 38, 45, 18] and for spatially dependent model parameters
[46]. One of the major boons is that the method is quite robust to noise corruption, mea-
surement fidelity, and type of measurement [18]. For instance, the measurements need not
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be densely measured, be directly measured (e.g. measurements could be local averages),
or even contain all variables. A trajectory is simulated using a best-guess model, the state
is transformed as needed to match the kind of measurements available, and new param-
eters are chosen using a variational procedure. A problem this approach can run into, is
that for chaotic dynamics convergence can be very slow if the trajectory is very long, since
tiny differences in initial conditions and parameter guesses can yield significantly different
dynamics after enough time. A solution to this is multi-shooting [45]. Another funda-
mental drawback is that, like data assimilation, the model form must already be known,
along with the boundary conditions. Furthermore, the method is much more computation-
ally expensive than regression counterparts [18]. Finally, unlike the regression approaches
which require no simulations, the variational approaches require boundary conditions to be
known.
Yet another alternative is Gaussian Process Regression (GPR)[47, 48]. Although it is
labeled as ”regression,” it is sufficiently different that it is considered as an alternative.
The method begins by making an assumption that the dependent variable at each location
in space is a Gaussian process (GP) spatially correlated to its neighbors. Next, it builds
upon the analytical property of Gaussian processes that the output of a linear system whose
input is Gaussian distributed is again Gaussian. This means that adjacent states in time are
together a Gaussian process. The covariance matrix of this multi-output GP then encodes
the physical laws that connect the two states in time (the partial differential governing
equations). Then, if one has access to two states near in time, the hyperparameters of the
covariance matrix (which are the coefficients of the governing equation) can be learned
by minimizing the negative log marginal likelihood. A benefit of this approach is that the
derivatives contained in the governing equations are applied to the covariance functions
(such as a squared exponential), rather than the data themselves. It is likely that for this
reason that the parameter estimates are robust to noise. Another boon of GPR is that the
sampling locations are arbitrary. However, there are three drawbacks to this approach. First,
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to solve for the parameters requires the inversion of dense, large covariance matrices which
scales cubicly with the number of observations used [47]. More crucially, this approach
assumes a known form of the PDE ahead of time. Finally, the property that the output
of a system is Gaussian if the input is Gaussian is only true for linear systems; hence,
the governing equations need to be linearized before being used to construct the variance
matrix.
A final alternative worth mentioning is using neural networks to learn the governing
equations. The key idea is approximate the solution to the governing PDE by a neural
network (or many). The neural net is trained by minimizing the differences between its
approximation of the solution and observations as well as, crucially, a constraint term that
enforces the governing equations [49]. Other properties can be enforced via constraint
terms as well, such as boundary conditions. Not only are the neural networks trained to ap-
proximate the staet, but the parameters of the physical constraint term, which correspond to
the coefficients in the governing equation, are also learned. The learned parameters exhibit
good resilience to noise corruption of the observations, or at least better than regression
methods that rely on direct evaluation of the derivatives. Furthermore, they can learn the
governing equations even in the absence of latent variables, and they are indifferent to
observation locations. A downside, like many of the alternatives here is that the model
form is assumed to be known ahead of time. The method can be extended so that it uses a
large number of model terms with variable coefficients, with the hopes that the terms that
don’t describe the data will have their coefficients set very small at every point in space
[50]. Unfortunately, this lacks the physical interpretability that methods like LASSO and
SINDy provide due to them setting small terms conclusively to 0. As such, despite being
compeling parameter estimators and methods of prediction, their lack of model selection
mechanism makes them less suited to symbolic regression.
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1.3 Systems Described by PDEs
Above, several approaches to model discovery are detailed. A commonality between many
of them is that they were derived initially for application to low-dimensional systems
(ODEs). Unfortunately, many of the techniques that work for low-dimensional systems
do not generalize well to high-dimensional systems (PDEs). One such example is if the
system (or an adjoint with comparable dimensionality) needs to be simulated repeatedly
to refine the model estimate; while this may be fine for systems of ODEs, this becomes
prohibitive for use with PDEs. One of the main appeals of the linear regression methods
focused on in Section 1.1 is that it scales well with increased system size.
However, a unique problem arises for PDEs: derivatives. For many ODEs, there is only
one term with a derivative, and it is often only order 1 or 2. For PDEs, every term could
contain a derivative, and the derivatives can be fourth-order, sometimes even higher. As
shown above, this spells disaster if the data are corrupted with even minuscule amounts
of noise; unfortunately, noise corruption of some form is unavoidable for experimental
data. A weak formulation of the problem was presented as an alternative, and much of
the thesis will elaborate further. This section will be focused on emphasizing why the
weak formulation is worth developing, as opposed to just accepting not being able to apply
symbolic regression to PDEs.
Many important quantities of interest are dependent on extended variables (space and
time); i.e. they can be represented as (potentially multi-component) fields. Moreover, our
universe is not boring and these fields exhibit spatiotemporal dynamics (ie, they are not
uniform in space and time), due (mostly) to systems existing outside equilibrium [51].
The structure of these fields in time and space is often governed by a partial differential
equation (PDE). There are plenty of fundamental PDEs which need no introduction, like
Maxwell’s equations and Schrödinger’s equation. Another example, the Navier-Stokes
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equations (NSE) in non-dimensional form
∂tu + (u · ∇)u = −∇p+
1
Re
∇2u + f , (1.14)
are used to describe conservation of momentum of a fluid, where u is the fluid velocity, p is
the fluid pressure, Re is a non-dimensional parameter that can be thought of as a measure
of the balance between inertia and dissipation called the Reynolds number, and f represents
the net body forces acting on the fluid. However, PDE modeling isn’t limited to fundamen-
tal physical laws; they are found in a variety of disciplines. A few low-dimensional (in both
independent and dependent variables) examples are given below to illustrate how broad the
applications are.
One of the simplest examples involving a quadratic nonlinearity is Fisher’s (or some-
times Kolmogorov-Petrovsky-Piskunov, or Fisher-KPP) equation
∂tu = ∂
2
xu+ au(1− u) (1.15)
which was first developed independently by Fisher [52] and by Kolmogorov, Petrovsky,
and Piskunov [53] to describe the spatiotemporal propagation of genes (see Ref. [54] for
an excellent history of the mathematical models of population dynamics), but it can also
be used to describe dilute reacting gases [55], nonlinear optics [56], assorted biological
population dynamics [57], among others. An example of a PDE with a cubic nonlinearity
is the FitzHugh-Nagumo equation
∂tu = ∂
2
xu− u(1− u)(a− u), (1.16)
which was devised by FitzHugh (originally in ODE form) as a description of spiking behav-
ior in neuronal membrane voltage [58, 59] and experimentally validated using an equivalent
circuit by Nagumo et al. [60]. This equation can also be used to model excitable systems
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such as electronic circuits [61, 62] and cardiac tissue [63].




where N(u) is some nonlinear function describing the reaction process, and D is the dif-
fusion constant which (along with the operator ∇2) describes spatial coupling. Reaction-
diffusion equations can be used to describe combustion processes [64], chemical reactions
(where N(u) is often polynomial due to the Law of Mass Action) [65, 66], population dy-
namics as above, and even more exotic examples like animal coat patterns [67] and criminal





which can be referred to as an advection-reaction-diffusion equation. By considering ad-
vection, this model acknowledges that the flux of u, carried with velocity v, plays a signifi-
cant role in the dynamics of the variable of interest. These types of equations can describe
the dispersal and aggregation of organism populations with directed movement (e.g., due
to being immersed in a moving fluid or following a gradient in the environment) [70, 71,
72, 73].




which was first introduced by Bateman to illustrate the idea of discontinuous solutions to
fluid flows [74] and later revisited by Burgers in an effort to provide a simplified model
for hydrodynamic turbulence [75]. The equation can be used to model shock waves in
aerodynamics [76] and (with some modifications) plasmas [77, 78], in addition to generally
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acting as a a prototype for PDEs with discontinuous solutions. An interesting extension of





which can be used to describe nonlinear waves in optical fibers [79, 80, 81, 82, 83, 84],
Bose-Einstein Condensates [85], and nonlinear deep water waves [86]. A related third
order equation is the Korteweg-de Vries equation [87, 88]
∂tu+ ∂
3
xu− 6u∂xu = 0, (1.21)
which is a model of one-dimensional nonlinear dispersive non-dissipative waves. For a
more exhaustive list of PDEs, and some analytic solutions if available, see Ref. [89].
Although these equations were obtained directly from first principles, derived from a
first-principles equation by making simplifying assumptions, or by matching phenomenol-
ogy, they still demonstrate how ubiquitous PDE models are. Therefore, it is important that
a symbolic regression procedure be available to identify them when classical model con-
struction fail, so that proper models are available for spatiotemporally complex phenomena.
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CHAPTER 2
UTILIZING DOMAIN KNOWLEDGE TO CONSTRUCT A LIBRARY
This chapter provides an example of how to build the library {Fn}n by utilizing available
physical intuition about the system, sometimes referred to as ”domain knowledge.” In this
chapter and later a thin fluid flow will serve as the illustrative system of choice, because
it has a sufficiently complicated model structure, it has latent variables, there is existing
physical knowledge about the physics, and there are experimental measurements available
for analysis.
2.1 Kolmogorov-like Flow Description
The system comprises a two-immiscible-layer fluid in a rectangular container whose ver-
tical extent (z-direction, thickness h = 6 mm) is much smaller than the sides (x and y
direction) of its rectangular horizontal area: Lx × Ly = 17.78 cm×22.86 cm. The main
working fluid is an electrolyte (thickness he = 3 mm, density ρe = 1192 kg/m3, viscos-
ity νe = 5.85 mPa·s) subject to a uniform current density flowing through the longer of
the two horizontal directions (y) due to the influence of opposing electrodes placed in the
fluid, such as in Ref. [90]. On the bottom vertical boundary exists a bar magnet array
(14 magnets of alternating polarity, each 15.24 cm long and 1.27 cm wide) that erects a
nearly oscillatory magnetic field within the fluid domain, which in turn forces the field in
a Kolmogorov-like manner. Below the electrolyte is a dielectric (thickness hd = 3 mm,
density ρd = 1769 kg/m3, viscosity νd = 1.30 mPa·s) whose purpose is to dampen the
drag effects of the bottom confinement, effectively increasing the two-dimensionality of
the dynamics in the electrolyte layer. Above the electrolyte is open to the air.
A diagram of the experimental apparatus is shown in Fig. 2.1. The horizontal motion























Figure 2.1: (a) A side cross-section of one of the experimental apprati. (b) A top-down
view. The blue shading denotes the fluid domain, the orange bars indicate the electrode
locations with charge indicated by + and −, the magnetic field alternates between in and
out of the field, the current density J flows vertically, and the forcing alternates from left
to right vertically with the magnetic field.
videos are then used to extract the velocity data using Particle Image velocimetry (PIV)
[91, 92]. Thus, only data for the horizontal velocities at one height are available, and
symbolic regression seeks to find a two-dimensional model that effectively describes the
spatiotemporal dynamics of the horizontal velocities. It is worth noting that although the
evolution of the full three-dimensional velocity is governed by the NSE, a model governing
only the horizontal velocities is not known. However, with certain assumptions, a two-
dimensional model can be derived for the horizontal velocities.
2.2 Deriving a Depth-averaged Model
The fluid contained within the apparatus shown in Fig. 2.1 obeys the incompressible
Navier-Stokes equations:
ρ (∂tU + (U · ∇)U) = −∇p+ µ∇2U + F, (2.1)
along with the constraint
∇ ·U = 0, (2.2)
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where F = J × B + ρg are the external body forces acting on the fluid. The Lorentz
force J × B = J(Bzx̂ − Bxẑ) arises due to the uniform current density J = Jŷ flowing
through the electrolyte, and the gravity force ρg = −ρgẑ acts only in the vertical direction.
Previously the equation has been simplified by depth-averaging (2.1) after employing the
ansatz
U = P (z) (u(x, y, t)x̂+ v(x, y, t)ŷ) + w(x, y, z, t)ẑ. (2.3)
The resulting horizontal, two-dimensional governing equation is
∂tu + β(u · ∇)u = −
1
%
∇p+ ν̄∇2u− (α + θ)u + f , (2.4)







Bz(x, y, z)dzx̂ (2.5)





























The physical parameters are dependent on the vertical dimensional only as piece-wise
constant functions, reflecting the binary setup. The last term includes the vertical velocity,
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so further simplification is motivated. Using (2.3) and (2.2), the equivalence
w(x, y, z) = ∇ · u(x, y)
∫ z
0
P (z′)dz′ = ∇ · u(x, y)P(z) (2.7)
is established. This can then be used to refine the definition
θ = γ∇ · u, (2.8)
where
γ = β − (ρd − ρe)P(hd)P (hd) + ρeP(h)
%
, (2.9)
has been simplified with the boundary conditions on P : P (0) = 0 and P (h) = 1. These
boundary conditions mean that u can be interpreted as the horizontal velocity at the electrolyte-
air interface. Finally, this yields the governing equation
∂tu = −β(u · ∇)u + ν̄∇2u− αu + γ(∇ · u)u−
1
%
∇p+ f(x, y). (2.10)
A governing equation for the pressure can be obtained by noting that the z-component of
(2.1) is dominated almost entirely by the balance between the vertical pressure gradient and
gravity, then integrating said equation and relating the temporal evolution of the height of
the fluid to the vertical velocity given by (2.7). This results in the evolution equation
∂tp = −κ∇ · u, (2.11)
where
κ =
g ((P(h)− P(hd))ρe(he + hd) + (P(hd)− P(0)(ρehe + ρdhd)))
%
. (2.12)




Figure 2.2: Comparison of the vorticity representation of the laminar fixed point for (a)
experiment and (b) weakly-compressible simulation. The vorticity is also compared for
cross sections in y (c) and x (d) [93].
the apparatus, these depth-averaged parameters can be computed. For example, for one
of the apparatus the parameters are β = 0.826, ν̄ = 3.2312 × 10−6 m2/s, α = 0.0645
s−1, γ = 0.16, and κ = 0.0549 m2/s2. A more detailed derivation, along with order of
magnitude arguments for the exclusion of certain terms can be found in [93]. Note that
the parameters shown here are formally dependent on x and y, as each integral depends on
horizontally varying fluid depths, but experimentally the height of the free surface varies
on the order of µm, in comparison to the average values of h̄e ≈ h̄d ≈ 3 mm, so the
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spatial variation in the parameters is expected to be minor. Earlier studies [94] considered a
horizontally incompressible fluid, which corresponds to setting ∂zw ≈ 0, and subsequently
γ = 0. This incompressible version has also been proposed before, such as in Refs. [95,
96, 97].
For low current values (the forcing f = (f0, 0) is directly proportional to the current
density) the model (2.4) recreates the flow remarkably well. For such low forcing, the base
state resembles the forcing profile extremely closely, shown in Fig. 2.2. This close resem-
blance between model and observation is valid, because the assumption on the flow made
in (2.3) is close to being true. In particular, the vertical scaling of the velocity P (z) is com-
puted using rather drastic assumptions on the horizontal velocity: u = P (z) sin(k0y)x̂,
where k0 is the wavenumber corresponding to the frequency of the forcing profile. This
drastic assumption on the form of the velocity results in a solvable ODE for P (z), whose
solution is then used to compute the parameters in (2.6). This assumption isn’t even com-
pletely valid at low Re, only in the inner domain is it approximately true. Furthermore,
the y-velocity v increases in magnitude at the primary instability, making the calculated
parameters become less and less theoretically sound.
The primary instability is in fact characterized by both the emergence of nontrivial v
magnitude in the inner domain, as well as a modulation of the horizontal bands indicating
x dependence in the inner domain also emerges. Both of these imply that the computed
depth-averaged parameters contain errors. However, the modulated state is still computed
with qualitative accuracy, shown in 2.3 for the compressible model. It is also computed
with good agreement for the incompressible model. However, there exist quantitative dif-
ferences between simulation and experiment for both the predicted critical Re at which v
develops, the average modulation wavelength λx, as well as the shape of the bifurcation
curve. Modifying the incompressible parameters individually improves agreement for the
critical Re and modulation wavelength, implying that a two-dimensional model exists that




Figure 2.3: The modulated flow, post primary instability is shown for experiment (a)
and compressible simulation (b). The order parameter (V̂ = v) is shown in (c) for the
compressible simulation (blue) and experiment (red) [93].
magnitude.
2.3 Exploiting Available Physical Intuition
The model discussed in Section 2.2 shall be generalized here for use within the context of
system identification. Since it could be that altogether terms are missing from the model,
a generalized system of PDEs needs to be crafted. Although it would be possible to con-
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struct a library involving an arbitrary mixture of derivatives and nonlinearities, without a
systematic way to constrain the form of the terms in {Fn}n, there would be far too many
possibilities for symbolic regression to be tractable. To make the problem tractable, the rel-
evant physics and symmetries of the problem can be used to impose a number of constraints
on the form of the model and the choice of the dependent variables.
Being a fluid flow, the system can be described by two fields, velocity u and pressure
p. So, the dynamics of the fluid flow should be described by evolution equations of the
general form
∂tu = Nu(u, p),
∂tp = Np(u, p), (2.13)
where Nu and Np are some (generally nonlinear) differential operators. The form of these
operators is constrained by the physics and symmetry; first, consider the latter. Since ∂tu
is a vector, in order to preserve the rotational symmetry, Nu also has to be a vector. So, Nu
can be constructed as a linear superposition of terms each of which is a vector. Since the
fluid layer is thin, the vertical component of the velocity is small compared to the horizontal
component, so consider u to be two-dimensional (u can be thought of as describing the flow
at the free surface of the electrolyte). Furthermore, again due to the small thickness of the
fluid layer and the dielectric layer buffering the effect of the bottom boundary, both u and
p can be considered functions of horizontal coordinates x and y and time t, but not the
vertical coordinate z.
There are several ways to construct a vector out of u, p, the gradient operator∇, and the
external forcing field f (assumed to be time-independent). The gravitational acceleration
g, the only other vector quantity in the problem, cannot be included in the two-dimensional
model, since the latter does not explicitly include the vertical direction. Using one vector
object, three vector fields that are linear in u, p, and f can be constructed: ∇p, u, and
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f . More complicated vector fields can be constructed using powers of ∇ and/or nonlinear
functions of p, u, and f . Only terms that are linear in p and f will be considered, since ∇p
and f both describe the (volumetric) force density and they are linearly related to the time
rate of change of the momentum density ρ∂tu according to Newton’s 2nd law.
More vector fields can be constructed using several copies of u and ∇. Keeping terms
up to third order in u and second order in ∇, the following evolution equation for the
velocity field is obtained
∂tu = c1(u · ∇)u + c2∇2u + c3u + c4(∇ · u)u
+ c5(∇ · u)2u + c6(∇× u)2u + c7u2u
+ c8∇p+ c9f . (2.14)
The evolution equation for the pressure can be constructed in a similar manner, withNp
that should be a scalar. The pressure should be a function of the velocity only, so keeping
the leading order (in∇ and u) term, we will find
∂tp = −κ∇ · u, (2.15)
where κ is another unknown parameter. Using the scaling freedom in defining the latent
field p explicit in the equations (2.14) and (2.15), without the loss of generality we can set
|c8| = 1. Similarly, we can set c9 = 1, which amounts to choosing a particular scale for
the (unknown) forcing. The remaining constant (to preserve the translational symmetry in
space and time) parameters c1 through c7 (and possibly κ) need to be determined from data
using sparse regression.
The combination of symmetry and physics constrains the form of the evolution equa-
tions rather significantly, yielding a set of evolution equations with few superfluous terms.
The last few terms in the general model (2.14) represent vertical flow effects neglected by
approximations made during the derivation of the original model in Section 2.2. Specifi-
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cally,
α = −c3 − c4∇ · u− c5(∇ · u)2
− c6(∇× u)2 − c7u2 (2.16)
can be thought of as a second-order (in u and∇) model of the Rayleigh friction coefficient.
However, the derived model is very close to the one obtained by depth-averaging.
This chapter serves as an illustration of how traditionally a model is only as good as
the assumptions that go into its derivation, and the accuracy of models deteriorate when
the assumptions no longer hold. Using much of the same domain knowledge used in the
traditional derivation, a more general model was then constructed. In doing so, using this
quasi-2D fluid flow as an example, the general process of utilizing physical intuition to
build a library was demonstrated.
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CHAPTER 3
DIRECT IDENTIFICATION OF QUASI-2D NAVIER STOKES
Now that a library of candidate model terms has been constructed by using domain knowl-
edge, the quasi-2D flow can be further exploited to investigate symbolic regression. This
chapter focuses on using the strong form of (2.14), and so a method for evaluating the PDE
at local points need be devised. Along with this, a sampling scheme needs to be chosen
so that the available information is utilized in an efficient manner. Finally, after the lin-
ear system has been constructed, the iterative method used to identify relevant terms is
described.
Once the details of the method are shown, the results will be presented. Namely, the
questions ”how well can the models be identified with and without external noise corrup-
tion?” and ”for what method parameters yield the optimal results?” will be answered. The
scaling with one of the principal factors of the method: the noise amplitude will be given
theoretical treatment. Finally, some guidelines as to the limits of how identifiable terms are
when they are technically present, but weakly so (such as the weakly compressible term)
are also presented.
3.1 Direct Operator Selection
The data characterizing both components of the velocity field u is assumed to be available
on a uniform grid. However, unlike standard sparse regression problems where all the
variables are directly observable, in this problem neither the pressure p nor the forcing f
are, so both fields have to be either determined independently or eliminated. In principle,
for a fully resolved incompressible (κ → ∞) flow field, if f were known, p could be
obtained in a standard way by applying a divergence to (2.14), which yields a pressure
Poisson equation. Typical experimental data however have a resolution that is too poor
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Figure 3.1: Sampling scheme for the direct evaluation of the thin fluid flow. The grey dots
represent the (sub-sampled by a factor of 402 in space) discrete locations for which the data
are available, the red circles correspond to the locations randomly chosen points to locally
evaluate the (modified) governing equation, and the green boxes correspond to the neigh-
borhood surrounding the point used to smooth the data and evaluate derivatives. Spatial
axes are to scale relative to each other, and the spatial sizes of the fitting neighborhoods.
The temporal extent of the available data is too long to show to scale, so a sub-domain is
used for illustrative purposes. In the back is an example snapshot at the relevant Re.
(and noise level that is too high) to make it possible to compute pressure in this manner.
In the following, we will focus just on the evolution equation for the velocity field; the
evolution equation for the pressure is very simple and the coefficient κ can be eliminated
altogether by rescaling c8 and/or p. The terms involving both latent fields can be elim-
inated from (2.14) by applying an operator P̂k = ŜkĈT̂ composed of three operations:
Ĉ = ẑ ·∇× removes the dependence on∇p which is curl-free, T̂ = ∂t removes the depen-
dence on f which is constant, and the sparsification operator Ŝk samples the original data at
discrete space-time points (x, y, t)k which are uniformly randomly distributed throughout
the spatiotemporal domain, as visualized by figure 3.1. The corresponding discretization
of the resulting PDE (which is second order in time, third order in space, and fourth order
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overall) takes the form of (1.4), where the column entries
qk0 = P̂k(∂tu− f +∇p), qk1 = P̂k(u · ∇)u, (3.1)
qk2 = P̂k∇2u, qk3 = P̂ku, (3.2)
qk4 = P̂k(∇ · u)u, qk5 = P̂k(∇ · u)2u, (3.3)
qk6 = P̂k(∇× u)2u, qk7 = P̂ku2u (3.4)
correspond to different terms in (2.14). Note that qk0 = P̂k∂tu, so none of the terms qn in
fact depend on either p or f . For the number of points in the sample,K, exceeding the num-
ber of unknown coefficients, this yields 1.4 as an overdetermined system of linear equations
for c, where Q and q0 can be evaluated using any algorithm sufficiently robust with respect
to noise and sparsity of the data. The particular procedure used here is described in the next
section.
Sparse regression was performed using a variation of the iterative algorithm for sparse
identification of nonlinear dynamical systems (SINDy) [9], which involves computing the
solution c that minimizes the residual
η = ‖q0 −Qc‖1 (3.5)
of the linear system (1.4), followed by a thresholding procedure to remove dynamically
irrelevant terms. Note that the library terms qn themselves can differ by many orders of
magnitude (an example of this is presented below). Since it is the product, cnqn, that
determines a given term’s role in the model, a slightly modified thresholding procedure is
employed. The norms of the products cnqn are compared to the residual η: the columns
of Q for which ‖cnqn‖1 < γη are removed, and the process is repeated until all remaining
terms are above the threshold. Here γ is a constant that can be above or below, but is
close to, unity. This approach requires no a priori knowledge of the system, in contrast to
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previous studies [9, 14] that have defined various arbitrary thresholds as stopping conditions
for the iterative procedure.
3.2 Polynomial Interpolation
All of the library terms involve spatial and/or temporal derivatives of the velocity field.
Using total variation regularization of the data [98] to reduce the influence of noise is both
prohibitively expensive in higher dimensions and unnecessary given the sparse nature of
the system (1.4). Additionally, although spectral derivative estimates perform better in
the noiseless case, their high frequency components are corrupted by noise, diminishing
their accuracy severely [10]. Therefore, to accomplish the task of smoothing noisy data
and taking numerical derivatives concurrently, a higher-dimensional generalization of the
polynomial interpolation in [21] is used instead. At each point chosen by the sparsification
operator Ŝk, the velocity fields were approximated by a polynomial in x, y, and t fitted to
discrete data on a rectangular domain Ω of size 2Hx × 2Hy × 2Ht centered at a grid point
xk = (x, y, t)k.
In particular, the x-component of the velocity u(x, y, t) near (x, y, t)k was approxi-
mated as











where the overbar denotes the shifted and rescaled coordinates in which the domain Ω





etc. The order of the polynomial in each direction should be at least as large as the order
of the highest derivative appearing in the model equation (2.14) after the operator ĈT̂ is
applied, but ultimately is a tunable parameter, with the specific choice to be discussed in
more detail in the next section.
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wijk′(uijk′ − ũ(xi, yj, tk′))2, (3.8)
where (xi, yj, tk′) are the discrete points at which the data are available, uijk′ are the dis-
cretely available velocity data, and wijk′ is a weighting function. This is a standard least
squares problem whose solution is given by setting ∂F/∂U qrsk = 0. This yields a system
of (L+ 1)(M + 1)(N ′ + 1) linear equations
〈w u x̄qȳr t̄s〉Ω =
L,M,N∑
l,m,n
U lmnk 〈w x̄l+qȳm+r t̄n+s〉Ω, (3.9)
where 〈·〉Ω denotes the average over the spatiotemporal sub-domains for which the local
fits are defined. The weighting function wijk′ was used to bias the accuracy of the approxi-
mation toward the central point of the domain Ω (where all of the derivatives are evaluated)








with the width λ being another tunable parameter of the model (here λ = 0.5). The same
procedure was used to determine the coefficients V lmnk for the y-component of the velocity
v(x, y, t).
After the polynomial coefficients have been determined, the kth row of the library Q
and q0 can be constructed by evaluating the respective derivatives of u and v at (x̄, ȳ, t̄) =
(0, 0, 0) using (3.6). For instance, the linear term evaluated at (x, y, t)k is
qk3 = V
101
k − U011k , (3.11)
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Figure 3.2: Residual as a function of polynomial order for N = 10 and σ = 0. Here, error
bars denote standard deviation and symbols denote mean values.
the time-derivative term is
qk0 = 2V
102
k − 2U012k , (3.12)





k − 2U211k − 6U031k . (3.13)
The remaining terms are more complicated, and for the purposes of method illustration are
omitted. This process was repeated for each point defined by Ŝk in order to completely
evaluate the library and the target. Throughout the chapter, K = 250 points were used to
construct the library; neither the mean nor the standard deviation of the coefficients ci were
found to exhibit meaningful variation for a larger number of points.
3.3 Noiseless Results
Surrogate data used for testing the sparse regression procedure was generated using the
model (2.14)-(2.15) with the (non-dimensional) parameters c1 = −0.826, c2 = 0.0487,
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c3 = −0.157, c4 = 0.164, c5 = c6 = c7 = 0, c8 = −1, and κ = 2015. To non-
dimensionalize the equations, the length-scale used was the width of one of the bar mag-
nets, the velocity-scale was chosen to normalize the forcing magnitude and is proportional
to the square root of the driving current, and the time-scale is chosen as the length-scale
divided by the velocity-scale. This set of parameters describes a nearly incompressible
flow found in the experiment described in Ref. [92], which features the forcing field with
a nearly sinusoidal profile in the y direction with period 2χ = 2 and amplitude equal to
1.0649 in nondimensional units. The solution describing a weakly turbulent flow was ob-
tained using a numerical integration scheme based on operator splitting as described in
Ref. [93]. The linear terms were evolved in time implicitly, while the nonlinear terms
were handled via a 2nd order Adams-Bashforth scheme. The solution was integrated on a
computational grid with ∆xc = ∆yc = 0.025, and ∆tc ≈ 0.02 (c for ”computational”).
Gaussian random noise with variance σ was added to both components of the flow velocity
u. For reference, the maximal flow velocity is O(1) in non-dimensional units.
In order for the algorithm to produce meaningful results, its various tunable parameters
must be properly set. The noiseless case exhibits the least amount of sensitivity to variation
of fitting parameters; the only restriction is that the polynomial orders L, M , andN be high
enough to capture the variation in the data over Ω. While higher order interpolation allows
better approximation of the data, it is also more sensitive to noise. To lessen the influence of
noise, a larger number of measurements can be used for each k in the library matrix. There
are two ways to achieve this: by increasing the size of the sampling domain Ω or by using
a finer grid on which data are measured. The largest size of Ω is effectively limited by the
characteristic length and time scales for the problem. In the present problem, the natural
length scale is defined by χ. Consequently, here set Hx = Hy = χ/2, such that the width
of Ω in both spatial dimensions is equal to χ = 1. There is no natural time scale, so one
will be chosen based on the autocorrelation time τ ≈ 9.9. In the following set Ht ≈ 0.85τ ,
which is an optimal choice for σ = 10−3 and M = L. Furthermore the finest grid available
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Figure 3.3: The relative error, ∆ci scaling as a function of grid spacing.
in space will be used, i.e., ∆x = ∆xc, while in time we use ∆t = 25∆tc. With this choice,
Ω corresponds to a 40×40×34 block of data with dimensions that are roughly comparable
in the spatial and temporal directions. Finer grid densities make evaluating the averages in
(3.9) computationally expensive.
To investigate how the choice of polynomial order affects the accuracy of the fit and
hence the accuracy with which various partial derivatives of u are evaluated, the resid-
ual (3.5) was used. The dependence of η (normalized by the magnitude of the target
η0 = ‖q0‖1) is shown in Fig. 3.2. Here and below, the averages and standard devia-
tion are computed using an ensemble of 40 different realizations of the sampling operator
Ŝ. Note that η generally does not vanish even for the noiseless perfect model of the prob-
lem due to discretization errors of the numerical solution. Also note that the magnitude
of η describes the accuracy with which equation (1.4) is satisfied, not the accuracy of the
numerical solution to the model (2.14)-(2.15). As expected, η decreases for low L, but be-
yond some threshold (in this case L = 7), increasing the polynomial order has little effect
on the residual. In particular, L = N = 10 results in both a low value of the residual and a
small error in parameter estimation in the noiseless case, as will be seen below.






Since the data, whether from simulation or experiment, is acquired on a discrete grid, it
is important to quantify the accuracy of the library construction in the context of sparse
regression as a function of the grid spacing. The data, created with ∆xc, ∆yc, and ∆tc
were sub-sampled such that ∆x = ∆y ≈ ∆t, and the symbolic regression procedure was
performed at each sub-sampling. The resultant relative parameter error is shown in Fig. 3.3.
As can be seen, the method is quite sensitive to how refined the mesh is, and unfortunately
only reaches < 1% relative error in all parameters when the grid density is 4 times greater
than what is experimentally available.
However, the coefficient c4 was incorrectly set to zero by the algorithm for all ∆x. The
failure of sparse regression to correctly identify the value of c4 can be understood qualita-
tively by recalling that it is the product c4q4 whose magnitude is used to determine whether
the corresponding term should be retained or discarded. For this choice of parameters,
‖c4q4‖1 . η, suggesting that the magnitude of this term is as small or smaller than the
accuracy to which the governing equation can be satisfied. As mentioned previously, the
parameter set used here corresponds to a nearly incompressible flow where∇·u is nonzero
but very small. Indeed, from (2.14) and (2.15) we find q4 ∼ ∇ · u ∼ κ−1 ≈ 5 × 10−4.
By eliminating the term c4(∇ ·u)u representing the effect of compressibility [93] from the
model (2.14), sparse regression effectively recognized this fact. The accuracy of the incom-
pressible model has been established previously by comparing experimental and numerical
results [94, 99].
To verify that this term was indeed eliminated due to the large value of κ (and not
some shortcoming of the method), the analysis was repeated, setting κ = 1 to amplify
the compressibility effects. In this case the term c4(∇ · u)u is retained in the model and
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Figure 3.4: The dynamic influence of the compressible term, R4, evaluated for the weakly-
compressible data, for the cases where κ = 1 and κ ∼ O(103). The dashed line indicates
the strength of the time-derivative term, as a reference. When R4 < 1, the algorithm
doesn’t identify it as a relevant model term, because although technically there, it isn’t a
strong influence on the model.
the value of the parameter c4 is determined correctly for sufficiently small σ. This is a
good example illustrating when sparse regression fails to identify terms that are generally
required by the physics of the problem but may be neglected under some conditions.





of the magnitude of a particular term in the linear equation (1.4) relative to the correspond-
ing residual (3.5). sparse regression can correctly identify a particular term in the model
only if the corresponding Rn > 1; furthermore, it is expected that the accuracy of param-
eter reconstruction decreases as Rn approaches unity. For the choice of fitting parameters
considered here, R4 is below unity for κ = 2015 and above unity (R4 ≈ 20) for κ = 1.
This trend is maintained for a range of ∆x, as shown in Fig. 3.4. The ratio improves when
the grid spacing gets smaller, as η, which decreases with smaller ∆x, appears in the denom-
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Figure 3.5: Parameter error ∆ci as a function of noise amplitude for L = N = 10. The
error for c4 is not shown because SINDy discards the corresponding term. Here and below
markers are shifted left or right to avoid overlap. Error bars indicate the full range of data,
and markers indicate mean values.
inator in (3.15). Additionally, the terms with lower Rn exhibit the worst fitting accuracy;
this explains the larger relative error in c3 compared with c1 and c2 in the κ = 2015 case
(cf. Fig. 3.5), since although R3 ≈ 30, it is much smaller than R1 and R2, which both have
Rn > 100.
3.4 Noise Scaling
To determine how the results depend on the amplitude σ of measurement noise, sparse
regression was performed and the coefficients c̃n produced by the SINDy variation were
compared with the reference values cn used to generate the surrogate data for κ = 2015.
Of the four nonzero parameters used in generating the data, three (c1, c2, and c3) were
correctly identified as being nonzero and estimated with a small relative error ∆cn (of
order one percent) for sufficiently small σ, as illustrated by Fig. 3.5. Furthermore, the
accuracy in estimating all of the remaining parameters decreased sharply for σ & 10−4.
Figure 3.5 also shows that, for the choice of fitting parameters optimized for noiseless
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data, the accuracy of sparse regression sharply decreases for σ > O(10−4). To under-
stand why this happens, define the relative accuracy with which a particular library term is





The effect of noise on the accuracy of all the library terms is shown in Fig. 3.6. Note that
the lowest accuracy (highest ξn) corresponds to the terms q4 and q5 which are linear and
quadratic, respectively, in∇ · u, which is very small. These terms are the most susceptible
to corruption by noise but, for large values of κ, they are eliminated by sparse regression
anyway. As might be expected, in the absence of these two terms, the term q2, which
involves the highest order derivative (third order in space and first in time), is the least
accurate in the presence of noise. This helps explain the difficulties sparse regression has
with identifying high order derivatives in all PDE models in the presence of noise. For
instance, in a previous study [20], the coefficient of the fourth order derivative term in the
Kuramoto-Sivashinsky was determined with a 52% error in the presence of 1% noise. In
this case, the terms q3 and q7 which involve the lowest order derivative (first in space and
time), have the smallest error, suggesting that the order of the derivative is one of the main
factors which determine the accuracy of regression in the presence of noise.
The effect of noise can be offset, to some extent by a different choice of parameters.
In particular, the order of the polynomial interpolation can be reduced to decrease noise
sensitivity. The dependence of the residual η on L is shown in Fig. 3.7 for noise amplitude
σ = 10−3 at which the previous choice of parameters lead to unacceptably large errors. At
this value of σ, there is a minimum around L = 5 (with a significant increase in η compared
to the noiseless case), which represents a balance between the accuracy of the interpolation
in capturing the spatial variation of the data at higher L and the noise insensitivity at lower
L. In fact, it was found that setting L = M = N = 6 is the best choice for minimizing
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Figure 3.6: Relative accuracy of different library terms as a function of noise amplitude for
L = N = 10.






Figure 3.7: Residual as a function of polynomial order for N = 10 and σ = 10−3. Here,
error bars denote standard deviation and symbols denote mean values.
both the residual and the error in parameter estimation.
Using the fitting parameters optimized for higher noise levels, sparse regression iden-
tifies the correct model (aside from the negligible term q4) with all the model parameters
estimated to within ∼10% for 0.3% noise and to within ∼30% for 1% noise, as illustrated
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Figure 3.8: Parameter error as a function of the noise amplitude for L = N = 6. The error
for c4 is not shown because SINDy discards the corresponding term. Error bars indicate
the full range of data, and markers indicate mean values.
by Fig. 3.8. This is comparable to the accuracy achieved for the Kuramoto-Sivashinsky
equation [20], which also includes a fourth order derivative. The trade-off of this choice of
fitting parameters is the decrease in the accuracy of model parameter estimation at lower
noise levels. Furthermore, R3 becomes close to unity (because η increases so much), so
sparse regression yields false negatives for a noticeable fraction of the trials (the data shown
in Fig. 3.8 was calculated after discarding the results for which SINDy eliminated the term
q3). In comparison, false negatives did not appear for L = N = 10 until fairly high levels
of noise. These false negatives occur for lower L and/or N because the magnitude of the
residual is determined by the error in the term(s) most affected by the insufficiently accu-
rate approximation (here, the term q2 which involves the highest order derivative). For the
lower L, the variation in the data is not fully resolved, meaning that R3 is pushed closer to
unity (and hence c3 can be estimated with less accuracy).
Regardless of efforts to offset the influence of noise, there is remarkable universal scal-
ing in Figure 3.6. To understand this scaling, recall that the noise level is the standard
deviation of zero-mean Gaussian noise which is added to numerically generated data after
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being computed in the absence of noise. So, it must be understood exactly what each of the
elements of the library vectors are: combinations of polynomial coefficients computed via
a least-squares-error procedure centered around some space-time point (x, t)k; ie
qkn = gn(Uk,Vk), (3.17)
where Uk and Vk are the vectors containing the polynomial coefficients for various poly-
nomial orders in x, y, and t, respectively, that approximate the data (and its derivatives),
and gn is how said coefficients are combined to evaluate library term n at point k. For
example,
g2(Uk,Vk) = −6Uk031 − 2Uk121 + 6V k301 + 2V k211 (3.18)
is the combination corresponding to the Laplacian term; note: gn becomes nonlinear in the
event that Fn becomes nonlinear.
The polynomial coefficients are determined by solving the linear system obtained by
minimizing the standard least squares error metric from above. Arbitrarily ordering the
coefficients enables the linear system to be written in matrix form:
ÂUk = bk, (3.19)




k′ over the indices for
which the discrete data are defined, the vector Uk contains the polynomial coefficients to
be determined arranged in some order, and the vector bk contains averages of the observed
data weighted by different polynomial powers of the independent variables. Since the
ordering can be chosen such that Â is symmetric, and because Â is positive definite, Â−1
exists. The positive definiteness of Â can be shown by noting that since the independent
variables are shifted and rescaled such that x ∈ [−1, 1] on Ωk (and likewise for y and t),
and there are an odd number of discrete grid points centered at (rescaled) coordinates of
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(0, 0, 0), then the elements of Â are either positive when q + l, r + m, and s + n′ are all









> 0, if q + l, r +m, s+ n′ all even (or 0)
= 0, otherwise.
(3.20)
Hence, the coefficient vector can be written as a linear transformation of the observed
data:
Uk = Ĉbk, (3.21)
where Ĉ = Â−1. Next write the (L∗M ∗N ′)×1 vector bk containing the observed data as
a linear transformation of a D × 1 vector dk (where D is the number of discrete elements
in the fitting domain Ωk) containing each individual data measurement:
bk = B̂dk, (3.22)
where B̂ is the matrix representation of the linear averaging process which is obtained by
minimizing the least-squares-error metric. Recall how the observed data is related to the
observation noise:
ũijk′(σ) = uijk′ + χ(σ), (3.23)
where χ(σ) ∼ N (0, σ2) and uijk′ is the ”true” data value at the point (xi, yj, tk′). If U∗k
are coefficients calculated in the absence of noise (ie ũijk′ = uijk′), then the difference in
library elements calculated at zero noise and that for some finite noise amplitude σ is
qkn(0)− qkn(σ) = gn(U∗k,V∗k)− gn(Uk(σ),Vk(σ)), (3.24)










Figure 3.9: An example case (n = 2) of the predicted scaling based on the derived bounds
on the expectation of ξn(σ).
where the polynomial coefficients for the two velocities have been combined into one array,
and the 1× (2 ∗L ∗M ∗N) row vector Gn contains the necessary coefficients to construct
the nth library term; for instance, G2 contains only four non zero elements: 6, 2, -6, and -2,
as seen in Eq. (3.18).
Using Eqs. (3.21) and (3.22):
qkn(0)− qkn(σ) = Gn(U∗k −Uk(σ)) (3.26)
= Gn(ĈB̂d
∗
k − ĈB̂d∗k) (3.27)
= GnĈB̂(d
∗
k − dk(σ)) (3.28)
= GnĈB̂Xk(σ), (3.29)
where Xk(σ) is a vector containing an ensemble of realizations of the random variable
χ(σ), since the actual data values disappear when evaluating d∗k − dk(σ). However, this
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r) = N (0, σ2
∑
p2r) = N (0, p̃2σ2),
since all χr are iid N (0, σ2). The coefficients pr are just a condensed representation of the
linear operations GnĈB̂ divided by the normalization factor ‖qn(0)‖∞. Then the L −∞




The expectation of the distribution of the maximum of an ensemble of K iid Gaussian
random variables Xk ∼ N (0, σ2) is bounded for any K ≥ 2 as [100, 101]:
0.23
√





and therefore ξn(σ) ∝ σ is the predicted scaling when library term n is linear. However, the
same scaling is also expected for nonlinear library terms, because to leading order ξn(σ) is
linear in |χ|  1, since σ  1.




lnKp̃σ ≤ E[ξ2(σ)] ≤
√
2 lnKp̃σ, (3.33)
and the results are shown in Fig. 3.9. As can be seen, the scaling power of 1 is verified,
while the measured ξ2 fall within the bounds of its expectation. Indeed, linearly fitting to
the data on the log-log plot gives a scaling power of 0.9972, indicating excellent agreement
with the prediction.
With the noise scaling of the method explained, symbolic regression using locally eval-
uations of the governing equation has been explored here. The method was shown to be
capable of identifying the dominant terms from synthetic data, even with state and forcing
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measurements being inaccessible. However, the procedure by which this is accomplished is
at strong odds with the method’s primary detriment: extreme sensitivity to noise corruption.
In fact, the noise corruption expected in experiment is ∼ 3% of the velocity magnitude,
and so would induce unacceptable parameter estimates from the local evaluation approach.
Furthermore, the experimental data exists on a grid too scarce to accurately compute the
derivatives, even for clean data. The exploration of these detriments help explain and quan-
tify why and how traditional approaches to symbolic regression for higher-order PDEs fail
in the presence of noise and coarsely acquired data, and in doing so motivates searching




WEAK FORMULATION: INTRODUCTION AND 1D EXAMPLE
The approach considered so far has attempted to utilize local information in order to eval-
uate derivatives, and it was shown that this is not a valid procedure in the case of higher
order derivatives in the presence of noise corruption. Since the small scale information
is corrupted by error in the dependent variables, a global procedure is developed below.
The following sections are an exposition of the method on a illustrative one-dimensional
dynamical system, while more complicated examples are treated in the subsequent chapter.
First, the new non-local evaluation procedure is introduced and defined for the Kuramoto-
Sivashinsky system; this system also contains a fourth-order derivative that stops the local
approach completely. After the method has been introduced, general results of the pro-
cedure are shown. Next, estimations for the scaling of parameter error as a function of
the method variables are produced. Then, the corresponding numerical experiments are
displayed to demonstrate the validity of the scaling estimations. Finally, the method is
demonstrated on simple PDEs with non-constant parameters.






xu = 0, (4.1)
describes the chaotic dynamics of laminar flame fronts [102], reaction-diffusion systems
[103], and coating flows [104]. This is a notable example of a nonlinear PDE that involves
high-order partial derivatives, which has made it difficult to accurately reconstruct from
noisy data [20]. Instead of trying to identify the system via direct evaluation, consider
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the weak formulation of (4.1). This conversion can be obtained by applying the integral
operator ∫
Ωi
dΩ [wj(x, t) . . . ] , (4.2)
to the governing equation, where dΩ = dxdt, Ωi is the integration domain, and wj(x, t)
is some ”weight” or ”modulating” function that is a function of x and t, but can have
different parameterizations indexed by j. The index k on the operator increases with unique
combinations of i and j: unique choices of the integration domain and weight function,





















where the integration domains are shifted and scaled about some point (xi, ti):
Ωi = {(x, t) : |x− xi| ≤ Hx, |t− ti| ≤ Ht}, (4.7)
hence the integration domains have widths Fx = 2Hx and Ft = 2Ht, in space and time,
respectively.
The benefit of the weak formulation becomes apparent when equations (4.3-4.6) are











Then, if the boundary term is eleminated by judicious choice of the wj , then the derivatives
on the state variable have been completely transferred to the weight function. This then
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Figure 4.1: Numerical solution to the Kuramoto-Sivashinsky equation with Lx = 32π
and Lt = 100, and an ensemble of integration domains overlaid to illustrate the sampling
scheme. The sizes of the integration domains are properly sized with respect to the axes to
represent the fractional area of the entire spatiotemporal domain they occupy.



















with the boundary conditions
wj(x,±1) = 0 (4.13)
∂mx wj(±1, t) = 0, for 0 < m < 3, (4.14)
where x = (x−xk)/Hx and t = (y−yj)/Ht are the shifted and re-scaled variables used as
arguments for the weight function. Even with the boundary conditions, the weight function
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has immense freedom of design. A simple choice is
wj(l,m)(x, t) = (1− x2)α(1− t2)βe±ilπxe±imπt = Eα(x)Eβ(t)e±ilπxe±imπt, (4.15)
where Eδ(s) shall be called the ”envelope” function. To satisfy the boundary conditions,
α ≥ 4 and β ≥ 1. In principle, any function that is continuously differentiable on [−1, 1]×
[−1, 1] should be an acceptable choice of weight function, given it is accompanied by the
envelope; periodic bases were chosen for the potential ease of interpretation due to the
similarity of the integral terms to Fourier coefficients (with the idea that the Fourier spectra
of the state variable could help inform the choice of the weight function(s)).
4.2 Kuramoto-Sivashinsky Estimation Results
The linear system (1.4) can now be constructed by evaluating the integrals in (4.12) over
a set of randomly chosen domains Ωi, illustrated by figure 4.1. To test the sparse regres-
sion approach, we generated surrogate data by solving the Kuramoto-Sivashinsky equation
numerically. To enable direct comparison with the results of Rudy et al. [20], the same in-
tegrator [105] was used to compute the solution of (4.1) on a spatiotemporal domain of size
Lx = 32π and Lt = 100 using a grid with the same density ∆x = 0.0982 and ∆t = 0.4;
an example chaotic solution is shown in Fig. 4.1. Mean-zero Gaussian noise with stan-
dard deviation σ was then added to u at each grid point, after which the integrals in (4.12)
were evaluated using the trapezoidal rule via MATLAB’s built-in trapz() function over
integration domains with dimensions Hx ≈ 24.5, Ht = 20. The weight function used the
exponents α = 4 and β = 3 for its envelope.
The results for different noise levels are shown in Fig. 4.2, with the accuracy of the
model reconstruction quantified by the relative errors (3.14), where cn are the coefficients
used to generate the numerical data (all equal to 1) and c̃n are the coefficients estimated
from noisy data by via our sparse regression algorithm. In the figure, the symbols and
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Figure 4.2: The accuracy of parameter reconstruction for the Kuramoto-Sivashinsky equa-
tion as a function of the noise amplitude.
the error bars show the mean values and the full range of the results, respectively, for
the entire ensemble. Note that the reconstruction remains essentially unaffected by noise,
with error of about 1% or below, until the noise level exceeds 10%. This is a dramatic
improvement compared to the original study [20], which yielded errors of over 50% for all
of the coefficients with just 1% noise.
Quantifying the quality of model reconstruction by comparing the values of the coef-
ficients is simple and straightforward when the reference model used to generate the syn-
thetic data is available. However, even there, a small error in the coefficients can lead to
drastically different dynamics, if the system is near a bifurcation. When the data represent
experimental measurements, a completely different metric has to be used to quantify the
quality of model reconstruction. One natural choice is to compare the predictions of the
reconstructed model, after it has been properly initialized, with the observation data. When
the dynamics are chaotic, even if the initial condition is specified with exceedingly high
accuracy and even if the model is reconstructed perfectly, the predictions will still deviate
from observations due to the exponential growth of the initial deviation in time
‖∆u(t)‖ ∼ ‖∆u(0)‖eλt, (4.16)
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Figure 4.3: Prediction error for the Kuramoto-Sivashinsky equation.
where λ > 0 is the Lyapunov exponent. Therefore, the reconstructed model can be consid-
ered accurate, if it can approximate the observations over a time interval of order τ = λ−1.






where uo(t) describes the original (synthetic) data, without any noise added, and up(t)
is the state predicted by the reconstructed model in the presence of noise, where initially
up(0) = uo(0). For the model from synthetic data with 1% noise, the approach yielded
the following parameters: c1 = −1.0001, c2 = −0.9996, and c3 = −0.9987 (parameter
error of 0.13% or less). For the Kuramoto-Sivashinsky equation on a domain of length
Lx = 32π, the Lyapunov time is τ = 11.46, and the prediction error is shown in Fig. 4.3.
The model yields accurate predictions (i.e., D(t) < 0.01) over a temporal interval of length
2.08τ , which is in line with what can be expected for a perfect model.
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4.3 Estimates for Parameter Error Scaling
Although the results are already such that the method drastically outperforms local ap-
proaches, the attention now turns to estimating the scaling of the parameter error with the
various parameters of the problem: grid resolution, integration domain size, full physi-
cal domain size, number of integration domains, magnitude of noise corruption, choice
of weight function, and envelope exponents. Because this is a large space over which to
optimize the method, in general the method parameters will be varied independently to
illustrate the scaling of a single method variable. By understanding the various ways in
which the method depends on its parameters, it can be tuned to produce optimal results (ie,
with minimal error in estimated parameters).
There are two primary regimes that produce distinct relative error scaling relations.
The first corresponds to large amounts of noise corruption. If the noise is some iid random
variable Xi, then the effect of the noise should go as an averaged effect of the noise: Sn =
(X1 + X2 + · · · + Xn)/n. Applying the central limit theorem, Sn should be normally
distributed with zero mean and standard deviation σX/
√
n (assuming E[Xi] = 0). Hence,






where ∆x and ∆t are the grid spacing of the data when the numerical integrals are esti-
mated (as opposed to the resolution at which the synthetic data was generated), and the
fraction in the radical is the inverse of the number of grid points in the integration domain.
On the other hand, when the noise is small, the accuracy of the estimated parameters
is controlled by the numerical error. This numerical error in turn can have two different
sources. When ∆x and ∆t are small, the numerical error is dominated by the error of the
simulation: the finite accuracy at which the integrator ”solves” the Kuramoto-Sivashinsky
equation. If the data came from an experiment, this type of error would correspond to
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systematic error. For larger ∆x and ∆t, the numerical error is dominated by the error in





where g(x) ∈ Cm (i.e., has m continuous derivatives) and g(i)(0) = g(i)(L) ∀i ∈ [0,m)
(i.e., all derivatives up to order m− 1 are periodic on x ∈ [0, L]). Then, for the composite
trapezoidal rule on a grid with spacing h, the relative error associated with the discretization
on the integration domain can be estimated using exact Euler-Maclaurin formulas [106]
and is found to scale as hm+2|g(m+2)| for m even (or hm+1|g(m+1)| for m odd), where a
characteristic value of the derivative on [0, L] is used.
This one-dimensional result can be generalized to two dimensions (along with the as-
sumption that the grid spacing is much smaller than the integration domain and correlation
length, in space (lx) and time (ly)). The relative error due to discretization of the integral of
an element of the library matrix Q that involves a temporal derivative of order νt or spatial






where h = ∆t/lt ≈ ∆x/lx, and µ = min(α− νx, β − νt). The order of derivatives ranges
from 1 to 4, so µ ranges from α − 1 to α − 4. The extremes in this range can be expected
to dominate the error at different values of h: at low h the scaling should be
εd ∼ hα−2 (4.21)
and at higher h the scaling should be
εd ∼ hα (4.22)
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assuming that α = β ≥ 4 is chosen to be even.
To connect the relative error estimates of library elements in the two regimes to the
parameter error, perturbation theory can be used. First, let Q̄ be a matrix containing the
exact evaluations of the integrals given in (4.10-4.12) and q̄0 be the the same for the integrals
defined by (4.9). Then Q̄c = q̄0 exactly. However, if there is some error in the library
elements, either due to noise or discretization, then the library matrix will be
Q = Q̄+ εQ̃ (4.23)
where ε = max(εd, εn), and Q̃ can be assumed to be a matrix whose entries are distributed
as white Gaussian noise and are O(FxFt). On the other hand, the entries of Q̄ have a more
complicated scaling that depends crucially on the spectral properties of the data, u. To
leading order in ε, the least squares solution to Qc = q0 is
c = c̄− εQ̄+Q̃c̄, (4.24)
where Q̄+ is the Moore-Penrose pseudo-inverse of Q̄. Since the elements of Q̃ can be






where the numerator and denominator describe the scalings of Q̃ and Q̄’s entries, respec-
tively. Here ψ(Fx, Ft, l,m) encodes the general scaling of an element of the library qkn,
with respect to the arguments. Hence, to minimize the parameter error, it is necessary to
choose (Fx, Ft, l,m) that maximize ψ.
To begin to understand the scaling encoded in ψ, define an integral













Figure 4.4: Time-averaged spatial Fourier spectra for Kuramoto-Sivashinsky data, in terms
of the wave number κ = 2πλ/Lx. The spectra is strongly peaked at κ = 1/
√
2, which
corresponds to wavelength λ = 2π
√
2, which arises due to a balance between the ”hyper-
viscous” fourth-order term and the second order term [107].
The functional form of this integral goes as
Iα =
P1(ξ|α)ξ cos(ξ) + P2(ξ|α) sin(ξ)
ξ2α+1
(4.27)
where ξ = lπ−kH , and P1 and P2 are some polynomials in ξ such that the Taylor expansion
of the numerator about ξ = 0 has terms of order ≤ 2α + 1 equal to 0. The shape of Iα
is very similar to the sinc function (and is in fact the sinc function for α = 0), but the
denominator’s exponent changes as a function of α, which in term determines how strongly
the wavenumbers outside the main lobe decay. Next, note that for Kuramoto-Sivashinsky







x, for x ∈ (−Lx/2, Lx/2] (4.28)
where Lx is the entire physical domain, and Nx + 1 is the number of discretization points
in space. The time-averaged spatial spectra for the trajectory used here is shown in figure
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Figure 4.5: The two-dimensional Fourier spectra of the (noise-less) trajectory used to test
the scaling. Note that kx = 2πλ/Lx and kt = 2πµ/Lt.























The validity of this expression for evaluating the integral (which utilizes the global Fourier
spectra to evaluate a local integral) was verified by comparison with the local integral com-
puted via trapezoidal rule as well as the integral calculated using the 0 mode of Fourier
spectra acquired on the local domain.
Of course, the library involves both derivatives in space and time, and the integrands
involve derivatives and nonlinearities of u(x, t). Taking this into consideration, the library
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whereU (2)λµ is the Fourier spectra of u
2, λ = 0,±1,±2, . . . , Nx/2−1, µ = 0,±1,±2, . . . , Nt/2−
1, and the dependence on the location of the integration domain (in combination with the
harmonic pair (l,m)) is implied through the subscript on qkn. These expressions’ maxima
occur when the data’s Fourier spectra peak is aligned with that of the sinc-like functions
(modified by derivatives). The full two-dimensional Fourier spectra of the data is shown in
Fig. 4.5. The appearance of U (2)λµ is similar to Uλµ, but higher modes are more populated
due to the nonlinear mixing.
These spectra need to be matched with the filter terms they are paired with in order
to minimize the parameter error. Because the data has relatively separable behavior in kx
and kt, to start m is set to 0 and Ht = 20 to reduce the dimensionality of the search for
optimality; it then remains only to find the best choice of (l, Hx) that maximize the qkn.
At first consideration, it seems intuitive to choose the wave-number of the weight function,
κ = lπ/Hx, to match the largest wave number of the data k ≈ 0.625. However, viewing
the ”filtering” functions,









where a = 0, 1, 2, 4 changes based on the library function, as a function of the data


















































































































































































Figure 4.6: The spectral filter functions Fi(k, κ|a) for all for library functions for l = 1
(top) and l = 5 (bottom). Shown in white solid lines are the time-averaged spatial Fourier
spectrum for which a κ-slice would be multiplied and summed over λ. The dashed white
line indicates the κ at which, for the given l, the minimum in maxn(∆cn) = ∆c3 occurs.
The library terms increase in n from left to right.
The addition of the derivatives in k space make it so that Fi is significantly different for
different library terms. This is shown in Fig. 4.6, along with overlays of the time-averaged
spatial Fourier spectra to give an idea of how well the cross section at a given κ would
align with 〈Uλ〉t. This competition implies that the maximal ψ occurs at a κ that offers
some compromise between all the library terms.
To test whether or not this is true, κ was used as an independent variable by fixing l and
varying Fx (with m = 0 and Ft = 20). The method was then applied 30 times per κ as a
numerical experiment. The results in Fig. 4.7 suggest that this idea of mutual compromise
between the library term magnitudes is correct. The κ corresponding to minn,κ(∆cn) =
minκ(∆c4), which can be observed in Figs. 4.7, is shown in dashed white in Figs. 4.6.




Figure 4.7: The parameter error scaling as a function of κ, by fixing l = 1 (top) or l = 5
(bottom) and varying Fx.
idea of how each term overlaps with the cross-section of the filter function at that κ. For
large κ in Fig. 4.6, the filter functions for library terms with higher derivatives have larger
magnitude, whereas the time-derivative term is strongly peaked for small κ. The spectrum
of the data is peaked somewhere inbetween these two extremes, as are terms with lower-
order spatial derivatives. Though this trend is observed for both l = 1 and l = 5, that
the Fi are different functions of κ for different choices of l explain why the minimum in
parameter error occurs at different choices of Hx, even though the weight function wave
number κ is the same.
Unfortunately, this procedure does not give a systematic way to explain the scaling
with respect to the mode of the weight function, the size of the integration domain, or
their combined variable: the wavenumber of the weight function. However, generally the
optimal wave number of the weight function usually occurs in the vicinity of the peak of
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Figure 4.8: Parameter error as a function of additive noise. Method parameters: α = β =
6, Fx = 15, Ft = 75, l = 2, m = 1, and K = 50. Markers indicate mean value of 100 runs
distinguished by unique sets of integration domain locations.
the spectra of the data.
Putting the issue of optimal integration domain size and/or weight function wave-
number aside, the remaining method parameters are left to be investigated. For low σ,









The predicted scaling with respect to σ, in both regimes is consistent with the results shown
in Fig. 4.8. This also explains why the parameter error exhibited in the original investiga-
tion into the noise scaling in Fig. 4.2 leveled off and showed no further improvement for
very low noise. If the grid resolution is increased sufficiently, as in Fig. 4.8, the parameter
estimates improve as expected. On the other hand, changing the grid resolution at high
noise is quite minor, where ∆cn ∝ h according to (4.35).
As shown, at low σ the effect of changing h is much stronger; for α = β = 8, the
scaling is ∆cn ∝ h6 according to (4.20). This dependence is further confirmed by Fig.
4.9, which shows noiseless data. The figure displays the scaling results for two different
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Figure 4.9: Parameter error for the biharmonic term c4 as a function of h = δx/lx ≈ δt/lt.
Two sets of envelope exponents are shown, and the predicted scaling is overlaid as dashed
lines.
choices of envelope exponents, to properly test the prediction varies as described not only
for h but also for α, β. For the set with α = β = 4, the scaling is dominated by the
term with the fourth derivative, as its scaling h2 is represented for the entire range of h
presented. Alternatively, the dominance is shared between qk3 ∼ h4 at low h and the rest
qk0, qk0, qk0 ∼ h6 at higher h. In any case, increasing the envelope exponent is a method by
which to counteract the deficiency in parameter error induced by an under-resolved grid.
The next important quantity whose effect on the method is important to understand
is the number of integration domains used to construct the library matrix K. In general,
increasing the number of integration domains used in the library represents using more
of the available data. However, intuitively one knows that a given data set is not infinite
in time. Thus, eventually the method should receive no more benefit from increasing the
number of integration domains. This is what is observed for larger K in Fig. 4.10. On
the other hand, there is fairly clear inverse square root scaling before the information in the
data set is exhausted. To understand this, return to (4.35), where K−1/2 is present clearly.
Hence, it is true that using more of the available information to create the library matrix
61
Figure 4.10: Parameter error as a function of number of library rows K. Method param-
eters: α = β = 6, Fx = 15, Ft = 75, Lx = 16π, l = 1, m = 2. Markers indicate mean
values of 100 runs; errorbars correspond to standard deviation across said runs.
will improve the results. An interesting feature of the figure is that the results change with
n. A possible explanation of this could be that the individual terms have less variation,
as far as unique information is concerned, across the trajectory. As such, after a certain
amount of sampling, no new information is observed.
Similar to the amount of the information used in a given dataset, represented in K,
instead datasets of different sizes can be inspected to see if increasing the availabe infor-






which is how many integration domains can fit into the entire trajectory area. Fix Fx, Ft
and vary Lx, Lt. This is a measure of how much unique information is contained in a given
trajectory, and consulting (4.35) once again suggests that the parameter error should scale
as R−1/2A for the same reason as it should with K. To realize a numerical experiment to test
this, two different procedures were executed to vary RA. For both, a long trajectory was
generated at Lx = 32π and Lt = 250. In the first case, Lt = 250 is set and Lx is varied; in
62
Figure 4.11: Parameter error as a function of area ratio, RA. Filled markers correspond to
fixing Ft = 250 and varying Fx; empty markers represent fixing Fx = 32π and varying Ft.
In this case K = 500, so as to ensure being toward the K  RA limit.
the second case, Lx = 32π is set and Lt is varied. By changing the utilized domain of a pre-
computed trajectory, the dependence on RA is isolated from other factors dependent on the
Lx used to compute the solution. After all, the domain size is the controlling parameter for
the Kuramoto-Sivashsinsky system; the dynamics and time-averaged spectra could change
as a function ofLx, which would corrupt the results of this numerical investigation. Broadly
speaking, the predicted scaling is observed in Fig. 4.11, however there are significant
deviations from R−1/2A at the small RA scale. This could be in part because though it is
the same solution, just sampled differently, for every case, the information that results in
a decrease in ∆cn may not be distributed evenly throughout the spatiotemporal domain.
Understanding the small scale deviations from the broader predicted scaling would require
further investigation which is outside the interest of this thesis.
4.4 Extension to Non-constant Parameters
Lastly, consider the case in which the physics changes throughout the spatiotemporal do-
main of the system. This non-uniformity of the governing equations could be due to non-
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uniform boundary conditions, a time-varying forcing profile, or the boundary of the domain
being non-parallel with external fields (e.g., a tilt in the Kolmogorov fluid containment
causes the height of fluid to vary horizontally, which will make terms in the governing
equation affected by vertical effects vary spatially as well). This breaking of translational
invariance throughout the system’s domain can be represented by the coefficients becoming
functions of the independent variables, i.e.,
cn → cn(x, t).
The weak formulation approach can be modified to accommodate such scenarios, if the
spatiotemporal variation can be represented by a linear combination of basis functions. On
the contrary, particularly localized variations (eg, exp(−(x−x∗)2), where x∗ is the location
of a ”defect”) are likely to be ill-approximated by basis functions if they are defined over a
range of x large in comparison to width of the localized variation.
A term in a PDE with such coefficients takes the form
cl(x, t)Fl,





c(l)m gm(x, t), (4.37)
where gm(x, t) is some basis function, and M should be chosen based on the how com-
plicated the parametric dependence is, its flavor, and how well the dependence can be
represented in the chosen basis (i.e., how quickly its spectrum c(l)m decays with m). The
library is now expanded for every l whose corresponding coefficient is suspected to have
parametric dependence. To further illuminate the procedure, and to test its efficacy in the
simplest scenarios, two examples are considered.
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Figure 4.12: The trajectory used (without noise corruption) used to compute the temporal
regularization. Overlaid in dashed red is the to-scale integration domain used to compute
the library elements.
First, consider the Burgers’ equation with diffusive regularization,










with b = 0.1. The parametric dependence can be approximated using the Galerkin method
above. Since the best basis functions may not be known a priori, the results for two dif-
ferent choices: Fourier basis and standard polynomials will be presented. For the system












1 if m = 0
sin(mt) otherwise
(4.40)




Figure 4.13: Top row: the parameters identified without noise corruption. Both fit the data
remarkably well. Bottom row: identified parameters with 10% noise corruption. The good
choice of basis function retains its strong fit, while the poor choice (polynomial) incurs
large errors.
will be considered as a candidate, where t is shifted and scaled to be on [−1, 1] for stability
of fit for the polynomial case. For this example, and the one below, the (synthetic) systems
have periodic boundary conditions, so a Fourier basis could have been guessed using do-
main knowledge; however, real systems are unlikely to have parametric variation of such
neat forms.
The parametric dependence can complicate the transfer of derivatives away from the
observed data, but they do not completely prevent it. For this example, the full set of







where ν1 + ν2 ≤ 4. So the true terms correspond to (ν1, ν2) = (1, 2) and (2, 1). In this
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case, the coefficients do not depend on the variable of which the derivatives are being taken
with respect to, so evaluating the library terms can proceed as usual:















where now n indexes unique pairs of l and m.
The two different sets of gm(t) are chosen to illustrate the difference between a good
choice (sinusoides) and a bad choice (polynomial) of basis. In fact, the choice of sinusoides
is extremely idealized, as it is the correct form of basis, but also windowed to integer
multiples of the true regularization frequency, phase shifted correctly, and the parity is
correct (ie, cosines are excluded). On the other hand, the choice of polynomials is ill-
posed, as the forcing has too much variation over its duration than a polynomial can easily
capture in a reasonable M . A trajectory was generated on the domain x ∈ [−5, 5) and
t ∈ [0, 10], which was discretized into Nx = 256 grid points in space and Nt = 256
in time, using a spectral code; the generated trajectory is shonw in Fig. 4.12. Symbolic
regression was applied to this trajectory with method parameters 2Hx/Lx = 2Ht/Lt ≈
0.16, α = β = 4, I = 150, and exponential weight function harmonics up to 2 in space and
time (for weight function as in (4.15)). The estimated parametric dependence is shown in
Fig. 4.13, compared with the truth.
For the noiseless case, the ideal basis reconstructs the parametric dependence indistin-





on the order of 10−6, which is in line with what was observed for constant parameters in the
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Figure 4.14: The trajectory used (without noise corruption) used to compute the spatial
variation in parameters of the advection diffusion system. Overlaid in dashed red is the
to-scale integration domain used to compute the library elements.
Kuramoto-Sivashinsky system considered earlier in the chapter. On the other hand, direct
parameter comparison cannot be done for the polynomial basis. The polynomial used to fit
the advection’s time dependence was kept up to sixth order, and although it fits well in the
middle, its edges diverge as could be expected of a poorly chosen basis. On the other hand,
if the observed data is corrupted with Gaussian noise at each observation location with 0
mean and standard deviation equal to 0.1〈|u(x, t)|〉x,t. This level of noise corruption would
pose a serious problem for local approaches, due to the presence of the second order spatial
derivative. However, given a good enough choice of basis function, the weak formulation
can still recreate the temporal dependence extremely well. With a poor choice of basis, the
corruption proves to be fatal, as shown in the bottom row of Fig. 4.13. Though the general
shapes are correct, they exhibit significant offsets from the truth. Worse yet, for different
realizations of integration domain ensembles, the results can be completely useless.
For systems with coefficients dependent on the same variable that the derivatives are
with respect to, evaluating the library is slightly more complicated (moreso in concise




Figure 4.15: For both rows on the left a clean trajectory was used, and on the right the same
trajectory corrupted with 10% noise was used. Top row: parameters identified in a Fourier
basis. Bottom row: parameters identified in a polynomial basis. In all figures the solid lines
represents the Galerkin fit, while the dots represent the true variation of the parameters.
advection-diffusion
∂tu = ∂x(v(x)u) + c(x)∂
2
xu,
= a(x)u+ b(x)∂xu+ c(x)∂
2
xu, (4.45)
which represents a system that experiences spatially dependent diffusion. A trajectory
from such a system was generated according to c(x) = 0.1(1 + 1/2 cos(3πx/Lx)), of the
variable u(x, t) subject to spatially dependent transport from v(x) = −1.5+cos(2πx/Lx)),
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for periodic spatial boundary conditions for x ∈ [−5, 5) over a time period t ∈ [0, 5]. The
trajectory’s domain was discretized into Nt = 256 points in time and Nx = 256 in space.
The latter representation in (4.45) shall form the basis of the general candidate model
(ie, only consider spatial dependence for the terms u, ∂xu, and ∂2xu), and the library terms

























The results of the symbolic regression with method parameters Hx ≈ 0.1Lx, Ht ≈ 0.1Lt,
α = β = 4, I = 150, and complex exponential weight mode combinations up to first order
in space and time are presented in Fig. 4.15 for both a clean trajectory and one corrupted
with 0.1〈|u(x, t)|〉x,t standard deviation Gaussian noise.
The Fourier basis again yield relative parameter errorO(10−6), since its basis functions
fit the true variation exactly, for the noise-less case and for the noise corrupted trajectoy
yields a residual η ∼ O(10−2). On the other hand, the polynomial basis estimations with
η ∼ O(10−2) for both noise-less and noisy cases. In this case the fit coefficients c(l)m of
higher order are fitting real dynamics and are less susceptible to noise corruption. Though,
for fit order M = 6, the fit isn’t very good on the edges, which is to be expected. Through
these two examples, a proof-of-principle for spatial/temporal-dependent model identifica-
tion has been presented. A brief investigation into the largest anticipated complication for
this type of approach, choosing the right basis, was also given. Further developing this
approach could prove important/necessary for identifying systems that are affected by spa-
tiotemporal control mechanisms, which is an ultimate goal of the Kolmogorov experimental
set-up.
In this chapter, an alternative to constructing the library matrix by local evaluations of
the constituent terms in the governing equation to be discovered has been presented. Based
on the results above, this alternative promises to enable experimental application of existing
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symbolic regression techniques via its remarkable robustness to noise pollution and grid
density. It was also shown to be able to handle special cases of non-constant coefficients.
However, some outstanding issues still remain. The approach needs to be extended to the
higher dimensional systems, and it needs to be able to handle the latent variables like the
direct approach was able to in Chapter 3.
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CHAPTER 5
WEAK FORMULATION: 2D GENERALIZATION AND LATENT VARIABLES
The approach has thus far been limited to a simple test case to illustrate its conceptual de-
tails, and discuss its dependencies on method parameters and data fidelity. How the method
scales with the grid density, external noise corruption, number of integration domains, and
overall information utilized was shown. In the prior two cases the method is head and
shoulders above alternative local evaluations such as those developed in Chapter 3. The
present chapter will show how systems with larger libraries and multiple state variables
can be dealt with, and how well the method handles such systems.
Afterward, the quasi-2D fluid flow system shall be returned to, and the existing meth-
ods shall be taken to real data. For now, the library crafted from physics and symmetry
constraints in Chapter 2 shall be inherited, but a special weight function needs be designed
to address the problems associated with symbolic regression of the Kolmogorov-like flow.
After general results are presented, some of the scaling laws shall be recreated and validated
across systems. By the end of the chapter, everything necessary to tackle experimental data
shall be available.
5.1 Reaction Diffusion
To demonstrate the method’s applicability to sparse regression problems, consider the λ−ω
reaction-diffusion system [108] in two spatial dimensions,
∂tu = D∇2u+ λu− ωv,
∂tv = D∇2v + ωu+ λv, (5.1)
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Figure 5.1: A typical snapshot of the fields (a) u and (b) v for the λ-ω reaction diffusion
system. The x axis is horizontal and the y axis is vertical.
where ω = −β(u2 + v2), λ = 1 − u2 − v2, and β = 1 and D = 0.1 are constants.
This system can be cast in the form of Eq. (1.1) by defining a vector u = [u, v]. To test
the weak formulation approach, sparse regression was applied to a generalization of (5.1),
where the reaction terms are given by polynomials in u and v up to third order. In total,
the generalized model involves a total of 20 different terms (two diffusion terms and 18
polynomial terms). Correspondingly, 20 unknown coefficients need to be determined.
The sparse regression problem for the λ−ω system can be block-diagonalized by using
a weight function w = [w, 0] (or w = [0, w]) to reconstruct the first (or second) equation
in (5.1), yielding two independent linear systems (1.4) with 10 library terms each. The
integration domains Ωk are three-dimensional. The integrals involving terms such as uαvβ
do not require integration by parts, while the two integrals involving the Laplacian terms














Figure 5.2: The accuracy of parameter reconstruction for the λ − ω reaction-diffusion
system as a function of the noise amplitude. Shown is the largest error, which corresponds
to one of the diffusion coefficients.
In both cases, the corresponding boundary terms vanish if we choose
w = Eα(x)Eβ(y)Eγ(t), (5.3)
where α, β ≥ 2 and γ ≥ 1; here is chosen α = β = 2 and γ = 1. These exponent values
are relatively small; however, the grid density for this synthetic system (as will be detailed
shortly), is relatively high.
The surrogate data was obtained by computing the solution of (5.1) using the integrator
employed in Ref. [20]; a typical snapshot is shown in Figure 5.1. The computational
domain of size Lx = 20, Ly = 20, Lt = 10 was discretized using a grid with spacing
∆xc = ∆yc = 0.0391 and ∆tc = 0.05, and Gaussian random noise with standard deviation
σ was added to both u and v at each grid point. The data was input to the weak formulation
procedure at full resolution; as mentioned, it is well-resolved at approximately 170 grid
points per spatial wavelength of the spiral solution. The dimensions of the integration
domains Ωk were chosen as Hx = Hy ≈ 1 and Ht = 1.25. The results of sparse regression
are shown in Figure 5.2. The results are again quantified by ∆cn (3.14), but presenting
74
the noise dependence of the parameter error for each library term is cumbersome for a
single plot. Instead, the worst parameter error estimate is shown. This corresponds to the
diffusion library terms (∇2u, and ∇2v), who have the smallest Rn value, which further
illustrates the discussion in Section 3.3. The full parameter estimates are given in Table 5.1
for a particular noise amplitude of 1%.
For the same data sets for which Figure 5.2 was crafted from, it is found that, for noise
levels of up to 5%, the model was reconstructed correctly (with no spurious or missing
terms) for each distribution of Ωk in the ensemble, with all parameters estimated to an
accuracy of better than 1%. With 10% noise, the model is identified correctly in about 95%
of cases, and at 30% noise, the model is identified correctly in about 20% of cases, with the
remaining cases featuring spurious terms (linear in u and v) that are not present in the λ−ω
model. For reference, sparse regression based on local evaluation of derivatives [20] failed
to correctly identify this model, generating spurious terms in the presence of as little as 1%
noise. It should be noted that using ensemble sparse regression makes it easy to detect the
presence of spurious (missing) terms and eliminate (add) them while still preserving the
accuracy with which all of the correct terms are estimated (in this case, about 3% for the
worst case offenders with 10% noise). It is also worth pointing out that, unlike the standard
approach [20], weak formulation requires no intermediate noise reduction.
Table 5.1: List of coefficients determined for the λ− ω reaction-diffusion system.
Term u (original) u (estimated) v (original) v estimated)
∇2 0.1 0.0995 0.1 0.0995
u 1 0.998 0 0
v 0 0 1 0.9989
u2 0 0 0 0
uv 0 0 0 0
v2 0 0 0 0
u3 -1 -0.9988 -1 -1.0004
u2v 1 0.9996 -1 -0.9984
uv2 -1 -0.9986 -1 -1.0003
v3 1 1.0006 -1 -1.0003
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Figure 5.3: Prediction error for the λ-ω reaction-diffusion system.
To test how well the identified model predicts the evolution of the system, rather than
exclusively measuring the accuracy of the model in terms of parameter error, again consider
the normalized distance D(t) from (4.17). For the test, the model was reconstructed from
synthetic data with 1% noise, which yielded the coefficients, shown in Table 5.1, with a
precision of 0.5% or better and no spurious or missing terms. The prediction error for
this model is shown in Figure 5.3. This system is not chaotic, so the error does not grow
exponentially quickly and the Lyapunov time is undefined. A proper time scale is rather
one period of rotation of the spiral wave solution, T = 6.94. We find that the model yields
accurate predictions (i.e., D(t) < 0.01) over a temporal interval of length 5.23T , also in
line with what can be expected for a near-perfect model.
5.2 Kolmogorov Flow
The method has been illustrated using a one-dimensional dynamical system, and it is also
proven to work together with sparse regression on a two-dimensional system with multiple
state variables along with a large library. Now return to the quasi-2D flow example to
demonstrate how a weight function can interact with a vector PDE, and how the weight
function can be chosen specially to remove latent variables.
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Figure 5.4: The Kolmogorov-like flow: (a) the forcing profile f and (b) snapshot of the
vorticity ω = ∂xuy − ∂yux. The x axis is horizontal and the y axis is vertical.
To convert (2.14) to weak form, multiply it by a vector field w and integrate the result
by parts over the three-dimensional spatiotemporal domain Ωk of size 2Hx × 2Hy × 2Ht.




w · ∂tu dΩ = −
∫
Ωk




w · ∇2u dΩ =
∫
Ωk




w · u dΩ. (5.4)
The nonlinear term can be rewritten in a similar way using the incompressibility condition











uiuj∂jwi dΩ = −
∫
Ωk
u · (u · ∇)w dΩ. (5.5)
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w · f dΩ. (5.6)
In order for the boundary terms to vanish on a rectangular domain Ωk centered at
(xk, yk, tk), it is necessary to have w = 0 on ∂Ω, as well as ∂xw = 0 at x = ±1 and
∂yw = 0 at y = ±1, where the underbar denotes rescaled variables x = (x − xk)/Hx,
y = (y − yk)/Hy, and t = (t− tk)/Ht. Next, the dependence on the pressure field and the
steady forcing can be eliminated by additionally requiring that




w dt = 0. (5.8)
All of the above conditions on w can be satisfied by setting w = ∇×(ψẑ) = x̂∂yψ− ŷ∂xψ,
where
ψ = sin(πt)(x2 − 1)α(y2 − 1)β (5.9)
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(ux∂y − uy∂x)ψ dΩ. (5.10)
The linear system (1.4) can now be constructed just like in Chapter 3, but this time by
evaluating the integrals in (5.10) over a set of domains Ωk. Note that this linear system
involves neither the derivatives of the noisy observable data (components of the u field)
nor the latent variables (p and f fields).
To test the approach, surrogate data for u was generated again by solving the incom-
pressible version of (2.14) with the (non-dimensional) parameters c1 = −0.826, c2 =
0.0487, c3 = −0.157, and c4 = 0, which correspond to the experimental setup described
in Ref. [92]. The forcing generates a weakly turbulent flow (a representative snapshot is
shown in Figure 5.4(b) as a reminder), which was computed using the numerical integrator
described in Ref. [92] on a domain of size Lx = 14, Ly = 18, Lt ≈ 920 and a computa-
tional grid with ∆xc = ∆yc = 0.025 and ∆tc ≈ 0.02. The data was then subsampled on
a coarser grid with spacing ∆x = ∆y = 0.1 and ∆t = 0.2302, and mean-zero Gaussian
random noise with variance σ was added to both components of the flow velocity u. The
integrals in (5.10) were evaluated over domains Ωk of size Hx = 11.2, Hy = 14.4, and
Ht ≈ 34.5, centered around randomly chosen points xk shown in figure 5.5. Though this
uses a lot more extended information per library element qkn, the resolution of the grid is
far inferior to that which was necessary for the direct approach to be operable.
As Figure 5.6 illustrates, the approach successfully reconstructs the parameters for the
incompressible version of (2.14). Just like in the case of the Kuramoto-Sivashinsky equa-
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Figure 5.5: Sampling scheme for the integral approach for the Kolmogorov system. The
spatial sizes of the integration domains are to scale, while again the temporal length of the
turbulent trajectory is too long to visualize to scale. Note that the domains are so large in
the spatial directions that they only vary in the temporal direction. Additionally, notice that
overlap is not prohibited due to the temporal extent of the data with respect to the number
of samples K. When comparing to the size of the local fitting neighborhoods in figure 3.1,
note that although the physical size of the domains are much smaller, the required density of
data points is much higher in that case, as the grid points shown here are only sub-sampled
by a factor of 102. In the back is an example snapshot at the relevant Re.
tion, noise up to 10% does not meaningfully affect the accuracy of model reconstruction,
with the coefficients c1, c2, and c3 estimated to within 1% or better. In fact, even with
100% noise, the coefficients can still be estimated to within roughly 10%. For reference,
experimental data [92] obtained using particle image velocimetry has roughly 3% noise, at
which level local sparse regression failed completely (see Figure 3.8). One more, to sup-
plement the parameter error, the time it takes for trajectories with disparate parameter sets
to separate (in terms of D) when starting from the same initial conditions is compared with
the Lyapunov time. For this system, the Lyapunov time is τ = 23.02, and the prediction
error is shown in Figure 5.7. It is found that the model yields accurate predictions (i.e.,
D(t) < 0.01) over a temporal interval of length 0.88τ , which is again in line with what can
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Figure 5.6: The accuracy of parameter reconstruction for the 2D Kolmogorov-like flow
model as a function of the noise amplitude.
be expected for a perfect model due to the chaotic nature of the dynamics.
Now that the method has been devised within the context of the Kolmogorov flow, and
its efficacy has been demonstrated, some of the scaling laws determined previously can
be discussed. In particular, the dependence on the grid spacing is presented. Firstly, the
trajectory used is generated for the incompressible model with (dimensional) parameters
c1 = 0.826, c2 = 3.2312 × 10−6 m2/s, and c3 = 0.0645 Hz. The grid spacing used for
integration was ∆xc = ∆yc = 1/40 and ∆tc = 1/64 s. The trajectory was initialized from
random noise, and let evolve for 1000 s, at a current value of I = 20.01 mA. The velocity
fields u, v were linearly interpolated in the y and x direction, respectively, so that they were
on the same grid, as they are needed to be for the direct evaluation of the advection term’s
integral.
The grid spacing in each direction shall be varied together, and each shall be down-
sampled such that in non-dimensional units they are all approximately equal to the same
non-dimensional grid spacing value h. The time-scale chosen to non-dimensionalize ∆t
was the correlation time, which is approximately 20 s. Furthermore, the method parameters
for the weak formulation are as follows: the integration domain lengths were 2Hx = 3.5,
2Hy = 3.5, and 2Ht = 50s; the envelope exponents were α = β = γ = 6; the weight func-
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Figure 5.7: Prediction error for the Kolmogorov flow.
tion was modified with Legendre polynomials, so that more information could be sampled
for the same integration domain, as in Section 4.3 (this weight function will be discussed in
further detail in the next chapter); for each trial 100 integration domains are used, and the
process is repeated for 30 trials for each value of h. The results of the numerical experiment
are shown in Figure 5.8. Since the interest here is on the scaling of the method with the
grid spacing of the available data, the model is assumed to be known, and the only interest
is the error introduced in the estimated parameters as a function of sampling sparsity.
The previous arguments based on the error in numerical quadratures can be extended
here. As before, the error contained in a given term scales with how many derivatives the
















Figure 5.8: The scaling derived for the Kuramoto-Sivashinsky example is observed again
for the Kolmogorov flow. The data were generated for h = ∆x = ∆y = 1/40 ≈ ∆t, and
all three grid spacings downsampled to the values shown.
it can be seen that for these three terms the exponent factor µ = min(α−νx, β−νy, γ−νt)
varies between, 4, 3, and 5, respectively. Hence the parameter errors should scale as
∆c1 ∼ h6, ∆c2 ∼ h4, ∆c3 ∼ h6. (5.14)
Indeed this scaling is observed in Figure 5.8, for the range of h considered. Notice the
discrepancy between the smallest h in the figures (h = 0.15) and the spacing at which
the data was generated (h = 0.025). For 0.025 ≤ h ≤ 0.15 the parameter error ∆cn is
static, as opposed to the expectation that the accuracy would improve with a finer mesh.
One potential explanation is that the rudimentary interpolation of the state variables onto
83
a collocated grid (from the staggered grid on which they were generated) introduces a
ceiling for the accuracy with which they can solve the governing equations (and thus the
weak version). Another source of error could be due to a limit on the accuracy with which
the integration scheme produces data that satisfies the weak formulation of their governing
equations. Since the experimental data is acquired already on a collocated grid, and errors
in the PIV estimates of the horizontal velocities are wholly unrelated to errors introduced
by a particular choice of integration scheme, this problem was not investigated further. This
error floor also prevents a more thorough investigation into the noise dependence than what





The efforts presented thus far in this thesis culminate in this chapter. Herein the weak for-
mulation method of symbolic regression is applied to experimentally acquired Kolmogorov
flow data. This is a non-trivial instance of true system-discovery, whereas other methods
have only seen success on synthetic data. Before being able to perform the regression pro-
cess, it must be acknowledged that certain library terms in the general model (2.14) are
not completely compatible with the derivative transferral procedure. Some derivatives will
remain on the observed data. As such, they must be evaluated numerically. The first section
details that procedure, and by what methods it is optimized. Afterward, the model estimates
for the Kolmogorov system over a range of Re is presented. Finally, the chapter concludes
with demonstrating that the destructive measures of the weight function constraints can be
counteracted via latent field reconstruction.
6.1 Sparse Regression with Kolmogorov Flow
As discussed in section 2.3, the Kolmogorov flow model can be generalized to include the
additional terms (∇ · u)u, (∇ · u)2u, (∇ × u)2u, and u3. The sum of which terms can
be understood as additional effects due to the inherent three-dimensionality of the fluid,
the intensity of which should increase with the forcing. The nonlinear terms that contain
derivatives that cannot be completely eliminated demand a procedure for evaluating the
required derivatives. In this case, the derivatives do not exceed first order in space, so the
burdens discussed in detail in chapter 3 are alleviated to an extent. Because the spatial
derivative information is available on a regularly gridded global domain, evaluating deriva-
tives via a filtered Fourier method is an expedient choice.
The physical domain used in the integrations so far has been approximately 80% of the
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Figure 6.1: The windowing function in the x direction, where Ωx = 14.
full extent, in each spatial direction. A windowing function was multiplied to the veloc-




p(x), if 0 ≤ x ≤ 0.2Lx,
1, if 0.2Ωx ≤ x ≤ 0.8Lx,
p(−x− Lx), if 0.8Lx ≤ x ≤ Lx,
(6.1)
and is shown in figure 6.1. The function p(x) is some polynomial whose coefficients are
chosen such that ∂mx p(x)|x=0 = 0,∀m ∈ {0, 1, 2, 3}, p(0.2Lx) = 1, and ∂mx p(x)|x=0.2Lx =
0,∀m ∈ {1, 2, 3}. Afterward, a 2D spectra at each point in time is obtained for the win-
dowed velocity field using a discrete Fourier transform. The spectra was then low-pass
filtered by setting all wave-numbers with index above a certain integer, labeled cut, to 0.
To identify the optimal value for cut, the following metric is considered
∆I =









∂yu(x, y, t)dydx (6.3)




Figure 6.2: Shown in (a) is the value of ∆I as a function of the spectral window width, cut.
Errorbars here represent the entire range of the data. Eventually ∆I will increase, as for
large cut the wavelengths most critically corrupted by noise will be amplified unduly be the
derivative operation. In (b) is the value of the integrals as a function of time. The orange
solid line represents the ”truth,” as the derivatives in the integrand are calculated from
noise-less data using a central differences scheme. Alternatively, the blue dots represent the
integrals calculated with derivatives from noisy data using the Fourier procedure described
in the text at cut = 15.
the method by which the derivative was computed: FD corresponds to finite differences
applied to noise-less data, and F corresponds to a discrete Fourier method using the spectral
cut applied to data corrupted by 5% additive Gaussian noise. Hence, the cut is chosen to
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optimize the types of variables to be used in the method, rather than the local derivative
values themselves. In figure 6.2a, the value for ∆I is shown as a function of the value for
cut, while in Figure 6.2b the estimated integral values are compared with their noise-less
counterparts over an extended period of time.
The value of cut = 15 is chosen, although based on Figure 6.2a any cut ≥ 9 appears
to be a reasonable choice. Also, cut was chosen for all spatial derivatives for both velocity
fields u, v, based only on ∂yu. This choice was made because the magnetic force acts in the
x̂ direction, appearing in the governing equation for u. Additionally, the forcing profile has
periodicity in the y direction. So it was expected that the most spectral information would
be carried in the y direction of the u field. Note that range of cut considered is too small to
include the inevitable increase in ∆I at higher thresholds due to noise corruption.
6.2 Application to PIV Data
Using particle image velocimetry (PIV), values for the horizontal velocity at the height
of the dielectric-electrolyte fluid interface are obtained for a range of forcing strengths,
quantified by their effect on the induced flow, which is encoded by the dimension-less










where U is a velocity scale chosen as the long-time average of the root-mean-square ve-
locity, L = w is a length scale chosen as the width of one of the bar magnets, and ν is a
viscosity obtained by the depth-averaging procedure presented in (2.6). The spatial snap-
shots of the horizontal velocity are obtained every second, ∆t = 1 s, on a regular spatial
grid, with ∆x for the different data sets shown in Table 6.1. Typical flow profiles for u
and v are shown in Figure 6.3. The noise present in the data has been experimentally char-
acterized from the deviations from the long-time averaged low Re base state. The noise
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has zero mean and standard deviation ≈ 0.05u0, where u0 is the velocity magnitude. Other
relevant features of the data, such as dynamical time-scales, and spatial and temporal extent
of the data, are given in Table 6.1. As can be seen, the data are analyzed over a variety of
circumstnaces; this should test, in part, how robust the weak formulation method is to the
the conditions of the data.
The resolutions and noise level are well within the regime for which the weak for-
mulation yields accurate system identification for synthetic data; hence, if the library is
sufficiently large, a model for the experimental system should be identified with reasonable
accuracy. However, some of the data sets are fairly short O(10)τ , where τ is the period
if the dynamics are periodic and the correlation time if the dynamics are chaotic, so there
are few unique integration domain choices, since 2Ht ≈ 4τ . To counteract this, in addition
to sampling the data with unique choices of integration domains, the weight functions are
varied several times for each integration domain. The Legendre polynomials were emper-
ically found to be a good choice, which modifies the weight’s base functional part to be
φj(x, y, t) = Eα(x)Eβ(y)Eγ(t)Pλ(x)Pµ(y)Pν(t), (6.5)
where Pm(x) is themth Legendre polynomial. There are also data sets that are much longer
in time that do not require extra sampling with the Legendre polynomials, but they should
not receive any detriment by their addition either, so the same sampling methodology was
used for each data set. Namely, I = 50 unique integration domains were chosen at random,
as in Figure 5.5, and for each integration domain λ and µ were varied from 0 and 1, making
the total number rows in the library matrix K = 4I . The Legendre mode in the time-
direction was fixed at ν = 1, since an odd function on t ∈ [−1, 1] is necessary to satisfy
(5.8). Furthermore, since the data is spaced relatively sparsely in space, large envelope
exponents (compared to the minimally requried value) are used: α = β = γ = 6.
To sparsify the generalized 2D Navier-Stokes library (2.14), a similar regression proce-




Figure 6.3: Representative cross-sections of the experimental horizontal velocity fields
acquired via PIV.
the c is computed as the least squares solution. This c is then used to calculate the various
term norms, ‖cnqn‖. The key distinction of the weak formulation from the direct approach
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Table 6.1: Description of the data sets used for the symbolic regression analysis. Re de-
notes the mean Reynolds number. Times τ marked with an asterisk (*) represent temporal
period, whereas those without represent autocorrelation time.












17.88 42* 14 0.80 0.80 0.17 0.15 0.024
17.93 42* 14 0.80 0.80 0.17 0.15 0.024
19.10 42* 14 0.80 0.80 0.17 0.15 0.024
19.75 26 23 0.80 0.80 0.17 0.15 0.039
19.80 28 21 0.80 0.80 0.17 0.15 0.036
22.17 28 128 0.80 0.80 0.028 0.11 0.036
22.27 25 144 0.80 0.80 0.028 0.11 0.040
22.62 24 150 0.80 0.80 0.028 0.11 0.042
23.18 26 138 0.80 0.80 0.028 0.12 0.039
30.88 12 524 0.44 0.46 0.016 0.08 0.083
31.11 13 866 0.48 0.50 0.0089 0.09 0.077
31.26 13 785 0.48 0.50 0.0098 0.09 0.077
35.52 9 2001 0.48 0.50 0.0056 0.09 0.111
35.67 9 2001 0.48 0.50 0.0056 0.09 0.111
36.34 8 149 0.81 0.85 0.083 0.09 0.125
is that the term norms are not compared with the accuracy with which the equations are
satisfied (3.5), but rather some small fraction of the magnitude of the time derivative term:
ε‖q0‖. Since the time derivative is forced to be included by construction (because it is
likely to be the dominant term responsible for the time-evolution, by recognizing it as the
acceleration in a force-balance equation), it is a natural choice of comparison during the
sparsification process. The procedure by which the threshold was chosen is given more
consideration below, but ε = 0.1 was found to be a judicious balance between including
physically meaningful terms and preventing overfitting.
As usual, to test the method, it was applied to the range of Re shown using ensemble
regression; at each Re, Ntrials = 30 different sets of I = 50 unique integration domain
locations were created and evaluated separately, enabling statistical analysis of the results.
The parameter values, as a function ofRe, for the terms retained by the procedure are given
in Figure 6.4. Incidentally, the identified model is of the same form as that derived from




Figure 6.4: Estimated parameters for the discovered model, as a function of Re. The
dashed red lines indicate the parameter values computed from the model derived from
depth-averaging. The vertical errorbars correspond to the standard deviation in parameter
estimation over the ensembles. Similarly, here and below the horizontal errorbars denote
standard deviation of Re(t) over the entire trajectory available.
certainly wrong. However, the identified parameter values show significant deviation from
their depth-averaged counterparts. All terms, both corresponding to driving (advection)
and dispersion (diffusion, linear friction), have their magnitudes amplified from the depth-
averaged values: c1 is about 12% larger, c2 is around 24% larger, and c3 can be even 30%
larger. That the same model is identified for all data sets, and that the parameter values
follow a general trend (ie, they remain more or less constant across Re) is an indicator
that the method is giving physically meaningful results. This is especially true when two
separate data sets close in Re give close results; consistency isn’t a final test, but it is a
good first test. Note that the source of the parameter variation across data sets could be
due to (the accumulation of) small differences in experimental conditions, as opposed to
dynamical parametric dependence on the driving strength.
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Figure 6.5: Residual η as a function of Re. Note the increased residual for lower Re
corresponds to increased standard deviation and deviation from the median for Figure 6.4b.
In addition to the consistency of reconstruction, the method accuracy can also be eval-





which is shown as a function of Re in Figure 6.5. This metric can be interpreted as a
goodness of fit, and in some sense it measures how well the identified model predicts the
flow for the spatiotemporal domains considered. By this metric, the method performs well,
as the residual for the chaotic trajectories is below 5%. However, the periodic trajecto-
ries show a noticeable deterioration in reconstruction accuracy. Visually inspecting the
trajectories reveals that their dynamics are less prominent, ie the magnitude of u is much
smaller than in the chaotic regime. To make this more quantitative, the largest library norm,
maxn‖cnqn‖2, was plotted as a function of Re (n = 1, the term corresponding to advec-
tion was the largest in all cases). As can be seen in Figure 6.6, the magnitude sharply
decreases when transitioning from chaos to periodicity. This decrease is due the fact that
only odd Legendre polynomials are used in the weight function, so as to remove the time-
independent forcing from the weak form. Hence, as the model terms becomes less and
less time-dependent as the system approaches the steady state as it traverses downward in
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Figure 6.6: The magnitude of the largest library term as a function ofRe. The much smaller
value in the periodic regime (the leftmost three points) worsens the signal-to-noise ratio,
which helps explain the diminished identification accuracy for the periodic trajectories.
Re (the steady-periodic bifurcation occurs very close to Re = 17.88), the library norms
become smaller and smaller. This then accounts for the decreased reconstruction accuracy
observed both in η at low Re, but also in the increase in standard deviation for c2.
Despite the consistency across Re and {Ωi} for all the identified terms, it is important
to ensure that the retained model terms aren’t over-fitting the dynamics. However, know-
ing which terms are physically relevant is difficult, when not using synthetic data, as the
truth isn’t known (hence the need for system identification at all). So far, three measures
have been provided to bolster the confidence that the identified terms are ”real”: first, the
standard deviation of parameter estimation at a given Re; second, the residual η; and third,
the consistency of identification across data sets. All of these lend some assurance that the
identified model and its parameters are meaningful, but it is also important to make sure
that the threshold ε for truncating the model isn’t too high to exclude meaningful terms, or
too low to over-fit the data by including terms that aren’t physically active. The proportion






Figure 6.7: The probability of the given term being identified by symbolic regression pID as
a function of the removal threshold ε. For ε > 0.1 the identified model remains consistent.
where NID is the number of times the model selects the given term and Ntrials is the num-
ber of times the method is applied to the dataset (which corresponds to unique sets of
integration domain selections), is shown in Figure 6.7 as a function of ε.
The figure provides information on how large the model constituents are, with respect
to the time derivative term. Moving from right to left, at ε ≈ 1 advection and Rayleigh
friction are included in the model. Interestingly, they appear at the same time, suggesting
that these most influential mechanisms balance each other. Then, at ε ≈ 0.25 diffusion is
included in the model. Unlike the previous two effects added to the model, the Laplacian
term appears alone, making it similar to a higher order correction to the dominant balance
between advection and the vertical damping effects. Finally, below 10% of ‖q0‖2, the
remaining terms allowed by symmetry begin to be included in the model. However, this is
about the error with which the model can be accurately estimated (η . 0.1 if normalized
by ‖q0‖ instead of maxn‖cnqn‖). So, it becomes unclear as to whether or not these terms
are fitting dynamics or over-fitting the noise. On the other hand, if the terms’ magnitudes
are that small, they may not be so imperative to include in the model to properly understand
the dynamics. As a final check, the parameter value for these terms can be tracked across
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different choices of integration domains. If the corresponding cn is kept but varies in sign
or in order of magnitude, it indicates that over-fitting is likely. Such was the case for the
terms included below ε < 0.1, so this value was chosen as the threshold for the symbolic
regression procedure.
6.3 Reconstructing Latent Variables
A model has been identified directly from the data, but it is incomplete. Though being able
to find a model in the presence of latent variables is a boon, at its heart the weak formulation
accomplishes this by removing the latent variables from consideration altogether. As such,
knowledge about c8 and c9 in (2.14), or the functional form of (2.15) is lost. However, it
turns out that knowing the partial model is enough to mitigate the destructive nature of the
weight function by enabling reconstruction of both of the latent variables. First, consider
the identified model rearranged as
s(x, t) = ∂tu− c1(u · ∇)u− c2∇2u− c3u (6.8)
= c8∇p+ c9f (6.9)
= ∇φ+∇× a, (6.10)
where the last equality denotes the Helmholtz decomposition of s(x, t). Subsequently, the




 = ∇fφ +∇× fa. (6.11)
By considering the divergence of the forcing, some insight gain be gained about its de-
compositions. Namely, ∇ · f = ∇2fφ, hence, if the forcing profile is divergence-free, then
that implies that it contains no gradient decomposition. Since the bar magnets are close
to uniform, they have translational symmetry in the x direction along the majority of their
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length; ie,
∂xf(x, y) = 0 = ∇ · f , ∀x s.t. |x| . 5. (6.12)
Furthermore, very far from the magnets the magnetic field should go to zero, which would
also make the forcing profiles divergence go to zero. Therefore, the forcing profile should
comprise entirely its curl decomposition for the majority of the spatial domain, which in
turn gives it one-to-one correspondence with a. This does not hold at the very edge of the
magnets, where the field profile transitions from its bulk value to 0; as such, the gradient
piece of the Helmholtz decomposition can be expected to contain contributions from the
forcing term in this region. However, for most of the domain, where∇· f = 0, p is directly
proportional to φ.








∂tu− c1(u · ∇)u− c2∇2u− c3u
]
dx (6.14)
= ikΦ(k, t) + ik×A(k, t), (6.15)










Then, the forcing and pressure (on the inner domain), can be evaluated via
p(x, y, t) =
∫∫
eik·xΦ(k, t)dk, (6.18)




where A(k) is the ẑ component of A(k). Evaluating these expressions is done numerically
using a Fast Fourier Transform (FFT), where contributions outside the box {k : |kx| <
2k0, |ky| < 2k0} are thrown away (k0 = 2π/w is the wave number corresponding to the
periodicity of the magnet array). Including wave numbers above this yields estimates of
f(x, y) that have unrealistic spatial variations, likely due to observation noise corrupting
the high wave number data. Although the spatial derivatives are naturally handled via a
FFT, the time derivative in this case is evaluated with a second-order central difference
scheme on data smoothed by excluding wave-numbers outside the same box used to take
the derivatives. Finally, since reconstructing the forcing profile involves one more deriva-
tive than for the pressure, it’s fidelity is expected to be worse. This can be counteracted to
some degree by the time-averaging in (6.19) on the acquired snapshots, since the forcing
profile is expected to be time-independent.
The results of the reconstruction for the forcing profile are shown in Figure 6.8. For
the inner region, the fit does well; so much so, that the y-dependence on the center line
is indistinguishable between the reconstructed forcing profile and the measured magnetic
field. However, near the ends, Gibbs phenomenon begins to develop in the Helmholtz
reconstruction; this occurs likely due to the fact that the reconstructing the forcing involves
two net derivative evaluations in (6.19), which correspond to the fact that the Laplacian
term is present in s. It is for this reason that the result is time-averaged, as the individual
time measurements have reduced fidelity.
The other reconstructed field, the pressure, does not have a known field that it can be
directly compared against. However, low pressure regions should correspond to high mag-
nitude vorticity regions. In the neighborhood of a pressure minima, the body force −∇p
is central (in a coordinate system centered at the minima). This central force provides the
centripetal acceleration necessary for vortical structures to form. Hence, vortices observed
in the experiment should occur at the location of the minima in the reconstructed pressure
field. This is exactly what can be seen in Figure 6.9, where snapshots of the vorticity ob-
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Figure 6.8: Comparison of the reconstructed forcing profile and the measured magnetic
field. In (a) the depth-averaged measured magnetic field is shown, while the forcing profile
acquired via Helmholtz reconstruction is shown in (b). A vertical cross-section is shown
in (c), at the location indicated by the white dashed line in (a) and (b). The reconstructed
forcing is in blue and the experimental measurements are black circles. They have been
normalized to maximize agreement between their shapes.
servations are compared with the reconstructed pressure at the corresponding times. The
good agreement implies that the reconstruction is meaningful.
Using the Helmholtz reconstruction, the removal of the latent variables via the special
weight function chosen is counteracted. This reconstruction can then be used to infer infor-
mation about the model for the pressure variable, whereas the model had to be addressed
previously using exclusively physical knowledge, it could be possible to employ more ma-
chine learning. One could also imagine other uses for the reconstructions. For example, the
reconstructed forcing could be used to simulate the flow if no other options were available
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Figure 6.9: The pressure p (left column) compared with magnitude of the vorticity |ẑ·∇×u|
(right column) for times t = 1000 s, 2000 s, and 3000 s from top to bottom. Observe the
correspondence between pressre minima on the left (localized blue regions) and the vortices





Symbolic regression is a way to obtain a model by using direct system observations, rather
than derivation from first principles or with phenomenological considerations. This data-
driven approach is becoming more feasible as larger amounts of data are becoming acces-
sible, but also more essential as increasingly more complicated systems (for which first
principles may not be known, or are difficult to leverage) are attracting the interest of sci-
entists.
However, while symbolic regression has seen success for systems described by ordinary
differential equations, applying this approach to spatially distributed systems described by
partial differential equations proved more difficult. Measurements of such systems have
intrinsic issues, namely, they are spatially and temporally discrete, and they are corrupted
by measurement noise. Furthermore, some variables necessary to fully describe the evolu-
tion of the system may not be observable at all. Additionally, it is not always clear which
variables are important and how they should appear in a model. The work presented here
addresses these concerns inherent to high-dimensional spatially-distributed systems.
Before any regression can be performed, the relevant variables of the system must be
identified. As illustrated here, this can be done via the utilization of the available domain
knowledge, such as the relevant (known) physics. For example, for a fluid flow we expect
a dynamical model to describe the change in the momentum of the fluid in response to
the external driving forces and internal stresses, with the fluid velocity and pressure being
the relevant variables. After relevant variables are identified, additional domain knowledge
can be used to reduce them to a tractable set. Again using thin fluid flow as an example,
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knowing that the fluid motion is largely restricted to the horizontal direction means we may
not need not consider variables corresponding to the vertical direction (the vertical velocity,
or the vertical component of the external forces such as gravity). Similar considerations are
often used to construct first-principles models.
The next step is to obtain equations governing the relevant variables, which can be in
the form of evolution equations or constraints. For a fluid flow, examples of the former and
the latter are the Navier-Stokes equation and the incompressibility condition. Construction
of these equations can again be guided by domain knowledge, such as symmetry consid-
erations. For example, the physics governing the horizontal fluid flow is invariant with
respect to spatial translations in the horizontal directions, so we expect the model to have
no explicit dependence on position. Furthermore, at the macroscopic scale the fluid can be
considered continuous, hence we expect the model to be represented by one or more PDEs
with constant coefficients (aside from external forcing, which may break the symmetry).
Also, if the physics is invariant with respect to rotations, every term in the model terms
should transform identically under rotation. For instance, the evolution equation for the
momentum of the fluid – a vector field – should only contain terms that transform as vec-
tors under rotation. The available domain knowledge constrains, but does not determine
the form of the model. For instance, one can construct an infinite number of terms that
transform as vectors using vector objects such as the fluid velocity, external forces or the
gradient operator and scalar objects such as pressure or a scalar product of vector objects.
The models therefore have to be truncated using other considerations, such as the degree
of nonlinearity or the highest order of spatial or temporal derivatives.
The hybrid approach combining data-driven aspects with relevant domain knowledge
is in stark contrast to purely data-driven approaches such as that used by Rudy et. al [20]
who built candidate models out of terms in the form of arbitrary polynomial combinations
of the relevant fields and spatial derivatives. For instance, their model for vorticity of a
two-dimensional fluid flow included the terms ∂2xω and ∂
2
yω independently, with different
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coefficients, while rotational symmetry requires them to enter in the combination∇2ω, i.e.,
have the same coefficient. Utilizing a hybrid approach as presented in this thesis removes
terms inconsistent with the known physics ahead of time; while symbolic regression may be
able to eliminate such terms, including them can make the model identification process both
computationally expensive and numerically unstable. The hybrid approach also improves
interpretability of the resulting model; for example, while the terms u∂xu, u∂xv, v∂yu, v∂yv
in the model of a fluid flow may all be identified independently, they will have similar,
but different, coefficients. This obscures the true form of the model which contains the
advection term (u · ∇)u.
The hybrid approach is independent of the implementation of symbolic regression – it
only helps construct a library of candidate models that the symbolic regression procedure
narrows down to the parsimonious form. Though it offers a method of preparing for the
regression, it does nothing to address the three key problems (discreteness of the data,
the presence of noise and, potentially, latent variables) that complicates the application of
symbolic regression to spatially distributed systems. This is illustrated by the failure of
symbolic regression applied to the strong formulation of the model as discussed in Ch. 3.
This shortcoming is not limited to the polynomial interpolation. Any approach that relies
on local evaluation of the model terms (e.g., using derivatives estimated through spectral
methods, finite differences, or regularization methods such as Total Variation, etc.) will be
fundamentally limited in its accuracy. The accuracy of any derivative estimate, especially
higher order derivatives, is crucially dependent on both the noise corruption and the grid
density. The presence of latent variables exacerbates the problem; while dependence on the
latent variables can be eliminated by applying a differential operator, this raises the order
of the governing equation(s) further decreasing the accuracy of the reconstructed model.
On the other hand, by considering the weak formulation of a candidate model (i.e.,
by applying an integral operator rather than a differential operator), many of these prob-
lems can be avoided altogether. For terms of the appropriate type, the derivatives present
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in the model terms can be transferred onto a continuous and noiseless weight function.
To illustrate the magnitude of the improvement, recall that, in the strong formulation, the
Kuramoto-Sivashinsky equation was identified with a 50% parameter error from data with
only 0.1% noise corruption [20]. On the other hand, in the weak formulation, the param-
eters could be identified with less than 1% error for noise corruption up to 10%. In the
former case, symbolic regression essentially failed to identify the correct model despite the
extremely low level of noise, while in the latter case, the correct model was identified using
data with noise level that is comparable to, or even higher than, what one might expect for
experimental measurements.
The benefits to using a weak formulation also extends to the (lack of) sensitivity of
the results to the sparsity of the grid on which the data is acquired. Take for example
DNS of the Kolmogorov flow. For strong formulation used in Ch. 3, a density of 40
grid points per correlation length was necessary to produce parameter error less than 1%,
while using a density of 10 grid points per correlation length in Ch. 5 was sufficient to
achieve the same accuracy using the weak formulation. Furthermore, the sensitivity of the
approach to the grid spacing is controllable by choice of hyper-parameters of the weak
formulation. The scaling of the parameter error with grid spacing and “envelope exponent”
was demonstrated in both Ch. 4 and Ch. 5. The main takeaway from those investigations
is that the negative effects of having a low grid resolution can be offset by making more
of the weight function’s derivatives continuous (i.e.., vanishing) at the boundaries of the
integration domains.
Though the weak formulation doesn’t require a fine grid, it does require information
from a larger domain than a corresponding strong formulation. However, this can be offset
by sampling the same domain with different weight functions; choosing the weight function
as a product of an envelope function that satisfies the boundary conditions and another
(near) arbitrary function makes doing this easy. The weight function can also be designed
to remove latent variables from the weak form of the model, with minimal effects on the
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performance. For example, a model for the Kolmogorov flow was identified without any
knowledge of the pressure or forcing profile; to accomplish this same task using the strong
formulation, a derivative operator was used that severely exacerbated the noise sensitivity.
Enforcing odd parity of the weight function in the time direction of the integration domain
does restrict the space of allowable weight functions that can be used to acquire unique
library rows, but this is a far smaller price to pay than raising the order of the governing
equation.
After constructing a library of candidate models using relevant domain knowledge,
and numerically evaluating the integral of each term, a regression method is necessary to
discern which terms should be included in a model that is both simple accurately reproduces
the data. The presented method is a slight variation on the existing sequentially thresholded
least squares algorithm which lies at the core of SINDy [9]. The issue with this is that the
choice of threshold is not known a priori, but this thesis takes steps in providing a procedure
by which a good choice of threshold can be determined when the true model is unknown.
Using ensemble analysis and judging the variation of the coefficients might provide a way
to discern between terms included via overfitting, and which should actually be present.
For instance, for experimental fluid flow data considered in Chapter 6, a threshold was
determined by looking at the variation in the magnitude or sign of the coefficients across
an ensemble of regression results.
Being able to get a consistent model for experimental data with a coarse grid, noise
corruption, and with missing information is great, but ultimately the missing information
contained in the latent variables was circumvented by special choice of weight function.
Though it is a definite improvement from local approaches, losing the information con-
tained in the latent variables isn’t preferable. However, by utilizing the model identified
via symbolic regression, the pieces thrown away by our specially chosen weight function
can be recreated. For example, the components of the Helmholtz decomposition for the
experimental fluid flow have very clear correspondence to the pressure and Lorenz forcing.
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A direct relationship between Helmholtz components and latent variables, as here, is not
generally the case.
It should be mentioned that, although the presented approach was only tested for models
in the form of (nonlinear) PDEs, it should also apply to algebraic equations, ODEs, integro-
differential equations, delay-differential equations, and systems of such equations. The
approach does have some limitations, though.
Unfortunately, utilizing domain knowledge and considering the weak form of the gov-
erning equations isn’t a silver bullet that enables model discovery in all cases. First, not
all potential terms can have their derivatives transferred onto the weight function w. For
example, there is no way to re-write the term
∫
w∂xv∂tudΩ,
where there are no derivatives on the observed variables, u and v. In this case these deriva-





could have the necessary number of derivatives reduced (here, from second to first). This
is the case for the candidate models of Kolmogorov flow discussed in Ch. 6. In such
cases it is inevitable that the aforementioned methods to evaluate derivatives be returned
to. This will provide an accuracy floor to the method likely higher than what it would have
been without having to evaluate these derivatives, but the method should not altogether
break down unless higher-order derivatives are unavoidable. Fortunately, terms that are
both highly nonlinear and involve high-order derivatives appear quite rarely in models of
natural phenomena. How the local errors in state and derivative estimation affect the er-
ror of the global integral is not immediately obvious either. Understanding precisely how
the nonlinear noise corruption affects the value of the integral is a potential investigation
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direction.
Models with arbitrarily complex parametric dependence would also prove difficult for a
weak formulation approach to handle, as such dependence would not be easily represented
by the linear combination of some basis functions, as in Section 4.4. More model forms
that could prove troublesome are those that involve latent variables without exploitable
symmetry. The removal of the pressure and stationary forcing, though useful, was only a
special case and shouldn’t be expected to be generically possible.
The weak formulation also imposes certain conditions on the type of data it needs. For
the integrals to be accurate, the data needs to be available on non-local domains. In the
quasi-2D flow system, the integration domains needed to occupy around half or more of
the spatial domain to provide accurate results. Making many measurements over a large
region may not always be feasible.
7.2 Future Work
Only candidate models in the form of a linear superposition of terms (possibly nonlinear
in the dependent variables) were considered here, with unknown parameters serving as the
coefficients. Needless to say, this is not the most general form of a model. For instance, the
dynamics of biological and chemical systems is often described by models where unknown
parameters enter in a more complicated fashion. Limited progress has been made in identi-
fying models where parameters enter in a nonlinear way, for both ODEs [35] and algebraic
equations [36]. Whether a similar approach can be used for models of spatially extended
systems remains unclear due to both conceptual issues (much richer library of terms and
operations) and the associated computational cost (curse of dimensionality).
The choice of the weight functions has not been explored systematically, aside from
their effect on the accuracy with which numerical quadratures are evaluated [34]. In most
cases here, a large amount of data was available, and so it was not necessary to squeeze
out as much information as possible from the data set and a single weight function was
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sufficient to recover a parsimonious model with sufficient accuracy. However, in practice
the amount of available data can be quite limited. In this case, filling out the rows of the
library matrix by using a large number of integration domains isn’t possible. The remain-
ing option is to sample the data within the same integration domain with different weight
functions. In the work presented here, using multiple weight functions led to less accurate
results than using different integration domains. Understanding why that is, and moreover
to optimize the weight functions to extract the most information from a small data set is
also an interesting direction of inquiry. Many weight functions have been used, and they
are all qualitatively similar [30, 26, 4, 33], but a systematic comparison and optimal choice
has not been shown.
There are systems whose models involve terms of mundane form (that can be in princi-
ple handled with the weak formulation), but whose dynamics pose practical problems. For
example, the director field n(x, y, t) describing nematic active matter suspended in a fluid
layer is prone to formation of topological defects. Another example is the Burgers equation
that tends to develop shocks, where solution is (nearly) discontinuous. Spatial (and tempo-
ral) derivatives at the location of the defects diverge and, unless the regions near the defects
are isolated, skew the results of symbolic regression. Indeed, PDE models of such sys-
tems are designed to describe the dynamics away from defects and their discretization near
defects will be inconsistent with discretely sampled data. This problem can be addressed
by designing the weight function to mask the defects by vanishing in their neighborhoods.
Such weight functions can even be designed to track the defects automatically by making
them data-dependent.
Finally, a few comments on the form of the linear system whose sparse solution defines
a parsimonious PDE model are in order. In this work, the linear system (1.4) with q0 6= 0
was constructed by separating out a time-derivative term such as F0 = ∂kt u, but this need
not be the case. Here the choice was made because a time-derivative term is always present
in an evolution equation. However, not only will some PDEs not include a time-derivative
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(incompressibility condition for liquids is one example), even if present it may not be the
best choice. For instance, if the data set describes a steady state, this term will vanish
identically, yielding the trivial least squares solution c = 0. One solution is to collect all
the terms on the same side of the equation, yielding the linear system
Q̂c = 0.
Nontrivial solutions to this equation are given by the singular vectors of Q̂ corresponding
to zero singular values. In practice, this equation won’t be satisfied exactly, but choosing
the lowest singular value is a sensible choice. This works well sometimes, for instance the
analysis done in Chapter 4 was also completed using the SVD approach [34]. However,
in other cases the lowest singular value did not correspond to reasonable parameter values,
even though the solutions to (1.4) were well-defined. Identifying the root cause of this
discrepancy and learning how to avoid it in the SVD approach could yield a more general
way of handling the regression procedure.
The field of model discovery is experiencing a large amount of growth, with data being
ever more available, machine learning techniques being advanced, and systems of interest
becoming less susceptible to first-principles modeling due to their complexity. While a
lot of the popular methods have proven ineffective for spatially distributed systems, the
weak formulation/method function approach has been shown here to provide an excellent
and highly flexible alternative. Besides refining models for systems that are relatively well
understood qualitatively, like for the Kolmogorov flow in the moderately high Re regime,
or for systems in which a large library has been proposed but ill-refined for particular
scenarios, like the active nematics, opportunity exists to discover entirely new physics or
biology that first principles would have a difficult time with. Hopefully, the work presented






GUIDE TO THE MATLAB SYMBOLIC REGRESSION CODE FOR 2D FLOWS
The codes necessary to perform symbolic regression on 2D flows were originally developed
around the constructing matrices for input into the SINDy algorithm [9]. Processing the
data prior to this step takes up the bulk of the code, and everything but the SINDy algorithm
(which itself is modified) was built independently. More tips and hints are located within
the README.txt that accompanies the codes. Before using the main code, it is necessary
to get the velocities into the correct form. The x-velocity should be saved as U t, and the
y-velocity as V t, where the first dimension corresponds to y, the second dimension corre-
sponds to x, and the third dimension corresponds to t. In addition, their spatial derivatives,
if needed, should be saved in the format dxU t. The grid spacing should also be saved as
dx, dy, and dt. All quantities should be in mks units. Finally, it is important to save the .mat
file with the ’-v7.3’ flag.
SymbReg_WF_Kolmo()
• Description: The main code. It takes a trajectory and hyperparameters as input, and
outputs a model to describe the trajectory.
• Inputs:
1. filename – (string) file name that contains velocities, their spatial derivatives,
and grid parameters.
2. term names – (string array) contains codes that tells which terms to populate
the library with
3. N d – (int) the number of integration domains to sample
4. N h – (3x1 int array) max weight function mode numbers in x, y, t, respectively
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5. D – (3x1 double array) the size of the integration in x, y, t, respectively
6. env exp – (3x1 int array) the envelope exponents in x, y, t, respectively
7. gamma – (double) sparse regression threshold
8. track – (bool) whether or not to track progress in the command window
9. vis – (bool) whether or not to visualize the first set of integrands
• Outputs:
1. coeffs – (struct) contains the identified coefficients with their corresponding
term code
2. nrms – (1xN double array) contains the relative term-norms of the retained
model terms
3. res – (double) relative residual
4. Q – (KxN+1 double array) library matrix (including time-derivative)
5. c – (N+1x1 double array) coefficient vector (including time-derivative)
6. P – (N dx3 double array) locations of the integration domains used to sample
7. figInterlock – (figure) figure object if vis = 0
computeTikhonovDerivatives()
• Description: Uses Tikhonov regularization to take the first-order derivatives of the
horizontal velocities.
• Inputs:
1. fileName – (string) reference to .mat file that contains the velocities you want
the derivatives of
2. take x – (bool) whether or not to take x-derivatives
3. take y – (bool) whether or not to take y-derivatives
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4. take y – (bool) whether or not to take t-derivatives
5. save along – (bool) whether or not to periodically save the results
defineLibraryKolmo()
• Description: Creates the necessary strings in order to evaluate the integrals of speci-
fied terms
• Inputs:
1. term names – (string array) contains the term codes to specify which terms to
populate the library with
• Outputs:
1. lib names – (string array) contains the term codes to specify which terms to
populate the library with, but ordered such that u t is first
2. krnl str – (container map) each string in lib names maps to a string in the con-
tainer that provides instructions on how to evaluate the corresponding integrals
3. tex names – (string array) contains names of terms in LaTeX format
glossaryKolmo()
• Description: Provides list of term codes and their corresponding descriptions
• Output:
1. glossary – (string array) contains all possible term codes that can be used in
SymbReg_WF_Kolmo() and their descriptions
SINDy()
• Description: Performs sparse regression
• Inputs:
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1. Q – (KxN double array) library matrix
2. q0 – (Kx1 double array) time-derivative column
3. gamma – (double) sparsification threshold
• Outputs:
1. c – (Nx1 double array) coefficient vector
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[5] K. J. Åström and P. Eykhoff, “System identification—a survey,” Automatica, vol. 7,
no. 2, pp. 123–162, 1971.
[6] G. L. Baker, J. P. Gollub, and J. A. Blackburn, “Inverting chaos: Extracting system
parameters from experimental data,” Chaos, vol. 6, no. 4, pp. 528–533, 1996.
[7] D. P. Vallette, G. Jacobs, and J. P. Gollub, “Oscillations and spatiotemporal chaos
of one-dimensional fluid fronts,” Physical Review E, vol. 55, no. 4, p. 4274, 1997.
[8] M. Bär, R. Hegger, and H. Kantz, “Fitting partial differential equations to space-
time dynamics,” Physical Review E, vol. 59, no. 1, p. 337, 1999.
[9] S. L. Brunton, J. L. Proctor, and J. N. Kutz, “Discovering governing equations from
data by sparse identification of nonlinear dynamical systems,” Proceedings of the
National Academy of Sciences, vol. 113, no. 15, pp. 3932–3937, 2016.
[10] D. Xu and O. Khanmohamadi, “Spatiotemporal system reconstruction using fourier
spectral operators and structure selection techniques,” Chaos, vol. 18, no. 4, p. 043 122,
2008.
[11] H. Schaeffer and S. G. McCalla, “Sparse model selection via integral terms,” Phys-
ical Review E, vol. 96, no. 2, p. 023 302, 2017.
[12] R. Tibshirani, “Regression shrinkage and selection via the lasso,” Journal of the
Royal Statistical Society: Series B (Methodological), vol. 58, no. 1, pp. 267–288,
1996.
[13] H. Schaeffer, “Learning partial differential equations via data discovery and sparse
optimization,” Proceedings of the Royal Society A: Mathematical, Physical and
Engineering Sciences, vol. 473, no. 2197, p. 20 160 446, 2017.
116
[14] X. Li, L. Li, Z. Yue, X. Tang, H. U. Voss, J. Kurths, and Y. Yuan, “Sparse learn-
ing of partial differential equations with structured dictionary matrix,” Chaos: An
Interdisciplinary Journal of Nonlinear Science, vol. 29, no. 4, p. 043 130, 2019.
[15] A. E. Hoerl and R. W. Kennard, “Ridge regression: Biased estimation for nonorthog-
onal problems,” Technometrics, vol. 12, no. 1, pp. 55–67, 1970.
[16] L. Zhang and H. Schaeffer, “On the convergence of the sindy algorithm,” Multi-
scale Modeling & Simulation, vol. 17, no. 3, pp. 948–972, 2019.
[17] A. A. R. AlMomani, J. Sun, and E. Bollt, “How entropic regression beats the out-
liers problem in nonlinear system identification,” Chaos: An Interdisciplinary Jour-
nal of Nonlinear Science, vol. 30, no. 1, p. 013 107, 2020.
[18] T. Müller and J. Timmer, “Parameter identification techniques for partial differen-
tial equations,” International Journal of Bifurcation and Chaos, vol. 14, no. 06,
pp. 2053–2060, 2004.
[19] O. Khanmohamadi and D. Xu, “Spatiotemporal system identification on nonperi-
odic domains using chebyshev spectral operators and system reduction algorithms,”
Chaos, vol. 19, no. 3, p. 033 117, 2009.
[20] S. H. Rudy, S. L. Brunton, J. L. Proctor, and J. N. Kutz, “Data-driven discovery of
partial differential equations,” Science Advances, vol. 3, no. 4, e1602614, 2017.
[21] A. Savitzky and M. J. Golay, “Smoothing and differentiation of data by simplified
least squares procedures.,” Analytical chemistry, vol. 36, no. 8, pp. 1627–1639,
1964.
[22] A. N. Tikhonov, “On the solution of ill-posed problems and the method of regu-
larization,” in Doklady Akademii Nauk, Russian Academy of Sciences, vol. 151,
1963, pp. 501–504.
[23] J. Cullum, “Numerical differentiation and regularization,” SIAM Journal on numer-
ical analysis, vol. 8, no. 2, pp. 254–265, 1971.
[24] I. Knowles and R. J. Renka, “Methods for numerical differentiation of noisy data,”
Electron. J. Differ. Equ, vol. 21, pp. 235–246, 2014.
[25] R. Chartrand, “Numerical differentiation of noisy, nonsmooth data,” ISRN Applied
Mathematics, vol. 2011, 2011.
[26] K Takaya, “The use of hermite functions for system identification,” IEEE Transac-
tions on Automatic Control, vol. 13, no. 4, pp. 446–447, 1968.
117
[27] T. Co and B. Ydstie, “System identification using modulating functions and fast
fourier transforms,” Computers & chemical engineering, vol. 14, no. 10, pp. 1051–
1066, 1990.
[28] S. Jalali, J. Jordan, and R. Mackie, “Measurement of the parameters of all-pole
transfer functions using shifted hermite modulating functions,” Automatica, vol. 28,
no. 3, pp. 613–616, 1992.
[29] H. Preisig and D. Rippin, “Theory and application of the modulating function
method—iii. application to industrial process, a well-stirred tank reactor,” Com-
puters & chemical engineering, vol. 17, no. 1, pp. 29–39, 1993.
[30] ——, “Theory and application of the modulating function method—i. review and
theory of the method and theory of the spline-type modulating functions,” Comput-
ers & chemical engineering, vol. 17, no. 1, pp. 1–16, 1993.
[31] J. Rudolph and F. Woittennek, “An algebraic approach to parameter identification
in linear infinite dimensional systems,” in 2008 16th Mediterranean Conference on
Control and Automation, IEEE, 2008, pp. 332–337.
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