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I. INTRODUCTION
Food commodity prices have been on a rollercoaster ride since the mid-1990s. Although attention has focused on the sharp run-up in prices which peaked in mid-2008, followed by the precipitous decline as the global economy entered into recession, prices also declined rapidly during the 1995-2000 period. The macroeconomic effects of large food price swings have been broad and far-reaching, including the balance of payments of importers and exporters, budgets, inflation, and poverty.
It is not only the levels of prices which have had powerful effects, but also their volatilities. As noted by Cashin and McDermott (2002) , "although there is a downward trend in real commodity prices between 1862-1999, this is of little practical policy relevance, since it is small and completely dominated by the variability of prices". This volatility has made the policy response to changes in food prices more challenging and complicated the investment and consumption decisions of many businesses and consumers.
It is helpful for a greater understanding of food price volatility patterns to separate volatility into low and high frequency components. Weather and pest related shocks, together with uncertainty about the expected harvest during the growing season, means that food price volatility is subject to pronounced seasonal, or high frequency, effects (Petersen and Tomek, 2005) . In contrast, low frequency volatility can be defined loosely as changes in the level of price variability which persist for more than one harvest year. In other words, it is the component of volatility which tends to move slowly through time. For many market participants and policymakers, managing low frequency volatility may be more challenging as uncertainty regarding its persistence is likely to be higher.
The behavior of real food prices since the late 19 th century suggests three main stylized facts about volatility ( Figure 1 ). First, it appears to be time-varying over periods of months, years and decades. Over rolling 10-year periods the annualized volatility of real food prices since 1885 has ranged from a low of just under 8 percent (in the mid-1960s) to over 20 percent (during the 1920s).
Second, periods of high and low volatility have persisted for sustained periods. For example, volatility was relatively low during between 1955 and 1970. In contrast, volatility was high for the next 10-15 years through the mid-1980s. This indicates that there is a large component of volatility which moves slowly through time.
Third, there have been four large increases in long-run food price volatility during this sample period. The first two occur during periods when global trade was impeded (the First World War and the inter-war years immediately following and the Second World War), a point made by Jacks, O'Rourke, and Williamson (2009) . The next rise in volatility followed the breakdown of the Bretton Woods exchange rate regime in the early 1970s, as noted by Cashin and McDermott (2002) and Gilbert (2006) . More recently, 10-year volatility reached its highest level in almost 30 years in 2009. 1905 1915 1925 1935 1945 1955 1965 1975 1985 1995 2005 10-year rolling window One year rolling window Source: Global Financial Data; IMF; and author's calculations. 1/ Equally-weighted index of 6 commodities, including corn, palm oil, rice, soybeans, and wheat. These U.S. dollar denominated price series are deflated by the U.S. consumer price index.
A greater understanding of how and why low frequency food price volatility is changing would be of value to both commodity market participants and policymakers seeking to address and manage its effects. Until now, there has been very little analysis of the following questions. If the level of price variation changes, how long should those changes be expected to persist? In other words, to what extent is price volatility driven by low and high frequency components, respectively? Are there identifiable causes of changes in low frequency food price volatility? To what extent have these potential causes driven the recent change in volatility?
This paper fills a gap in the literature by addressing these questions directly. The spline-GARCH model from Engle and Rangel (2008) is applied to the spot prices of six major food commodities for a sample stretching as far back as 1875: corn, palm oil, rice, soybeans, sugar, and wheat. This model provides an estimate for the low frequency component of timevarying price volatility. The paper also identifies the extent to which macroeconomic and commodity-specific factors have driven long-lasting changes in price volatility over the last 40 years. New results include the findings that low frequency price volatility is positively correlated across food commodities and that a number of factors can affect this measure of food price variation, including real U.S. interest rates, U.S. dollar volatility, and futures market volumes.
The plan of this paper is as follows. Section II describes the estimation methodology. Section IV provides details on the data. Section V reports the main results, with concluding remarks following in section VI.
II. ESTIMATION METHODOLOGY
An innovative way to incorporate possible time-variation in low frequency volatility is the spline-GARCH model of Engle and Rangel (2008) . The main modification that this approach makes relative to the benchmark GARCH (1, 1) 
In (1a), Δp is the change in the log price, μ is a constant, ρ is the coefficient on the lagged price change to take account of the serial correlation typical of commodity prices, ε is the innovation in the price change, and v is a white noise disturbance. The conditional variance is denoted by h. In (1b), α and β are the moving average and autoregressive components of conditional variance, respectively. This implies that the unconditional variance is constant and given by:
The alternative spline-GARCH formulation is expressed in a similar way, with a mean and variance equation. However, there are now two main differences. The first is the presence of a trend τ in the innovation of the mean equation (3a). The second is the equation which describes this trend process as an exponential quadratic spline (3c): The trend τ is a latent variable and is a function of a set of P equally-spaced partitions of the time horizon T; i.e., a set { t 0 =0, t 1 , t 2 ,… t P = T }. The parameters to be estimated in the model include { μ, ρ, α, β, k, w 0 , w 1 ,…, w P }. The weighting coefficients {w i } will determine the amplitude of each cycle, with higher values leading to "sharper" cycles. The number of knots in the spline, P, determines the number of cycles. This value is unknown and, following Engel and Rangel, is selected using information criteria.
One useful result from this approach is that the latent trend τ serves as the time-varying unconditional forecast of variance, as shown in (4). This means that the spline-GARCH model relaxes the assumption of a constant unconditional variance.
The model is estimated using maximum likelihood techniques and the estimate of the low frequency volatility can then be extracted from τ. One cautionary note is that splines tend to behave poorly at the boundaries of the sample as the estimate is dominated by local effects (Rice and Rosenblatt, 1983) . A number of methods have been proposed to deal with these effects, including the imposition of zero slope conditions at the boundary. In this paper, the spot price is extrapolated forward, using the results from a GARCH (1, 1) model. The price change in each period is obtained from the mean equation, which includes a disturbance term that is the product of the white noise process v and the estimate of that period's conditional standard deviation. These simulated data serve only to solve the boundary problem and avoid overshooting or undershooting estimates of low frequency volatility.
Cross-sectional analysis of low frequency volatility
The cross-sectional analysis of low frequency volatilities follows the approach outlined by Engle and Rangel (2008) . Long-run periods are equated to annual intervals and all variables are calculated over this horizon from monthly data. As shown in (5), for each commodity the annualized average unconditional standard deviation over the marketing year is calculated from the monthly estimates of τ from (3b). 
Each regressor is annualized in the same way, with averages taken over the relevant marketing year. A number of regressors are in the form of volatilities and these are calculated as the annualized standard deviations of the monthly log changes.
Ideally, this analysis should provide insights regarding those factors that have similar impacts across a range of food commodities; in other words, are there some key variables that influence food price volatility more broadly, rather than just specific crops? The first step in answering this question is to estimate fixed-effects regressions with the stacked commodities as the dependent variable and one single factor as the explanatory variable. This will provide the first indication of possibly significant relationships. This specification for each commodity can be written as:
where σ it and z it are the low-frequency volatility estimate and explanatory variable for commodity i at period t, respectively. The parameters a i and b i are to be estimated. The estimation was then based on a (NT x 1) vector of stacked volatility estimates σ and a (NT x 1) vector of stacked explanatory variables, where N is the number of commodities and T is the sample size, Some caution is required when applying fixed-effects regressions to this particular set of data given that the parameters are estimated on the basis of within-groups variation. All of the volatilities and some of the explanatory variables exhibit low variation over time and this can lead to imprecise estimates.
The next step is to estimate a system of multivariate regressions. This system is also estimated jointly for all commodities but now includes all of the explanatory variables identified as possible determinants of low frequency volatility. Initially, all of the slope coefficients vary across commodities. This system can be written in matrix form as:
Where σ is an (NT x 1) vector of low frequency volatility estimates for the N commodities for each of the T years in the sample, A is a an (NT x 1) vector of estimated constants which vary across commodities but not over time, B is a an (NT x KT) matrix of parameters describing the sensitivity of volatility to the explanatory variables which also vary across commodities but not over time, Z is a (KT x 1) vector of explanatory variables which may differ across commodities, and ω is an (NT x 1) of residuals. For each commodity, (7) implies that low frequency volatility for each commodity i can be expressed as:
These system regressions were estimated using Generalized Method of Moments (GMM) with Newey-West standard errors to account for clear evidence of both cross-section heteroscedasticity and serial correlation in the residuals. Two of the explanatory variables exhibited potential endogeneity, based on Durbin-Wu-Hausman bivariate regression tests (details available from author on request): oil price volatility and open interest. For these two explanatory variables, one period lags were used as instruments.
To identify sensitivities common to all commodities and to increase the parsimony and degree of freedom of the model, restrictions were applied to the system (7). First, the coefficients on the explanatory variables were restricted to be the same across commodities with the exception of inflation measures (since it was possible to reject the null hypothesis that the inflation coefficients were identical at the 5 percent level). These restrictions can be written as:
The coefficients on the volatility of oil prices, equity prices, and open interest were set to zero. Both sets of restrictions were accepted by log-likelihood ratio tests and the sequencing or joint imposition of these restrictions made no difference to the results of the tests.
III. DATA

Commodity prices
For commodity spot prices, the full sample runs from January 1875 through December 2009. For the period before 1957, all data are sourced from Global Financial Data and is based largely on cash prices in the major U.S. markets for that crop. The quality of these price series is compromised at certain times due to lack of data; for example, for corn, no data were available between 1943-46 and prices were interpolated during this period. However, such gaps in the data are limited and, for the most part, the prices are representative of those paid at the most important U.S. marketplace for each specific crop.
For the period from January 1957, the actual spot market prices that are published in the International Monetary Fund's International Financial Statistics (IFS) are used. Six commodities are included: corn (maize), palm oil, rice, soybeans, sugar, and wheat. Each of these prices is quoted in U.S. dollars and they are deflated using the U.S. consumer price index. Summary statistics for the log changes of deflated prices of these six commodities, which account for just over one-third of the IMF food commodity index based on export values, are presented in Table 1 . The definition and source of each commodity price is provided in Appendix Table A1 . For the annual averages of all variables in the crosssectional analysis, the international marketing years as published by the United States Department of Agriculture Foreign Agricultural Service Production, Supply, and Distribution (USDA PSD) database are used. 
Potential determinants of low frequency food price variation
Over the long-run, the sources of food price volatility are related mostly to supply-demand fundamentals, which are likely to include market-specific and broader macroeconomic factors. Changes in the underlying volatility of these long-run factors may have large effects on food commodity prices given their typically low short-term supply and demand elasticities (e.g., Askari and Cummings, 1977, and Bond, 1987) . Demand also tends to be inelastic, given that many food products are staple items for which consumption is relatively insensitive to changes in prices or income (Seal, Regmi, and Bernstein, 2003) , while for higher value food items, the cost of the raw agricultural commodity may not be a significant proportion of the final value of the finished product. The choice of possible determinants of low frequency food price volatility in this paper is informed by theory and the results of other empirical studies.
Inventories
The seminal theoretical models of commodity pricing posit an important role for inventories, with price volatility increasing as inventories decline (e.g., Williams and Wright, 1991) . Empirical evidence, so far , has been mixed on the effects of inventories (e.g., Streeter and Tomek, 1992) . To account for this potential effect, an inventory-to-consumption ratio is included for each commodity. Specifically, stocks at the beginning of the marketing year as a proportion of the consumption for the previous year at an aggregate world level are used. This ensures that the data are known by the market for that year. (At the very start of the marketing year, both stocks and consumption for the previous 12-months will likely be estimated and those estimates may be refined over time. Typically, the size of these revisions is small.) The source of the data is the USDA PSD database, using standard international trade years.
Macroeconomic factors
Macroeconomic factors could potentially affect food price volatility through a number of channels and cause persistent changes in the variability of supply and demand over long time horizons. However, disentangling the effects of these factors in terms of their separate effects on both supply and demand is challenging and runs into identification problems. A number of methods have been used to address identification in the context of structural models-see Tomek (1998)-and this is not an issue that will be tackled in this paper. Instead, macroeconomic factors that previous literature has suggested affect commodity price volatility, through either supply or demand effects, are included as regressors.
Inflation
Inflation is an obvious candidate regressor. Commodities are often regarded as stores of wealth and the incentive to hold them-as financial assets or inventory-increases with inflation. The conventional wisdom that commodities can hedge investment portfolios against inflation risk has also been largely validated by the empirical literature, as noted by Attié and Roache (2009) . As a result, inflation levels and variability might affect commodity prices through the portfolio choices of financial investors. The causality can run in both directions, with higher commodity prices leading to higher inflation. Damping these effects, however, are factors such as: the often small proportion of a total food product's price that is accounted for by the raw commodity (Leibtag, 2008) ; the relatively small weight of individual food crops in the consumer price index basket; and the strong role of uncorrelated commodity-specific shocks to prices.
Exchange rates and interest rates
Exchange rates can affect commodity prices through a number of channels, including international purchasing power and the effect on margins for producers with non-U.S. dollar costs-see for example Mussa (1986) , IMF (2008) , and Gilbert (1989) . U.S. dollar volatility is included as an explanatory variable and is calculated from the nominal effective exchange rate published by the IMF.
The level of real interest rates can affect commodity prices through a number of supply and demand channels, as noted by Frankel (2006) . Whether changes in real interest rate levels or variability have persistent effects on commodity price volatility is less clear and will likely depend on the extent to which market participants expect real interest rate shocks to persist. The level and variability of the U.S. Treasury 3-month bill, deflated by the consumer price index, are included as explanatory variables. The difference between the yield on the 10-year U.S. Treasury note and the Treasury bill as a measure of the yield curve is also included, as it could provide information on the expected future path of short-term interest rates.
Global economic activity
To provide a proxy for global economic activity and demand for commodities, an index of real shipping costs constructed by Kilian (2009) in place of alternatives such as industrial production, as it offers a number of advantages; it does not require exchange-rate weighting and aggregates activity in all countries, incorporating changes in the composition of real output, and changes in the propensity to import industrial commodities for a given unit of real output. At the time of writing, Kilian's index was updated only to February, 2009 . To extend the data through December, 2009, the deflated and detrended Baltic Dry Freight index was used.
Oil price volatility
New potential sources of volatility include factors that drive the demand for biofuels, among them oil price volatility and the effect of ethanol mandates (e.g., Thompson, Meyer, and Westhoff, 2009 ). To take account of this potential effect, crude oil price volatility is also included, as measured using the U.S. CPI-deflated average petroleum spot price (APSP) calculated by the IMF. Given that biofuels have only recently emerged as a factor for food prices, this regressor may be identifying the direct effects of oil on production costs rather than shifting demand for energy feedstocks.
Global weather patterns
Measures of global weather patterns caused by shifts in Pacific ocean atmospheric pressure and the resultant El Niño effect are also considered, as some studies have shown this to have a significant influence on commodity prices (Brunner, 2002) . This is measured by the Southern Oscillation Index (SOI) and El Niño region 3.4 sea surface temperature (SST) anomalies measured by the U.S. National Oceanic and Atmospheric Administration. 
Financial investment and speculation
The impact of speculators on price volatility has long been the subject of debate (IMF, 2008) . Informed speculation can provide liquidity, facilitate price discovery, and improve resource allocation, thereby stabilizing prices. However, if market participants are "irrational," and trade based on emotion and herd mentality, price volatility can increase. The evidence for either hypothesis, until now, has been far from conclusive. Inverse relationships between speculative activity and agricultural commodity price variability has been found by Peck (1981) , Brorsen (1989) , and Streeter and Tomek (1992) . Bessembinder and Seguin (1993) , among others, find a positive relationship between futures market volumes and agricultural commodity price volatility. In contrast, Irwin and Holt (2004) Gilbert (2008) shows that the positions of index investors and other non-commercial investors seem to affect future returns for soybeans, but not corn, soybean oil, and wheat.
To capture the effects of financial investment and speculation, the level of both open interest and volume traded for all the futures contracts (at all maturities) traded on the underlying commodity are included. In both cases, the annual average of daily observations is calculated using contracts regarded as benchmarks in each case. These include the Chicago Board of Trade (corn, rough rice, and soybeans); Bursa Malaysia (palm oil); the Intercontinental Exchange (sugar no. 11); and the Kansas Board of Trade (wheat).
Agricultural policies
The one obvious omission in the multivariate analysis that follows is the effects of agricultural policies, including price supports, direct subsidies, and trade barriers. So far, the literature has not reached a consensus on the effects of policy on volatility. Crain and Lee (1996) find that changes in the volatility of wheat spot and futures markets are highly associated with changing government programs, with more market-oriented programs leading to lower volatility. In contrast, Weaver and Natcher (2000) argue that spot price volatility for corn, soybeans, and wheat increased as government programs became more market-oriented. Similar results were obtained by Yang, Haigh, and Leatham (2001) who focused on the 1996 U.S. FAIR Act, which aimed at increasing the flexibility of planting decisions and reducing government support for crop production. Swaray (2007) examined the demise of international commodity agreements and found few consistent results for food price volatility. Other government interventions may also play a role in volatility, including the loan rate ratio which effectively places a floor under the cash price of crops (e.g., Kenyon et al, 1987) .
The decision to exclude policy variables is primarily driven by the difficulties in obtaining long-run, internationally aggregated data on government programs. Even in particular countries, researchers have often resorted to comparing price variances across different periods characterized by varying policy regimes rather than identifying more precise estimates of sensitivity (e.g,. Crain and Lee, 1996) . The OECD provide estimates of total member country support to agriculture starting from 1986, but this would provide a much shorter sample period for the analysis. As a result, single commodity and fixed-effect panel bivariate regressions over the the 1986-2007 sample period are estimated using two measures of policy support separately as explanatory variables: the Producer Nominal Protection Coefficient (NPC), which is the ratio between the average price received by producers at the farm gate and the border price; and the Single Commodity Transfer (SCT) percentage, which is the share of commodity transfers as a share of gross receipts for the specific commodity.
IV. RESULTS
The analysis proceeds in two parts. The first part concerns the estimation of low frequency spot price volatility, including how it compares to total volatility and how it has behaved through time. The second part assesses the extent to which low frequency volatility is affected by other variables.
Long-run Volatility Trends
To obtain estimates of low frequency volatility, the spline-GARCH model described by (3a), (3b), and (3c) was estimated for two sample periods for each commodity: the full sample period starting as far back as 1875 including all available observations for each commodity; and the sample from 1957 onwards, which includes only those prices published by the IMF. The full sample makes use of all available data and provides a very long-run perspective on volatility. However, sample length comes at a cost of accuracy in some cases as highlighted earlier.
To identify the number of knot points P in equation (3c) two specifications were estimated for each sample period: one with 5 year partitions, for which P = T/(12x5); and the other with 10-year partitions, for which P = T/(12x10), where T is the sample length in months. Information criteria were used to select the specification presented in the results. The only change from the specification described above is the addition of the one period lag of the spot price change in the mean equation (3a) to control for the serial correlation in spot commodity prices that is predicted by theory and is a well-known empirical fact.
The results from models estimated over the 1957-2009 and 1875-2009 periods are shown in Table 2 and Table 3 respectively (the large number of estimated coefficients on the knot points, denoted by w in (3c), have been suppressed in Table 3 ). Estimates from the GARCH(1,1) described by (1a) and (1b) are also shown. In most cases, the ARCH effects denoted by the coefficient α in (1b), (3b), and the tables are similar in the GARCH(1,1) and spline-GARCH models at about 0.10, irrespective of the number of knot points (although there is more variation for the models estimated over the longer sample period). In contrast the GARCH effects denoted by β vary much more, with spline-GARCH models exhibiting significantly less volatility persistence. As Engel and Rangel point out, this is a feature shared by other GARCH models that relax the restriction of a constant unconditional variance.
The spline-GARCH model provides a better fit to the data; this is shown by the comparison of information criteria in Tables 2 and 3 , with both the AIC and BIC favoring the spline model for all commodities and all sample periods. Finally, the choice for the optimal number of knot points based on information criteria (i.e., the comparison between spline model 1 and model 2 in Table 2 and Table 3 ) differs across commodities, but is almost identical for each commodity using both sample periods. Low frequency volatility is also very similar for the 1957-2009 period using the models estimated over the long and short sample periods ( Figure  1 ). Figure 2 shows how estimated low frequency volatility-the variable τ from equation (3)evolves over time and how it compares to the total conditional volatility estimate h obtained from the GARCH(1,1) specification in (1). Unsurprisingly, low frequency volatility exhibits less amplitude and follows a smooth curve (a direct result of the spline framework). Common patterns across food commodities do emerge and correlations are mostly positive (Table 4) . The average correlation between low frequency food price volatilities is 0.1 for the full sample and 0.3 for the shorter sample. Excluding sugar and rice, these correlations rise to 0.5 and 0.6, respectively. The stylized facts about volatility identified above also apply to low frequency variation. Specifically, there has been significant time variation and almost all food commodities experience increases in low frequency price variation during the inter-war years, the Second World War, the mid-1970s, and the last 5-10 years.
In particular, low frequency volatility: increases during the interwar years 1918-39, which confirms the results of Jacks, O'Rourke, and Williamson (2009). It falls and remains very low, relative to its own history, through the 1950-70 period during the early stages of largescale government agricultural programs. Volatility then rises through the 1970s, following the breakdown of Bretton Woods, a similar result to those of Cashin and McDermott (2002) . Finally, after declining from the highs of the 1970s, volatility began to increase again and remains on an upward trajectory. Source: Author's calculations. 1/ Significance of the coefficients at the 1, 5, and 10 percent levels is denoted by ***, **, and * respectively. Significance of the coefficients at the 1, 5, and 10 percent levels is denoted by ***, **, and * respectively. 1/ Using the optimal spline specification identified by SBC information criteria.
The Determinants of Low-Frequency Food Price Volatility
The second part of the analysis identifies factors that affect the level of low frequency volatility. Out of the 16 variables considered as possible determinants of volatility, seven emerged as having had a statistically significant and relatively consistent impact over the 1968-2009 period (the start date is determined by the availability of data for all regressors). Table 5 presents the results from the most parsimonious specifications based on (6) and (7). Source: Author's calculations 1/ Estimated using GMM with the restrictions that: the coefficients on all explanatory variables are the same, with the exception of inflation and inflation volatility; the coefficients on the stock-use ratio, the yield curve, yield curve volatility, oil price volatility, and futures market open interest are zero. 2/ Significance at the 1, 5, and 10 percent levels are denoted by *, **, and *** respectively, using Newey-West HAC standard errors.
Real interest rates
Real interest rate levels are negatively related to food price volatility, but real interest rate volatility has no effect. Frankel's transmission channels apply from interest rates to commodity price changes and the link with price volatility is less clear. One possible explanation is that by reducing carry costs, lower interest rates might increase the incentive for less informed financial investors to take positions in commodity markets; indeed, there are significantly inverse correlations between the level of real interest rates and changes in volumes traded for corn and soybeans, with less robust relationships for palm oil and wheat (details on request). However, this would be more likely to have only a short-term effect on volatility as informed market participants quickly arbitrage mispricing. Quantifying the effect, a one standard deviation decline in real U.S. interest rates (which is equivalent to about 1¼ percentage point) serves to raise low frequency price volatility by about ½ percentage point, with the effects particularly strong for soybeans and wheat.
Inflation, exchange rate, and stock market volatility effects Higher inflation volatility tends to increase low frequency food price variation. The sensitivities vary quite widely across commodities, but in most cases the relationship is highly significant. For example, a one standard deviation increase in annualized inflation volatility (about 40 basis points since 1968) would increase long-run real food price volatility by between 1 and 4 percentage points, depending upon the commodity. Higher levels of U.S. inflation, however, do not have a consistent impact with just sugar and, to some extent soybeans, being significantly and positively affected.
Increased U.S. dollar exchange rate volatility has a significantly positive effect on food price variation. The effect is robust to changes in specification and the set of dependent commodity variables, although it is particularly strong for corn, soybeans, and wheat. A one standard deviation increase in the volatility of the U.S. dollar's nominal effective exchange rate (about 2 percentage points since 1968) serves to increase low frequency food price variation by between 1 and 2 percentage points.
One result which is difficult to interpret is the negative and statistically significant coefficient on stock market volatility. In most cases, bivariate correlations between the two variables are modestly positive, but this inverse relationship is robust to every change in the multivariate specifications. After controlling for broader financial conditions, including real interest rates and currency developments, it appears that periods of relatively high stock market volatility are associated with tranquility in low frequency food price volatility, but there are no obvious theoretical reasons to expect a causal relationship.
Futures market activity
Higher futures market volumes increase low frequency volatility. The effect is statistically significant, but economically small; for example, the average 68 percent increase in volumes over 2008 would lead to an increase in long-run volatility of less than 1½ percentage points.
However, as the discussion above suggests, some of the derivative market effects may be explained by real interest rate levels. Specifications that eased the restrictions of a common coefficient on interest rates also produced estimates for the effect of volumes that lost their statistical significance, a result which likely emerges from the generally inverse relationship between interest rates and volume changes. One caveat to these results is that futures market activity is potentially endogenous to volatility (e.g., Lamoureux and Lastrapes, 1994) . As noted above, it was not possible to reject the null hypothesis that volumes traded was exogenous for any of the commodities, but this issue has yet to be resolved for futures markets more generally in the literature.
Real activity levels and volatility effects
Food price volatility increases when real global activity levels fall (e.g., during a recession) and when the variation in activity increases. These findings were largely robust to changes in both specifications and the set of dependent commodity variables. These results may have been driven by three specific periods, when activity levels as measured by freight volumes plummeted, volatility increased, and food prices exhibited large price swings, namely the early 1970s, the early to mid 1980s, and 2008-09. This suggests that recessionary periods, rather than booms, tend to drive volatility higher, and that this volatility persists. Although statistically significant, the size of the impact from changes in the real activity variables is small. A two standard deviation fall (increase) in real activity levels (volatility) would increase low-frequency food price volatility by less than 1 percentage point.
El Niño/ La Niña effects -also statistically significant, but small The El Niño -Southern Oscillation (ENSO) weather pattern cycle has a statistically significant effect on long-run volatility, although its economic significance is quite small. In particular, a 2 degrees Celsius decline in the sea surface temperature (SST) anomalies in the Niño 3.4 region-which has characterized La Niña episodes in recent decades-would lead to a an increase in low-frequency food price variation of about 0.2 percentage points. Similarly, a 2 standard deviation increase in the Southern Oscillation Index would raise food price volatility by about the same magnitude.
These effects are broadly consistent with other research in this area. For example, the USDA have found that El Niño episodes tend to increase corn and wheat yields in the United States, while La Niña episodes suppress yields and similar results have been obtained for the Southern Hemisphere (Hurtado and Berri, 1998) . In general, El Niño is associated with an increased likelihood of drought in tropical land areas (affecting crops such as sugar and palm oil), whereas La Niña is associated with an increased risk of drought throughout much of the mid-latitudes, where many of the most important grains are produced, including corn, soybeans, and wheat (as noted by Columbia University's International Research Institute for Climate and Society). Given the zero-bound on inventories, this suggests that negative supply shocks in major crop producing areas should have larger effects on prices than positive shocks. Overall, however, the effects are small. This may reflect the ability of meteorologists, at least with current technology, to predict the occurrence of ENSO cycles several months in advance, allowing producers and consumers to adapt their plans.
What does not affect low-frequency food price volatility
Inventory-use ratios have no significant effects in any of the jointly estimated regressions. For some individual commodities, the relationship does appear to be stronger, with wheat the clearest example, but there is insufficient evidence to claim that inventories have a persistent effect on price variability. One reason might be that market participants take a longer view of supply-demand conditions than the current harvest year; in other words, supply-demand imbalances in the current year are anticipated to be corrected over the medium-term. However, food commodity stock-use ratios tend to follow relatively low frequency cycles, and imbalances can persist for a number of years, which argues that they should have some influence on unconditional volatility.
Oil price volatility also has no significant impact. Like inventories, for some commodities there exist modest bivariate correlations, with the correlation coefficient for corn and wheat at about 0.2. Although oil prices are important for food commodity input costs, the biofuel linkage, in which some crops are used as alternative energy sources, has developed only recently and it may be too early to identify a meaningful relationship.
Policy variables, based on the OECD measures of producer support, serve to reduce price volatility in some cases, but the results are not robust and vary by commodity (Table 6 ). These conclusions are based on the bivariate specification (6) and a shorter 1986-2010 sample period due to data availability. The coefficient on the NPC variable is insignificant for the panel and significant only for wheat. The coefficient on the SCT variable is statistically significant (and negative) for the panel, but this result is largely due to wheat; excluding this commodity, there is no impact on low frequency price volatility. In fact, the only other commodity (along with wheat) that exhibited significant bivariate correlations with the policy variables was soybeans. What has explained the recent rise in food price volatility? To answer this question, the coefficient estimates from the model estimated jointly for all food commodities (excluding rice) and with equality restrictions on the coefficients (except inflation variables) were used (second column of Table 5 ). These coefficients were multiplied by the relevant explanatory variables, where they were statistically significant. For each year, the product of the coefficient and the explanatory variable will provide the contribution in percentage points to the level of low frequency volatility. The example for corn is shown in Figure 4 . One common result is that rising U.S. inflation volatility has played a large role in lifting commodity price variance. Between 1995 and 2009, inflation volatility increased from about 0.5 percent to about 2.3 percent. Combined with the large estimated coefficients for corn, palm oil, and soybeans, this has contributed almost 10 percentage points to the increase in low frequency price volatility during this period for these commodities.
Rising U.S. dollar volatility has also led to increasing commodity price variation, for all commodities included in this analysis. Dollar volatility has trended higher in recent years, rising from about 3-5 percent in the mid-1990s to reach almost 10 percent in 2009. Based on the estimated model, this has contributed to an additional 2-3 percentage points to food commodity price volatility.
Futures market volumes appear to have had a marginal effect, due mostly to the small size of the estimated coefficient from the model (a result which is subject to the caveat related to the possible endogeneity of volumes). The largest change in volume in recent years was for corn, which experienced an increase of about 150 percent in 2008 (marketing year). Based on the estimated coefficient, this contributed about 5 percentage points to volatility in 2008, but sustained increases would be required to have a lasting influence on volatility. For other commodities, the contribution of rising volumes was smaller with the effects also found mainly for the 2007-08 period. In other words, volumes appeared to play no major role in the broad rise in low frequency volatility which has occurred over the last 10 years.
V. CONCLUSION
To answer the question "what explains the rise in food price volatility?" this paper argues that it is useful to consider volatility as being made up of high and low frequency components. It may be particularly important for market participants and policymakers to gain a better understanding of low frequency volatility because it may be subject to a greater level of uncertainty with respect to its persistence and its causes. The paper presents three main findings from an analysis of low frequency volatility.
First, the slow-moving component of spot price volatility is positively correlated across different food commodities, suggesting that common factors are responsible for some portion of price variability. During the last 10 years, this measure of volatility has risen for a range of different commodities.
Second, the paper identifies a number of determinants of low frequency volatility, including: real U.S. interest rates, real global economic activity levels and volatility, U.S. inflation, the U.S. dollar exchange rate, global stock market volatility, futures market volumes, and the La Niña weather cycle. The variables with the largest effects and which also explain a relatively large part of the rise in volatility since the mid-1990s were U.S. inflation volatility and the variability of the U.S. dollar exchange rate. This lends further credence to the view that commodities are sensitive to these nominal variables, in part due to their role as real assets that hedge against both inflation and U.S. dollar depreciations.
The paper also points to aspects of food price volatility in need of further research. In particular, it finds a statistically significant positive relationship between trading volumes in commodity futures and low frequency food price volatility, adding to similar evidence found in some other studies on general food price volatility. However, it remains difficult to control for endogeneity in futures trading volumes, which likely depend to some extent on expectations of future volatility, and other studies which have failed to establish a robust relationship between futures volumes and price volatility.
