Stochastic differential equations (SDEs) arise from modelling physical system by incorporating random elements in differential equation, such that Randomness can be included in the initial value for the problem or in function describing the physical system in order to model can be made more realistic. In this paper, we first give some techniques to obtain solution of SDEs. Then we use numerical simulations to estimate the error of an approximation by the absolute error criterion that is expectation of the absolute value of the difference between the Itô approximation and the exact solution SDE at a finite terminal time T . In continuation, we study the behavior of variation this estimate and confidence intervals of this error versus step size.
Introduction
Many physical systems are modeled by SDEs, where random effects being modeled by a Wiener process (see, for example, [7] , [5] , [4] ) that is nowhere differentiable. The general form of SDEs, is given by
where g j (Y ), j = 0, . . . , d, are m-vector-valued functions, and the W j (t), j = 1, . . . , d, are independent Wiener processes, and the solution Y (t) is an mvector process. Equation (1) can be written as a stochastic integral equation
where the d stochastic integrals in (2) by reason of infinite variation of the sample paths of a Wiener process cannot follows the usual rules of RiemannStieltjes calculus. They are defined as the limit (in the mean square sense), as N → ∞, of the approximating sums , which gives Itô and Stratonovich integral, respectively. The Stratonovich interpretation satisfies the usual rules of calculus, while Itô integral forms a martingale, that provides some computational advantage (see [2] ). While it is not always obvious whether a SDE, should be considered in Itô or Stratonovich form, which there is a relationship between them. Indeed, the solution of the Itô SDE (1) with d = 1, and the solution of the related Stratonovich SDE is given by
under different rules of calculus, have the same solution. There are different numerical methods to solve these kinds of differential equations (see, for example, [1] , [3] , [8] ). A outline of this paper is as follows: In section 2 we briefly review some techniques to obtain analytical solution of SDEs. In section 3, we will concentrate on numerical simulations to the estimate of the absolute error numerical solution of SDE. In continuation the behavior this estimation and the confidence intervals of this error versus step size will be studied.
Analytic Methods For Solving SDEs
In this section, we concentrate on Itô formula with its applications. This Theorem is due to Itô that can be used for solving some SDEs. In order to simplify some notational details, for the rest of this paper it will be assumed that d = m = 1.
Theorem 2.1 (Itô's formula) Let Y (t) be an exact solution of (1) where 
Proof: See [6] . By Theorem 2.1 we can solve a particular class of SDEs. Suppose a SDE of the form
be given and let h is a continuous function. Let us first solve SDE
where f will be selected later, and try to find a function F such that Y (t) := F (X(t)), solves SDE (3). Assuming for the moment F and f are known, by using Itô's formula we have
Example 2.1 Consider SDE given by
where g is a continuous function (not a random variable), for this, g 0 ≡ 0 and
and therefore (4) gives
This shows that
is a solution of (6).
The next Lemma can be applied to solve some SDEs.
Lemma 2.1 If
dY 1 (t) = f 1 (Y 1 (t)) dt + g 1 (Y 1 (t)) dW (t), dY 2 (t) = f 2 (Y 2 (t)) dt + g 2 (Y 2 (t)) dW (t), where t ∈ [0, T ] and f i (Y i (t)) ∈ L 1 (0, T ), g i (Y i (t)) ∈ L 2 (0, T ), i = 1, 2, then d(Y 1 (t) Y 2 (t)) = Y 2 (t) dY 1 (t) + Y 1 (t) dY 2 (t) + g 1 (Y 1 (t)) g 2 (Y 2 (t)) dt. Proof: See [2].
Example 2.2 consider SDE
where the coefficients d and g are specified functions of time t or constants such that they are Lebesgue measurable and bounded on interval [0, T ]. Suppose that solution having the product form
where
and
such that the functions c and e will be selected later. By Lemma 2.1 and (8) we have
Now from (7), we can choose c and e such that
It follows from (9) that
and therefore the solution of (9) is
Since the solution of (8) according to the previous example given by
we conclude that
is a solution of SDE (7).
Path-wise Approximations For SDEs
In the previous section, we presented some analytical methods for solving SDEs, while other methods exist, SDEs are generally difficult to solve and so numerical methods are required such that these should be designed to perform with a certain order of accuracy. There are two ways for measuring the accuracy of numerical solution of a SDE: strong convergence and weak convergence.
Only strong convergency will be considered in this paper. Strong convergence is required, when each trajectory of the numerical solution must be closed to the exact solution. 
for all h < δ.
As with the deterministic case, an entire family of numerical schemes for solving SDEs can be derived from a stochastic Taylor expansion. There are several possibilities to obtain a stochastic Taylor expansion, most notably is the Itô-Taylor expansion that is based on the iterated application of the Itô's formula. All of the strong Taylor approximation schemes are derived by truncating the Itô-Taylor expansion at an appropriate term. The simplest of these methods is Euler-Maruyama method, which is derived by truncating the Itô-Taylor expansion after one deterministic and one stochastic term. As the order of the Euler-Maruyama method is low, the numerical results are inaccurate unless a small step size is used, and clearly more efficient methods are needed. More accurate methods (which require more derivative evaluations) can be obtained by using truncated forms of the stochastic Taylor series expansion but at the cost of derivative evaluations. The most famous of these methods is Milstein method, which is derived by truncating the Itô-Taylor expansion after one deterministic and two stochastic term. In the case d = 1, this takes the form
with initial value y 0 , such that ΔW n = W (τ n+1 ) − W (τ n ), for equidistant discretization times τ n = nh with h = T N for some integer N to be large enough such that h ∈ (0, 1). To avoid this the computational cost, a great deal of attention has been paid to developing derivative-free schemes. One approach is to replace the derivative by differences (see [2] ), which for the Milstein method with d = 1 leads to the Itô method
Since ΔW n ∼ N(0, h), hence
ΔWn √ h ∼ N(0, 1), so ΔW n = √ h R n , where R n ∼ N(0, 1) and W (0) = 0. In order to calculate the error of the Itô approximation we can use the absolute error criterion,
where y T and Y (T ) denote the Itô approximation and the exact solution at finite terminal time T , for the same sample path of the Wiener process, respectively. Now, in order to investigate consider SDE
where μ and σ, are the positive integer numbers. From (10) the exact solution SDE (12) is
Now we apply the scheme (11) for the SDE (12) and then using (13) for determining the corresponding values of the exact solution for the same sample path of the Wiener, that is We will try to estimate statistically. For this purpose, we apply N 1 trajectories for simulation sample paths of process Y (t) and their Itô approximations corresponding on the same sample paths of the Wiener process. Then be estimated by:ˆ 1 ,ˆ 2 ,ˆ 3 respectively, are the estimation value of the corresponding absolute errors with these three different initial states then we obtain the numerical results in Table 2 . However, these estimates are random variables and take different values while initial states are chosen different. For large N 1 by the Central Limit Theorem, we conclude that the errorˆ becomes a Gaussian random variable asymptotically and converges in distribution to an non-random expectation , as N 1 → ∞. Since in practice, it is impossible to generate an infinite number of trajectories, hence, we can estimate the variance σ 2 ofˆ and then obtain a confidence interval for the absolute error . In order to do this, M batches be considered with N 1 simulation paths for each batch and the variance ofˆ be estimated as follows: Suppose y T,k,j and Y (T, k, j) denote the Itô approximation and the exact solution at time T for k-th simulated trajectory in the j-th batch, respectively. Then the average errorŝ
of the M batches j = 1, . . . , M, are independent and approximately Gaussian distribution for N 1 large enough. Now we can use the Student t-distribution to construct confidence intervals for a sum of independent Gaussian distribution with unknown variance. The mean of the batch averages is estimated by:
and then use the formulaσ
to estimate the varianceσ 2 of the batch averages. For the Student t-distribution with M − 1 degrees of freedom an 100(1 − α)% confidence interval for has the form (¯ − Δˆ ,¯ + Δˆ ) with
where t 
Conclusion
The results in Tables 1 and 2 show that in all cases, the estimate of the absolute error decrease with decreasing stepsize h. Moreover results plotted in Figure 2 , indicate that the length of the confidence interval for the absolute error decrease as the number of batches increase. More precisely by (15), we roughly need to increase the number of batches fourfold in order to halve the length of the confidence interval. Finally Figure 3 shows that the stepsize h has a definite effect on the length of the confidence interval. However we could include in Figure 3 the graph of a function˜ (h) = Kh for an appropriate constant K which would suggest that the absolute error is proportional to the stepsize. This can see more clearly in Figure 4 the becomes a straight line with slope approximately 1. In fact the exponent 1 of h is corresponding to order of strong convergence Itô method.
