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Abstract
Integrated modelling approaches for whole river catchments require the coupling of di3erent types of models.
As an example, river &ow and forecast models in one- and two-space dimensions are discussed. Usually, these
models are based on the hyperbolic shallow water equations and require special discretizations like ENO or
Godunov-type methods.
The basic coupling mechanisms like coupling via source terms, via boundary conditions, via state variables
and simulator coupling are introduced by examples. Their properties with respect to performance and accuracy
requirements and implementation issues are presented.
If coupling conditions are considered, additional algebraic equations arise. By the method of lines approach
it is possible to translate the partial di3erential equations and the algebraic equations into a large system of
di3erential algebraic equations (DAEs). The DAEs can e>ciently be solved if the special structure of the
Jacobian of the coupled model components is taken into account.
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1. River ow simulation
The new water framework directive of the EU requires decision support systems (DSS) for whole
river catchments. These DSS should be based on integrated modelling approaches. Many di3erent
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Fig. 1. Quantities for the Saint-Venant equations.
processes like precipitation-runo3, &ow and transport in rivers, chemical and biological water quality
or ecological aspects have to be taken into account. This can be done by the development of one
huge universal model or by a suitable coupling of di3erent available models or model components.
Any simulation of such di3erent processes needs information on the river &ow. Therefore the
core model within a whole river catchment is the &ow simulator for the river network. The further
considerations are restricted to this model component and its coupling mechanisms. Usually, this &ow
simulator is based on the Saint-Venant equations or some of its simpliGcations. The Saint-Venant
equations are the one-space dimensional hyperbolic shallow water equations (SWE). They are given
by [17]
9tA=−9xQ + q(x; t); (1)
9tQ =−9x
(
Q2
A
)
− gA(9xw + Sf ): (2)
These equations describe the water &ow within one single river reach with unknown cross-sectional
area A(x; t) and &ow discharge Q(x; t), see Fig. 1.
The mean &ow velocity u(x; t) is given by u=Q=A and the water surface elevation w(x; t) above
a reference level (e.g. sea level) is a function of A, the distance x along the river and the river
bottom elevation S(x):
w = S(x) + h(x; A) (3)
with local water depth h. q(x; t) describes lateral in&ow or out&ow and the so called friction slope
Sf is usually a function of u2. A simple model is given by Sf = |u|u=K2h4=3 with friction coe>cient
K [17].
The SWE in two-space dimensions read [19]
9th=−9x(uh)− 9y(vh); (4)
9t(uh) =−9x
(
u2h+ 12 gh
2)− 9y(uvh)− gh(9xS + Sfx); (5)
9t(vh) =−9x(vuh)− 9y
(
v2h+ 12 gh
2)− gh(9yS + Sfy) (6)
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Fig. 2. River network of the Odra forecast model.
with local water depth h(x; y; t), &ow velocities u and v in x- resp. y-direction. These equations are
applied for a more detailed &ow modelling, i.e. the computation of the &ooded area or if local &ow
conditions are important for biological processes [6].
The modelling of whole river networks requires the combination of the models for the single
river reaches. In the next section di3erent possibilities for a suitable coupling are presented. As an
example, the water-level forecast model for the German–Polish border Odra [8] is chosen. The river
network of the model is shown in Fig. 2. In this model, Eqs. (1) and (2) are augmented by three
additional equations for lateral retention capacities and groyne Gelds. Since these equations give no
new insight with respect to model coupling they are not considered in this context.
Eqs. (1) and (2) are derived from conservation laws for mass and momentum. They deGne a
hyperbolic system and can be written in its quasi-linear representation
9t
(
A
Q
)
+

 0 1
gA
9h
9A −
Q2
A
2
Q
A

 9x
(
A
Q
)
=


q
−gA
(
9xS + Sf +
9h
9x
)

 : (7)
A simple discretization of (1) and (2) may follow a standard Gnite volume approach. Introducing
cell averaged variables qj = (1=Mxj)
∫ xj+1=2
xj−1=2
q(x) dx on control volumes Ij = [xj−1=2; xj+1=2] of length
Mxj = xj+1=2 − xj−1=2 and integration of a homogeneous conservation law
9tq=−9x(f(q)) (8)
over Ij leads to
9tqj =− 1Mxj
∫ xj+1=2
xj−1=2
9x(f(q)) dx =− 1Mxj (f(q(xj+1=2)− f(q(xj−1=2)): (9)
The main problem is now to recover the unknowns q(x) at the cell boundaries xj±1=2 from the cell
averages qj. A stable Grst order upwind approach for scalar problems of type (8) with assumed
smooth classical solutions is given by
q(xj−1=2) =
{
qj−1 if ¿ 0;
qj if ¡ 0;
q(xj+1=2) =
{
qj if ¿ 0;
qj+1 if ¡ 0
(10)
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with local advection speed =(qj) satisfying 9tq=−(q)9xq=−f′(q)9xq. For quasilinear hyperbolic
systems 9tq=−J (q)9xq the matrix J must be locally decomposed into J (qj)=RjjR−1j with constant
matrices Rj (=right eigenvectors) and j = diag(eigenvalues). This leads to the decoupled system
9t q˜ = −j9xq˜ with new variables q˜ = R−1j q. This system can be upwinded similar to the scalar
problem. Finally, q(xj±1=2) is given by q(xj±1=2) = Rjq˜(xj±1=2). A second-order extension is possible
via a standard MUSCL or ENO approach [4,5]. Nonlinear problems of type (8) can also have
nonclassical weak solutions with shocks or rarefactions. If such discontinuities arise, more elaborated
numerical schemes like Godunov-type methods must be applied [11,14], in order to get a conservative
scheme.
Several numerical experiments indicate, that for large rivers with subcritical &ow conditions
(i.e., the eigenvalues of (7) have opposite sign) the following simple strategy leads to a stable
nonoscillatory space-discretization. For a positive &ow velocity u downwind the water surface ele-
vation (wj+1=2 =wj+1) and upwind the &ow discharge (Qj+1=2 =Qj). Aj+1=2 must be obtained by the
aforementioned decoupling of (7). When all the variables w, Q, A are known at the cell boundaries,
the integrals over the space derivaties in (1) and (2) can be calculated according to (9) .
The implementation of the Gnite volume scheme is similar to the one of a Gnite di3erence
scheme, if the cell averages qj are reinterpreted as point values q(xj) at the cell centers. This over-
all space-discretization process for N cells I1; : : : ; IN leads to a system of 2N ordinary di3erential
equations (ODEs)
y′ = f(t; y) (11)
with y = (A1; Q1; : : : ; AN ; QN ). This system must be solved by appropriate time integration schemes
for ODEs. The treatment of the boundary and coupling conditions is discussed in the sections below.
A suitable discretization for the two-dimensional SWE is described in [11,12,14]. The principal
mechanisms of coupling can be applied to other types of simulation models for transport, water
quality or ecology as well.
2. Mechanisms of coupling
It should be mentioned that in this paper the &ow direction is known a priori and subcritical
&ow conditions are assumed, at least near the boundaries. This is usually the case for networks of
natural rivers and navigable channels under consideration. The proposed coupling conditions do not
necessary apply for an arbitrary network with unknown &ow behaviour. For such applications an
automatic detection of the &ow type via a monitor function must be implemented.
2.1. Boundary conditions for a single river reach
In the case of subcritical &ow conditions one upstream boundary condition and one downstream
condition for the Saint-Venant equations must be prescribed.
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At the upstream boundary x usually the &ow Q(t) = Q(x; t) is given and the semi-discretized
equation (1) in x1 = x for Q1(t) = Q(x1; t) is replaced by the algebraic condition
0 = Q(t)− Q1(t): (12)
By this replacement it is no more necessary to upwind Q in x1−1=2 for the approximation of 9xQ(x1; t).
Nevertheless, Q(x1−1=2; t) must be known in order to approximate 9x(Q2=A)(x1; t) in Eq. (2). The
most simple and practical approach is to set Q(x1−1=2; t)=Q(x1; t) or to apply a linear extrapolation
from Q(x1; t), Q(x2; t).
Similar di>culties arise at the downstream boundary. The downwinding of w(xN+1=2; t) is
impossible. Therefore it is advisable to replace Eq. (2) at the cell IN by the downstream boundary
condition. In the case of the Odra-river model the downstream boundary x is located at the mouth
to the Baltic sea and an algebraic equation
0 = w(t)− w(xN ; t) (13)
is imposed. w(t) describes the wind- and tide-induced water level of the Baltic sea. The &ow
discharge of the Odra has negligible in&uence on the sea water level, thus w is considered as input
data only. A daily forecast of w(t) is provided by the German Federal Maritime and Hydrographic
Agency [2].
If the downstream boundary is not in&uenced from the sea it can be located at a gauging station
with known water-level &ow-discharge relation. In this case an algebraic condition like
0 = f(w(xN ; t); Q(xN ; t)) (14)
is imposed [16]. Eqs. (11)–(13) or (14) form together a system of di3erential algebraic equations
(DAEs).
2.2. Coupling via source terms
The most simple coupling of two models of type (1), (2) is via the source term q. Assume a
large river with a smaller tributary, con&uencing at space coordinate Px of the large river (Fig. 3).
A loose coupling is given if the model for the tributary can be calculated at Grst and the model
for the main river afterwards. One consequence of this one-way coupling is, that it is hardly possible
Fig. 3. Large river and tributary.
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to incorporate &ow or water-level information from the large river into the model of the tributary.
To deGne the lower boundary for the tributary there exist usually two possibilities: The model can
be cut-o3 some kilometers upstream of the junction which is replaced by a downstream boundary
condition for the tributary. The location of this cut-o3 should be chosen far enough from the main
river in order to neglect its in&uence on the &ow in the tributary. For the remaining reach from
xcut-o3 to Px a simple advection model Qtrib( Px; t)=Qtrib(xcut-o3 ; t− ) may be applied which of course
introduces some additional inaccuracy.
In well instrumented rivers usually a gauging-station is located directly downstream of a relevant
tributary. In such a case, this water-level information can also be used for the lower boundary
condition like (13) of the tributary. Once the tributary model has been run, its calculated out&ow
Qtrib( Px; t) must be considered as a lateral in&ow q(x; t) to the main river with∫ x
−∞
q(; t) d=
{
0 for x¡ Px;
Qtrib( Px; t) for x¿ Px:
(15)
During the 1997 &ood several dambreaks along the Odra river occurred. In order to simulate such
lateral out&ow caused by a dambreak a coupling via source terms is implemented in the Odra river
forecast model. In the most simple case the out&ow through the dambreak is known or assumed as a
function Qdb(t). The modelling is similar to an in&ow due to a tributary. The case Qdb(t) depending
on the water level in the river and in the polder behind the dam is discussed in Section 2.4.
The coupling via source terms q(x; t) is very easy to implement and allows single models to
run sequentially. Thus the performance is very good compared to fully coupled models. The major
disadvantage is that it is impossible to consider the in&uence of the main river onto the tributary.
Therefore, this type of coupling should be restricted to less important tributaries.
2.3. Coupling via boundary conditions
If a river is regulated by weirs, discontinuities in the water level w(x; t) occur. Usually, a weir is
operated in order to ensure a better navigability of the river. Thus the &ow through the weir or the
power-plant turbines beside the weir is regulated in such a way, that w(x; t) = const upstream. For
&ood protection purposes some times the weirs are (partially) opened just before the water levels
will rise too much.
A weir is modelled by splitting the river into a reach upstream and downstream the weir (Fig. 4).
The downstream boundary condition of the upstream reach 1 is of type (13). The weir operation
w(t) may depend on the &ow Q(x1 ; t) as well. Special attention has to be taken if the water level
w(x2 ; t) exceeds w(x1 ; t) due to a very high &ood. In this case condition (13) must be replaced by
0 = w(x1 ; t)−max (w(t); w(x2 ; t)): (16)
The upstream boundary condition of the downstream river reach 2 is given by
0 = Q(x1 ; t)− Q(x2 ; t): (17)
This condition couples models 1 and 2.
The coupling of three river reaches at a junction is very similar (Fig. 5).
The &ow in river reach 3 is given by
0 = Q(x3 ; t)− Q(x1 ; t)− Q(x2 ; t) (18)
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Fig. 4. Weir.
Fig. 5. Junction.
and equal water levels are assumed
0 = w(x1 ; t)− w(x3 ; t); (19)
0 = w(x2 ; t)− w(x3 ; t): (20)
This type of coupling is implemented for the junction of the river Warta with the Odra. A coupling
via source term is not appropriate here, since great &ood planes arise near the junction during high
water.
At kilometer 704 the Odra river splits up into the so called East- and West-Odra rivers. At the
splitting similar conditions are imposed to those at a junction: equal water levels and conservation
of &ow discharge.
The coupling of several river reaches seems to be simple at a Grst sight. The boundary conditions
of a single river reach must be replaced by the appropriate coupling conditions which are algebraic
equations. Thus after semi-discretization in space one has to deal with a large system of DAEs.
Nevertheless the user has to ensure, before starting the time-integration process, that the initial
values fulGll all algebraic equations. Otherwise the integrator will not proceed. But the choice of the
initial conditions is very problem dependent and some heuristics must be implemented. Obviously, it
is not possible to choose all initial conditions consistent with the partial di3erential equations unless
the steady-state problem is solved beforehand. Therefore, especially during the Grst time-steps large
variations in the unknowns are generated and may lead to stability problems. These problems are
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Fig. 6. Dambreak.
strongly related to the number of coupled river reaches. In a daily forecast operation of the model
consistent initial conditions can be obtained from the last model run.
2.4. Coupling via state variables
Usually, the lateral out&ow q from the river caused by a dambreak or by &ow through a weir
for Glling of polders during high &ood is not known. It depends mainly on the geometry of the
dambreak or the weir and the water levels in the river and behind the dam. A simple model for the
out&ow Qdb(t) within the interval [a; b] is given by the formula of Poleni
Qdb(t) = !c(b− a)
√
2gh3=2r : (21)
For a broad-crested weir the discharge coe>cient ! is approximately !=0:5. The reduction coe>cient
c is taking into account the backwater e3ect and is given by c =
√
1− (hp=hr)16 [10].
Both water depths hr and hp are explained in Fig. 6.
The change of volume Vp(t) in the polder is given by the ODE
V ′p = Qdb (22)
and an additional algebraic equation
0 = wp(t)− f(Vp(t)) (23)
must be introduced to relate the volume and the water level wp in the polder. The coupling of (1),
(2) and (22) is implemented in the following way: In a Grst step a cell Ij must be identiGed, whose
midpoint xj fulGlls xj ∈ [a; b]. The water-depth hr is given by hr(t) = w(xj; t) − Sp and hp is given
by hp(t) = wp(t)− Sp = f(Vp(t))− Sp. Now Qdb can be calculated by (21) and the source q in (1)
and the right-hand side of (22) are well deGned. Thus, Eq. (22) for the new unknown Vp and the
semi-discretized equation (2) are coupled via the variable w(xj; t) and by (3) via the state variable
A(xj; t).
The same type of coupling is applied for the adaptation of the simulated water levels to measure-
ments. A river &owing from x to x is assumed, without any tributary considered in the mathematical
model. Due to the simpliGed one-dimensional model and small tributaries that join any river, some
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simulation error will occur at a location xj ∈ (x; x). If a gauging station is located at xj, the water
level wg(t) during the past is known from measurements. It is advisable to use this information
wg(t), in order to improve the mathematical model in [xj; x]. This can be done by introducing an
artiGcial source term Qg(t) at xj similar to a Qdb. By Qg an unknown amount of water is carried
into or released from the river in order to fulGll
0 = wg(t)− w(xj; t) = wg(t)− S(xj)− h(xj; A(xj; t)): (24)
The disadvantage of (24) is that the new unknown Qg is not present in this equation. If (24) is
di3erentiated with respect to t, Qg(t) is introduced from (1) via q. A second di3erentiation will
introduce Q′g(t). Therefore, (1), (2) together with (24) deGnes an index-2 DAE.
If time t switches from the simulation (the past) to the forecast interval (the future), (24) must be
replaced, since measurements for wg(t) are not known. With the equation Q′g(t) = 0 for t ∈{future}
at selected gauges along the river an improvement of the forecast results can be obtained.
2.5. Nested models
A further improvement of the model is possible by a 2d approach according to (4)–(6). Then the
extension of &ood planes or the Glling process of polders can be calculated more accurately. More-
over, local &ow characteristics, like velocities can be simulated. These quantities have a strong
in&uence on sedimentation and erosion or on biological processes. Finally, the introduction of
compounded cross-sections or lateral retention capacities for the improvement of the 1d models is
obsolete.
Unfortunately, at present it is not possible to run a 2d model for several hundreds of kilometers
river reach operationally for forecast purposes in a standard computer environment. Also the database
(topographic data) is often not available for the setup of a large 2d model. Therefore, the nesting
of 1d and 2d models seems to be a good compromise. At locations x1 , x2 appropriate coupling
conditions must be deGned (Fig. 7).
Fig. 7. Nested 1d and 2d model.
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If a positive &ow velocity along the river and subcritical &ow conditions are assumed, the 2d
model has two incoming and one outgoing characteristic curves through x1 and one incoming
and two outgoing curves through x2 [18]. Therefore two upstream and one downstream boundary
conditions must be imposed for the 2d model. A reasonable assumption is to force the &ow to
be orthogonal to the cell boundaries at x1 entering the 2d model. Moreover, the &ow discharge
Q1(x1 ; t) from the 1d model must be distributed to all left upstream boundary cells j∈ lbc of the
2d model
0 = qj − Q1(x1 ; t)Alb h
2
jMcj; j∈ lbc (25)
with Alb =
∑
j∈lbc h
2
jMcj. hj is the water depth at the cell boundary j of the 2d model and
Mcj the width of the cell. qj deGnes the orthogonal &ow through this boundary cell. By (25)
the &ow through each boundary cell j is deGned proportional to the square of the water depth in
order to obtain realistic &ow velocities through the boundary. The implementation of the boundary
conditions and further details of the 2d model are described in Refs. [11] and [12].
The downstream boundary condition for the upstream 1d model reads
0 = w1(x1 ; t)−
1
nlbc
∑
j∈lbc
(hj + Sj) (26)
with bottom elevation Sj at the cell boundary j. At the right downstream boundary cells j∈ rbc of
the 2d model a horizontal water level is assumed
0 = hj + Sj − w2(x2 ; t); j∈ rbc (27)
and the in&ow to the 1d model 2 is given by
0 = Q2(x2 ; t)−
∑
j∈rbc
qj: (28)
Eqs. (25)–(28) deGne the coupling conditions for the nested 1d and 2d modelling approach.
2.6. Simulator coupling
Alternatively to the direct coupling of two or several models by the mechanisms described above
resulting in one large DAE-system, simulator coupling is possible. The main advantage of this
approach is, that each single model runs independently from the others, the coupling is implemented
in an outer loop [7]. As an example look at the coupling of three river reaches at a junction
(Fig. 5). The most simple simulator coupling may be implemented like a Gauss-Seidel iteration.
Eqs. (18)–(20) form a linear system and may be written as
Q(x3 ; t) = Q(x1 ; t) + Q(x2 ; t); (29)
w(x1 ; t) = w(x3 ; t); (30)
w(x2 ; t) = w(x3 ; t): (31)
Now run the three models from time t0 to t1, adapt the boundary values according to Eqs. (29)–(31)
and go on to t2; : : :. The main disadvantage of this approach is, that the stepsize-control of the single
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Fig. 8. Typical example of simulated and observed water levels at the Odra gauging station, Frankfurt.
models will suggest very small time steps if the outer time-steps are too large. If the stepsize-control
is switched o3, it is very di>cult to propose the right proportion between the outer time-steps t0,
t1; : : : and the inner time-steps within the single models. A Grst attempt is to choose equal inner
and outer step-sizes. After each outer time step, the error in the linear coupling equations should be
checked. If the error is too large, reGne the outer time-step. Usually, the convergence order of the
overall time evolution scheme will drop to one or even worse by this approach. Further more, it is
not always clear, which variables should be updated in Eqs. (18)–(20). Permutation of the update
sequence after each time-step could also be helpful. Simulator coupling must be applied if the inner
structure of the single models is not known (black-box) or if the overall coupled model would be
too large for the computer environment.
3. Overall discretization and time integration
In Sections 2.1–2.5 various boundary and coupling conditions have been presented. Together with
the semi-discretized PDEs they form a large system of DAEs. Usually, these DAEs are of index-1
type. An exception is the modelling of artiGcial source terms explained in Section 2.4, resulting
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in an index-2 DAE-system. For the solution of index-1 DAEs several well established integration
methods do exist [1,3]. These schemes are implicit and adapted to a full or banded structure of the
Jacobian of the right-hand side of the DAEs. If coupled 1d models are considered the Jacobian is
mostly banded, featuring a few nonzero elements outside the band [9]. Therefore, the solver must
be adapted to a general sparse structure of the Jacobian. Such a scheme for index-1 DAEs is the
Rosenbrock-method RODASP [15], which is used for the river Odra forecast model. RODASP is
also able to solve the aforementioned index-2 problems e>ciently. Similar observations have been
made in [13].
The whole &ow simulation and forecast system of the German Federal Institute of Hydrology is
implemented in Fortran90 on a PC. Fig. 8 shows a typical example of simulation results.
The operation of a nested 1d–2d model for the river Rhine is under development.
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