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Abstract
Free fermion system is the simplest quantum field theory which has the symmetry of Ding-
Iohara-Miki algebra (DIM). DIM has S-duality symmetry, known as Miki automorphism which
defines the transformation of generators. In this note, we introduce the second set of the
fermionic basis (S-dual basis) which implement the duality transformation. It may be inter-
preted as the Fourier dual of the standard basis, and the inner product between the standard
and the S-dual ones is proportional to the Hopf link invariant. We also rewrite the general
topological vertex in the form of Awata-Feigin-Shiraishi intertwiner and show that it becomes
more symmetric for the duality transformation.
1 Introduction
The free fermion system in two dimensions is one of the simplest examples in the quantum field
theory and has applications in many branches of physics and mathematics, such as the topological
string, the quantum Hall effect, and the quantum gravity in two dimensions. It is known to have
(quantum)W1+∞ algebra symmetry [1,2] which plays a substantial role to understand these systems.
The representation theory of the symmetry was studied [3, 4] and it shows that it describes only
the free systems.
A few years later, it was generalized to a deformed symmetry which describes the interacting
system. It was studied by some groups independently and has different names, such as Ding-Iohara-
Miki (DIM) algebra [5, 6], the quantum continuous gl(∞) [7], the quantum toroidal algebra [8]. In
this paper, we refer to it as DIM algebra. Recently, Schiffmann et al. [9] used the symmetry to
prove Alday-Gaiotto-Tachikawa (AGT) conjecture [10], the equivalence between the conformal block
function of two-dimensional CFT and the instanton partition function of N = 2 super Yang-Mills.
While the former has the expression by the basis of the Virasoro Hilbert space, the latter is labeled
by Young diagrams which represent the fixed point of the localization. The equivalence between
the two implies the algebra has nontrivial dual descriptions.
The generators of the DIM has a label in Z2 and SL(2,Z) acts on it as an automorphism. In
particular, the S-duality action is called Miki automorphism. Among the generators of DIM, we
may choose two sets of generators which are related by Miki automorphism. In one set, there is
a free boson realization of generators, which is the standard realization of the CFT. On the other
hand, in terms of the other set of generators, the representation is given by the basis labeled by
Young diagrams, which appear in Nekrasov partition function.
The purpose of this note is to present an alternative picture of S-duality. Instead of changing
generators, we introduce the second set of basis which implements the dual descriptions of the CFT.
The existence of two pictures is helpful to understand the nature of the duality. In order to simplify
the setup, we restrict ourselves to the free fermion system where the DIM algebra reduces to the
quantum W1+∞ which is isomorphic to the quantum torus algebra up to the central charge. At the
first quantized level, the duality map on the states is the Fourier transformation. At the second
quantized level, we have to be careful to define the states to avoid the divergence. In order to
show that the action on the S-dual basis is the representation rotated by right-angle, we need to
introduce a projection operator which is necessary to modify the central charge together with shifts
of generators.
The DIM algebra also appears in the topological string where one may identify the topological
vertex [11] as an intertwiner between the representations [12]. In this context, it is better to interpret
the Z2 charges of the representation with the brane charges. We first show that the inner product
between the standard and S-dual bases is proportional to Hopf link invariant. We also show that
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the intertwiner takes more symmetric form if we use the S-dual basis. In particular, the S-duality
in the topological string amplitude becomes a consequence of the symmetry between the standard
and the S-dual bases.
We note that the duality of the DIM algebra was studied in various contexts. For the recent
studies, see for instance [13–15].
This paper is organized as follows. In section 2, we give a brief review on the DIM algebra
and its representation, starting from the quantum torus. This part also serves as a pedagogical
introduction to the duality of the quantum W1+∞ algebra. In section 3, we define the S-dual basis
and derive S-dual transformation between the (1, 0) and (0, 1) representations using them. We also
explain the nature of the projection operator, which is necessary to reproduce the representation.
In section 4, we compute the inner product between the two distinguished bases. We also derive
the expression of the intertwiner and calculate the amplitude. Finally, we present our conclusion in
section 5.
2 Preliminaries
2.1 Quantum torus
It is illuminative to start the explanation of the origin of the S-duality automorphism in the DIM al-
gebra from the quantum torus. This algebra is generated by U and V which satisfy the commutation
relation
UV = qV U. (2.1)
In the quantum mechanical system, U and V appear as translation operators along the edge of
a rectangle in the presence of constant magnetic flux. One may write the general element of the
translation as UmV m. In the following, we consider the generic case where q is not the root of unity.
The commutation relation among them is
[Um1V n1 , Um2V n2] = (q−m2n1 − q−m1n2)Um1+m2V n1+n2. (2.2)
We call this algebra as the quantum torus algebra. As the name suggests, it has an SL(2,Z)
automorphism,
T =
(
a c
b d
)
∈ SL(2,Z), (2.3)
U → UT = UaV b, V → V T = U cV d, UT V T = qV T UT . (2.4)
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Among the SL(2,Z) transformation, S-transformation
S =
(
0 −1
1 0
)
, U → US = V, V → V S = U−1 (2.5)
will play a special role in the following.
One may represent the quantum torus algebra by multiplication of z and the q-difference oper-
ator:
U = qD = qz
d
dz , V = z. (2.6)
One choice of the basis {fn}n∈Z of the representation space is
fn(z) = z
n, n ∈ Z, (2.7)
where the action of the U operator is diagonal,
Ufn(z) = q
nfn(z), (2.8)
V fn(z) = fn+1(z). (2.9)
It is referred to as an (infinite) vector representation. We can define the second set of the basis
which is diagonal to the V generators, using the delta function δ(z) =
∑
n∈Z z
n,
fSn (z) = δ(z/q
n) =
∑
m∈Z
zmq−nm, n ∈ Z. (2.10)
fSn (z) is the Fourier transformation of the standard basis. The S-transformed generators have the
same action on them.
USfSn (z) = V f
S
n (z) = q
nfSn (z), (2.11)
V SfSn (z) = U
−1fSn (z) = f
S
n+1(z). (2.12)
We call them as the ‘S-dual’ basis of the quantum torus algebra. In the following, we study the
second quantized version.
2.2 Ding-Iohara-Miki algebra
Definition 2.1. The DIM algebra is a quantum algebra with three parameters q1, q2, q3 ∈ C
satisfying q1q2q3 = 1. They are related with those of the Macdonald polynomials or the refined
topological vertex as q1 = q, q2 = t
−1. The algebra is generated by
{
x±i , ψ
±
±j , γˆ
±1/2|i ∈ Z, j ∈ Z≥0
}
.
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The generating function is referred to as Drinfeld currents,
x±(z) =
∑
k∈Z
z−kx±k , (2.13)
ψ+(z) =
∑
k≥0
z−kψ+k , (2.14)
ψ−(z) =
∑
k≥0
zkψ−−k . (2.15)
γˆ±1/2 is the center. The DIM algebra is written as (see for instance [16])
ψ+0 ψ
−
0 = ψ
−
0 ψ
+
0 = 1, (2.16)
[ψ±(z), ψ±(w)] = 0, (2.17)
ψ+(z)ψ−(w) =
g(γˆw/z)
g(γˆ−1w/z)
ψ−(w)ψ+(z), (2.18)
ψ+(z)x±(w) = g(γˆ∓1/2w/z)∓1x±(w)ψ+(z), (2.19)
ψ−(z)x±(w) = g(γˆ∓1/2z/w)±1x±(w)ψ−(z), (2.20)
x±(z)x±(w) = g(z/w)±1x±(w)x±(z), (2.21)
[x+(z), x−(w)] =
(1− q1)(1− q2)
1− q1q2
(
δ(γˆ−1z/w)ψ+(γˆ1/2w)− δ(γˆz/w)ψ−(γˆ−1/2w)
)
, (2.22)
where
g(z) =
∏
α=1,2,3
1− qαz
1− q−1α z
, (2.23)
together with Serre relations.
The DIM algebra has an automorphism found by Miki [6]:
h1
e0
h−1
f0
ψ+0
γˆ−1
ψ−0
γˆ . (2.24)
Here we change the normalization of the generators as
e0 = −
x+0
q
−1/2
1 q
1/4
3 (1− q1)
2
, (2.25)
f0 =
x−0
q
−1/2
2 q
1/4
3 (1− q2)
2
. (2.26)
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We note that DIM is generated by four generators h±1, e0, f0 and the map here extends to all
generators of DIM. This automorphism corresponds to the S-transformation of the quantum torus
(2.5).
In this paper, we focus on the self-dual case q = t. We define the generators hm (m ∈ Z6=0), lˆ1,
lˆ2 by the relations
ψ±(γˆ1/2z) = ψ±0 exp
(∑
m>0
κmh±mz
∓m
)
, (2.27)
γˆ±1/2 = q
±lˆ1/4
3 , ψ
±
0 = q
∓lˆ2/2
3 , (2.28)
where κm = (1− qm1 )(1− q
m
2 )(1− q
m
3 ). Then commutation relations can be rewritten as [17]
[hm, x
+
n ] = −
1
m
x+n+m, (2.29)
[hm, x
−
n ] =
1
m
x−n+m, (2.30)
[hm, hn] = −δm+n,0
1
m
lˆ1
(1− qm)(1− q−m)
, (2.31)
[x+m, x
−
n ] = −(1 − q)(1− q
−1)
[
(m+ n)(1− qm+n)(1− q−m−n)hm+n + δm+n,0(nlˆ1 + lˆ2)
]
. (2.32)
We assume that |q| < 1 and q 6= 0 in the rest of this paper.
The DIM algebra has a family of representations labeled by a weight u and a level (l1, l2) ∈ Z
2,
which is the eigenvalues of lˆ1 and lˆ2. In this paper, we use only the vertical representation (0, 1)u
and the horizontal representation (1, n)u. In the self-dual limit, Miki automorphism reduces to
the transformation lˆ1 → −lˆ2 and lˆ2 → lˆ1, thus the levels of the representations also transform as
l1 → −l2 and l2 → l1. Especially, the (1, 0) representation is mapped to (0, 1).
2.3 DIM algebra and the quantum torus
Here we introduce the free bosonic field
φ(z) = qˆ + a0 log(z)−
∑
n 6=0
an
n
z−n, (2.33)
[am, an] = mδm+n,0, [a0, qˆ] = 1 (2.34)
and the free fermionic field
ψ(z) =
∑
r∈Z+1/2
ψrz
−r−1/2, ψ†(z) =
∑
r∈Z+1/2
ψ†rz
−r−1/2, (2.35)
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{ψr, ψ
†
s} = δr+s,0, {ψr, ψs} = {ψ
†
r.ψ
†
s} = 0. (2.36)
The self-dual limit of the DIM algebra is also obtained by 2-dimensional central extension of the
quantum torus. We can realize this central extension by the free fields as
W [UmV n] =
∮
dz
2πi
: e−φ(z) : qmDzn : eφ(z) : =
1
1− qm
∮
dz
2πiz
(qmz)n : e−φ(z)+φ(q
mz) :
=
∮
dz
2πi
ψ(z)qmDznψ†(z) =
∑
r∈Z+1/2
qm(r−1/2) : ψrψ
†
n−r : +
δn,0
1− qm
(2.37)
when m 6= 0. The normal ordering :: is defined by bosonic (fermionic) modes depending on the
oscillators appearing in the formula. In the m = 0 case, we define
W [V n] = −an =
∑
r∈Z+1/2
: ψrψ
†
n−r : . (2.38)
Representations of the DIM algebra can be obtained by corresponding theseW ’s with the generators.
For later use, we introduce the commutative bosons as
bn = W [U
−n] = −
∑
r∈Z+1/2
qn(r+1/2) : ψ†rψ−r : +
1
1− q−n
(n ∈ Z6=0). (2.39)
The relation between the quantum torus algebra and DIM may be more explicitly seen by intro-
ducing
ψf =
∮
dz
2πi
ψ(z)f(z), ψ†f =
∮
dz
2πi
ψ†(z)f(z). (2.40)
We note that these give maps from a wave function f(z) into the operator in the free fermion Fock
space. The action of the quantum torus algebra on f is obtained by the commutation relation with
W [UmV n],
[W [UmV n], ψf ] = ψUmV nf , (2.41)[
W [UmV n], ψ†f
]
= −q−mψ†V nU−mf . (2.42)
2.4 Two representations of DIM
There are two types of representations of DIM, the horizontal and the vertical ones, depending on
the central charges lˆ1,2 [12]. At the level of the quantum torus, they correspond to the different
choice of the generators U, V .
• Horizontal (1, n) representation corresponds to the choice,
UT−n = UV −n, V T−n = V, T−n =
(
1 0
−n 1
)
. (2.43)
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• Vertical (0, 1) representation corresponds to the choice,
US
−1
= V −1, V S
−1
= U, S−1 =
(
0 1
−1 0
)
. (2.44)
At the second quantized level, we define the Drinfeld currents by
x+R(z) = (1− q)W [U
Rδ(V R/z)], x−R(z) = (1− q
−1)W [δ(V R/z)(UR)−1] , (2.45)
where R = T−n or S−1. We use the same Fock space in order to describe two representations.
Because of the choice of the generators, the representations look very different.
2.4.1 Horizontal (1, n)u representation
The horizontal (1, n)u representation [12] are most conveniently written in terms of bosonized cur-
rents,
x+T−n(z) = (1− q)W [UV
−nδ(V/z)] = qa0z−n : e−
∑
m6=0
1−qm
m
amz−m :, (2.46)
x−T−n(z) = (1− q
−1)W [δ(V/z)V nU−1] = q−a0zn : e
∑
m6=0
1−qm
m
amz−m :, (2.47)
hm = −
1
m
am
1− q−m
, (2.48)
lˆ1 = 1, lˆ2 = n. (2.49)
We have an extra parameter u ∈ C which corresponds to the vacuum charge in the bosonic Fock
space,
|u〉 = uqˆ/ log q |0〉 , (2.50)
an |0〉 = 0 (n ≥ 0). (2.51)
2.4.2 Vertical (0, 1)v representation
This representation is realized by the ’S-transformed’ operators as
x+S−1,v(z) = (1− q)W [V
−1δ(Uv/z)] = (1− q)
∑
r∈Z+1/2
δ(vqr+1/2/z) : ψrψ
†
−1−r : , (2.52)
x−S−1,v(z) = (1− q
−1)W [δ(Uv/z)V ] = (1− q−1)
∑
r∈Z+1/2
δ(vqr−1/2/z) : ψrψ
†
1−r : , (2.53)
hm =
vm
m
b−m
1− q−m
, (2.54)
lˆ1 = 0, lˆ2 = 1. (2.55)
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As is obvious from these representations, their action is most straightforwardly written in terms of
fermionic basis which is labeled by a Young diagram λ,
|λ〉 =
diag(λ)∏
i=1
[
(−1)−λi+iψ−λ′i+i−1/2ψ
†
−λi+i−1/2
]
|0〉 , (2.56)
where λi (resp. λ
′
i) is the length (resp. height) of i-th row (resp. column), and diag(λ) is the
number of the rows satisfying i ≤ λi. We note that the signs of these states are different from the
standard convention.
In order to express the action of generators, we introduce some notations. We associate each
box (i, j) in a Young diagram1 with the quantity
χ(i,j),v;q = vq
−i+j. (2.57)
We sometimes omit the subscripts v and q. We introduce a half-integer sequence ρ = (−1/2,−3/2,−5/2, · · · )
and integer sequences εi saisfying
(εi)j =

1 (i = j)0 (otherwise) . (2.58)
The action on the basis is given as [12]
x+S−1,v(z) |λ〉 = (1− q)
∑
x∈A(λ)
δ(χx/z) |λ+ x〉 , (2.59)
x−S−1,v(z) |λ〉 = (1− q
−1)
∑
x∈R(λ)
δ(χx/z) |λ− x〉 , (2.60)
hm |λ〉 =
vm
m
pm(q
−λ′−ρ−1/2)
1− q−m
|λ〉 (m > 0), (2.61)
hm |λ〉 = −
vm
m
p−m(q
−λ−ρ+1/2)
1− q−m
|λ〉 (m < 0), (2.62)
where pm(x) =
∑
i x
m
i is the power sum and A(λ) (R(λ)) is a set of boxes which can be added to
(removed from) a Young diagram λ:
A(λ) = {(i, λi + 1) | i ∈ Z>0, λi−1 > λi} = {(λ
′
j + 1, j) | j ∈ Z>0, λ
′
j−1 > λ
′
j}, (2.63)
R(λ) = {(i, λi) | i ∈ Z>0, λi+1 < λi} = {(λ
′
j, j) | j ∈ Z>0, λ
′
j+1 < λ
′
i}. (2.64)
We note that λi = 0 for i > l(λ).
1The box coordinate is defined to satisfy (i, j) ∈ λ ⇔ 1 ≤ i ≤ l(λ), 1 ≤ j ≤ λi.
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λi
j
λ
i
j
Figure 1: A Young diagram µ satisfying µ+ ρ = (λ+ ρ±mǫi)+ or µ′ + ρ = (λ′ + ρ±mǫj)+
The action of am on this basis is given by the Murnaghan-Nakayama rule
a−m |λ〉 =
∑
µ∈YmA (λ)
(−1)ht(µ
′/λ′)+1 |µ〉 , (2.65)
am |λ〉 =
∑
µ∈YmR (λ)
(−1)ht(λ
′/µ′)+1 |µ〉 , (2.66)
a0 |λ〉 = 0, (2.67)
where m > 0 and ht(r)+ 1 is the number of the rows occupied by the ribbon2 r. Y mA (λ) and Y
m
R (λ)
are given as
Y mA (λ) =
{
µ : partition
∣∣ ∃i ∈ Z>0 s.t. µ+ ρ = (λ+ ρ+mǫi)+ }
=
{
µ : partition
∣∣ ∃j ∈ Z>0 s.t. µ′ + ρ = (λ′ + ρ+mǫj)+ } , (2.68)
Y mR (λ) =
{
µ : partition
∣∣ ∃i ∈ Z>0 s.t. µ+ ρ = (λ+ ρ−mǫi)+ }
=
{
µ : partition
∣∣ ∃j ∈ Z>0 s.t. µ′ + ρ = (λ′ + ρ−mǫj)+ } . (2.69)
Here a+ denote the sequence obtained by rearranging the terms in a in a descending order. Diagram-
matically, Y mA (λ) (Y
m
R (λ)) is a set of Young diagrams which can be obtained by adding (removing)
a ribbon with m boxes to (from) λ, as shown in Fig.1.
On the other hand, bn generators act diagonally on |λ〉:
bm |λ〉 =p−m(q
−λ′−ρ−1/2) |λ〉 . (2.70)
This property reflects the fact that fr−1/2 is an eigenfunction of U
m in the vector representation,
because ψ†r = ψ
†
fr−1/2
.
3 Construction of the S-dual basis
In the previous section, we demonstrate that the use of S and T dual generators of U, V in the
fermionic realization gives two distinguished representations (horizontal/vertical) of DIM. In this
2A ribbon is a connected skew diagram which does not contain 2× 2 blocks [18].
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section, we study a redefinition of the fermionic basis |λ〉 → |λ〉S which transforms as a vertical
basis to the horizontal (1, 0) generators. At the first quantized level, such a basis is given by the
Fourier transformation (2.10). The second quantized basis should be defined as the infinite wedge
product of such bases with proper normalizations. We show that such a basis transforms properly
with respect to the half of the generators. In order to reproduce the correct transformation for the
other half, we need to redefine the generators by some sort of “projection operator”.
3.1 Setup and results
3.1.1 Definition of S-dual basis
We start constructing eigenstates of am = −W [V m], which are the ‘S-dual’ of |λ〉. If we impose
the condition that the empty vacuum |−∞〉 = ψ−1/2ψ−3/2ψ−5/2 · · · |0〉 remains unchanged under
the S-transformation, the fact qr−1/2ψ(qr−1/2) = ψfS
r−1/2
and |λ〉 ∝ ψ†−λ1+1−1/2ψ
†
−λ2+2−1/2
· · · |−∞〉
suggests the naive definition of the ‘S-dual’ states:
ψ(q−λ
′
1+1−1)ψ(q−λ
′
2+2−1) · · · |−∞〉 . (3.1)
However, this state is obviously not well-defined. Thus we regularize this expression by the boson-
fermion correspondence and the normal ordering as
lim
N→∞
: e−φ(q
−λ′1+1−1)e−φ(q
−λ′2+2−1) · · · e−φ(q
−λ′N+N−1)eNqˆ : |0〉 , (3.2)
where we used the identification ψ−1/2ψ−3/2 · · ·ψ−(N−1/2) |0〉 = eNqˆ |0〉. This setup leads to the
following definition of the ‘S-dual’ basis.
Definition 3.1 (S-dual basis). We define the S-dual basis as
|λ〉S = Nλ exp
[
−
∑
n>0
a−n
n
∑
l>0
q(−λ
′
l+l−1)n
]
|0〉 = Nλ exp
[
−
∑
n>0
a−n
n
pn(q
−λ′−ρ−1/2)
]
|0〉 , (3.3)
S 〈λ| = N
′
λ 〈0| exp
[∑
n>0
an
n
∑
l>0
q(−λl+l)n
]
= N ′λ 〈0| exp
[∑
n>0
an
n
pn(q
−λ−ρ+1/2)
]
, (3.4)
where Nλ and N ′λ are the normalizing constants given as
Nλ =
[
(−1)|λ|q
1
2
κλ−|λ|
∏
i,j>0
(1− q−λi−λ
′
j+i+j−1)−1
]1/2
, (3.5)
N ′λ = (−1)
|λ|
[
(−1)|λ|q−
1
2
κλ+|λ|
∏
i,j>0
(1− q−λi−λ
′
j+i+j−1)−1
]1/2
. (3.6)
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We claim that the S-dual basis satisfies3
S〈λ|µ〉S = δλµ . (3.7)
3.1.2 Evaluation of the action of DIM generators
We examine the action of generators of the (1, 0) representation, slightly modified by introducing a
parameter v as follows:
x+v (z) = (1− q)W [Uδ(V v/z)] = q
a0 : e−
∑
n6=0
1−qn
n
an(z/v)−n :, (3.8)
x−v (z) = (1− q
−1)W [δ(V v/z)U−1] = q−a0 : e
∑
n6=0
1−qn
n
an(z/v)−n : . (3.9)
We note that these operators also satisfy the commutation relations of the DIM algebra. General-
izing these operators, we can introduce the representation of general currents in the DIM algebra
as
xmv (z) = (1− q
m)W [Umδ(V v/z)] = qma0 : e−
∑
n6=0
1−qmn
n
an(z/v)−n :, (3.10)
x−mv (z) = (1− q
−m)W [δ(V v/z)U−m] = q−ma0 : e
∑
n6=0
1−qmn
n
an(z/v)−n : (3.11)
for m ∈ Z.
These operators will add/remove m boxes in the Young diagram. In order to write down the
result, we need to define the two sets χmA,v;q(λ), χ
m
R,v;q(λ) (m ∈ Z>0) as
χmA,v;q(λ) =
{
vqλi+m−i
∣∣ 1 ≤ i ≤ l(λ) +m } \{ vqλi−i ∣∣ 1 ≤ i ≤ l(λ) }
=
{
vq−λ
′
j−1+j
∣∣∣ 1 ≤ j ≤ l(λ′) +m } \{ vq−λ′j+(m−1)+j ∣∣∣ 1 ≤ j ≤ l(λ′) } , (3.12)
χmR,v;q(λ) =
{
vqλi−i
∣∣ 1 ≤ i ≤ l(λ) } \{ vqλi+m−i ∣∣ 1 ≤ i ≤ l(λ) +m }
=
{
vq−λ
′
j+(m−1)+j
∣∣∣ 1 ≤ j ≤ l(λ′) } \{ vq−λ′j−1+j ∣∣∣ 1 ≤ j ≤ l(λ′) +m } . (3.13)
The consistency of the two expressions is ensured by the fact that λ + ρ and −λ′ − ρ are the
complementary subsequences of Z+1/2. We note that if χ ∈ χmA,v;q(λ), there exists a Young diagram
µ ∈ Y mA (λ) such that the box x at the top-right corner in µ/λ satisfies χx,v;q = χ. Thus there is
a one-to-one correspondence between χmA,v;q(λ) and Y
m
A (λ), and we can find the correspondence
between χmR,v;q(λ) and Y
m
R (λ) for the same reason.
We define a generalization of Nekrasov’s Y function [19]:
Ymλ,v;q(z) =
∏
χ∈χmA,v;q(λ)
(z − χ)∏
χ∈χmR,v;q(λ)
(z − χ)
. (3.14)
The properties of the function are compiled in Appendix A.
3We need to regularize naively the divergent power series in the exponent which appears in the LHS.
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Theorem 3.2. The action of x±mv (z) on the S-dual basis is
xmv (z) |λ〉S = Nλ
[
zm
Ymλ,v;q(z)
]
−
exp
[
−
∑
n>0
a−n
n
(
−(1 − q−mn)(z/v)n + pn(q
−λ′−ρ−1/2)
)]
|0〉 ,
(3.15)
x−mv (z) |λ〉S = Nλ
[
Ymλ,v;q(z)
zm
]
−
exp
[
−
∑
n>0
a−n
n
(
(1− q−mn)(z/v)n + pn(q
−λ′−ρ−1/2)
)]
|0〉 , (3.16)
S 〈λ|x
m
v (z) = N
′
λ
[
Ymλ,v−1;q−1(z
−1)
z−m
]
+
〈0| qma0 exp
[∑
n>0
an
n
(
−(1− qmn)(z/v)−n + pn(q
−λ−ρ+1/2)
)]
,
(3.17)
S 〈λ|x
−m
v (z) = N
′
λ
[
z−m
Ymλ,v−1;q−1(z
−1)
]
+
〈0| q−ma0 exp
[∑
n>0
an
n
(
(1− qmn)(z/v)−n + pn(q
−λ−ρ+1/2)
)]
(3.18)
for m ∈ Z>0. Here [f(z)]+ and [f(z)]− denote the expansions of f(z) in the neighborhood of z = 0
and z =∞, respectively.
Proof. Using the commutation relations (2.34) and Lemma A.2, we obtain
xmv (z) |λ〉S =Nλ exp
[∑
n>0
1
n
(1− qmn)(z/v)−npn(q
−λ′−ρ−1/2)
]
× exp
[
−
∑
n>0
a−n
n
(
(1− q−mn)(z/v)n + pn(q
−λ′−ρ−1/2)
)]
|0〉
=Nλ
∏
l>0
1− (v/z)q−λ
′
l+(m−1)+l
1− (v/z)q−λ
′
l−1+l
exp
[
−
∑
n>0
a−n
n
(
(1− q−mn)(z/v)n + pn(q
−λ′−ρ−1/2)
)]
|0〉
=Nλ
[
zm
Ymλ,v;q(z)
]
−
exp
[
−
∑
n>0
a−n
n
(
(1− q−mn)(z/v)n + pn(q
−λ′−ρ−1/2)
)]
|0〉 .
Similar computation gives the other results.
Proposition 3.3. The action of bm is
b−m |λ〉S =
∑
µ∈YmA (λ)
(−1)ht(µ
′/λ′) |µ〉S , (3.19)
S 〈λ| bm =
∑
µ∈YmA (λ)
(−1)ht(µ
′/λ′)
S 〈µ| q
−ma0 (3.20)
for m > 0.
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Proof. Applying Propositions A.4, A.5, A.6 and (A.15) to Theorem 3.2 and taking the coefficient
of z0, we obtain the result.
Proposition 3.4. The action of am is
am |λ〉S = −pm(q
−λ′−ρ−1/2) |λ〉S , (3.21)
S 〈λ| a−m = pm(q
−λ−ρ+1/2)S 〈λ| (3.22)
for m > 0.
Proof. This result follows from the definition of the S-dual basis (Definition 3.1) and the commu-
tation relation (2.34).
The results in Propositions 3.3, 3.4 agree with the vertical representations on the fermionic basis
(2.65), (2.70) with a and b oscillators interchanged. However, we do not reproduce the other half
(actions of bm, a−m with m > 0). We note that bm oscillators do not have central charge (they
commute with each other). Here they need play the role of a oscillators which have nonvanishing
central charge. In this sense, we need to introduce a minor modification of the definition of the
generators.
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3.2 Redefinition of generators by projection
Theorem 3.2 shows that the action of xmv (z) on the S-dual basis differs from the vertical represen-
tation. For example, in the m = 1 case we obtain
x+v (z) |λ〉S =(1− q)
∑
x∈A(λ)
1
1− χx/z
Nλ+x exp
[
−
∑
n>0
a−n
n
(
−(1− q−n)(z/v)n +
∑
l>0
q(−λ
′
l+l−1)n
)]
|0〉
=(1− q)
∑
x∈A(λ)
1
1− χx/z
|λ+ x〉S + (positive power of z), (3.23)
x−v (z) |λ〉S =

(1− q−1) ∑
x∈R(λ)
1
1− χx/z
Nλ−x −
v
z
Nλ + (1− q
−1)p1(q
λ′+ρ+1/2)


× exp
[
−
∑
n>0
a−n
n
(
(1− q−n)(z/v)n +
∑
l>0
q(−λ
′
l+l−1)n
)]
|0〉
=(1− q−1)
∑
x∈R(λ)
1
1− χx/z
|λ− x〉S −
v
z
|λ〉S + (non-negative power of z), (3.24)
S 〈λ|x
+
v (z) =

(1− q) ∑
x∈R(λ)
1
1− z/χx
N ′λ−x −
z
v
N ′λ + (1− q)p1(q
−λ′−ρ−1/2)N ′λ


× 〈0| qa0 exp
[∑
n>0
an
n
(
−(1 − qn)(z/v)−n +
∑
l>0
q(−λl+l)n
)]
=(1− q)
∑
x∈R(λ)
1
1− z/χx
S 〈λ− x| q
a0 −
z
v S
〈λ| qa0 + (non-positive power of z), (3.25)
S 〈λ|x
−
v (z) =(1− q
−1)
∑
x∈A(λ)
1
1− z/χx
N ′λ+x 〈0| q
−a0 exp
[∑
n>0
an
n
(
(1− qn)(z/v)−n +
∑
l>0
q(−λl+l)n
)]
=(1− q−1)
∑
x∈A(λ)
1
1− z/χx
S 〈λ+ x| q
−a0 + (negative power of z). (3.26)
Especially, taking the coefficient of z0, we obtain
b1 |λ〉S =
∑
x∈R(λ)
|λ− x〉S + a−1 |λ〉S − p1(q
−λ−ρ+1/2) |λ〉S , (3.27)
S 〈λ| b−1 =
∑
x∈R(λ)
S 〈λ− x| q
a0 + S 〈λ| a1q
a0 + p1(q
−λ′−ρ−1/2)S 〈λ| . (3.28)
These results show that the action of the operators which live in the shaded area in Fig. 2 on the
S-dual basis is the same as (0, 1) representation, but other operators act differently.
These differences arise from the following two contributions:
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x+(z)
ψ±(z)
x−(z)
Figure 2: The operators which act the same as the (0, 1) representation on |λ〉S
• The differences between the singularity 1
1−(z/χx)±1
in [Ymλ,v;q(z)]
±1 and δ(z/χx) in the vertical
representation
• The poles at z = 0 in
Ymλ,v;q(z)
zm
The former contribution can be eliminated by inserting the projection operator
P =
∑
λ
|λ〉S S 〈λ| . (3.29)
The latter is removed by a slight modification of the generators, as we will see later.
Proposition 3.5. We have
Pbm |λ〉S =
∑
µ∈Y mR (λ)
(−1)ht(λ
′/µ′) |µ〉S , (3.30)
S 〈λ| b−mP =
∑
µ∈YmR (λ)
(−1)ht(λ
′/µ′)
S 〈µ| (3.31)
for m > 0.
Proof. These follow from Proposition 3.3 and (3.29).
Proposition 3.6. We have
Pa−m |λ〉S = pm(q
−λ−ρ+1/2) |λ〉S , (3.32)
S 〈λ| amP = −pm(q
−λ′−ρ−1/2)S 〈λ| (3.33)
for m > 0.
Proof. We obtain the result using Theorem 3.4 and the definition of the projection operator (3.29).
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Thus the correspondence under the S-duality can be compiled as follows.
|λ〉 → |λ〉S (3.34)
〈λ| → S 〈λ| (3.35)
am → −Pbm (3.36)
a−m → −b−mP (3.37)
bm → −Pa−m (3.38)
b−m → −amP (3.39)
Here m > 0.
In order to obtain the vertical representation by eliminating the poles at z = 0 in
Ymλ,v;q(z)
zm
, we
modify the generators as4
x˜+v (z) = Px
+
v (z)P +
z
v
, (3.40)
x˜−v (z) = Px
−
v (z)P +
v
z
, (3.41)
h˜m = −
vm
m
PamP
1− q−m
, (3.42)
lˆ1 = 0, lˆ2 = 1. (3.43)
The modified generators give the vertical representation on the S-dual basis:
x˜+v (z) |λ〉S = (1− q)
∑
x∈A(λ)
δ(z/χx) |λ+ x〉S , (3.44)
x˜−v (z) |λ〉S = (1− q
−1)
∑
x∈R(λ)
δ(z/χx) |λ− x〉S , (3.45)
h˜m |λ〉S =


vm
m
pm(q
−λ′−ρ−1/2)
1− q−m
|λ〉S (m > 0)
−
vm
m
p−m(q
−λ−ρ+1/2)
1− q−m
|λ〉S (m < 0)
. (3.46)
One may interpret the role of the projection operator as follows. We take b1 as an example. In
terms of the standard basis, bm operators are diagonal for any m (see eq.2.70) and commute with
each other. In particular, the action of b1 is the multiplication of p−1 – the power sum polynomial of
negative power. On the S-dual basis, we have to modify the oscillators to produce [b1, b−1] = 1. For
this purpose, the action of b1 should be replaced by
∂
∂p1
. This discrepancy shows up in (3.27) and
the projection operator removes it. We note that similar replacement was used to construct SH (a
4We expect that x˜+
v
(z) = Px+
v
(z), and x˜−
v
(z) = Px−
v
(z)P give the vertical representation on the S-dual basis.
Careful evaluation, however, implies that we have additional terms proportional to (z/v)±1.
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degenerate algebra of DIM) in [9]. This algebra was defined as a symmetrized degenerate DAHA
which operates the space of symmetric polynomials of n variables and was denoted as SH+n . One
may define similarly the algebra for negative power symmetric polynomials SH−n . We may patch
these two algebras to obtain SH where the negative power sum is replaced by the derivative ∂pn .
We refer the appendix B of [9] for detail.
4 Topological vertex and the amplitude
In this section, we calculate the inner product of the standard and S-dual bases and relate it to the
topological vertex when one of the indices is empty. Then, we consider the general case and express
the intertwiners (topological vertex contracted with the standard states) on the Fock basis. The
inclusion of the S-dual basis makes the formula more symmetric. We apply it to simple topological
string amplitudes, U(1) and U(2). The expression implies that the S-duality transformation, which
exchanges the vertical and horizontal lines in the diagram, becomes the direct consequence of the
symmetry of the inner product.
4.1 Inner product and Hopf link invariant
First, we introduce the topological vertex [11].
Definition 4.1. We use the definition of the topological vertex Cλµν in terms of the skew Schur
polynomials as [20]
Cλµν = q
κµ
2 sν′(q
−ρ)
∑
η
sλ′/η(q
−ν−ρ)sµ/η(q
−ν′−ρ), (4.1)
where κλ =
∑
i λi(λi − 2i+ 1).
It is known [11] that the topological vertex has the following two properties.
Cλµν = Cµνλ = Cνλµ, (4.2)
q
κµ
2 C∅λµ′ = q
κλ
2 C∅µλ′ = Wλµ(q). (4.3)
In the second line, we introduced the Hopf-link invariant Wλµ(q).
We first give the connection between the Hopf-link invariant and the inner product between the
bases.
Proposition 4.2. The inner product of the standard and the S-dual bases is given by the Hopf-link
invariant:
Wλµ = q
κλ
2
+
κµ
2 (−q−
1
2 )|λ|+|µ|N−1∅ S 〈λ|µ〉 (4.4)
= q
κλ
2
+
κµ
2 q
1
2
|λ|+ 1
2
|µ|N−1∅ 〈µ
′|λ′〉S , (4.5)
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We note that N∅ =
∏∞
n=1(1− q
n)−n/2, the square root of MacMahon function, from (3.5).
Proof. In order to prove (4.4), we rewrite the components of the topological vertex by the Schur
polynomials by using (4.1),
C∅λµ = q
κλ
2 sµ′(q
−ρ)sλ(q
−µ′−ρ). (4.6)
From (A.33), we can write the Schur polynomial by the inner products as
sµ′(q
−λ−ρ− 1
2 ) = (−q)−|µ| (Nλ′N
′
λ′)
−1 〈λ|∅〉S S 〈µ
′|λ〉 . (4.7)
Using this relation and N ′−1λ N
′
λ′ = q
κλ
2 , we can rewrite C∅λµ as
C∅λµ = q
κλ
2 (−q−
1
2 )|λ|+|µ| (N∅N
′
∅)
−1
(NµN
′
µ)
−1
〈∅|∅〉S S 〈µ
′|∅〉 〈µ′|∅〉S S 〈λ|µ
′〉
= q
κλ
2 (−q−
1
2 )|λ|+|µ|N−1
∅ S 〈λ|µ
′〉 . (4.8)
We can derive (4.5) in the same way.
By using this proposition, we can express the symmetry of the two subscripts of the topological
vertex as the symmetry of the inner product.
Proposition 4.3. We have the following properties of the inner product,
S 〈λ|µ〉 = S 〈µ|λ〉 , (4.9)
〈λ|µ〉S = 〈µ|λ〉S , (4.10)
〈µ|λ〉S = (−q)
|λ|+|µ|
S 〈λ
′|µ′〉 . (4.11)
for any Young diagrams λ and µ.
Proof. They are immediate consequence of eqs.(4.3,4.4,4.5).
4.2 Intertwiners and the S-dual basis
In this subsection, we go further to express the general topological string by the (dual) basis. For
that purpose, it is more convenient to work with the intertwiners Φ∗ and Φ [12] which are obtained
by contracting the topological vertex with the basis. As the name suggests, it gives the intertwiners
between the representations of DIM:
Φ : F (0,1)v ⊗F
(1,N)
u → F
(1,N+1)
−vu
Φ∗ : F (1,N+1)−vu → F
(0,1)
v ⊗ F
(1,N)
u
where F (l,m)u is the Fock space representation of (l, m) representation with weight u. They are
expressed as the summation over the topological vertex whose subscript is contracted with the
fermionic basis |λ〉 or 〈λ| with the proper weight factors. For simplicity, we start from giving the
expression for u = v = 1 case and denote the corresponding intertwiners as Φ˜ and Φ˜∗.
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Definition 4.4. We define the intertwiners Φ˜∗ and Φ˜ as
Φ˜∗ ≡
∑
λ,µ,ν
(
(−1)Nq
1
2
)|λ|
fNλ ·
(
−q−
1
2
)|µ|
f−1µ · q
1
2
|ν| · Cν′µλ |λ〉 ⊗ |µ〉 ⊗ 〈ν| , (4.12)
Φ˜ ≡
∑
λ,µ,ν
(
−(−1)Nq−
1
2
)|λ|
f−Nλ · q
1
2
|µ|fµ · (−q
− 1
2 )|ν| · Cνµ′λ′ 〈λ| ⊗ 〈µ| ⊗ |ν〉 . (4.13)
Here, fλ = (−1)|λ|q
κλ
2 is the frame factor and Cλµν is the topological vertex.
Definition 4.5. We define the operator wˆ by one set of the fermions as
wˆ ≡
∑
r∈Z+ 1
2
r2 : ψ†rψ−r : . (4.14)
We note that the standard basis is its eigenstate,
wˆ |λ〉 = κλ |λ〉 , (4.15)
for any Young diagram λ.
Using the above, we describe the main result in this subsection.
Theorem 4.6. Use of the S-dual basis gives a symmetric representation of the intertwiners Φ˜∗ and
Φ˜:
Φ˜∗ = N−1
∅
× 3〈0| exp
[∑
n>0
1
n
(
−(−1)nb(1)n a
(3)
n + a
(2)
−na
(3)
n + (−1)
nb
(1)
−na
(2)
−n
)]
q
N
2
wˆ(1)qL
(1)
0 |0〉1S |0〉
2 ,
(4.16)
Φ˜ = N−1
∅
× 2〈0| 1S 〈0| (−q)
−L
(1)
0 q−
N
2
wˆ(1) exp
[∑
n>0
1
n
(
(−1)nb(1)n a
(2)
n + a
(2)
n a
(3)
−n − (−1)
nb
(1)
−na
(3)
−n
)]
|0〉3 .
(4.17)
We use the notation: a(i), b(i) are the operators acting on the i-th Fock space. Similarly |0〉i, |0〉iS
are the vacuum of the (standard and S-dual) basis of the i-th Fock space. L0 =
∑
n>0 a−nan is the
degree operator.
Proof. We consider Φ˜∗. Using Definition 4.1, (A.23) and the definition of the frame factor, we can
rewrite (4.12) as
Φ˜∗ =
∑
λ,µ,ν
q
N
2
κλsλ′(q
−ρ+ 1
2 )
∑
η
sν/η(q
−λ−ρ+ 1
2 )sµ/η(q
−λ′−ρ− 1
2 ) |λ〉 ⊗ |µ〉 ⊗ 〈ν|
=
∑
λ,µ,ν,η
q
N
2
κλ × 1〈λ| exp
[
−
∑
n>0
pn(q
−ρ+ 1
2 )
n
a−n
]
|0〉1 × 3〈η| exp
[∑
n>0
pn(q
−λ−ρ+ 1
2 )
n
(−1)nan
]
|ν〉3
× 2〈µ| exp
[∑
n>0
pn(q
−λ′−ρ− 1
2 )
n
(−1)na−n
]
|η〉2 × |λ〉3 |µ〉2 3〈ν| . (4.18)
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Then, using (4.15) and ∑
η
|η〉2 3〈η| = 3〈0| exp
[∑
n>0
1
n
a
(2)
−na
(3)
n
]
|0〉2 , (4.19)
we can rewrite (4.18) as
Φ˜∗ =
∑
λ,η
|λ〉1 1〈λ| q
N
2
wˆ exp
[
−
∑
n>0
pn(q
−ρ+ 1
2 )
n
a
(1)
−n
]
|0〉1
× exp
[∑
n>0
pn(q
−λ′−ρ− 1
2 )
n
(−1)na(2)−n
]
|η〉2 3〈η| exp
[∑
n>0
pn(q
−λ−ρ+ 1
2 )
n
(−1)na(3)n
]
=
∑
λ
|λ〉1 1〈λ| q
N
2
wˆ exp
[
−
∑
n>0
pn(q
−ρ+ 1
2 )
n
a
(1)
−n
]
|0〉1
× 3〈0| exp
[∑
n>0
pn(−q
−λ−ρ+ 1
2 )
n
a(3)n
]
exp
[∑
n>0
1
n
a
(2)
−na
(3)
n
]
exp
[∑
n>0
pn(−q
−λ′−ρ− 1
2 )
n
a
(2)
−n
]
|0〉2 .
(4.20)
Furthermore, using
b−m |λ〉 = pm(q
−λ′−ρ− 1
2 ) |λ〉 (4.21)
and
bm |λ〉 = −pm(q
−λ−ρ+ 1
2 ) |λ〉 , (4.22)
we can rewrite (4.20) as
Φ˜∗ = 3〈0| exp
[∑
n>0
1
n
(
−(−1)nb(1)n a
(3)
n + a
(2)
−na
(3)
n + (−1)
nb
(1)
−na
(2)
−n
)]
× q
N
2
wˆ(1) exp
[
−
∑
n>0
pn(q
−ρ+ 1
2 )
n
a
(1)
−n
]
|0〉1 |0〉2 . (4.23)
By using Definition 3.1 and the fact that
L0
m∏
i=1
a−ni |0〉 =
(
m∑
i=1
ni
)
m∏
i=1
a−ni |0〉 , (4.24)
we obtain (4.16). We can prove (4.17) in the same way.
One may easily include the parameters u, v in the Fock space F (l,m) to derive the general ex-
pression of the intertwiners.
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Definition 4.7. General expression of the intertwiners Φ∗ and Φ [12]:
Φ∗ ≡
∑
λ,µ,ν
(
(−u)N
q−
1
2v
)|λ|
fNλ ·
(
−q−
1
2u
)|µ|
f−1µ · (q
− 1
2u)−|ν| · Cν′µλ |λ〉 ⊗ |µ〉 ⊗ 〈ν| , (4.25)
Φ ≡
∑
λ,µ,ν
(
−
q−
1
2u
(−v)N
)|λ|
f−Nλ ·
(
q−
1
2v
)−|µ|
fµ · (−q
− 1
2v)|ν| · Cνµ′λ′ 〈λ| ⊗ 〈µ| ⊗ |ν〉 . (4.26)
For simplicity, we define the following constants.
Definition 4.8. We define the constants α, α˜, β, β˜ as
α ≡ q
1
2uNv−1, (4.27)
β ≡ −q−
1
2u, (4.28)
α˜ ≡ q
1
2u−1vN , (4.29)
β˜ ≡ −q−
1
2v. (4.30)
In the same way as Theorem 4.6, we can prove the following theorem.
Theorem 4.9. We can express the intertwiners Φ∗ and Φ by the bosonic oscillators, the standard
basis and the S-dual basis as follows.
Φ∗ = N−1
∅
× 3〈0| exp
[∑
n>0
1
n
(
−β−nq−
n
2 b(1)n a
(3)
n + a
(2)
−na
(3)
n + β
nq
n
2 b
(1)
−na
(2)
−n
)]
× q
N
2
wˆ(1)(αq
1
2 )L
(1)
0 |0〉1S |0〉
2 , (4.31)
Φ = N−1
∅
× 2〈0| 1S 〈0| (−α˜q
1
2 )−L
(1)
0 q−
N
2
wˆ(1)
× exp
[∑
n>0
1
n
(
β˜−nq−
n
2 b(1)n a
(2)
n + a
(2)
n a
(3)
−n − β˜
nq
n
2 b
(1)
−na
(3)
−n
)]
|0〉3 . (4.32)
4.3 Amplitudes
In this subsection, we present some simple topological string amplitudes where the S-duality is a
direct consequence of the symmetry of the inner product between the standard and S-dual bases.
21
!"#! $%&'(
)*+
)*+
,*)
,*)
!"#! $%'(*" ! (
!" * %
!" * %&
-&./0 #!1
-./ 0 #!1 !" # $
#" ! %
#" ! %&
'#(
'#(
)#'
)#'
*!" !+
*!" !+
,*- . #+
,&*-. #+
Figure 3: Amplitudes of U(1) and U(1)-dual
4.3.1 The U(1) case
First, we consider the simplest case, U(1), corresponding to the left of Fig. 3. Using Definition 4.7
or Theorem 4.9, the amplitude ZU(1) is
ZU(1) =
∑
λ
〈0|Φλ(N = −1) |0〉 〈0|Φ
∗
λ(N = −1) |0〉
=
∑
λ
(
−
v∗
v
)|λ|
C∅∅λ′C∅∅λ
=
∑
λ
(
−
v∗
vq
)|λ|
N−2∅ S 〈∅|λ〉 · S 〈∅|λ
′〉 . (4.33)
We can also calculate the U(1)-dual case, corresponding to the right of Fig. 3. Vertical lines and
horizontal lines are exchanged in the U(1) case and the U(1)-dual case. The amplitude Z ′U(1) is
Z ′U(1) =
∑
λ
〈0|Φ∅(N = 0) |λ〉 〈λ|Φ
∗
∅
(N = 0) |0〉
=
∑
λ
(
−
v∗
v
)|λ|
C∅λ′∅C∅λ∅
=
∑
λ
(
−
v∗
vq
)|λ|
N−2∅ S 〈λ
′|∅〉 · S 〈λ|∅〉 . (4.34)
From Proposition 4.3,
ZU(1) = Z
′
U(1). (4.35)
(4.33) and (4.34) suggest that the horizontal lines correspond to the standard basis {|λ〉} and the
vertical lines correspond to the S-dual basis {|λ〉S}.
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4.3.2 The U(2) case
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Figure 4: Amplitudes of U(2) and U(2)-dual
We consider the more complicated case that corresponds to U(2) gauge group, depicted by the
left of Fig. 4. Using Definition 4.7 or Theorem 4.9, the amplitude ZU(2) is
ZU(2) =
∑
σ,τ,µ,ν
〈0|Φν(N = 0) |σ〉 〈σ|Φµ(N = −1) |0〉 〈0|Φ
∗
ν(N = −1) |τ〉 〈τ |Φ
∗
µ(N = 0) |0〉
=
∑
σ,τ,µ,ν
(
v2
v1
)|µ|+|ν|(
u2
u1
)|σ|+|τ |
q
κµ
2
−κν
2
+κσ
2
−κτ
2 C∅σ′ν′Cσ∅µ′Cτ ′∅νC∅τµ
=
∑
σ,τ,µ,ν
(
v2
v1q
)|µ|+|ν|(
u2
u1q
)|σ|+|τ |
N−4
∅ S 〈σ|ν〉 · S 〈σ|µ〉 · S 〈τ |ν〉 · S 〈τ |µ〉 . (4.36)
Computation of the U(2)-dual case, corresponding to the right of Fig. 4 is similar. Vertical lines
and horizontal lines are exchanged in the U(2) case and the U(2)-dual case. The amplitude Z ′U(2) is
Z ′U(2) =
∑
σ,τ,µ,ν
(
v2
v1q
)|µ|+|ν|(
u2
u1q
)|σ|+|τ |
N−4
∅ S 〈µ|τ〉 · S 〈µ|σ〉 · S 〈ν|τ〉 · S 〈ν|σ〉 . (4.37)
From Proposition 4.3,
ZU(2) = Z
′
U(2). (4.38)
(4.36) and (4.37) suggest that the horizontal lines correspond to the standard basis {|λ〉} and the
vertical lines correspond to the S-dual basis {|λ〉S}.
From the above two examples, it can be found that by introducing the S-dual basis, we can
express the S-duality by the symmetry of the inner product. As long as the amplitude is expressed
by the combination of C∅σν , similar argument can be applied to prove the S-duality of the amplitude.
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5 Conclusion
In this paper, we proposed a new set of basis in the free fermion Fock space labeled by partitions.
It converts the (1, 0) representation to the (0, 1) representation, which realizes the S-duality, or
Miki automorphism. We argued that the straightforward change of the basis does not produce the
proper change of the representation, and we need to introduce the projection operator. We note
that a similar operation was used in mathematical literature such as [9] to connect the positive and
negative modes. Finally, we show that the S-duality of some topological string amplitudes is the
direct consequence of the symmetry of the inner product between the standard and S-dual bases.
There are many things which should be studied in the future.
• In this paper, we restrict ourselves to the free fermionic system to explore the property of the
S-duality basis. Since the S-duality is already an established property of the DIM algebra,
one should obtain a similar result for more general parameter choice.
• In Section 3.2 , we note that we need the extra modification of the generators and the shift by
(z/v)±1 to obtain the proper (0, 1) representation. It may be a manifestation of a quantum
anomaly, but we do not know its exact nature at this moment.
• In principle, there should be a new basis for each generator of SL(2,Z).
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A Formulas concerning Ymλ,v;q(z), Nλ and N
′
λ
Lemma A.1. The size of sets χmA,v;q(λ) and χ
m
R,v;q(λ) satisfies
|χmA,v;q(λ)| − |χ
m
R,v;q(λ)| = m. (A.1)
Proof. From (3.12) and (3.13), we can derive
|χmA,v;q(λ)| − |χ
m
R,v;q(λ)| =
∣∣{ vqλl+m−l ∣∣ 1 ≤ l ≤ l(λ) +m }∣∣− ∣∣{ vqλl−l ∣∣ 1 ≤ l ≤ l(λ) }∣∣
= (l(λ) +m)− l(λ) = m. (A.2)
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Lemma A.2. If z 6= 0, then Ymλ,v;q(z) can be written as
Ymλ,v;q(z) =


zm
∏
l>0
z − vqλl+m−l
z − vqλl−l
(|q| > 1)
zm
∏
l>0
z − vq−λ
′
l−1+l
z − vq−λ
′
l+(m−1)+l
(|q| < 1)
. (A.3)
Proof. From (3.12) and (3.13), we can compute as
N∏
l=1
z − vqλl+m−l
z − vqλl−l
=
∏l(λ)+m
l=1 (z − vq
λl+m−l)∏l(λ)
l=1(z − vq
λl−l)
∏N
l=l(λ)+m(z − vq
m−l)∏N
l=l(λ)(z − vq
−l)
=
∏
χ∈χA,v;q(λ)
(z − χ)∏
χ∈χR,v;q(λ)
(z − χ)
N∏
l=N−m+1
1
z − vq−l
. (A.4)
Taking the limit N → ∞ we obtain the identity in the |q| > 1 case. We can confirm the |q| < 1
case by a similar computation.
Corollary A.3. If a box x can be added to λ, then
Ymλ+x,v;q(z) =
(z − q−1χx)(z − qmχx)
(z − qm−1χx)(z − χx)
Ymλ,v;q(z). (A.5)
Especially,
Ymλ,v;q(0) = Y
m
∅,v;q(0) = (−1)
mvmq
1
2
m(m−1). (A.6)
Proposition A.4. Ymλ+x,v;q(z) can be decomposed as
zm
Ymλ,v;q(z)
=
∑
χ∈χmA,v;q(λ)
1
1− χ/z
Res
z=χ
zm−1
Ymλ,v;q(z)
(A.7)
Ymλ,v;q(z)
zm
=
∑
χ∈χmR,v;q(λ)
1
1− χ/z
Res
z=χ
Ymλ,v;q(z)
zm+1
+
m∑
n=0
∆mn,v;q(λ)
zm−n
, (A.8)
where
∆mn,v;q(λ) =
1
n!
dn
dzn
Ymλ,v;q(0). (A.9)
Proof. The meromorphic function
zm−1
Ymλ,v;q(z)
=
zm−1
∏
χ∈χmR,v;q(λ)
(z − χ)∏
χ∈χmA,v;q(λ)
(z − χ)
(A.10)
has simple poles at z = χ ∈ χmA,v;q(λ) and approaches to 0 as z → ∞, which is the consequence of
Lemma A.1. Thus the Liouville theorem ensures that
zm−1
Ymλ,v;q(z)
=
∑
χ∈χmA,v;q(λ)
1
z − χ
Res
z=χ
zm−1
Ymλ,v;q(z)
. (A.11)
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On the other hand, the meromorphic function
Ymλ,v;q(z)
zm+1
=
∏
χ∈χmA,v;q(λ)
(z − χ)
zm+1
∏
χ∈χmR,v;q(λ)
(z − χ)
(A.12)
approaches to 0 as z →∞ and has simple poles at z = χ ∈ χmR,v;q(λ) and a pole of order m+ 1 at
z = 0. The behavior in the neighborhood of z = 0 can be determined by standard methods in the
function analysis, and we obtain
Ymλ,v;q(z)
zm+1
=
∑
χ∈χmR,v;q(λ)
1
z − χ
Res
z=χ
Ymλ,v;q(z)
zm+1
+
m∑
n=0
∆mn,v;q(λ)
zm+1−n
. (A.13)
We note that direct computation gives the explicit form of ∆mn,v;q(λ) as
∆m0,v;q(λ) =(−1)
mvmq
1
2
m(m−1), (A.14)
∆m1,v;q(λ) =(−1)
m−1vmq
1
2
m(m−1)

 ∑
χ∈χmA,v;q(λ)
1
χ
−
∑
χ∈χmR,v;q(λ)
1
χ


=

(−1)
mvm−1q
1
2
m(m−1)(1− q−m)p1(q−λ−ρ+1/2) (|q| < 1)
(−1)m−1vm−1q
1
2
m(m−1)(1− q−m)p1(qλ
′+ρ+1/2) (|q| > 1)
. (A.15)
Proposition A.5. If µ ∈ Y mA (λ), then
Nµ = (−1)
ht(µ′/λ′) 1
1− qm
Res
z=χx,v;q
zm−1
Ymλ,v;q(z)
Nλ, (A.16)
N ′µ = (−1)
ht(µ′/λ′) 1
1− q−m
Res
z=χx,v−1;q−1
zm−1
Ymλ,v−1;q−1(z)
N ′λ, (A.17)
where x is the box at the top-right corner of µ/λ.
Proof. If µ ∈ Y mA (λ), then there is a positive integer j which satisfies µ
′ + ρ = (λ′ + ρ+mǫj)
+ and
χx,v;q = vq
−λ′j−1+j for the box x at the top-right corner of µ/λ (see Fig. 1). Using Lemma A.2, we
obtain
1
1− qm
Res
z=χx,v;q
zm−1
Ymλ,v;q(z)
=
∏
l(6=j)
1− qλ
′
j−λ
′
l−j+l+m
1− qλ
′
j−λ
′
l−j+l
. (A.18)
On the other hand, direct computation gives∏
k,l>0
(1− q−µk−µ
′
l+k+l−1)−1
=
∏
k,l>0
(1− q−λk−λ
′
l+k+l−1)−1 × (−1)mqm+
1
2
κλ−
1
2
κµ

∏
l(6=j)
1− qλ
′
j−λ
′
l−j+l+m
1− qλ
′
j−λ
′
l−j+l


2
. (A.19)
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We note that the sign of the factor
∏
l(6=j)
1− qλ
′
j−λ
′
l−j+l+m
1− qλ
′
j−λ
′
l−j+l
is (−1)ht(µ
′/λ′) when |q| < 1. Substituting
these result into the definition of Nλ (3.5), we obtain (A.16). The proof of (A.17) is parallel.
Proposition A.6. If µ ∈ Y mR (λ), then
Nµ = (−1)
ht(λ′/µ′) 1
1− q−m
Res
z=χx,v;q
Ymλ,v;q(z)
zm+1
Nλ, (A.20)
N ′µ = (−1)
ht(λ′/µ′) 1
1− qm
Res
z=χx,v−1;q−1
Ymλ,v−1;q−1(z)
zm+1
N ′λ, (A.21)
where x is the box at the top-right corner of λ/µ.
Proof. Applying the identity
1
1− qm
Res
z=χx,v;q
zm−1
Ymµ,v;q(z)
=
[
1
1− q−m
Res
z=χx,v;q
Ymλ,v;q(z)
zm+1
]−1
(A.22)
to Proposition A.5, we can derive the result.
Proposition A.7. The skew Schur polynomials can be written as
sλ/ν = 〈λ| exp
(
∞∑
n=1
pn
n
(−1)na−n
)
|ν〉 = 〈ν| exp
(
∞∑
n=1
pn
n
(−1)nan
)
|λ〉
= 〈λ′| exp
(
−
∞∑
n=1
pn
n
a−n
)
|ν ′〉 = 〈ν ′| exp
(
−
∞∑
n=1
pn
n
an
)
|λ′〉 . (A.23)
and
sλ/ν = S 〈λ| exp
(
∞∑
n=1
pn
n
(−1)n−1b−n
)
|ν〉S = S 〈ν| exp
(
∞∑
n=1
pn
n
(−1)n−1bn
)
|λ〉S
= S 〈λ
′| exp
(
∞∑
n=1
pn
n
b−n
)
|ν ′〉S = S 〈ν
′| exp
(
∞∑
n=1
pn
n
bn
)
|λ′〉S . (A.24)
Proof. (A.24) is obtained by applying
Pb−n1b−n2 · · · b−ni |λ〉S = b−n1b−n2 · · · b−ni |λ〉S , (A.25)
S 〈λ| bn1bn2 · · · bniP = S 〈λ| bn1bn2 · · · bni (A.26)
to (A.23).
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Proposition A.8.
Nλsµ′(q
−λ−ρ−1/2) = q
1
2
κλNµsλ(q
−µ′−ρ−1/2), (A.27)
Nλ′sµ′(q
−λ−ρ−1/2) = q
1
2
κµNµ′sλ(q
−µ′−ρ−1/2), (A.28)
N ′λsµ′(q
−λ−ρ+1/2) = (−1)|λ|+|µ|q
1
2
κµN ′µsλ(q
−µ′−ρ+1/2), (A.29)
N ′λ′sµ′(q
−λ−ρ+1/2) = (−1)|λ|+|µ|q
1
2
κλN ′µ′sλ(q
−µ′−ρ+1/2). (A.30)
Proof. The following equality follows from (A.24):
sµ′(q
−λ−ρ−1/2) =(−q)−|µ|S 〈µ
′| exp
[
−
∑
n>0
1
n
pn(q
−λ−ρ+1/2)b−n
]∑
ν
|ν〉 〈ν|∅〉S . (A.31)
Using (2.70) and
exp
(
−
∑
n>0
1
n
pn(q
−λ−ρ+1/2)pn(q
−ν′−ρ−1/2)
)
=
∏
i,j>0
(1− q−λi−ν
′
j+i+j−1) = δλν(Nλ′N
′
λ′)
−1, (A.32)
we obtain
sµ′(q
−λ−ρ−1/2) =(−q)−|µ|(Nλ′N
′
λ′)
−1
S 〈µ
′|λ〉 〈λ|∅〉S
=(−1)|λ|+|µ|q−|µ|N∅N
′
µ′(Nλ′N
′
λ′)
−1sλ(q
−µ′−ρ+1/2)sλ′(q
−ρ−1/2), (A.33)
where we used (A.24) again. Replacing µ→ λ and λ→ ∅ in this equation, one can derive
sλ′(q
−ρ−1/2) = (−q)−|λ|N ′λ′N
−1
∅
. (A.34)
Substituting this into (A.33), we can prove (A.28). The other equations can be confirmed by using
the definition of the normalizing constant (3.5)(3.6).
B Symmetric functions
It is known that there is one-to-one correspondence between Fock states and symmetric functions:
a−λ1a−λ2 · · · a−λn |0〉 ↔ pλ1pλ2 · · · pλn . (B.1)
We note that this identification can be realized by acting
〈0| exp
(∑
n>0
an
n
pn
)
(B.2)
on Fock states. In this identification, |λ〉 is mapped to the Schur function as
sλ = 〈0| exp
(∑
n>0
an
n
pn
)
|λ〉 . (B.3)
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Using this free field realization of the Schur polynomials, we can confirm
〈λ|µ〉S = Nµsλ′(q
−µ′−ρ−1/2) = q
1
2
κλNλ′sµ′(q
−λ′−ρ−1/2), (B.4)
S〈µ|λ〉 = (−1)
|λ|N ′µsλ(q
−µ−ρ+1/2) = (−1)|µ|q−
1
2
κλN ′λ′sµ(q
−λ−ρ+1/2). (B.5)
The second equality in each equation follows from Proposition A.8. Thus the S-dual states are
expanded as
|λ〉S =
∑
µ
q
1
2
κµNµ′sλ′(q
−µ′−ρ−1/2) |µ〉 . (B.6)
By this equation and (2.70), we obtain
bm |λ
′〉S =
∑
µ
q
1
2
κµNµ′(p−msλ)(q
−µ′−ρ−1/2) |µ〉 . (B.7)
Naively, we can identify the action of bm on |λ′〉S as a multiplication of sλ by p−m. However, this
interpretation does not work because p−msλ (m > 0) is not a polynomial and ill-defined. Thus the
insertion of the projection operator P corresponds to an elimination of the negative-power part.
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