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I
Notaciones
1. C∞(Rn) es el espacio de funciones definidas en Rn a valor real continuas que tienden
a cero en infinito.
2. C∞(Ω) es el espacio de funciones definidas en el conjunto abierto Ω ⊆ Rn a valor
real infinitamente diferenciables.
3. C∞0 (Ω) es el espacio de funciones f ∈ C∞(Ω) con soporte compacto en Ω.
4. Lp(Rn), 1 ≤ p < ∞, es el espacio de funciones medibles f : Rn → C tales que
‖f‖Lp(Rn) :=
(∫
Rn |f(x)|p dx
) 1
p <∞.
5. L∞(Rn) es el espacio de las funciones esencialmente acotadas de Rn en C tales que
‖f‖L∞(Rn) = supx∈Rn |f(x)|.
6. LpxLqt , 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞ es el espacio de funciones medibles f : R × R → C
tales que
‖f‖LpxLqt :=
(∫ ∞
−∞
(∫ ∞
−∞
|f(x, t)|q dt
) p
q
dx
) 1
p
<∞.
Analogamente, LpxLqT , 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞ es el espacio de funciones medibles
f : R× [0, T ]→ C tales que
‖f‖LpxLqT :=
(∫ ∞
−∞
(∫ T
0
|f(x, t)|q dt
) p
q
dx
) 1
p
<∞.
Similarmente se definen los espacios LqtL
p
x y LqTL
p
x.
7. S(Rn) es el espacio de Schwartz definido como el conjunto de todas las funciones
f ∈ C∞(Rn) tales que
‖f‖αβ = sup
x∈Rn
|xα∂βf(x)| <∞ para todo α, β ∈ Nn.
8. X ↪→ Y , significa que X está contenido densa y continuamente en Y .
9. Para variables x y y, x . y significa que existe una constante positiva c tal que
x ≤ cy. x ∼ y significa que x . y y y . x.
II
NOTACIONES III
10. Js = (1−∆) s2 y Ds = (−∆) s2 denotan los potenciales de Bessel y de Riesz de orden
−s, cuyos símbolos son (1 + ξ2)s/2 y |ξ|s respectivamente.
11. [A;B] = AB−BA, donde A y B son operadores. En particular, [Js; f ]g ≡ Js(f.g)−
f(Jsg) si f es tomado como operador de multiplicación.
Introducción
En 1895, Korteweg y de Vries deducen la famosa ecuación Korteweg-de Vries (KdV)
∂tu+ ∂
3
xu+ u∂xu = 0,
la cual describe la propagación de ondas en un canal poco profundo. Y Benjamin en 1967
y posteriormente Ono en 1975 introducen la no menos famosa ecuación de Benjamin-Ono
(BO)
∂tu+H∂
2
xu+ u∂xu = 0,
donde H es la transformada de Hilbert, la cual describe la propagación de ondas en un
fluido estratificado de profundidad infinita. Durante las pasadas décadas, ambas ecuaciones
fueron extensamente estudiadas en una gran cantidad de literatura, en lo referente al prob-
lema de buen planteamiento. (Ver entre otros [3], [4], [5], [12], [14], [15], [16], [19], [31]).
En general un problema de valor inicial (PVI)
∂tu = F (u), (1)
u(x, 0) = u0(x), (2)
es localmente bien planteado (lbp) en un espacio de funciones X, si para cada u0 ∈ X,
existe T = T (‖u0‖X) > 0 y una única función u ∈ C([0, T ], X) ∩ · · · , que satisface (1)
para todo t ∈ [0, T ], y además, u depende continuamente del dato inicial u0, esto es, que la
función u0 → u sea continua en los respectivos espacios apropiados. Si T es arbitrariamente
grande, se dice que el (PVI) es globalmente bien planteado en X.
Ambas ecuaciones, tanto la KdV como la de BO poseen un número infinito de integrales
que son conservadas, que en la literatura se conocen como leyes de conservación. General-
mente en un problema (lbp), estas leyes permiten extender las soluciones globalmente en
los espacios de Sobolev asociados a la estructura de la cantidad conservada.
Algunos de los resultados más recientes sobre buen planteamiento de estas dos ecua-
ciones son:
Para la ecuación de BO es conocido (véase [9]) que tiene soluciones débiles globales en
L2(R). Iorio (véase [12]) obtuvo buen planteamiento local en Hs(R) para s > 32 y poste-
riormente Ponce (véase [30]) demostró buen planteamiento global en Hs(R) para s ≥ 32
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primero probando buen planteami-ento local usando la teoría de Bona y Smith (véase [4]),
y extendiendo las soluciones con la ayuda de las leyes de conservación en la jerarquía de
cantidades conservadas por el flujo de la BO. Más recientemente Koch y Tzvetkov (véase
[25]) y Kenig y Koenig (véase [18]) mejoraron este resultado para s > 54 y s >
9
8 respec-
tivamente, ambas usando estimaciones refinadas de tipo Strichartz para el grupo lineal
asociado a esta ecuación. Tao logra (véase [33]), mediante una transformada compleja sim-
ilar a la de Hopf-Cole, alcanzar el espacio de energía H1(R), y hace un par de años y casí
simultaneamente Burq y Planchon (véase [6]), y Ionescu y Kenig (véase [11]) muestran el
buen planteamiento local y global en Hs(R) para s > 14 , y L
2(R) respectivamente.
Para la ecuación KdV, Bourgain (véase [5]) introdujo espacios de Sobolev que involu-
cran el símbolo completo en espacio y tiempo vía transformada de Fourier de la parte
lineal de la ecuación diferencial, y mediante un argumento de punto fijo obtuvo buen
planteamiento local (y así global) en L2(R). Posteriormente Kenig, Ponce y Vega (véase
[19]) mediante una estimación bilineal en los espacios introducidos por Bourgain probaron,
de nuevo usando un argumento de punto fijo, buen planteamiento local en Hs(R) para
s > −34 y Colliander, Staffilani, Takaoka y Tao extendieron este resultado a uno global
(véase [8]). Christ, Colliander y Tao consiguieron alcanzar el buen plantemianto local has-
ta el extremo s ≥ −34 (véase [7]), y un resultado global en el extremo fue recien obtenido
por Kishimoto (véase [24]) y por Guo (véase [10]).
En este trabajo consideraremos la familia de ecuaciones dispersivas{
∂tu+ ∂xD
1+a
x u+ u∂xu = 0 (x, t) ∈ R2, 0 ≤ a ≤ 1
u(x, 0) = u0(x).
(3)
Se tiene que cuando a = 0 resulta la ecuación de BO, y cuando a = 1 resulta la ecuación
KdV. Cuando 0 < a < 1 esta familia dispersiva no local es conocida como la ecuación de
dispersión generalizada de Benjamin-Ono. Esta ecuación surge como modelo matemáti-
co para la propagación débilmente no lineal de ondas largas en canales poco profundos.
Kenig, Ponce y Vega (véase [22]) mostraron que (3) es (lbp) con dato inicial en Hs(R) para
s > 6−3a4 haciendo uso del método de energía, los efectos regularizantes del grupo asociado
a la parte no lineal junto con argumentos de aproximación de Bona y Smith. Combinando
la teoría local con las leyes de conservación, (2.2) y (2.3) del capítulo 2, se demuestra el
buen planteamiento global de (3) en Hs(R) para s ≥ a+12 ≥ 910 .
Molinet, Saut y Tzvetkov (véase [29]) mostraron que para 0 ≤ a < 1 solo una suposición
del dato inicial en Hs(R) es insuficiente para una prueba de buen planteamiento local vía
iteración de Picard o argumentos de punto fijo sin importar qué espacio de funciones de
espacio-tiempo, que contienen a C([0, T ];Hs(R)), es considerado para la contracción. En
particular, la aplicación dato-solución no es siquiera de clase C2 en las respectivas topolo-
gias.
Luego, para demostrar buen planteamiento local de (3) no es posible realizar un ar-
gumento de punto fijo. En particular, el tipo de argumento usado por Bourgain y Kenig,
INTRODUCCIÓN VI
Ponce y Vega para la ecuación KdV no es posible para (3) en el rango 0 ≤ a < 1.
El objetivo principal de este trabajo es demostrar que el problema de Cauchy asociado
a la ecuación de dispersión generalizada de Benjamin-Ono
{
∂tu+ ∂xD
1+a
x u+ u∂xu = 0 (x, t) ∈ R2, 0 < a < 1
u(x, 0) = u0(x)
(4)
es (lbp) en espacios de Sobolev Hs(R) para s > 9−3a8 , y por tanto globalmente bien
planteado en Hs(R) para s ≥ a+12 ≥ 67 mejorando así el resultado en [22]. Este resultado
fue anunciado en [18], donde la prueba allí contenida se hace para el caso a = 0 y no in-
cluye la propiedad de persistencia ni de dependencia continua del dato inicial. Usando las
técnicas desarrolladas recientemente para obtener mejores resultados para la ecuación de
Benjamin-Ono, puede ser factible mejorar el resultado de este trabajo (ver las referencias
antes mencionadas en el contexto de la ecuación de Benjamin-Ono).
La estrategia de la prueba consiste principalmente en mejorar el método clásico de
energía, lo cual se logra refinando la estimativa de Strichartz de la ecuación (4), jun-
to con efectos regularizantes globales del grupo lineal y estimativas locales de las solu-
ciones de la misma, continuando y adaptando las ideas dadas en los trabajos de Koch y
Tzvetkov [25] y Kenig y Koenig [18] aplicadas a la ecuación de Benjamin-Ono. Finalmente,
mostramos en detalle el proceso de Bona y Smith necesario para completar la prueba del
buen planteamiento local (véase [4]).
Enunciamos ahora, el resultado principal del trabajo.
Teorema .1. Sea s > 9−3a8 . Para todo u0 ∈ Hs(R), existe T & ‖u0‖
−(1+ 3
1+2a
)
Hs y una única
solución u del (PVI) (4) que satisface
u ∈ C([0, T ];Hs(R))
∂xu ∈ L1([0, T ];L∞(R)).
Además, para todo R > 0, la aplicación u0 7→ u(t) es continua de la bola
{
u0 ∈ Hs(R) :
‖u0‖Hs < R
}
a C([0, T ];Hs(R)).
El trabajo está organizado como sigue: el primer capítulo contiene la notación necesaria,
definiciones y resultados básicos de la transformada de Fourier, espacios de Sobolev Hs(R)
y la teoria de Littlewood-Paley. El segundo capítulo presenta las estimativas lineales del
grupo asociado y de sus soluciones junto con la estimativa de energía. El tercer capítulo
estudia la estimativa refinada de Strichartz para la ecuación (4) y el cuarto capítulo muestra
una estimativa a priori de la norma de la solución en L∞T H
s
x para s >
9−3a
8 , seguido de la
prueba del buen planteamiento local para el (PVI) (4) por el método de Bona y Smith.
CAPÍTULO 1
Preliminares
En este capítulo presentamos definiciones y algunos resultados de la teoría, necesarios
para ilustar posteriormente los resultados del trabajo.
1.1. Transformada de Fourier
Definición 1.1. La transformada de Fourier de una función f ∈ L1(Rn), denotada por fˆ ,
se define por
fˆ(ξ) =
1
(2pi)
n
2
∫
Rn
f(x)e−i(x·ξ) dx,
donde (x · ξ) es el producto punto usual en Rn.
La transformada de Fourier tiene la siguientes propiedades (para sus demostraciones
véase [13] y [27]).
Proposición 1.1. Si f ∈ L1(Rn) entonces
1. fˆ es acotada, continua y además∣∣fˆ(ξ)∣∣ ≤ ‖fˆ‖L∞ ≤ 1
(2pi)
n
2
‖f‖L1 .
2. l´ım
|ξ|→∞
fˆ(ξ) = 0.
3. Si Taf(x) := f(x− a) entonces
(̂Taf)(ξ) = e
−i(a·ξ)fˆ(ξ) y [(e−i(a·x)f)]ˆ (ξ) = (T−afˆ)(ξ).
4. Si a > 0, δaf(x) := f(ax) entonces
(̂δaf)(ξ) = a
−nfˆ(a−1ξ).
1
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5. Sea g ∈ L1(Rn) entonces
(̂f ∗ g)(ξ) = fˆ(ξ)gˆ(ξ).
También enunciamos algunas propiedades de la transformada de Fourier definida sobre
el espacio de Schwartz.
Proposición 1.2. Si ϕ ∈ S(Rn) entonces ϕˆ ∈ S(Rn) y
(−i)|α|(̂∂αϕ)(ξ) = ξαϕˆ(ξ),
(−i)|α|(̂xαϕ)(ξ) = ∂αϕˆ(ξ).
Además vale la fórmula de inversión
ϕ(x) =
1
(2pi)
n
2
∫
Rn
fˆ(ξ)ei(x·ξ) dξ.
Proposición 1.3. La transformada de Fourier ∧ : S(Rn) → S(Rn) es un isomorfismo,
es decir, es una aplicación inyectiva continua y con inversa continua.
Proposición 1.4 (Plancherel). Sea f ∈ L1(Rn) ∩ L2(Rn) entonces fˆ ∈ L2(Rn) y además
‖f‖L2(Rn) = ‖fˆ‖L2(Rn).
Dado que S(Rn) es denso en L2(Rn) entonces la transformada de Fourier se puede
extender de manera única a L2(Rn).
Para terminar esta parte definamos la transformada de Fourier en el contexto de las
distribuciones.
Definición 1.2. Una distribución temperada es un funcional continuo sobre S(Rn). El
conjunto de todas las distribuciones temperadas es denotado por S′(Rn).
Definición 1.3. Si f ∈ S′(Rn) entonces la transformada de Fourier de f denotada por fˆ
es la distribución temperadada definida por
〈fˆ , ϕ〉 = 〈f, ϕˆ〉 para todo ϕ ∈ S(Rn).
Proposición 1.5. La transformada de Fourier ∧ : S′(Rn) → S′(Rn) es un isomorfismo,
es decir, es una aplicación inyectiva, continua, con inversa continua. Además
(
fˆ
)∨
= f =
(
f ∨
)∧
,
ˆˆ
ˆˆ
f = f, y
(−i)|α|(̂∂αf)(ξ) = ξαfˆ(ξ),
(−i)|α|(̂xαf)(ξ) = ∂αfˆ(ξ).
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1.2. Espacios de Sobolev
En esta sección introduciremos los espacios de Sobolev Wm,p.
Definición 1.4. Sea Ω un conjunto abierto de Rn, el espacio de Sobolev Wm,p(Ω) se define
por
Wm,p(Ω) =
{
f ∈ Lp(Ω) : ∂αf ∈ Lp(Ω), 0 ≤ |α| ≤ m},
donde 1 ≤ p ≤ ∞, con norma ‖ · ‖m,p definida como
‖f‖m,p =
( ∑
|α|≤m
∫
Ω
|∂αf |p
)1/p
, 1 ≤ p <∞,
‖f‖m,∞ =
∑
|α|≤m
sup ess|∂αf(x)|, x ∈ Ω,
o equivalentemente para s ∈ R, W s,p(Ω) := Lps(Ω) = J−sLp(Ω) con norma ‖ · ‖s,p =
‖Js · ‖p. En el caso particular p = 2 se define Hs(Ω) = J−sL2(Ω) y vía transformada de
Fourier su norma es equivalente a
‖f‖s,2 = ‖f‖s =
(∫
Rn
(1 + |ξ|)2s|fˆ(ξ)|2 dξ
)1/2
.
Además H∞(Ω) =
⋂∞
k=0H
k(Ω) con la métrica inducida.
Estos espacios de Sobolev tienen las siguientes propiedades (para sus demostraciones
véase [1], [13] y [27]).
Proposición 1.6. 1. (Inmersiones de Sobolev) Sean m ≥ 1, 1 ≤ p ≤ ∞, se verifica:
(a) Si 1p − mn > 0 entonces Wm,p(Rn) ↪→ Lq(Rn), donde 1q = 1p − mn .
(b) Si 1p − mn = 0 entonces Wm,p(Rn) ↪→ Lq(Rn) para todo q ∈ [p,∞).
(c) Si 1p − mn < 0 entonces Wm,p(Rn) ↪→ L∞(Rn).
En particular, si k > l y 1 ≤ p < q ≤ ∞ tales que 1q = 1p− k−ln , entonces W k,p(Rn) ↪→
W l,q(Rn).
2. (Interpolación) Si f ∈ S(Rn) entonces
‖Jsf‖p ≤ c‖Js0f‖θp0‖Js1f‖1−θp1 , (1.1)
donde θ ∈ [0, 1] , p0, p1 ∈ (1,∞) , s0, s1 ∈ [0,∞) , s = θs0+(1−θ)s1 , y 1p = θp0 + 1−θp1 .
3. (Lema de Sobolev) Si p = 2 y s > n2 entonces
Hs(Rn) ↪→ C∞(Rn) ∩ L∞(Rn).
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Siguiendo las ideas de J. Bona y R. Smith (Véase [4]), en el capítulo 4 introduciremos
la noción de "solución ε-aproximada". Para esto se necesita la siguiente proposición. (Para
su demostración véase [4])
Definición 1.5. Sea ϕ una función par en C∞(R) que satisface
1. 0 ≤ ϕ ≤ 1 en todo R y ϕ(0) = 1.
2. υ(x) := 1− ϕ(x) tiene un cero de orden infinito en x = 0.
3. ϕ tiende exponencialmente a cero en ±∞.
Definimos ϕε(x) = ϕ(xε ) y fε(x) = (ϕε ∗ f)(x) para todo ε > 0, ε ∈ (0, 1).
Proposición 1.7. Si f ∈W s,p(R) con 1 < p <∞, entonces para todo ε > 0 se tiene
‖fε‖s+l,p ≤ cε−l‖f‖s,p para todo > 0 (1.2)
y
‖f − fε‖s−β,p ≤ cεβ‖f‖s,p para todo β ∈ [0, s]. (1.3)
Más aún, para f fija, el límite cuando ε tiende a cero satisface
‖f − fε‖s−β,p = o(εβ). (1.4)
1.3. Teoría de Littlewood-Paley
Es esta sección enunciaremos la teoría de Littlewood-Paley necesaria para la prueba de
la estimativa refinada de Strichartz del capítulo 3 (véase [32]).
Fijemos una función χ tal que
χ ∈ C∞0 (R), 0 ≤ χ ≤ 1, χ|[−1,1] = 1, y supp(χ) ⊂ [−2, 2].
Definimos para k ≥ 1
ψ(ξ) := χ(ξ)− χ(2ξ) y ψk(ξ) := ψ(2−kξ)
tal que
∞∑
k=1
ψk(ξ) + χ(ξ) = 1, para todo ξ 6= 0 y supp(ψk) ⊂ {2k−2 ≤ |ξ| ≤ 2k}.
Los multiplicadores de Littlewood-Paley se definen para f ∈ S′(R)
Q0(f) =
(
χfˆ
)∨
,
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Qk(f) =
(
ψkfˆ
)∨
= (ψk)
∨ ∗ f para k ≥ 1.
Si λ = 2k (es un número diádico) y se denota a fλ = Qk(f) entonces
f =
∑
λ
fλ
se dice ser una descomposición de Littlewood-Paley de f en la variable de frecuencia, donde
fλ tiene frecuencia ∼ λ > 1. El siguiente resultado clásico es una extensión a Lp del teorema
de Plancherel válido cuando p = 2.
Teorema 1.8 (Littlewood-Paley). Para 1 < p <∞ se tiene
‖f‖Lp ∼
∥∥∥(∑
k
|Qk(f)|2
)1/2∥∥∥
Lp
=
∥∥∥(∑
λ
|fλ|2
)1/2∥∥∥
Lp
.
1.4. Otros resultados
Para analizar los productos que surgen de la expresión no lineal de la ecuación (4), se
requiere el siguiente resultado que se conoce como la fórmula de Leibniz para derivadas
fraccionarias (para su demostración véase [21]).
Proposición 1.9. Sea s = s1 + s2 ∈ (0, 1), s1, s2 ∈ (0, s) y p ∈ [1,∞), p1, p2 ∈ (1,∞) tal
que 1p =
1
p1
+ 1p2 . Entonces, si f, g ∈ S(Rn)
‖Ds(fg)− f(Dsg)− g(Dsf)‖Lp . ‖Ds1f‖Lp1‖Ds2g‖Lp2 .
La siguiente estimativa del conmutador fué establecida por T. Kato y G. Ponce (para
su demostración véase [17]) y es la clave para probar la estimativa de energía que satisfacen
las soluciones de (4).
Proposición 1.10. Para s ≥ 1 y 1 < p < ∞ donde p2, p3 ∈ (1,∞) son tales que 1p =
1
p1
+ 1p2 =
1
p3
+ 1p4 . Entonces, si f, g ∈ S(Rn)
‖[Js; f ]g‖Lp . ‖∇f‖Lp1‖Js−1g‖Lp2 + ‖Jsf‖Lp3‖g‖Lp4 .
‖Js(fg)‖Lp . ‖f‖Lp1‖Jsg‖Lp2 + ‖Jsf‖Lp3‖g‖Lp4 .
En particular, si n = 1, y p = p2 = p3 = 2, entonces
‖[Js; f ]g‖L2 . ‖∂xf‖L∞‖Js−1g‖L2 + ‖Jsf‖L2‖g‖L∞ .
Por último, se enuncia la desigualdad de Gronwall, necesaria para la prueba de la
estimativa de energía (para su demostración véase [13]).
Proposición 1.11. Sean k ∈ L1([a, b]) con k ≥ 0 y f, g ∈ C([a, b] : R) tales que f(t) ≤
g(t) +
∫ t
a k(s)f(s)ds para a ≤ t ≤ b. Entonces
f(t) ≤ g(t) +
∫ t
a
k(s) exp
[ ∫ t
s
k(r)dr
]
g(s)ds
para a ≤ t ≤ b. Además, si g es constante entonces
f(t) ≤ g exp
[ ∫ t
a
k(r)dr
]
.
CAPÍTULO 2
Estimativas lineales
En este capítulo se mostraran las diferentes estimativas que satisface el grupo lineal
asociado a la ecuación (4) y las soluciones no lineales de ella, probando además la estima-
tiva de energía asociada a la misma.
En la literatura aparecen ciertas cantidades que son conservadas por la ecuación (4),
llamadas leyes de conservación las cuales son
I1(u) =
∫
R
u(x, t)dx (2.1)
I2(u) =
∫
R
|u(x, t)|2dx (2.2)
I3(u) =
1
6
∫
R
u(x, t)3dx+
∫
R
|D
1+a
2
x u(x, t)|2dx (2.3)
Estas leyes de conservación proveen cotas a priori de la solución. I2 se dice ley de conser-
vación en L2(R), por lo que si u(t) es solución de (4), entonces
‖u(t)‖L2 = ‖u0‖L2 .
2.1. Estimativas globales
Ahora consideramos el problema lineal homogéneo asociado al (PVI) (4)
{
∂tu+ ∂xD
1+a
x u = 0 (x, t) ∈ R2, 0 < a < 1
u(x, 0) = u0(x)
(2.4)
cuya solución u(x, t) es
u(x, t) = Sa(t)u0(x) =
∫ ∞
−∞
eixξeitξ|ξ|
1+a
û0(ξ)dξ,
6
CAPÍTULO 2. ESTIMATIVAS LINEALES 7
donde Sa(t) es el grupo unitario asociado a la ecuación (4) con símbolo asociado ξ|ξ|1+a.
Este grupo es una isometria en Hs(R) para todo s ∈ R. Con esta notación y por el principio
de Duhamel la solución del problema lineal no homogéneo
{
∂tu+ ∂xD
1+a
x u+ F = 0 (x, t) ∈ R2, 0 < a < 1
u(x, 0) = u0(x)
(2.5)
satisface la ecuación integral
u(t) = Sa(t)u0(x)−
∫ t
0
Sa(t− t′)F (x, t′)dt′. (2.6)
A continuación presentamos las estimativas globales que satisface el grupo lineal uni-
tario {Sa(t)}t∈R. (Para sus demostraciones véase [22])
Proposición 2.1 (Efecto regularizante de tipo Kato).
‖D
1+a
2
x S
a(t)u0‖L∞x L2t = ca‖u0‖L2 .
Proposición 2.2 (Estimativa de Strichartz).
‖D
θβ
2
x S
a(t)u0‖LqTLpx ≤ c‖u0‖L2 , (2.7)
para (θ, β) ∈ [0, 1]× [0, a/2] y (q, p) =
(
2(2+a)
θ(β+1) ,
2
1−θ
)
.
Proposición 2.3. La estimativa de Strichartz (2.7) es equivalente a
‖DγxSa(t)u0‖LqTLpx ≤ c‖u0‖L2 ,
para p ≥ 2, 0 ≤ γ ≤ aq y q que satisface −γ + 2+aq + 1p = 12 .
Demostración. (=⇒) De la Proposición 2.2, se tiene que
1
p
=
1
2
− θ
2
y
2 + a
q(β + 1)
=
θ
2
,
por lo tanto
1
p
+
2 + a
q(β + 1)
=
1
2
. (2.8)
Sea γ = θβ2 , entonces
γ =
(2 + a)β
q(β + 1)
.
Ahora, γ como función de β ∈ [0, a/2] es una función creciente, por lo que
0 ≤ γ ≤ a
q
.
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Pero, al realizar la división en la igualdad anterior, se tiene que
γ =
2 + a
q
− 2 + a
q(β + 1)
.
Reemplazando esto en (2.8) se concluye el resultado.
(⇐=) Llamemos γ = θβ2 y θ2 = 12 − 1p , con esto
p =
2
1− θ
y por ser p ≥ 2 entonces θ ∈ [0, 1]. Por lo tanto
γ =
2 + a
q
− θ
2
=
2 + a
q
− γ
β
,
así
γ =
(2 + a)β
q(β + 1)
,
por lo que
q =
2(2 + a)
θ(β + 1)
.
Además ya que 0 ≤ γ ≤ aq , entonces
0 ≤ β
β + 1
≤ a
2 + a
,
de donde
2
2 + a
≤ 1
β + 1
≤ 1,
y obtenemos que
0 ≤ β ≤ a
2
.
Proposición 2.4 (Estimativa de la función maximal). Asumimos u0 ∈ H 2+a4 +δ′(R) para
algún δ′ > 0. Entonces para todo ρ > 34
‖Sa(t)u0‖L2xL∞T ≤
( ∞∑
j=−∞
‖Sa(t)u0‖2L∞([j,j+1)×[0,T ])
) 1
2
≤ c(1 + T )ρ‖u0‖
H
2+a
4 +δ
′ .
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2.2. Estimativa de energía
Comenzamos por recordar un resultado de existencia local de soluciones del (PVI) (4)
para datos suficientemente regulares y cuya demostración se puede encontrar en [16], [31].
Teorema 2.5. 1. Para todo u0 ∈ Hs(R) con s > 3/2 existe una única solución
u ∈ C([0, T ] : Hs(R))
de (4) con T = T (‖u0‖Hs) > 0.
2. Para todo T ′ < T existe una vecindad V de u0 en Hs(R) tal que la aplicación u˜0 7→
u˜(t) de V en C([0, T ′] : Hs(R)) es continua.
3. Si u0 ∈ Hs′(R) con s′ > s el tiempo de existencia T depende unicamente de ‖u0‖Hs.
Este teorema garantiza que las soluciones obtenidas por la regularización en el dato
inicial pertenecen a C([0, Tε] : H∞(R)). Una de las estimativas claves para la prueba del
resultado principal es la estimativa de energía satisfecha por las soluciones de (4). Para las
estimativas siguientes supondremos que las soluciones de la ecuación sean suficientemente
regulares, es decir que u ∈ C([0, T ] : H∞(R)).
Proposición 2.6 (Estimativa de energía). Sea s ≥ 0 y u ∈ C([0, T ] : H∞(R)) solución de
(4). Entonces
sup
t∈[0,T ]
‖u(t)‖Hs ≤ cs‖u0‖Hs exp
(
c
∫ T
0
‖∂xu‖L∞dt
)
≤ cs‖u0‖Hs exp
(
cT 1/2‖∂xu‖L2TL∞x
)
.
Demostración. Aplicando el operador JsuJs(·) a la ecuación en (4) resulta
JsuJs(∂tu) + J
suJs(∂xD
1+a
x u) + J
suJs(u∂xu) = 0,
teniendo en cuenta que el operador Js conmuta con Dsx para todo s ∈ R, y sumando el
término uJsuJs(∂xu) a ambos lados de la ecuación tenemos
Jsu(∂tJ
su) + Jsu(∂xD
1+a
x J
su) + Jsu
(
{Js(u∂xu)− uJs(∂xu)}+ uJs(∂xu)
)
= 0,
de donde
1
2
∂t(J
su)2 + Jsu(∂xD
1+a
x J
su) + Jsu
(
[Js;u]∂xu
)
+ uJsuJs(∂xu) = 0.
Usando integración por partes en R y la antisimetría del operador ∂xD1+ax se llega a
1
2
∂t
∫
R
(Jsu)2 − 1
2
∫
R
∂xu(J
su)2 +
∫
R
[Js;u]∂xu · Jsu = 0.
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Por lo tanto, la desigualdad de Cauchy-Schwartz y la Proposición 1.10 con f = u y g = ∂xu
conllevan a que
∂t‖u(t)‖2Hs ≤ sup
x∈R
|∂xu|
∫
R
(Jsu)2 + 2‖[Js;u]∂xu‖L2‖Jsu‖L2
. ‖∂xu‖L∞‖Jsu‖2L2 + ‖Jsu‖L2
(‖∂xu‖L∞‖Js−1∂xu‖L2+
+ ‖Jsu‖L2‖∂xu‖L∞
)
. ‖∂xu‖L∞‖Jsu‖2L2 + ‖Jsu‖L2
(‖Jsu‖L2‖∂xu‖L∞)
. ‖∂xu‖L∞‖Jsu‖2L2 .
Entonces
∂t‖u(t)‖Hs . ‖∂xu‖L∞‖u(t)‖Hs .
Así, por la desigualdad de Gronwall (Proposición 1.11) obtenemos
sup
t∈[0,T ]
‖u(t)‖Hs . ‖u0‖Hs exp
(
c
∫ T
0
‖∂xu‖L∞dt
)
.
La última desigualdad de esta proposición se sigue aplicando la desigualdad de Cauchy-
Schwartz en la variable temporal del término exponencial.
De esta estimativa tenemos que si u ∈ C([0, T ] : H∞(R)) es una solución de (4) y para
algún T1 > T se tiene que ∫ T1
0
‖∂xu‖L∞dt = M <∞
observamos que
sup
t∈[0,T ]
‖u(t)‖Hs . ‖u0‖Hs exp(M)
para todo s ≥ 0. Nótese que el lado derecho de esta última desigualdad es independiente de
t ∈ [0, T1] y aplicando el Teorema (2.5) obtenemos que la solución u(·) puede ser extendida
a una solución de la misma clase en el intervalo [0, T1].
2.3. Estimativa local
Nótese que la estimativa de la Proposición 2.1 establece la ganancia de 1+a2 derivadas,
que es más pequeña que 1, por lo que la ecuación integral no puede ser usada para mostrar
la existencia de soluciones debido a la presencia de una derivada en la no linealidad de (4),
como si se puede hacer en el caso a = 1 (ver [22]). En esta situación se requiere la siguiente
versión local del efecto regularizante de tipo Kato (Proposición 2.1) la cual es consecuencia
de la estimativa de energía (Proposición 2.6). (Para su demostración, véase [22])
Proposición 2.7 (Efecto regularizante local). Fijamos η > 0, y sea I un intervalo de
longitud uno. Si u ∈ C([0, T ] : H∞(R)) es solución de (4), entonces para s ≥ 1−a2 se tiene
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(∫ T
0
∫
I
|Ds−
1−a
2
x ∂xu(x, t)|2dxdt
)1/2
≤ c‖u0‖Hs
(
1 + T + T‖u0‖
H
1
2+η
+
+ ‖∂xu‖L1TL∞x
)
· exp (c‖∂xu‖L1TL∞x ).
CAPÍTULO 3
Estimativa refinada de Strichartz
En este capítulo se demostrará la estimativa lineal clave para determinar la cota a
priori de las soluciones de (4). Esta versión refinada de la estimativa de Strichartz fue
introducida por Koch y Tzvetkov [25] y mejorada por Kenig y Koenig [18] en el contexto
de la ecuación de Benjamin-Ono.
Teorema 3.1. Sea α ∈ [0, 1] y T ∈ (0, 1]. Asumimos que w ∈ C([0, T ] : H∞(R)) es
solución de la ecuación
∂tw +D
1+a
x ∂xw = F.
Entonces para todo ε > 0,
‖∂xw‖L2TL∞x . ‖D
1−a
4
+α
4
+ε
x w‖L∞T L2x + ‖D
1−a
4
− 3α
4
+ε
x F‖L2TL2x + ‖w‖L∞T L2x + ‖F‖L2TL2x . (3.1)
Demostración. Sea g =
∑
λ gλ una descomposición de Littlewood-Paley de una función g.
Fijamos ε′ > 0. Para p > 1/ε′ > 2, por el lema de inmersión de Sobolev (Proposición 1.6,
parte c) y el Teorema 1.8 tenemos:
‖g‖L∞ . ‖Jε′g‖Lp ∼
∥∥∥(∑
λ
|Jε′gλ|2
)1/2∥∥∥
Lp
=
(∫
R
((∑
λ
|Jε′gλ|2
)1/2)p
dx
)1/p
=
(∫
R
(∑
λ
|Jε′gλ|2
)p/2
dx
)2/p·1/2
=
∥∥∥∑
λ
|Jε′gλ|2
∥∥∥1/2
Lp/2
.
(∑
λ
‖Jε′gλ‖2Lp
)1/2
,
este último término debido a la desigualdad integral de Minkowsky. Aplicando la norma
de L2T a la desigualdad concluimos que
‖g‖L2TL∞x .
(∑
λ
‖Jε′gλ‖2L2TLpx
)1/2
.
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Por lo tanto, para mostrar la acotación del término ‖∂xw‖L2TL∞x será suficiente mostrarlo
para ‖∂xwλ‖L2TLpx con λ = 2
k ≥ 1 y p > 2. La prueba de este hecho se realizará en dos pasos,
cuando k = 0 y cuando k ≥ 1. (Nótese además que de la forma que se define la descom-
posición de Littlewood-Paley para w, cada wλ satisface la ecuación ∂twλ+D1+ax ∂xwλ = Fλ
para λ ≥ 1)
Paso 1. Estimación de ‖∂xw1‖L2TLpx.
Usando la desigualdad de Hölder en la variable temporal, se tiene
‖∂xw1‖L2TLpx =
(∫ T
0
‖∂xw1‖2Lpxdt
)1/2
≤
(∫ T
0
‖∂xw1‖2(
q
2
)
Lpx
dt
) 2
2q
·
(∫ T
0
dt
) q−2
2q
≤ T q−22q ‖∂xw1‖LqTLpx
. ‖∂xw1‖LqTLpx .
Ahora, por ser w1 solución de ∂tw1 + D1+ax ∂xw1 = F1 y por la estimativa de Strichartz
(Proposición 2.3), (tomando p > 2 y q tal que −aq + 2+aq + 1p = 12) y la fórmula de Duhamel
(2.6) se sigue que
‖∂xw1‖LqTLpx . ‖S
a(t)∂xw1(0)‖LqTLpx +
∥∥∥∥∫ t
0
Sa(t− t′)∂xF1(t′)dt′
∥∥∥∥
LqTL
p
x
≤ ‖D−
a
q
x ∂xw1(0)‖L2x +
∫ T
0
‖D−
a
q
x ∂xF1‖L2xdt
≤ sup
T∈(0,1]
‖D−
a
q
x ∂xw1‖L2x +
∫ T
0
‖D−
a
q
x ∂xF1‖L2xdt,
al aplicar la identidad de Plancherel y teniendo en cuenta que supp(χ) ⊂ [−2, 2] y al aplicar
la desigualdad de Cauchy-Schwartz en la variable temporal se obtiene
‖∂xw1‖LqTLpx . sup
T∈(0,1]
‖w1‖L2x +
∫ T
0
‖F1‖L2xdt
. ‖w1‖L∞T L2x +
(∫ T
0
‖F1‖2L2xdt
)1/2
·
(∫ T
0
dt
)1/2
. ‖w1‖L∞T L2x + ‖F1‖L2TL2x ,
que corresponden a los dos últimos términos de (3.1).
Paso 2. Estimación de ‖∂xwλ‖L2TLpx , para λ > 1.
Considerese una partición [0, 1] = ∪Ij del intervalo unidad en subintervalos de longitud
|Ij | ∼ λ−α, donde Ij = [aj , bj ], tal que T = bj para algún j. Nótese que existen O(λα)
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subintervalos de estos, y que para el último subintervalo y aquel con punto final T , se
requiere que sus longitudes sean al menos λ−α y a lo más 2λ−α; los otros subintervalos se
pueden tomar de longitud λ−α.
Para p > 2 se toma q tal que −aq + 2+aq + 1p = 12 . Entonces aplicando la desigualdad de
Hölder y sumando sobre indices j tales que bj ≤ T se tiene
‖∂xwλ‖L2TLpx =
(∫ T
0
‖∂xwλ‖2Lpxdt
)1/2
=
(∑
j
∫
Ij
‖∂xwλ‖2Lpxdt
)1/2
=
(∑
j
‖∂xwλ‖2L2IjLpx
)1/2
=
(∑
j
(∫
Ij
‖∂xwλ‖2(
q
2
)
Lpx
dt
) 2
q
·
(∫
Ij
dt
) q−2
q
)1/2
=
(∑
j
‖∂xwλ‖2LqIjLpx · |Ij |
q−2
q
)1/2
≤ λ−α( q−22q )
(∑
j
‖∂xwλ‖2LqIjLpx
)1/2
.
Ahora, por ser wλ solución de ∂twλ + D1+ax ∂xwλ = Fλ, la fórmula de Duhamel (2.6) se
tiene. Además, por la estimativa de Strichartz (Proposición 2.3) y la desigualdad de Jensen
se tiene
‖∂xwλ‖L2TLpx . λ
−α
2
+α
q
(∑
j
(
‖Sa(t− aj)∂xwλ(aj)‖2LqIjLpx+
+
∥∥∥∥∫ t
aj
Sa(t− t′)∂xFλ(t′)dt′
∥∥∥∥2
LqIj
Lpx
))1/2
. λ−
α
2
+α
q
(∑
j
‖D−
a
q
x ∂xwλ(aj)‖2L2x+
+
∑
j
(∫
Ij
‖Sa(t− t′)∂xFλ(t′)‖LqIjLpxdt
′
)2)1/2
. λ−
α
2
+α
q
(∑
j
sup
T∈(0,1]
‖D−
a
q
x ∂xwλ‖2L2x+
+
∑
j
(∫
Ij
‖D−
a
q
x ∂xFλ‖L2xdt
)2)1/2
.
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Aplicando la desigualdad de Cauchy-Schwartz a la última integral se obtiene
‖∂xwλ‖L2TLpx . λ
−α
2
+α
q
(∑
j
‖D−
a
q
x ∂xwλ‖2L∞T L2x+
+
∑
j
(∫
Ij
‖D−
a
q
x ∂xFλ‖2L2xdt
)
·
(∫
Ij
dt
))1/2
. λ−
α
2
+α
q
(∑
j
‖D−
a
q
x ∂xwλ‖2L∞T L2x
)1/2
+
+ λ
−α
2
+α
q
(∑
j
λ−α
∫
Ij
‖D−
a
q
x ∂xFλ‖2L2xdt
)1/2
. λ−
α
2
+α
q ‖D−
a
q
x ∂xwλ‖L∞T L2x
(∑
j
1
)1/2
+
+ λ
−α
2
+α
q · λ−α2
(∫ T
0
‖D−
a
q
x ∂xFλ‖2L2xdt
)1/2
.
Ya que existen O(λα) subintervalos en consideración, entonces
‖∂xwλ‖L2TLpx . λ
−α
2
+α
q · λα2 ‖D−
a
q
x ∂xwλ‖L∞T L2x+
+ λ
−α+α
q
(∫ T
0
‖D−
a
q
x ∂xFλ‖2L2xdt
)1/2
. λ
α
q ‖D−
a
q
x ∂xwλ‖L∞T L2x + λ
−α+α
q ‖D−
a
q
x ∂xFλ‖L2TL2x .
Por la identidad de Plancherel (Proposición 1.4) y considerando que wλ tiene frecuencia
λ, se concluye que
‖∂xwλ‖L2TLpx . ‖D
1+α
q
−a
q
x wλ‖L∞T L2x + ‖D
1−α+α
q
−a
q
x Fλ‖L2TL2x .
Se ha tomado q tal que −aq + 2+aq + 1p = 12 , es decir 1q = 14 − 12p . Luego
‖∂xwλ‖L2TLpx . ‖D
1+α−a
4
−α−a
2p
x wλ‖L∞T L2x + ‖D
1−α+α−a
4
−α−a
2p
x Fλ‖L2TL2x
. ‖D1−
a
4
+α
4
−α−a
2p
x wλ‖L∞T L2x + ‖D
1−a
4
− 3α
4
−α−a
2p
x Fλ‖L2TL2x .
Por hipótesis, p > 1/ε′ > 2, 0 ≤ α ≤ 1 y 0 < a < 1. Entonces se tiene que
ε′ − α− a
2p
>
1
p
− 1
2p
=
1
2p
> 0.
Y así, dado ε > 0, se escojen ε′ y p tales que
ε′ − α− a
2p
< ε.
Lo cual concluye la prueba.
CAPÍTULO 4
Demostración del teorema 0.1
En este capítulo se mostrará en primer lugar y como consecuencia de la estimati-
va de energía (2.6), un control a priori de ‖∂xw‖L2TL∞x , seguido de la prueba del buen
planteamiento local para el (PVI) (4).
4.1. Estimativa a priori para ‖∂xu‖L2TL∞x
En el capítulo anterior se mostró la estimativa lineal de la forma
‖∂xu‖L2TL∞x . ‖D
c
xu‖L∞T L2x + ‖D
d
xF‖L2TL2x + ‖u‖L∞T L2x + ‖F‖L2TL2x
∼ ‖Jcxu‖L∞T L2x + ‖J
d
xF‖L2TL2x .
Entonces se quisiera poder aplicar el efecto regularizante local (Proposición 2.7) y absorver
tantas derivadas como sean posibles de la derivada de la no linealidad F ; este argumento
es válido si se tiene que
c = d+
1− a
2
.
Con esto, la elección óptima para el parámetro de la estimativa (3.1) será
1− a
4
+
α
4
+ ε =
(
1− a
4
− 3α
4
+ ε
)
+
1− a
2
,
es decir
α =
1− a
2
.
Y así se tendra buen planteamiento local de (4) para s > c. Reemplazando éste valor de α
en la estimativa (3.1), se obtiene que
c =
9− 3a
8
+ ε y d =
5 + a
8
+ ε.
Sea s > 9−3a8 y tomemos ε = s − 9−3a8 . El siguiente argumento de escala nos permite
suponer sin pérdida de generalidad que
Λ := ‖u0‖Hs ∼ ‖u0‖L2 + ‖D
9−3a
8
+ε
x u0‖L2 ≤ δ
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para δ > 0 suficientemente pequeño (que será determinado después) y que T ≤ 1.
En efecto, sea u(x, t) una solución de (4), entonces tomando
uλ(x, t) = λ
1+au(λx, λ2+at)
con λ ≥ 0 se tiene que
∂tuλ = λ
3+2au(λx, λ2+at),
D1+ax ∂xuλ = λ
2+a · λ1+au(λx, λ2+at) = λ3+2au(λx, λ2+at),
uλ∂xuλ = λ
2+2a · λu(λx, λ2+at) = λ3+2au(λx, λ2+at).
Es decir, uλ es solución de ∂tuλ+D1+ax ∂xuλ+uλ∂xuλ = 0 con uλ(x, 0) = λ1+au0(λx) como
dato inicial. Ya que,
‖uλ(x, 0)‖L2 =
(∫
R
λ2+2a|u0(λx)|2dx
)1/2
= λ1/2+a
(∫
R
|u0(x)|2dx
)1/2
= λ1/2+a‖u0‖L2
y
‖Dsxuλ(x, 0)‖L2 =
(∫
R
λ2+2a|Dsxu0(λx)|2dx
)1/2
= λs+1/2+a
(∫
R
|Dsxu0(x)|2dx
)1/2
= λs+1/2+a‖Dsxu0‖L2 ,
entonces se puede elegir λ suficientemente pequeño tal que
‖uλ(x, 0)‖Hs ≤ δ
para δ > 0 dado.
Más aún, supongamos que existe δ > 0 tal que se tenga una solución del (PVI){
∂tuλ + ∂xD
1+a
x uλ + uλ∂xuλ = 0 (x, t) ∈ R2, 0 < a < 1
uλ(x, 0) = λ
1+au0(λx)
con uλ ∈ C([0, 1];Hs(R)) y ‖uλ(x, 0)‖Hs ≤ δ. Entonces tomando a
u(x, t) = λ−1−auλ(λ−1x, λ−2−at)
se obtiene una solución de (4) con u ∈ C([0, T ];Hs(R)). Estas dos soluciones tienen en
común que λ−2−aT ∼ 1, es decir T ∼ λ2+a. Por lo tanto, como
‖uλ(x, 0)‖Hs ∼ λ1/2+a(1 + λs)‖u0‖Hs ≤ δ
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al hacerse λ suficientemente pequeño resulta
λ1/2+a ∼ ‖u0‖−1Hs ,
es decir
λ ∼ ‖u0‖−
2
1+2a
Hs .
Pero T ∼ λ2+a, por lo que
T ∼ ‖u0‖−
2(2+a)
1+2a
Hs = ‖u0‖
−(1+ 3
1+2a
)
Hs .
En conclusión, si existe una solución del (PVI) (4) u ∈ C([0, 1];Hs(R)) cuando ‖u0‖Hs ≤ δ,
entonces para dato inicial arbitrario existe una solución para tiempo T & ‖u0‖−(1+
3
1+2a
)
Hs .
Ahora bien, aplicando la Proposición 3.1 con α = 1−a2 , w = u y F = −u∂xu tenemos
‖∂xu‖L2TL∞x . ‖D
s
xu‖L∞T L2x + ‖D
s− 1−a
2
x (u∂xu)‖L2TL2x + ‖u‖L∞T L2x + ‖u∂xu‖L2TL2x
.
(
‖Dsxu‖L∞T L2x + ‖u‖L∞T L2x
)
+
(∫ T
0
∫
R
|u∂xu|2dxdt
)1/2
+
+ ‖Ds−
1−a
2
x (u∂xu)‖L2TL2x ,
por la ley de conservación en L2(R) (2.2) y la estimativa de energía (Proposición 2.6)
tenemos
‖∂xu‖L2TL∞x . sup
t∈[0,T ]
‖u0‖L2x + ‖Dsxu0‖L2 exp
(
c‖∂xu‖L2TL∞x
)
+
+
(∫ T
0
sup
x∈R
|∂xu|2
∫
R
|u|2dxdt
)1/2
+ ‖Ds−
1−a
2
x (u∂xu)‖L2TL2x
. Λ + Λ exp
(
c‖∂xu‖L2TL∞x
)
+
((
sup
t∈[0,T ]
∫
R
|u|2dx
)
·
·
(∫ T
0
sup
x∈R
|∂xu|2dt
))1/2
+ ‖Ds−
1−a
2
x (u∂xu)‖L2TL2x .
. Λ + Λ exp
(
c‖∂xu‖L2TL∞x
)
+ ‖u‖L∞T L2x‖∂xu‖L2TL∞x
+ ‖Ds−
1−a
2
x (u∂xu)‖L2TL2x
. Λ + Λ exp
(
c‖∂xu‖L2TL∞x
)
+ ‖u0‖L∞T L2x exp
(
c‖∂xu‖L2TL∞x
)
+ ‖Ds−
1−a
2
x (u∂xu)‖L2TL2x
. Λ + Λ exp
(
c‖∂xu‖L2TL∞x
)
+ ‖Ds−
1−a
2
x (u∂xu)‖L2TL2x .
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Para este último término, por la regla de Leibniz (Proposición 1.9) tenemos
‖Ds−
1−a
2
x (u∂xu)‖L2TL2x . ‖(∂xu)D
s− 1−a
2
x u‖L2TL2x + ‖uD
s− 1−a
2
x (∂xu)‖L2TL2x
.
(∫ T
0
sup
x∈R
|∂xu|2
∫
R
|Ds−
1−a
2
x u|2dxdt
)1/2
+ ‖uDs−
1−a
2
x (∂xu)‖L2TL2x
.
((
sup
t∈[0,T ]
∫
R
|Ds−
1−a
2
x u|2dx
)(∫ T
0
sup
x∈R
|∂xu|2dt
))1/2
+ ‖uDs−
1−a
2
x (∂xu)‖L2TL2x
. ‖Ds−
1−a
2
x u‖L∞T L2x‖∂xu‖L2TL∞x + ‖uD
s− 1−a
2
x (∂xu)‖L2TL2x ,
aplicando el lema de inmersión de Sobolev (Proposición 1.6) y de nuevo la Proposición 2.6
resulta
‖Ds−
1−a
2
x (u∂xu)‖L2TL2x . ‖D
s
xu‖L∞T L2x‖∂xu‖L2TL∞x + ‖uD
s− 1−a
2
x (∂xu)‖L2TL2x
. ‖Dsxu0‖L2 exp
(
c‖∂xu‖L2TL∞x
) · exp (c‖∂xu‖L2TL∞x )
+ ‖uDs−
1−a
2
x (∂xu)‖L2TL2x
. Λ exp
(
c‖∂xu‖L2TL∞x
)
+ ‖uDs−
1−a
2
x (∂xu)‖L2TL2x .
Pero, para este último término se tiene
‖uDs−
1−a
2
x (∂xu)‖L2TL2x
=
(∑
j
∫ T
0
∫ j+1
j
|uDs−
1−a
2
x (∂xu)|2dxdt
)1/2
=
(∑
j
(
sup
x∈[j,j+1)
sup
t∈[0,T ]
|u|2
)∫ T
0
∫ j+1
j
|Ds−
1−a
2
x (∂xu)|2dxdt
)1/2
=
(∑
j
‖u‖2L∞([j,j+1)×[0,T ])‖D
s− 1−a
2
x (∂xu)‖2L2([j,j+1)×[0,T ])
)1/2
≤
(∑
j
‖u‖2L∞([j,j+1)×[0,T ])
)1/2(
sup
j
‖Ds−
1−a
2
x (∂xu)‖2L2([j,j+1)×[0,T ])
)1/2
.
Usando el efecto regularizante local (Proposición 2.7) se tiene
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sup
j
‖Ds−
1−a
2
x (∂xu)‖2L2([j,j+1)×[0,T ])
)1/2
. ‖u0‖Hs
(
1 + T + T‖u0‖
H
1
2+η
+ ‖∂xu‖L1TL∞x
)
· exp (c‖∂xu‖L1TL∞x ),
entonces aplicando la desigualdad de Cauchy-Schwartz en la variable temporal y de nuevo
el lema de inmersión de Sobolev (Proposición 1.6) (Nótese que 12 + η < s para η > 0
adecuado)
. ‖u0‖Hs
(
1 + T + T‖u0‖Hs + ‖∂xu‖L2TL∞x
)
exp
(
c‖∂xu‖L2TL∞x
)
. Λ
(
1 + Λ + ‖∂xu‖L2TL∞x
)
exp
(
c‖∂xu‖L2TL∞x
)
. Λ
(
1 + Λ + exp
(
c‖∂xu‖L2TL∞x
))
exp
(
c‖∂xu‖L2TL∞x
)
. Λ
(
2 + Λ
)
exp
(
c‖∂xu‖L2TL∞x
)
. Λ
(
2 + 2Λ
)
exp
(
c‖∂xu‖L2TL∞x
)
. Λ
(
1 + Λ
)
exp
(
c‖∂xu‖L2TL∞x
)
,
es decir,
‖uDs−
1−a
2
x (∂xu)‖L2TL2x . Λ
(
1 + Λ
)
exp
(
c‖∂xu‖L2TL∞x
)·
·
(∑
j
‖u‖2L∞([j,j+1)×[0,T ])
)1/2
.
Para el último término de esta desigualdad, utilizamos la fórmula de Duhamel (2.6) para
obtener(∑
j
‖u‖2L∞([j,j+1)×[0,T ])
)1/2
.
(∑
j
‖Sa(t)u0‖2L∞([j,j+1)×[0,T ])+
+ ‖Sa(t)
∫ t
0
Sa(−t)u∂xu(t′)dt′‖2L∞([j,j+1)×[0,T ])
)1/2
,
por la estimativa de la función maximal (Proposición 2.4) y la Proposición 1.6 (De nuevo,
2+a
4 + δ
′ < s para δ′ > 0 adecuado)(∑
j
‖u‖2L∞([j,j+1)×[0,T ])
)1/2
. ‖u0‖
H
2+a
4 +δ
′ +
∥∥∥∫ t
0
Sa(−t)u∂xu(t′)dt′
∥∥∥
H
2+a
4 +δ
′
. ‖u0‖Hs +
∫ T
0
∥∥∥u∂xu∥∥∥
H
2+a
4 +δ
′dt
. Λ + ‖u∂xu‖L1TL2x + ‖D
2+a
4
+δ′
x (u∂xu)‖L1TL2x ,
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haciendo cálculos análogos a los anteriores y por la desigualdad de Cauchy-Schwartz en la
variable temporal tenemos(∑
j
‖u‖2L∞([j,j+1)×[0,T ])
)1/2
. Λ + ‖u‖L∞T L2x‖∂xu‖L2TL∞x +
+ ‖D
2+a
4
+δ′
x (u∂xu)‖L2TL2x
. Λ + Λ exp
(
c‖∂xu‖L2TL∞x
)
+
+ ‖D
2+a
4
+δ′
x (u∂xu)‖L2TL2x .
De nuevo, repitiendo cálculos previos llegamos a (por lo que 2+a4 + δ
′ < s− 1−a2 = 5+a8 + ε,
tomando 0 < δ′ < 1−a8 )
‖D
2+a
4
+δ′
x (u∂xu)‖L2TL2x ≤ ‖D
s− 1−a
2
x (u∂xu)‖L2TL2x
. ‖(∂xu)Ds−
1−a
2
x u‖L2TL2x + ‖uD
s− 1−a
2
x (∂xu)‖L2TL2x ,
es decir,
‖D
2+a
4
+δ′
x (u∂xu)‖L2TL2x . Λ exp
(
c‖∂xu‖L2TL∞x
)
+ Λ
(
1 + Λ
)
exp
(
c‖∂xu‖L2TL∞x
)
·
(∑
j
‖u‖2L∞([j,j+1)×[0,T ])
)1/2
.
Tomemos
φ(T ) := ‖∂xu‖L2TL∞x +
(∑
j
‖u‖2L∞([j,j+1)×[0,T ])
)1/2
la cual es una función continua no decreciente en T . Con los cálculos anteriores se ha
probado que
φ(T ) . Λ + Λ exp(cφ(T )) + Λφ(T ) + Λ(Λ + 1)φ(T ) exp(cφ(T )),
es decir
φ(T ) ≤ CΛ + CΛ exp(Cφ(T ))
con la hipótesis que Λ ≤ δ. Notese que, usando la Proposición 1.6 se tiene
φ(0) =
(∑
j
(
sup
x∈[j,j+1)
|u(x, 0)|
)2)1/2
=
(∑
j
‖u0‖2L∞([j,j+1))
)1/2
. (‖u0‖2L2 + ‖Dsxu0‖2L2)
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≤ C0Λ
con C0 < C tomado anteriormente.
Se mostrará que existe δ > 0 y una constante M > 0 tales que si Λ ≤ δ, entonces
φ(1) ≤M.
Sea
Φ(y, η) = y − Cη − Cη exp(Cy).
Para esta función se tiene que
Φ(0, 0) = 0 y
∂Φ
∂y
(0, 0) = 1
por lo que el teorema de la función implícita garantiza que para todo |η| ≤ δ suficientemente
pequeño, existe una función diferenciable A(η) tal que
A(0) = 0 y Φ(A(η), η) = 0.
Como Φ(y, η) < 0 para y ≤ 0, entonces A(η) > 0 para η > 0. Más aún, ya que ∂Φ∂y (0, 0) = 1,
se cumple que Φ(·, η) es creciente en la vecindad donde A(·) esta definida.
Asumimos que Λ ≤ δ, y tomamos M = A(Λ). Entonces
φ(0) ≤ C0Λ < CΛ ≤ CΛ + CΛ exp(CA(Λ)) = M
por ser A(η) = Cη + Cη exp(CA(η)) localmente.
Supongamos que φ(T ) > M para algún T ∈ (0, 1), y sea
T0 = ı´nf{T ∈ (0, 1) : φ(T ) > M}.
Entonces T0 > 0, φ(T0) = M y existe una sucesión decreciente {Tn} que converge a T0 tal
que φ(Tn) > M para todo n. Como φ(T ) ≤ CΛ + CΛ exp(Cφ(T )), se tiene que
Φ(φ(T ),Λ) = φ(T )− CΛ− CΛ exp(Cφ(T )) ≤ 0
para todo T ∈ [0, 1]. Por otro lado, Φ(·,Λ) es creciente cerca a M , así
Φ(φ(Tn),Λ) > Φ(φ(T0),Λ) = Φ(M,Λ) = Φ(A(Λ),Λ) = 0
para n suficientemente grande. Lo cual es una contradicción.
Concluimos que φ(T ) ≤M para todo T ∈ (0, 1). Así
φ(1) ≤M
obteniendo la cota a priori que queriamos. Más aún, de la estimativa de energía (Proposi-
ción 2.6) tenemos
sup
t∈[0,T ]
‖u(t)‖Hs . ‖u0‖Hs exp(cφ(T ))
. δ exp(cM) ≤ K.
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4.2. Buen planteamiento local
Se denota por uε(t) la solución del (PVI) (4) con dato inicial
uε0 = ϕε ∗ u0
donde ϕε es tomada como en la Definición 1.5. El Teorema (2.5) garantiza que para todo
ε > 0 el (PVI) (4) tiene una única solución u ∈ C([0, Tε] : H∞(R)). Así, si Tε < T ∗ ≡ T
(con T dado en la prueba anterior), entonces por la anterior cota a priori y el comentario
al final de la prueba de la estimativa de energía (Proposición 2.6) encontramos que
sup
t∈[0,Tε]
‖uε(t)‖Hs ≤ cs‖uε0‖Hs .
El lado derecho de esta desigualdad no depende de Tε (por lo que Tε < T ∗) y así podemos
aplicar el Teorema (2.5) para extender la solución de la misma clase a todo el intervalo
[0, T ∗].
Se ha mostrado con la estimativa a priori que
‖uε‖L∞T Hsx + ‖∂xuε‖L2TL∞x +
(∑
j
‖uε‖2L∞([j,j+1)×[0,T ])
)1/2
≤ C(T, ‖u0‖Hs). (4.1)
El principal objetivo será establecer la existencia de una solución fuerte u(t) como límite de
funciones uε(t) ∈ L∞T Hsx, con lo cual se mostraria la propiedad de persistencia. Sin pérdida
de generalidad, podemos asumir, como antes se hizo, que T = 1 y que ‖u0‖Hs < δ donde
δ > 0 se encontró en el capítulo anterior. Por otro lado, sean 0 < ε′ < ε < 1 y definimos
w(t) = wε,ε
′
(t) = (uε
′ − uε)(t).
Entonces w satisface
∂t(u
ε′ − uε) +D1+ax ∂x(uε
′ − uε) + uε′∂xuε′ − uε∂xuε = 0
∂tw +D
1+a
x ∂xw + (u
ε′∂xu
ε′ − uε′∂xuε) + (uε′∂xuε − uε∂xuε) = 0,
es decir
∂tw +D
1+a
x ∂xw + u
ε′∂xw + w∂xu
ε = 0, (4.2)
con ‖w(0)‖Hs = ‖uε′0 − uε0‖Hs = o(1) cuando ε tiende a cero.
Probaremos la propiedad de persistencia en la norma de L2 de w. Multiplicando por w
e integrando sobre R en (4.2) tenemos∫
R
w∂tw +
∫
R
wD1+ax ∂xw +
∫
R
w(uε
′
∂xw) +
∫
R
w2∂xu
ε = 0,
por la antisimetría del operador D1+ax ∂x se llega a
1
2
∂t‖w(t)‖2L2x +
1
2
∫
R
uε
′
∂xw
2 +
∫
R
w2∂xu
ε = 0.
CAPÍTULO 4. DEMOSTRACIÓN DEL TEOREMA 0.1 24
Aplicando integración por partes resulta
∂t‖w(t)‖2L2x =
∫
R
w2∂xu
ε′ − 2
∫
R
w2∂xu
ε
≤ c
(
sup
x∈R
|∂xuε′ |
∫
R
w2 + sup
x∈R
|∂xuε|
∫
R
w2
)
≤ c(‖∂xuε′‖L∞x + ‖∂xuε‖L∞x )‖w(t)‖2L2x .
Entonces
∂t‖w(t)‖L2x ≤ c
(‖∂xuε′‖L∞x + ‖∂xuε‖L∞x )‖w(t)‖L2x .
Así, por la desigualdad de Gronwall (Proposición 1.11) y la estimativa a priori (4.1) se
tiene
sup
t∈[0,T ]
‖(uε′ − uε)(t)‖L2x ≤ c‖uε
′
0 − uε0‖L2 = o(εs) (4.3)
cuando ε tiende a cero y con s > 9−3a8 . Esto demuestra la existencia y unicidad de una
solución fuerte u(·) del (PVI) (4).
Ahora se obtendrá la propiedad de persistencia en la norma de Hs(R) de w. Se seguirá
el argumento dado por Bona y Smith [4]. De la estimativa a priori (4.1) y la Proposición
1.7 se sigue que para l > 0
sup
t∈[0,T ]
‖uε(t)‖Hs+lx ≤ cε
−l (4.4)
y
‖Ds+γ+lx uε(t)‖LqTLpx ≤ cε
−l (4.5)
para 0 ≤ γ ≤ aq y q tal que −γ + 2+aq + 1p = 12 . (La prueba de esta última estimativa esta
esbozada en [22]).
En la ecuación (4.2) aplicamos el operador JswJs(·)
JswJs(∂tw) + J
swJs(∂xD
1+a
x w) + J
swJs(uε
′
∂xw + w∂xu
ε) = 0,
teniendo en cuenta que el operador Js conmuta con Dsx para todo s ∈ R y sumando el
término uε′JswJs(∂xw) a ambos lados de la ecuación se tiene
Jsw(∂tJ
sw) + Jsw(∂xD
1+a
x J
sw) + Jsw
(
{Js(uε′∂xw)− uε′Js(∂xw)}+
+ uε
′
Js(∂xw) + J
s(w∂xu
ε)
)
= 0
1
2
∂t(J
sw)2 + Jsw(∂xD
1+a
x J
sw) + Jsw ·
(
[Js;uε
′
]∂xw
)
+ Jsw · uε′Js(∂xw)+
+ Jsw · Js(w∂xuε) = 0,
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integrando sobre R y por la antisimetría del operador ∂xD1+ax se llega a
1
2
∂t
∫
R
(Jsw)2 +
∫
R
Jsw
(
[Js;uε
′
]∂xw
)
+
1
2
∫
R
uε
′
∂x(J
sw)2+
+
∫
R
Jsw · Js(w∂xuε) = 0.
Por la desigualdad de Cauchy-Schwartz e integración por partes en R se tiene
1
2
∂t‖Jsw(t)‖2L2 ≤ ‖Jsw‖L2‖[Js;uε
′
]∂xw‖L2 −
1
2
∫
R
∂xu
ε′ · (Jsw)2+
+ ‖Jsw‖L2‖Js(w∂xuε)‖L2 .
Por la Proposición 1.10 se llega a que
∂t‖Jsw(t)‖2L2 . ‖Jsw‖L2
(
‖∂xuε′‖L∞‖Js−1∂xw‖L2 + ‖Jsuε
′‖L2‖∂xw‖L∞
)
+
+ ‖∂xuε′‖L∞‖Jsw‖2L2 + ‖Jsw‖L2
(
‖Js∂xuε‖Lp1‖w‖Lp2 + ‖Jsw‖Lp3‖∂xuε‖Lp4
)
,
donde 12 =
1
p1
+ 1p2 =
1
p3
+ 1p4 . Aplicando el lema de Sobolev e interpolación (Proposición
1.6) y tomando a p3 = 2 y p4 =∞ se tiene
∂t‖Jsw(t)‖2L2 . ‖Jsw‖2L2
(
‖∂xuε′‖L∞ + ‖∂xuε‖L∞
)
+
+ ‖Jsw‖L2
(
‖Js∂xuε‖Lp1‖w‖Lp2 + ‖Jsuε′‖L2‖∂xw‖L∞
)
.
Por lo que
∂t‖Jsw(t)‖L2 . ‖Jsw‖L2
(
‖∂xuε′‖L∞ + ‖∂xuε‖L∞
)
+
+ ‖Js∂xuε‖Lp1‖w‖Lp2 + ‖Jsuε′‖L2‖∂xw‖L∞ .
Así, por la desigualdad de Gronwall (Proposición 1.11) se concluye que
sup
t∈[0,T ]
‖w(t)‖Hs .
(
‖w(0)‖Hs +
∫ T
0
f(µ)dµ
)
·
· exp
(
c
∫ T
0
(‖∂xuε′(τ)‖L∞ + ‖∂xuε(τ)‖L∞)dτ),
donde
f(·) = ‖∂xuε(·)‖s,p1‖w(·)‖Lp2 + ‖uε
′
(·)‖Hs‖∂xw(·)‖L∞ .
Por la estimativa a priori (4.1) el término exponencial permanece acotado y ‖w(0)‖Hs =
o(1) cuando ε tiende a cero, por lo que se mostrará la estimación de
∫ T
0 f(µ)dµ, la cual se
realizará en dos pasos.
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4.2.0.1. Paso 1. Estimación de
∫ T
0 ‖∂xuε(t)‖s,p1‖w(t)‖Lp2dt.
De las desigualdades (4.4) y (1.7) se tiene que
sup
t∈[0,T ]
‖(uε′ − uε)(t)‖Hs−rx ≤ cεr (4.6)
con 0 ≤ r ≤ s. Por la desigualdad de tipo Gagliardo-Nirenberg (ver [2]) tenemos
‖w(t)‖Lp2 ≤ ‖Jρw(t)‖θL2‖w(t)‖1−θL2 ,
donde
1
p2
= θ
(1
2
− ρ)+ (1− θ)1
2
= −θρ+ 1
2
.
Por lo que
sup
t∈[0,T ]
‖w(t)‖Lp2 . sup
t∈[0,T ]
‖Jρw(t)‖θL2 sup
t∈[0,T ]
‖w(t)‖1−θ
L2
. sup
t∈[0,T ]
‖w(t)‖θHρ sup
t∈[0,T ]
‖w(t)‖1−θ
L2
,
por las desigualdades (4.4) y (4.6) se tiene
sup
t∈[0,T ]
‖w(t)‖Lp2 = o(ε(s−ρ)θ) · o(εs(1−θ)) = o(εsθ−θρ+s−sθ)
= o(ε−θρ+s) = o(ε
1
p2
− 1
2
+s
) = o(ε
s− 1
p1 ).
Ahora, para estimar ∫ T
0
‖∂xuε(t)‖s,p1dt ∼
∫ T
0
‖Ds+1x uε(t)‖Lp1dt
usamos la estimativa (4.5) con γ = aq y q tal que −aq + 2+aq + 1p = 12 , es decir 1q = 14 − 12p .
Queremos que s+ 1 = s+ aq + l, o sea l = 1− aq , y que 1p1 = 1p . Entonces aplicando la
desigualdad de Hölder y estimativa (4.5) tenemos∫ T
0
‖Ds+1x uε(t)‖Lp1dt ≤ T i
(∫ T
0
‖Ds+
a
q
+l
x u
ε(t)‖qLpdt
)1/q
≤ cε−(1−aq )
≤ cεaq−1 = cεa4− a2p1−1.
Por lo tanto∫ T
0
‖∂xuε(t)‖s,p1‖w(t)‖Lp2dt ≤ sup
t∈[0,T ]
‖w(t)‖Lp2
∫ T
0
‖Ds+1x uε(t)‖Lp1dt
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. εs−
1
p1
+a
4
− a
2p1
−1
= ε
s−1+a
4
−a+2
2p1 .
Ya que 0 < a < 1 y dado s > 9−3a8 > 1 − a4 escojemos p1  1 tal que el exponente de ε
sea positivo. Por lo que ∫ T
0
‖∂xuε(t)‖s,p1‖w(t)‖Lp2dt = o(1) (4.7)
cuando ε tiende a cero.
4.2.0.2. Paso 2. Estimación de
∫ T
0 ‖uε
′
(t)‖Hs‖∂xw(t)‖L∞dt.
De la estimativa (4.4) se tiene que
sup
t∈[0,T ]
‖uε′(t)‖Hs ≤ c.
Ahora, para estimar
∫ T
0 ‖∂xw(t)‖L∞dt de nuevo, aplicando los lemas de inmersión de
Sobolev e interpolación de la Proposición 1.6 y la desigualdad de tipo Gagliardo-Nirenberg
(ver [2]) tenemos
‖∂xw(t)‖L∞ ≤ ‖J 32+ρ1w(t)‖L2 ≤ ‖J3/2+ρ1+ρw(t)‖1−θLr1 ‖w(t)‖θLr2 ,
donde
1− θ
r1
+
θ
r2
=
1
2
y
3
2
+ ρ1 = θ · 0 + (1− θ)
(3
2
+ ρ1 + ρ
)
=
(3
2
+ ρ1 + ρ
)
− θ
(3
2
+ ρ1 + ρ
)
,
por lo que
θ =
ρ
3/2 + ρ1 + ρ
.
En este caso, se estiman las cantidades
sup
t∈[0,T ]
‖w(t)‖θLr2 y
∫ T
0
‖J3/2+ρ1+ρw(t)‖1−θLr1 dt.
Para ‖w(t)‖θLr2 , de nuevo aplicando la desigualdad de Gagliardo-Nirenberg se tiene
‖w(t)‖Lr2 ≤ ‖Jhw(t)‖σL2‖w(t)‖1−σL2 ,
donde
1
r2
= σ
(1
2
− h)+ (1− σ)1
2
= −σh+ 1
2
.
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Por lo que
sup
t∈[0,T ]
‖w(t)‖Lr2 . sup
t∈[0,T ]
‖Jhw(t)‖σL2 sup
t∈[0,T ]
‖w(t)‖1−σ
L2
. sup
t∈[0,T ]
‖w(t)‖σHh sup
t∈[0,T ]
‖w(t)‖1−σ
L2
,
de nuevo, por las estimativas (4.4) y (4.6)
sup
t∈[0,T ]
‖w(t)‖Lr2 = o(ε(s−h)σ) · o(εs(1−σ)) = o(εsσ−σh+s−sσ)
= o(ε−σh+s) = o(εs+
1
r2
− 1
2 ).
Así
sup
t∈[0,T ]
‖w(t)‖θLr2 = o(εθ(s+
1
r2
− 1
2
)
).
Para ∫ T
0
‖J3/2+ρ1+ρw(t)‖1−θLr1 dt ∼
∫ T
0
‖D3/2+ρ1+ρx w(t)‖1−θLr1 dt+K
usamos la estimativa (4.5) con γ = aq y q tal que −aq + 2+aq + 1p = 12 , es decir 1q = 14 − 12p .
Queremos que 32 + ρ1 + ρ = s +
a
q + l, o sea l =
3
2 + ρ1 + ρ − s − aq , y que 1r1 = 1p .
Entonces aplicando la desigualdad de Hölder tenemos∫ T
0
‖D3/2+ρ1+ρx w(t)‖Lr1dt ≤ T i
(∫ T
0
‖Ds+
a
q
+l
x w(t)‖qLpdt
)1/q
= o(ε
−( 3
2
+ρ1+ρ−s−aq )).
Así ∫ T
0
‖D3/2+ρ1+ρx w(t)‖1−θLr1 dt = o(ε−(
3
2
+ρ1+ρ−s−aq )(1−θ)).
Por lo tanto∫ T
0
‖uε′(t)‖Hs‖∂xw(t)‖L∞dt ≤ c
∫ T
0
‖∂xw(t)‖L∞dt
= o(ε
(s+ 1
r2
− 1
2
)θ−( 3
2
+ρ1+ρ−s−a4+ a2r1 )(1−θ)).
Mostraremos que(
s+
1
r2
− 1
2
)
θ −
(
3
2
+ ρ1 + ρ− s− a
4
+
a
2r1
)
(1− θ) ≥ 0
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para θ = ρ3/2+ρ1+ρ y un valor conveniente de r1. O equivalentemente(
s+
1
r2
− 1
2
)
ρ−
(
3
2
+ ρ1 + ρ− s− a
4
+
a
2r1
)(
3
2
+ ρ1
)
≥ 0
sρ+
(
1
r2
− 1
2
)
ρ−
(
3
2
+ ρ1 + ρ− a
4
+
a
2r1
)(
3
2
+ ρ1
)
+ s
(
3
2
+ ρ1
)
≥ 0,
para lo cual es suficiente que
s ≥
(
3
2 + ρ1 + ρ− a4 + a2r1
)(
3
2 + ρ1
)
+
(
1
2 − 1r2
)
ρ
3
2 + ρ1 + ρ
.
Como 1−θr1 +
θ
r2
= 12 y dado θ como antes, entonces
1
r2
=
r1
(
3
2 + ρ1 + ρ
)− 2(32 + ρ1)
2ρr1
.
Así
s ≥
(
3
2 + ρ1 + ρ− a4 + a2r1
)(
3
2 + ρ1
)
+
(ρr1−r1( 32+ρ1+ρ)−2( 32+ρ1)
2r1
)
3
2 + ρ1 + ρ
≥
(
3
2 + ρ1 + ρ− a4 + a2r1
)(
3
2 + ρ1
)− 12r1 (r1 − 2)(32 + ρ1)
3
2 + ρ1 + ρ
≥
(
3
2 + ρ1 + ρ− a4 + a2r1 − 12 + 1r1
)(
3
2 + ρ1
)
3
2 + ρ1 + ρ
≥
(
1 + ρ1 + ρ− a4 + a+22r1
)(
3
2 + ρ1
)
3
2 + ρ1 + ρ
.
Ya que 0 < a < 1 y dado s > 9−3a8 > 1 − a4 , escojemos ρ1, ρ > 0 y r1  1 tal que el
exponente de ε sea positivo. Por lo que∫ T
0
‖uε′(t)‖Hs‖∂xw(t)‖L∞dt ≤ sup
t∈[0,T ]
‖uε′(t)‖Hs
∫ T
0
‖∂xw(t)‖L∞dt = o(1) (4.8)
cuando ε tiende a cero.
Por lo que, usando las estimativas (4.7) y (4.8) encontramos que∫ T
0
f(µ)dµ = o(1)
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cuando ε tiende a cero. Por lo tanto se concluye que
sup
t∈[0,T ]
‖w(t)‖Hsx = sup
t∈[0,T ]
‖(uε′ − uε)(t)‖Hsx = o(1)
cuando ε tiende a cero. Obteniendo así la convergencia de {uε} a una función u ∈ L∞T Hsx
y la propiedad de persistencia en la norma de L∞T H
s
x. Más aún, la desigualdad anterior
muestra la convergencia en C([0, T ];Hs(R)), ya que se ha probado que las redes {uε} sat-
isfacen la propiedad de Cauchy en Hs(R), los cuales son espacios de Banach con la norma
inducida. (Nótese que el conjunto (0, 1) con dirección ≤ es un conjunto directo, así {uε}
es una red en Hs(R)).
La prueba de la dependencia continua es similar a la prueba anterior de persistencia.
Probaremos que dado λ > 0 existe δ = δ(‖u0‖Hs , T, λ) > 0 tal que si ‖u0 − v0‖Hs < δ
entonces
sup
t∈[0,T ]
‖u(t)− v(t)‖Hsx < λ,
donde u y v son las correspondientes soluciones del (PVI) (4). Del resultado anterior se
sigue que existe ε0 > 0 tal que si ε < ε0 entonces
sup
t∈[0,T ]
‖uε(t)− u(t)‖Hsx < λ/3
y
sup
t∈[0,T ]
‖vε(t)− v(t)‖Hsx < λ/3.
Se mostrará que existe δ > 0 tal que si ‖u0 − v0‖Hs < δ entonces, para ε < ε0
sup
t∈[0,T ]
‖uε(t)− vε(t)‖Hsx < λ/3.
Si se define z(t) = uε(t)− vε(t) y notando que
‖z(0)‖Hs = ‖uε0 − vε0‖Hs ∼ ‖u0 − v0‖Hs < δ
para ε pequeño. Entonces la ecuación de la diferencia es
∂tz +D
1+a
x ∂xz + v
ε∂xz + z∂xu
ε = 0.
Argumentando de manera similar a la prueba anterior obtenemos que
sup
t∈[0,T ]
‖z(t)‖L2x ≤ c‖uε0 − vε0‖L2 < δ + o(εs)
cuando ε tiende a cero, y además
sup
t∈[0,T ]
‖z(t)‖Hs .
(
‖z(0)‖Hs +
∫ T
0
g(µ)dµ
)
·
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· exp
(
c
∫ T
0
(‖∂xuε(τ)‖L∞ + ‖∂xvε(τ)‖L∞)dτ),
donde
g(·) = ‖∂xvε(·)‖s,p1‖z(·)‖Lp2 + ‖uε(·)‖Hs‖∂xz(·)‖L∞ .
Reuniendo los pasos dados en la prueba de las estimativas (4.1), (4.7) y (4.8), recordando
además que la acotación de tales términos esta dada por constantes positivas con expo-
nentes positivos, se tiene
sup
t∈[0,T ]
‖z(t)‖Hsx .
(
δ + cT (εm1δm2 + εm3δm4)
)
,
donde m1,m2,m3,m4 ≥ 0.
Así, fijando ε ≤ ε0 suficientemente pequeño, podemos determinar δ > 0 tal que
sup
t∈[0,T ]
‖z(t)‖Hsx = sup
t∈[0,T ]
‖uε(t)− vε(t)‖Hsx < λ/3.
En conclusión
‖u(t)− v(t)‖L∞T Hsx ≤ ‖u(t)− uε(t)‖L∞T Hsx + ‖uε(t)− vε(t)‖L∞T Hsx+
+ ‖vε(t)− v(t)‖L∞T Hsx
< λ/3 + λ/3 + λ/3 = λ.
Lo cual determina el buen planteamiento local de (4) en Hs(R) para s > 9−3a8 .
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