subdomains exist. They include methods using unstructured meshes, body-fitted curvilinear meshes, and Cartesian meshes. This paper discusses an approach that uses "gridless" or "meshless" methods to address the boundary or interface while standard structured grid methods are used everywhere else. The present method uses the Cartesian grid to specify and distribute the computational points on the boundary surface but not to define the geometrical properties. Euler fluxes for the neighbors of cut cells are computed using the gridless method involving a local least-squares curve fit to a "cloud" of grid points. The boundary conditions implemented on the surface points are automatically satisfied in the process of evaluating the surface values in a similar least-squares fashion. No halo points are needed. The overall scheme is robust, stable and converges well for a range of Mach numbers tested. Solutions from the proposed approach are computed for the NACA 0012 and RAE 2822 airfoils and the results are compared with those obtained by a standard Euler solver using body-fitted grids. For grids with equal resolution the method is less accurate for capturing shocks but an improvement in resolution of 60% gives a sharper shock front. The approach offers a number of advantages and its extension to three dimensions is straightforward.
Introduction
A continuing obstacle of Computational Fluid Dynamics (CFD) for configurations with complex geometry is the problem of mesh generation. Several alternatives for dividing the flow field into discrete Regardless whether an unstructured or a structured method is used, the grid generation involves both surface preparation and griding before the volume grids can begin. In recent years there is a renewed interest in the conceptually simple approach of Cartesian grids [8] [9] [10] . Both structured and unstructured methods of solution can be applied to grids created by this means. It possesses the advantages associated with structured grids and some of its attractions include ease of grid An important feature of the Cartesian approach is the elimination of the need to create a case-specific bodyfitted surface mesh which is human labor intensive, and replaces it by a more computer centric solution involving a technique to characterize the intersections between hexahedral mesh cells and body surfaces. The flow grid can be generated independently and the cells of the Cartesian mesh that intersect the surface can be determined without having first to mesh the surface. There is no explicit relation between the surface description and the local flow grid cell structure. The task of surface description, which is unavoidable, is to resolve the geometry, and no longer include tedious surface grid generation process. To ensure adequate representation without the use of excessive grid points, adaptive mesh refinement of the Cartesian grid can be used.
A Cartesian based algorithm must first identify cells that intersect solid surfaces and remove or flag cells that are completely enclosed within the solid body. These would not be considered as part of the flow computational domain. Solution using the Cartesian method usually consists of a standard method for the regular cells and a special treatment for the boundary cells. In the literature solvers involving either unstructured or structured grid techniques are reported.
Different methods have been proposed in the literature to resolve the boundary conditions. Broadly the methods proposed involve either cut cells for a finitevolume treatment or grid points for a finite-difference construction. A cut-cells method ensures conservation and the same flux computation algorithm is applied. However, the task of computing the volume and fluxes for all the irregularly shaped cut cells entails a considerable increase in complexity. More crucially, the method can at times lead to the creation of very small cells at the boundary which poses problems of numerical stability. To alleviate this problem, rule based cell merging techniques were used to combine cut cells that are too small with neighbouring cells such as in the work of Clarke et al. 11 and Ye et al.
12
. While this approach ensures strict conservation properties, cell formation and merging is not straightforward in threedimensions. Also it is difficult to ensure that the local geometric properties are in full consistent with the original shape particularly when coarse grids are used as in the implementation of multigrid. The introduction of the finite-difference approach on the other hand avoids all the problems associated with cut cells. For instance, in the work of Epstein et al. 13, 14, 15 , cut cells were handled by an extrapolation procedure in which halo points are used at the boundary. Special treatment is needed to ensure that halo points are available at regions with thin surfaces (e.g., a trailing edge) where multiple values are defined at a particular point 13, 14 . Unlike the cut cells method, this method is not conservative. Another way to improve accuracy is to use higher order representation for the boundary as in the work of Forrer and Jeltsch 16 to minimize the lack of conservation.
To achieve an accurate solution for the boundary, Cartesian methods require a mesh refinement strategy to resolve the geometry. Wu 17 offers an anisotropic refinement strategy that significantly reduces the number of computational cells as compared to traditional isotropic refinement strategy. Other mesh refinement strategies for Cartesian methods can be found in the literature (e.g., Refs. 18-21).
In this paper, a different Cartesian method is described for solving the Euler equations. It uses "gridless" or "meshless" methods to address the boundary or interface while standard structured grid methods are used everywhere else. This is different from Batina's approach 22 and other workers who have proposed a completely gridless technique where the governing equations are solved by a local least-squares curve fit using clouds of grid points. A similar approach to the present work was reported by Kirshman and Liu 23 , who used a finite difference scheme with Van Leer flux splitting technique. In the present work, a finite-volume formulation with central differencing is used with artificial dissipation. Also a different approach is employed in discretizing the surface. The Cartesian grid is used to define and distribute the computational points on the boundary surface. These surface points spacing which are more or less comparable to the Cartesian grid points are better distributed to reduce the possibility of ill-conditioned matrices in the gridless computation with cloud points. Since accuracy is an important issue at the boundary, geometrical properties are defined using the original data of the geometry and not the surface computational points, which may be too coarse. A simplified overall implementation of boundary 2 American Institute of Aeronautics and Astronautics condition is adopted. Euler fluxes for the neighbors of cut cells are computed using a 'gridless' method and the resulting derivatives are analytically determined for the flow equations. Boundary conditions implemented on the surface points are automatically satisfied in the process of evaluating the surface values by a similar least-squares method.
In the next section, the numerical implementation of the Cartesian method for the two-dimensional Euler Equations will be presented. Determination of the gridless cloud points are described followed by the spatial discretization for the flow field and boundary nodes. The discretized Euler equations are solved using the modified four-stage Runge-Kutta scheme developed by Jameson et al 24, 25 .
Numerical Method
In this study, the governing equations used are the twodimensional Euler equations. The Euler equations govern inviscid, incompressible fluid motion and may be written in integral form as
where Ω denotes the volume (area). F r is the flux vector:
, dS is a surface element and n r is the outward normal.
(2)
Here, P, ρ, u, v, E and H denote the pressure, density, Cartesian velocity components, total energy and total enthalpy. For a perfect gas,
where γ is the ratio of specific heats.
Equation (1) represents a system of equations corresponding to the conservation of mass, momentum, and energy.
The present method is distinguished from other Cartesian grid approaches in that the 'gridless' or 'meshless' method is only applied to cells that are in the vicinity of a solid boundary. All other cells will be discretized using the conventional Finite-Volume Method (FVM). With this approach, boundary values are incorporated into the computation directly, which ensures the success of the method as a whole.
Boundary and Surface Nodes Definition
Four types of nodes near the solid boundary are identified as shown in Figure 1 . Both the fluid nodes and the boundary nodes will be marched in time using the Runge-Kutta multi-step timestepping scheme while the values of the surface nodes are determined in a least-squares fashion. In the process of computing the surface values, the implemented boundary conditions are satisfied automatically.
Determination of Cloud Points
A gridless method requires cloud points that are defined before the start of the computation. Cloud points for a boundary node are set up to compute Euler fluxes whereas cloud points for a surface node are used for boundary condition implementation and surface value computation. For each boundary node, a cloud of 9 points with a mixture of fluid nodes, boundary nodes and surface nodes are selected from its vicinity. This is determined using a 3x3 stencil over the boundary node as shown in Figure 2a . Only fluid nodes and boundary nodes that fall in the stencil are included. Cut cells and solid cells are omitted and are replaced by surface nodes that are closest to the boundary node. To avoid choosing nodes from the wrong side of the profile at thin surfaces as illustrated in Figure 2b , it is important to ensure that surface nodes selected have outward normal pointing in the direction of the boundary node. In this way, surface nodes on the other surface will not be considered even if it is nearer to the boundary.
For each surface node, a one-sided cloud is defined. In each cloud, only fluid nodes and boundary nodes are included. The selection of cloud points is based on their distances to the surface node as well as satisfying the criteria that they fall on the same side as the outward 3 American Institute of Aeronautics and Astronautics normal direction. As such, surface values are evaluated using computational nodes on the side of its outward normal as illustrated in Figure 3 . The procedure for boundary and surface nodes determination is listed as follow: 1. Cut cells with reference to the Cartesian Mesh and surface data points are identified. A feasible method for this is to use Alternate Digital Tree (ADT) method whereby the intergrid information is classified in a tree structure for quick identification. With the cut cells found, solid cells that fall completely inside the object are marked out and boundary nodes are identified. 2. A set of well-distributed points on the surface is obtained by latching the center of each cut cell on to the surface of the object to obtain the surface nodes. This is accomplished using a Non-Uniform Rational B-Splines (NURBS) program. The surface nodes obtained are the nearest point on the surface to the cut cells. Details of the NURBS representation used can be found in Ray and Tsai
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. With this latching method, the interval between the surface nodes will be approximately the same as the grid cells interval. Obtaining a set of welldistributed points will help to reduce the possibility of ill-conditioning in the matrices for least-squares computation. A situation arises with the latching method where two surface nodes are too close to each other as shown in Figure 4 . Care has to be taken to eliminate one of these points. 3. Normal and tangent vectors for the surface nodes are found using the original data inputs of the object for accuracy rather than using the computational points on the surface. Radius of curvatures at these nodes is also defined. At the tip of airfoil trailing edge, these values are obtained by extrapolation to avoid singularity. 4. Cloud points for the boundary nodes and surface nodes are then defined in the manner described above.
Spatial Discretization
Spatial discretization of the Euler equations for all the fluid nodes in the Cartesian grid is performed using the standard Finite-Volume Method. From the control volume for a cell abcd as shown in Figure 5 , equation (1) can be written as follows,
This expression can be approximated as
where S i,j is the cell area and Q i,j is the net flux out of the cell. The dependent variables U are known at the center of each cell. Q i,j can be found by taking the sum over the four sides of the cell as given by,
The fluxes are evaluated by taking the average of the values in the cells on either side of each edge. This formulation is the cell-centered finite-volume scheme.
On a Cartesian grid, the quadrilateral abcd is rectangular and the sides coincide with lines of constant x and y. Equation (6) becomes
Thus, the scheme reduces to a central difference scheme on a Cartesian grid and is second order accurate in space.
Artificial Dissipation
The Euler equations which are a set of non-dissipative hyperbolic conservation laws require artificial dissipation terms to be added to the discretized Euler equations. This is to suppress the tendency for odd and even point decoupling and to prevent oscillation near shockwaves. An adaptive scheme for adding dissipation by Jameson et al. 24 has proven to be effective in practice in numerous calculations of complex steady flows. In this scheme, a third order dissipative term is added throughout the domain to provide a base level of dissipation sufficient to prevent nonlinear instability. However, this is not enough to prevent oscillations in the neighborhood of shock waves. Thus near a shock wave region a switch to first order dissipative terms is needed to capture the shock. This switch from third to first order is signaled using local pressure gradients.
With the addition of dissipative terms D i,j , equation (6) becomes
The added diffusive term for a two-dimensional flow is
Taking the density equation as an example,
The other terms in equation (10) are defined in a similar way.
The coefficients of and are chosen in a selfadaptive way so as to produce a low level of diffusion in regions where the solution is smooth, but prevent The spatial derivatives can be found by differentiating equation (17) and is given as follow,
Hence by determining the values of a 0, a 1 and a 2, the spatial derivatives are found and the Euler fluxes evaluated. Conservation of mass, momentum, and energy a concern for gridless method as pointed out by Batina 22 . This can be controlled by sufficient resolution and compromising this only at points where this is applied. As noted the bulk of the computational domain uses a fully conservative finite volume formulation. 
The cloud points of each boundary node are selected such that it encompasses fluid nodes, boundary nodes and surface nodes. A mixture of different types of nodes in each cloud will ensure the transfer of information between these nodes.
The time step limit ∆t is given by
Artificial dissipative terms for boundary nodes are computed using the same equations, as described above. Cut cell values are approximated by the surface node values in order to compute the local pressure gradient. Tests show that setting the cut cell values to zero will result in large oscillations near the surface boundary due to an underestimation of the local pressure gradient.
where λ and µ are the average spectral radii of the Jacobian matrices in i and j directions.
Temporal Discretization Boundary Node Treatment
As a boundary node does not have a complete stencil for FVM, a gridless method is used to compute the Euler fluxes for these nodes. This is a very simple method for boundary treatment as it uses only clouds of points and does not require the points to have any prespecified connectivity amongst one another nor the formation of meshes or cells. The approach is simple and requires a separate treatment which makes it easy to implement into any scheme.
The Runge-Kutta multi-stage time integration 24 is applied for both the fluid and boundary nodes in the same routine. No separate treatment is required for the boundary nodes. The modified four-stage Runge-Kutta scheme is used as it gives the best ratio of allowable time step to computational work per time step. The integration is given as follow,
For each boundary node, a cloud of points is defined. The governing equation is solved through a local leastsquares curve fit using the cloud of grid points. In each cloud, each term of the fluxes as defined in equation (2) Performing a least-squares curve fit in a given cloud results in four equations and has second-order accuracy in time for a non-linear equation. In order to increase the allowable stability bound, implicit residual smoothing is employed. The residuals from neighboring points are smoothed using a Laplacian operator. For a residual, R i , at mesh point I, and smoothed residual, i R , where R is the local surface radius of curvature. Taking the curvature of the body into consideration will result in better accuracy.
with constant ε usually taken as 0.5 and the discrete form of is an undivided difference, which becomes,
A one-sided cloud of points for each surface node is set up as shown in Figure 6 . Each cloud contains only one surface node and the values of flow variables at the other cloud points is resolved to the normal and tangential direction of that surface node for easy implementation of the boundary conditions. More surface nodes may be incorporated in each cloud, which means more conditions will have to be satisfied in each cloud. This may result in more accurate solution but at present, this has not been incorporated.
Equation (23) is solved directly. With the use of implicit residual smoothing, the Courant number in practice can be increased to 9.0.
For steady state solutions, local time stepping is used to accelerate convergence. With this, the time step for each cell varies and is based on applying the CFL criterion to the local flow condition.
The variables are assumed to vary according to the function:
Boundary Conditions
Taking V t as example, applying the Neumann condition in equation (24) on the surface node will result in the following: The main challenge in using Cartesian grids is in the boundary condition implementation as the grids are not body aligned. A satisfactory boundary condition implementation is an important part of the algorithm. As noted above in the present work, gridless method with least-squares technique is used to implement the surface boundary condition such that surface boundary nodes are included in the solution. The far field boundary condition is constructed using Riemann invariants. (26) Substituting equation (26) back into equation (25) , the number of unknowns is reduced from four to three and the new function is given as:
Surface Boundary Condition
The equation is solved using the least-squares method as described earlier for the three unknowns b 0 , b 1 and b 3 . This solution automatically satisfies the boundary condition and the flow variable at the surface node is defined.
Surface node values are found in a similar least-squares fashion using a one-sided cloud of points as described above. The boundary conditions are implemented such that in the process of solving the surface values, the boundary conditions are satisfied.
Far Field Boundary Condition
For inviscid condition the flow slips over the surface and hence it is tangent to the surface. The slip condition is thus imposed on the boundary and the other flow variables on the surface nodes are approximated as follow:
In the far field, the usual characteristic analysis based on one-dimensional Riemann invariants is used to determine the values of the inviscid flow variables. The normal (to the cell face) velocity component and the speed of sound are defined as ) ( 5 . 0 . 
Results and Discussions
Results are presented for two-dimensional airfoils using the method described above. To show the robustness of the method, solution for a symmetric NACA 0012 airfoil and an asymmetric RAE 2822 airfoil are computed. All the results are computed using stretched grids such as shown in Figure 7a . A close-up view of the stretched grid is provided in Figure 7b . Solution is first obtained on a coarser stretched grid with 144x130 cells. The cells within the chord length are then refined to obtain a 200x180 grid, which is used to improve the accuracy of the solution. The coarser grid has 80 cells within the length of the airfoil, resulting in approximately 160 surface nodes defined on the airfoil boundary. This resolution is deliberately chosen to be comparable to the reference body-fitted grid (160x32) solution obtained using Jameson's FLO52 code. A close-up view of the body-fitted grid is shown in Figure  8 . The finer stretched grid has 130 cells in the xdirection, resulting in approximately 260 surface nodes. Both the Cartesian grid and body-fitted grid extend to a distance of about 25 chords from the airfoil profile.
NACA0012 Airfoil
For the symmetric airfoil, four flow cases with various combinations of freestream Mach number and angle of attack α are computed: (1) = 0.85, α = 0°;
(2) = 0.5, α = 3.0°; (3) = 0.8, α = 1.25°; (4) = 2.0, α = 0°. All four cases were computed using CFL number of 2.0 with local time-stepping to accelerate convergence to steady state. For the present work, implicit residual smoothing is not implemented. For each of the cases, a comparison of the pressure distribution followed by the convergence history is presented. The pressure distributions of the pressure
are plotted with the negative pressure upward and the convergence histories show the mean rate of change of the density. All solutions are obtained using single precision operations. Figure 9a shows the C p plot for case 1 with = 0.85, α = 0°. The solutions for the three grids (coarse Cartesian grid, fine Cartesian grid, and body-fitted grid) are plotted on the same graph. Despite the fact that in the Cartesian method the edges are approximated with jagged cells, the coarse grid solution matches well with the body-fitted grid solution along the entire surface except that it is not able to capture the shock as sharply. This is due to smearing near the shock region when the least-squares method is applied on the boundary and surface nodes. Using the finer Cartesian grid, the result obtained is better than the body-fitted grid. A sharper shock front is captured as seen from the Figure 9a . However, four surface points are still needed to capture the shock. The convergence plots for both the finer and coarser Cartesian grids are shown in Figure 9b .
For case 2 with = 0.5, α = 3.0°, the C p plot for the subsonic flow is presented in Figure 10a and the convergence plot in Figure 10b . From the C p plot, the coarse grid solution is almost identical to the bodyfitted grid solution. This shows that the Cartesian method presented above is able to provide an equally good solution for the subsonic case using the same number of cells as that in the body-fitted method. With the finer grid, the Cartesian method is able to resolve the peak at the leading edge better than the body-fitted grid. The Mach number contour plot of the fine Cartesian grid for the subsonic case is presented in Figure 10c .
In case 3, the transonic flow of = 0.8 with α = 1.25° is computed and the C ∞ M p and convergence plot are shown in Figure 11a and 11b, respectively. A similar trend is observed for the C p plot between case 1 and case 3 except that for case 3, a weak shock is developed on the lower surface of the airfoil. The weak shock captured by the fine grid solution appears to be sharper than that by the body-fitted grid method. Figure 11c shows the Mach number contour of the fine Cartesian grid for this case.
Supersonic flow of = 2.0 with α = 0° is tested in case 4 and the results are presented in Figure 12a and Figure 12b κ . However, the CFL number has to be lowered to 0.9 for solution convergence. From this, we can see that higher stability can be achieved using a Cartesian method. It can compute without increasing the damping coefficient for such high-speed computation.
RAE 2822 Airfoil
Using the same Cartesian grid used for the NACA0012 airfoil, the two-dimensional flows over RAE2822 airfoil are computed. Figures 14a and 14b show the C p plot and convergence plot for a subsonic flow over the RAE 2822 airfoil with = 0.5 and α = 3°. The solution obtained using the coarse Cartesian grid matches very closely to the bodyfitted grid solution except at the peak location on the upper surface of the airfoil where it has a slightly lower value. Using the finer Cartesian grid, the C ∞ M p plot obtained matches exactly with the body-fitted solution. At the peak location, it is able to predict a higher value than the body-fitted solution. The Mach number contour plot of the fine grid solution for the subsonic case is presented in Figure 14c .
Results for transonic flow with = 0.75 and α = 3° are presented in Figures 15a and 15b . From the C ∞ M p plot, coarse grid solution for the airfoil lower surface matches better with the body-fitted solution than its upper surface solution. Two areas of mismatch were spotted. Firstly, a gentler slope is obtained for the shock on the upper surface. Secondly, the solution near the leading edge with high curvature is not well resolved. The fine grid solution on the other hand matches the body-fitted grid solution for both upper and lower surfaces of the airfoil. Hence for the transonic case, more points are needed on the upper surface of the airfoil in order for the coarse grid to obtain the same accuracy as the body-fitted grid. The Mach number contour plot of the fine grid solution for this case is presented in Figure 15c .
Conclusions and Future Work
A method has been presented for the treatment of boundary conditions for the solution of the Euler Equations on a Cartesian grid. The approach involves using "gridless" or "meshless" methods to address the boundary or interface while standard structured grid methods are used everywhere else. Boundary conditions are implemented on the geometry surface and are automatically satisfied as the surface values are solved in a least-squares fashion. This method simplifies the implementation of boundary conditions for a Cartesian method and exploits the numerous advantages of a Cartesian mesh at the same time. Moreover the Cartesian grid forms a natural means to distribute computational points for the meshless scheme.
For a simple geometry, such as airfoils, it is not economical to employ a Cartesian method since number of grid points required to ensure sufficient resolution is higher than body-fitted grid method. However, used in an embedded grid manner there is great potential for a Cartesian method in dealing with complex configurations when grid generation becomes the limiting factor for body-fitted grid method. Embedded grid could be used for resolution and multigrid computations 13, 14 . The method shows great potential for extension to three-dimensional problems where its advantages will be significant. It can also be exploited for other applications such as adaptive shock, local refinement, and interpolation between grids in overset methods. These issues are currently being investigated.
The overall scheme is robust and stable and it converges well for a range of Mach numbers tested. Solutions from the proposed approach are computed for symmetrical and asymmetrical airfoils and the results are compared with standard body-fitted grids solutions. The method is less accurate for capturing the shocks but an improvement in resolution of 60% gives sharper shock fronts compared to a body-fitted grid method with equal number of grid points. The method described is not restricted to a particular numerical scheme. In the current work block-structured grids are used as it requires fewer words of storage per grid point. But one can also incorporate it in other schemes, e.g., factored and directional solvers by Jameson and Caughy 27 for increased computational speed. The implementation of such solvers within the present framework for boundary condition is an interesting possibility.
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