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Abstract
Physics-informed deep learning (PIDL) has drawn tremendous interest in recent years to solve computational physics
problems. The basic concept of PIDL is to embed available physical laws to constrain/inform neural networks, with the
need of less rich data for training a reliable model. This can be achieved by incorporating the residual of the partial
differential equations and the initial/boundary conditions into the loss function. Through minimizing the loss function,
the neural network would be able to approximate the solution to the physical field of interest. In this paper, we propose
a mixed-variable scheme of physics-informed neural network (PINN) for fluid dynamics and apply it to simulate steady
and transient laminar flows at low Reynolds numbers. The predicted velocity and pressure fields by the proposed PINN
approach are compared with the reference numerical solutions. Simulation results demonstrate great potential of the
proposed PINN for fluid flow simulation with a high accuracy.
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1. Introduction
Deep learning (DL) has attracted tremendous at-
tentions in recent years in the field of computational
mechanics due to its powerful capability in nonlinear
modeling of complex spatiotemporal systems. Ac-
cording to a technical report [1] by U.S. Department
of Energy in 2018, a DL-based approach should be
featured with the domain-aware, interpretable and
robust to be a general approach for solving the science
and engineering problems. Recent studies of lever-
aging DL to model physical system include, just to
name a few, [2–6]. These applications can be catego-
rized into two types based on how the DL model is
constructed: in either data-driven or physics-informed
manner. In a data-driven framework, the DL model
is constructed as a black-box to learn a surrogate
mapping from the formatted input x ∈ Rm to the
output y ∈ Rn. The exceptional approximation abil-
ity of deep neural network (DNN) makes possible to
learn the mapping even when the dimensionality m
and n are very high. The training dataset {x,y},
typically very rich, can be obtained by conducting
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high-fidelity simulations using exact solvers (e.g., see
[3, 4, 7]). Nevertheless, obtaining a rich and suf-
ficient dataset from simulations for training a reli-
able DL model is computationally expensive and re-
quires careful case design. To address this funda-
mental challenge, physics-informed DL explicitly em-
bed the physical laws (e.g., the governing partial dif-
ferential equations (PDEs), initial/boundary condi-
tions, etc.) into the DNN which provide rigorous con-
straint to the network trainable parameters within a
feasible solution space. The objective of exploiting
physical laws in DNN is assumed to (1) reduce the
large dependency of the model on available dataset
in terms of both quality and quantity, and (2) im-
prove the robustness and interpretability of the DL
model. In this regard, DNN essentially has the capac-
ity of approximating the latent solutions for PDEs
[8, 9], with distinct benefits summarized as follows:
(1) the superior interpolation ability of DNN, (2) the
approximated solution has a close form with its in-
finite derivative continuous, and (3) state-of-the-art
hardware advances make the numerical implementa-
tion and parallelization extremely convenient.
More recently, Raissi et al. [5, 6] introduced a gen-
eral framework of physics-informed neural network
(PINN) and demonstrated its capacity in modeling
complex physical systems such as solving/identifying
Preprint submitted to Elsevier
ar
X
iv
:2
00
2.
10
55
8v
1 
 [p
hy
sic
s.f
lu-
dy
n]
  2
4 F
eb
 20
20
𝑡𝑦 ⋮ ⋮
⋮
𝝈
𝜓
⋮
𝑥
𝜕
𝜕𝑡
1
𝜕
𝜕𝑦
𝜕
𝜕𝑥
𝐯 (𝑥, 𝑦, 𝑡)
𝝈 (𝑥, 𝑦, 𝑡)
𝝈
𝛁 ⋅ 𝝈
𝐯
𝜕𝐯
𝜕𝑡
𝛁 ⋅ 𝐯
Automatic Differentiation 1. Governing equations
𝜕𝐯
𝜕𝑡
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Physical Laws
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𝐯 = 𝒍 at Dirichlet boundary
3. Initial condition
𝝈 ⋅ 𝐧 = 𝒉 at Neumann boundary
𝐯 𝑥, 𝑦, 𝟎 = 𝐯0
Figure 1: Architecture of the physics-informed neural network for fluid dynamics. Note that α is a user-defined weighting
coefficient. w and b are weights and biases for the DNN. The constraint of initial and boundary conditions can be converted as
residuals adding to the loss function based on Lagrangian multipliers. The data loss Jd is present only when data is available.
PDEs. A huge difference from some of the previ-
ous studies is that, in addition to the physical laws,
the PINN can also exploit the available measurement
data, making it possible to discover the systems whose
physics are not fully understood. In particular, semi-
nal contributions of using PINN to model fluid flows
have been made recently. For example, Kissas et
al. [10] employed PINN to predict the arterial blood
pressure based on the MRI data and the conserva-
tion laws. Sun et al. [11] proposed a PINN ap-
proach for surrogate modeling of fluid flows with-
out any simulation data. Zhu et al. [12] proposed
a physics-constrained convolutional encoder-decoder
network and a generative model for modeling of stochas-
tic fluid flows.
The main contribution of this paper is to formu-
late a mixed-variable PINN scheme for simulation
of viscous incompressible laminar flows without any
measurement data. The remaining this paper is or-
ganized as follows. In Section 2, we will introduce
the methodology of the mixed-variable PINN and the
mathematical formulation for fluid dynamics. Subse-
quently in Section 3, the steady and transient laminar
flows passing a circular cylinder will be modeled using
the proposed PINN scheme without any simulation
data. The Section 4 summarizes the conclusions.
2. Methodology
Let us consider the incompressible Newtonian flow
governed by the following NavierStokes equations:
∇ · v = 0 (1)
∂v
∂t
+ (v · ∇)v = −1
ρ
∇p+ µ
ρ
∇2v + g (2)
where ∇ is the Nabla operator, v = (u, v) is the
velocity vector, p is the pressure, µ is the viscosity
of the fluid, ρ is the density of fluid and g is the
gravitational acceleration. When leveraging PINN to
solve the aforementioned PDEs, minimizing a com-
plex residual loss resulted from Eq. (2) is intractable
due to its complex form with multiple latent vari-
ables (e.g., v and p) and high-order derivatives (e.g.,
∇2). In order to design an easily trainable PINN, we
convert the NavierStokes equation in Eq. (2) to the
following continuum and constitutive formulations:
∂v
∂t
+ (v · ∇)v = 1
ρ
∇ · σ + g (3)
σ = −pI+ µ(∇v +∇vT) (4)
where σ is the Cauchy stress tensor and p = tr(σ).
The benefits of using the continuum-mechanics-based
formulation are two-fold: (1) reducing the order of
derivatives when a mixed-variable scheme in PINN is
used, and (2) improved trainability of DNN as found
in numerical implementations.
We propose a mixed-variable PINN scheme to solve
the aforementioned PDEs (see Eqs. (1), (3) and (4))
that govern the laminar flow dynamics. The salient
feature of PINN is that the physical fields are approx-
imated globally by a DNN. In particular, the DNN
maps the spatiotemporal variables {t,x}T to the mix-
variable solution {ψ, σ}T , where the stream function
ψ is employed rather than the velocity v to ensure the
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Figure 2: Diagram of the computation model.
divergence free condition of the flow. In this way, the
continuity equation will be satisfied automatically.
For a two-dimensional problem, the velocity compo-
nents can be computed by [u, v, 0] = ∇ × [0, 0, ψ].
Note that v = [u, v] is taken as the latent variable.
The technique called automatic differentiation makes
possible to obtain the partial derivatives of the DNN
output with regard to time and space (e.g., t, x and
y). The loss function for the training of the DNN is
composed of the terms corresponding to the measure-
ment data mean squares error Jd, the governing equa-
tion residual Jp, as well as the initial and boundary
conditions JI/BC . Noteworthy, having the measure-
ment data makes the fluid flow modeling data-driven,
which is however not a prerequisite. The architecture
of the proposed PINN for fluid dynamics simulation
is presented in Fig. 1. In this paper, no measurement
data from simulations or physical experiments is used
for training the PINN.
3. Results
In this section, we test the performance of the
proposed PINN for modeling flows passing a circu-
lar cylinder. Both the steady and transient cases
are considered to verify the proposed approach. The
schematic diagram of the problem is shown in Fig.
2. A parabolic velocity profile is applied on the inlet
while the zero pressure condition is applied on the
outlet. Non-slip conditions are enforced on the wall
and cylinder boundaries. The dynamic viscosity is
µ = 5×10−3kg/(m · s) and the density is ρ = 1kg/m3.
The gravity is ignored in both cases. The proposed
PINN is implemented on the TensorFlow [13], a well
documented deep learning platform.
3.1. Steady flow
For the steady case, we ignore the partial deriva-
tives with respect to time. The normal velocity profile
is defined as follows
u(0, y) = 4Umax(H− y)y/H2 (5)
with Umax equal to 1.0 m. A small Reynolds number
is considered on the inlet to ensure the flow is domi-
nated by laminar flow. The DNN has 7 layers, each
with 40 nodes. 50000 collocation points are gener-
ated via Latin hypercube sampling (LHS) within the
computation domain for the loss function evaluation.
It is noted that the distribution of the collocation
points is refined near the cylinder to better capture
the details of the flow. The Limited-memory BFGS
(L-BFGS) optimizer [14] is employed to train the
composite DNN due to its good convergence speed
demonstrated in the tests.
The predicted velocity and pressure fields by the
proposed PINN are shown in Fig. 3(a). To examine
the accuracy of the present results, we also compute
the reference solutions by the open-source FEniCS
solver (finite element-based) [15] and the ANSYS Flu-
ent 18.1 package (finite volume-based) [16] for com-
parison (see Fig. 3(b)-(c)). It can be observed that
the steady velocity and pressure fields are well re-
produced by the PINN. It is worth mentioning that
the pressure distribution on the cylinder surface is
of interest for computing the resultant drag and lift
forces. To quantitatively examine the pressure pre-
dicted by PINN, we compare the pressure distribu-
tions obtained by PINN, FEniCS and ANSYS Fluent
as shown in Fig. 4. The overall agreement is very
good. Nevertheless, the peak pressure predicted by
PINN has a discrepancy of about 4% with those ob-
tained by FEniCS and ANSYS Fluent.
3.2. Transient flow
The transient flow with the same computation do-
main depicted in Fig. 2 is considered in this case.
The time duration for the modeling is 0.5 s. Three
virtual pressure probes P1(0.15, 0.2) m, P2(0.2, 0.25)
m and P3(0.25, 0.2) m are installed on the surface of
the cylinder. The flow is initially still while a time-
varying parabolic inlet velocity is defined as
u(0, y) = 4
[
sin
(
2pit
T
+
3pi
2
)
+ 1
]
Umax(H− y)y/H2
(6)
where Umax equals to 0.5 m and the period T is 1.0
s. The remaining boundary conditions are the same
as those in the previous example. The inflow velocity
as a function of t and y is visualized in Fig. 5. The
width and layer depth of the DNN are selected to be
50 and 7, respectively. 120000 collocation points are
used to train the PINN using the L-BFGS optimizer.
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Figure 3: Velocity and pressure fields of the steady flow passing a circular cylinder.
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Figure 4: Distributions of pressure on cylinder surface.
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Figure 5: Transient normal velocity profile.
Three snapshots of the predicted flow fields are
presented in Fig. 3.2 which shows the evolution of
the flow as the inlet velocity increases over time. The
reference flows obtained by ANSYS Fluent are note
shown here since the PINN-predicted result matches
very well with them. The pressure time histories on
three probes obtained by PINN are compared with
those by ANSYS Fluent as depicted in Fig. 7. It
is seen that the proposed PINN approach can well
predict the pressure time histories in a transient flow.
4. Conclusions
We propose a mixed-variable PINN scheme for
modeling fluid flows, with particular applications to
incompressible laminar flows. The salient features
of the proposed scheme include (1) employing the
general continuum equations together with the mate-
rial constitutive law rather than the derived Navier-
Stokes equations, and (2) using stream function to
ensure the divergence free condition of the flow in a
mixed-variable setting. In both the steady and tran-
sient flow cases, the result produced by the PINN
shows a good agreement with the reference numeri-
cal solutions. However, it is notable that the appli-
cations in this paper are limited to the laminar flows
at low Reynolds numbers, even though the proposed
approach is in theory applicable to turbulent flows
at large Reynolds numbers. However, it requires dis-
cretizing the computation domain with much finer
collocation points which will lead to computer mem-
ory issues and drastically increase the computational
cost. Our future work aims to address this challenge
by developing a “divide-and-concur” training scheme
in the context of transfer learning.
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