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Abstract
We consider the solution of a class of complex symmetric block Toeplitz linear systems,
arising from integral equation problems. Algorithms that exploit the Toeplitz structure provide
considerable savings on the number of arithmetic operations, compared to the classical Chole-
sky factorization. We propose a generalized Schur algorithm adapted to the complex symmetric
case. We detail blocked variants, that perform better by using BLAS 3 primitives. We also
propose a solver, based on an augmented matrix approach, that allows a substantial decrease
in the use of memory, by avoiding an explicit assembly of the Cholesky factor. All algorithms
have been implemented and numerical results are included to illustrate the effectiveness of our
approach.
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1. Introduction
The boundary element method (BEM), which is widely used in electromagnetic
or acoustic scattering, consists of transforming the original scattering problem set in
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an unbounded domain into an integral equation set on the boundary of the scatterer
[1]. In many situations, a symmetric formulation of the integral equation is preferred
(such as the electric field integral equation in electromagnetism [2,3]). The discreti-
zation of such an integral equation e.g., by finite element methods (FEM) leads to a
linear system of equations:
AX = B, (1)
where the coefficient matrix A of order N is dense, complex valued, symmetric but
non-Hermitian. Moreover the geometry of the physical problem sometimes gives
additional properties to A. This is for instance the case in piezo-electric surface
acoustic wave (SAW) applications [4]. A coupled boundary element/finite element
method (FEM/BEM) is used to compute the admittance of SAW filters. The coeffi-
cient matrix is both complex symmetric (due to the FEM/BEM method) and block
Toeplitz (due to the periodicity of the geometry of the filters).
Direct methods for the solution of the linear system (1) are based on a symmetric
triangular factorization of A. For a general complex symmetric matrix, it is recom-
mended to use the Bunch–Kaufman factorization algorithm with diagonal pivoting
[5,6]. Nevertheless, it has been observed, although never proven, that for complex
symmetric matrices issued from the discretization of boundary integral equations,
pivoting is not required: thus, a Cholesky factorization can be used, which substan-
tially speeds up the computation [7,8]. For very large problems (e.g., N  100,000),
direct solvers are too costly and preconditioned iterative algorithms are preferred
[9,10].
We consider the solution of:
TX = B,
where T is a complex symmetric block Toeplitz matrix admitting a Cholesky fac-
torization. Our contribution in this paper is to present a fast Cholesky algorithm,
which exploits the Toeplitz structure of T and to assess its performances. This algo-
rithm is based on the generalized Schur algorithm; it is a fast procedure, requiring
only O(N2) operations for obtaining the Cholesky factorization of T . This compares
favorably with standard algorithms, which usually require O(N3) operations. Similar
algorithms have been developed and tested in the Hermitian case [11,12]. We refer
to [13] for a stability analysis of these algorithms.
The paper is organized as follows. The main notations are introduced in Sec-
tion 2. Section 3 summarizes some definitions about the displacement structure. The
concept of displacement structure [14] provides a framework to describe matrices,
like Toeplitz matrices, whose entries are not independent. In Section 4, we state the
Cholesky algorithm for complex symmetric matrices. Then, in Section 5, we present
a fast algorithm with a complexity of O(n2m3) for the Cholesky factorization of a
complex symmetric block Toeplitz matrix with n blocks, each of size m. The key step
consists of putting the generator of T in proper form by means of complex orthogonal
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Householder transforms. In Section 6, we adapt several accumulation techniques to
the complex orthogonal case and provide blocked variants of the algorithm, designed
to make a wider use of BLAS 3 primitives. We present in Section 7 a fast implicit
solver, based on an augmented matrix approach, which does not explicitly assemble
the triangular Cholesky factor, and is thus less memory consuming. Finally, we pres-
ent in Section 8 the results of numerical experiments that demonstrate the efficiency
of the algorithms, especially the blocked versions, both in terms of accuracy and
execution time.
2. Notations and conventions
Throughout this paper, we adopt MATLAB-like notations for matrices. For a
given matrix M ∈ CM×N , Mp:q,r:s is the submatrix of M which selects rows p to q
and columns r to s. If a bound specifier is absent, then the lower or upper bound of
the dimension is implied: Mp:,r:s means Mp:M,r:s . If both are missing, then the whole
dimension is assumed: Mp:q,: means Mp:q,1:N . The expression triu(M) returns the
upper triangular part of matrix M . The operator / denotes the matrix right division.
The matrix Ip denotes the identity of size p and 0p×q the zero matrix of size
p × q. We will use the unit vectors (ej )j=1,N of CN , where ej has j th component
1, all others 0.
The Frobenius norm of matrix M is denoted ‖M‖F and the 2-norm of vector
X ∈ CN is denoted ‖X‖2. The block-shift matrix:
Zn,m =

0m . . . 0m
Im 0m
...
...
.
.
.
.
.
.
0m . . . Im 0m
 (2)
is a matrix with n × n blocks of size m × m.
We define the symmetric block Toeplitz matrix T by:
T = Tn,m =

T0 T1 . . . Tn−1
T T1 T0 . . . Tn−2
...
.
.
.
...
T Tn−1 T Tn−2 . . . T0
 , (3)
where each Tk ∈ Cm×m, and T0 = T T0 . Its default size is N = nm, where n is the
number of blocks and m denotes the block size.
For the sake of clarity, obvious indexes are omitted. For instance, 0p stands for
0p×p, Zp,q is often denoted by Zp and Tn,m by T .
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3. Basics of the displacement structure
We briefly review relevant material on the displacement structure formalism. This
approach, introduced in [15] for Toeplitz matrices, and presented in a systematic way
in [14,16], gives a general setting for the description of certain classes of matrices
whose entries depend on a small number of independent parameters. Of particular
importance will be the case of symmetric matrices: therefore we first focus on this
case, before extending the definitions to non-symmetric matrices. This extension will
be needed in Section 7 for the derivation of the implicit solver.
3.1. Symmetric displacement
For any matrix F ∈ CN×N , a symmetric (Stein-type) displacement operator is
defined by:
∇F : CN×N →CN×N (4)
M →∇F (M) = M − FMF T.
A structured matrix (with respect to this displacement operator) is such that:
α
def= rank(∇F (M))  rank(M).
It is said to have a low displacement rank α with respect to ∇F .
Example 1 (Symmetric block Toeplitz matrix). Let T be defined by (3). We choose
F as the block-shift matrix Zn,m and obtain:
∇Z(T ) = T − Zn,mT ZTn,m =

T0 T1 . . . Tn−1
T T1 0 . . . 0
...
...
...
T Tn−1 0 . . . 0
 . (5)
Its rank is equal to 2m which is much smaller than the size mn of T .
3.2. Generators
Let M ∈ CN×N be a structured matrix, with respect to a symmetric displacement
operator ∇F and let α denote its displacement rank.
Its displacement ∇F (M) admits a (non-unique) factorization:
∇F (M) = AAT, A ∈ CN×α.
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Example 2. Let T be a block Toeplitz matrix of the form (3) with the block T0
admitting a Cholesky factorization T0 = L0LT0 . Then the displacement ∇Z(T ) of T
can be factorized as:
∇Z(T ) = T − Zn,mT ZTn,m = AAT, (6)
where the symmetric generator A ∈ Cmn×m is obtained by identification:
A =

L0 0
T1L
−T
0 iT1L
−T
0
...
...
TnL
−T
0 iTnL
−T
0
 . (7)
Remark 3. The generator is not unique. Let Q be a complex orthogonal matrix:
Q ∈ Cα×α : QQT = Iα.
Then, if A is the symmetric generator of M in (6), A Q is another generator of M .
Definition 4. A symmetric proper generator of M , associated with the displacement
operator ∇Zn,m is a matrix A such that:
• AAT = ∇Zn,m(M),
• A1:m,m+1:2m = 0m,
• A1:m,1:m is lower triangular.
Remark 5. The generator defined by (7) is in proper form.
3.3. The non-symmetric case
We now define non-symmetric, non-square displacement structured matrices. For
two given matrices F ∈ Cp×p and G ∈ Cq×q , a (non-symmetric) displacement oper-
ator is defined by:
∇F,G : Cp×q →Cp×q,
M →∇F,G(M) = M − FMG,
A structured matrix, with respect to the displacement operator ∇F,G is a matrix M
such that:
α
def= rank(∇F,G(M))  rank(M).
The displacement of M can be factorized as ∇F,G(M) = AB, where A ∈ Cp×α
and B ∈ Cα×q are low-rank matrices. The pair (A,B) is called generator of M .
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4. The Cholesky factorization of complex symmetric matrices
This section introduces the class of complex matrices admitting a Cholesky fac-
torization Chol(C, N) and states the algorithm which computes the Cholesky trian-
gular factor.
4.1. The Cholesky algorithm
Let M ∈ CN×N be a complex symmetric matrix of size N . The Cholesky algo-
rithm [17,18] is a process to compute a lower triangular matrix L such that:
M = LLT. (8)
The right-looking (or outer-product) variant of this process for a complex sym-
metric matrix [7] is described in Algorithm 1.
Algorithm 1. CHOLESKY FACTORIZATION: L = llt(M)
1: for k = 1 : N do
2: Lk,k ←
√
Mk,k
3: if k < N then
4: Lk+1:N,k ← Mk+1:N,k/Lk,k
5: Mk+1:N,k+1:N ← Mk+1:N,k+1:N − Lk+1:N,kLTk+1:N,k
6: endif
7: endfor
Remark 6. This algorithm imitates the classical Cholesky algorithm (for complex
Hermitian matrices). The main difference lies in Line 2 of Algorithm 1. When the
matrix M is not Hermitian, the diagonal term Mk,k is not a priori real. The square-
root has a complex meaning and returns a complex result, Lk,k . Of course, if |Lk,k|
is too small, the algorithm encounters numerical instabilities or even breaks down.
Note also in Line 5 the complex symmetric rank-one update (with a transpose).
4.2. Complex symmetric matrices admitting a Cholesky factorization
A symmetric matrix M admits a triangular decomposition (8) if and only if all
its leading principal minors are nonsingular. This condition ensures that Algorithm
1 runs to completion. We define:
Chol(C, N) = {M ∈ CN×N : M = MT, det(M1:k,1:k) /= 0, 1  k  N}.
For a matrix in Chol(C, N), Algorithm 1 runs to completion but is generally unsta-
ble, since it does not incorporate pivoting.
It is stable when M is Hermitian positive definite. Other classes of matrices share
this property: for instance, diagonally dominant matrices, matrices of the form:
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M = A + iB, (9)
where (A,B) is a pair of real symmetric positive definite matrices, as shown by
Higham [19] or [20].
For matrices issued from boundary element method, this property is observed but
a rigorous proof is at the moment still open. As stated by the authors in a recent
paper:
“. . . we need to understand using the physical structure of the system, why there
is no need for pivoting for these symmetric but non-Hermitian matrices [8].”
All our numerical experiments are based on such matrices.
4.3. The block Cholesky algorithm
Assume now that N = nm and set M(0) = M . We partition M(0) as:
M(0) =
(
A
(0)
k B
(0)
k
C
(0)
k D
(0)
k
)
,
where A(0)k
def= M(0)1:km,1:km. The block Schur complement of order k in M , M(k) ∈
C(n−k)m×(n−k)m is defined by:
M(k)
def= D(0)k − C(0)k (A(0)k )−1B(0)k .
It can also be defined by recursion from M(k−1). Let us partition M(k−1) as:
M(k−1) =
(
A
(k−1)
1 B
(k−1)
1
C
(k−1)
1 D
(k−1)
1
)
,
where A(k−1)1
def= M(k−1)1:m,1:m is the first block of M(k−1). Then:
M(k) = D(k−1)1 − C(k−1)1 (A(k−1)1 )−1B(k−1)1 .
The block Cholesky algorithm consists of computing n − 1 successive block Schur
complements of M . We describe its right-looking variant in Algorithm 2.
Algorithm 2. BLOCK RIGHT-LOOKING CHOLESKY FACTORIZATION
1: for k = 1 : n do
2: s = (k − 1)m + 1 {Start of block to factorize}
3: e = km {End of block to factorize}
4: u = e + 1 {Start position for update}
5: Compute Cholesky factorization of Ts:e,s:e:
Ls:e,s:e ←llt(Ts:e,s:e)
6: if e < m then
7: Update bottom of block column k:
Lu:nm,s:e = Tu:nm,s:e/Ls:e,s:e
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8: Compute Schur complement T (k):
Tu:nm,u:nm ← Tu:nm,u:nm − Lu:nm,s:eLTu:nm,s:e
9: endif
10: endfor
5. A structured Cholesky algorithm
Let T be a block Toeplitz matrix, whose Cholesky factor L can be computed in a
stable way by Algorithm 2. This section presents a structured Cholesky algorithm to
speed the computation of L, by exploiting the Toeplitz structure of T .
Complex orthogonal Householder transforms [21,22] play a key role in this fac-
torization. They are discussed and we point out some difficulties related to their use.
The main problem comes from the existence of so called isotropic vectors:
x ∈ CN, ‖x‖2 /= 0, xxT = 0.
We then show that the successive Schur complement of T are structured, and thereby
a fast Cholesky process is obtained by translating the Cholesky algorithm into opera-
tions on a low-rank generator. The generalized Schur algorithm is finally described in
Algorithm 3. The present study is largely based on techniques introduced in [11,12]
for the real symmetric case.
5.1. Complex orthogonal transforms
The core step of the method we propose consists of the following: Given a rectan-
gular matrix A ∈ Cm×2m, find a complex orthogonal matrix Q ∈ C2m×2m such that
AQ is lower triangular.
We discuss the available methods to achieve this step. We first recall the definition
of Hermitian Householder transforms, which provide a stable and efficient method
to put A in triangular form by a sequence of Hermitian reflectors. Then, we present
Householder orthogonal transforms, which are adapted from the latter. We point out
the difficulties related to the complex orthogonal case.
5.1.1. Hermitian Householder transforms
Householder transforms are the main tool employed in QR-factorizations, e.g.,
in the LAPACK [23] routines xGEQRF. A Hermitian Householder transform [17] is a
rank-one modification of the identity of the form:
H = I − 2vv
∗
v∗v
, (10)
determined by the knowledge of a vector v.
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Given a vector x ∈ Cn, v ∈ Cn can be computed such that xH = αe1, for some
α ∈ C. Hence, any vector x can be mapped to a multiple of e1 by a unitary transform
H .
5.1.2. Complex orthogonal Householder analogues
Complex orthogonal Householder transforms are defined in a similar way as (10)
except that the conjugate-transpose operations are replaced by transpose operations.
They have been used for the computation of eigenvalues of complex symmetric
matrices [24,21,22]. We also refer to [25] for a presentation as G-reflectors.
An orthogonal transform is defined by:
H = I − 2vv
T
vTv
, (11)
where v ∈ Cn. Moreover, given a vector x ∈ Cn such that xTx /= 0, then it is possible
to compute v ∈ Cn such that Hx = αe1. This vector is defined by:
v = x ± (xTx)1/2e1. (12)
In (12), the sign is chosen equal to the sign of 	(xeT1 ), to avoid cancellation when x
is close to a multiple of e1 [17]. The determination of the complex square root is the
one with positive real part.
5.1.3. Difference between orthogonal and Hermitian cases
It is well-known that Hermitian Householder transforms provide a way to map
any vector x onto the vector e1. This property does not carry over to the orthogonal
case. The difficulty stems from the existence of isotropic vectors, that is x ∈ Cn,
such that xTx = 0 but ‖x‖2 /= 0. Remark that for any orthogonal transform Q ∈ Cn,
we have
QQT = In ⇒ ∀x ∈ Cn, xTx = (Qx)T(Qx).
Hence, it is impossible to find an orthogonal transform Q mapping an isotropic vec-
tor x to the basis vector e1. Strategies to overcome this problem have been proposed
in [24].
Remark 7. In practice, isotropic vectors were not encountered in our experiments.
This seems to indicate that such an event rarely happens with BEM’s matrices. There-
fore, using for instance techniques from [24] is an affordable mean to address this
problem. The reason why isotropic vectors are rare (or absent) in BEM applications
is not clear at the moment.
Note also that an orthogonal Householder transform defined by (11) is not of
unitary norm (contrary to Hermitian Householder transform). Hence, applying a
sequence of complex orthogonal transforms could be an unstable process. In our
applications, it is found to be stable, see Section 8.
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5.2. Schur complementation and generator recursion
We justify that the displacement equation (6) is uniquely solvable: hence its solu-
tion T is characterized in a unique way. Then, Lemma 9 shows that the successive
Schur complements are themselves structured and satisfy the same kind of displace-
ment equations as T .
Lemma 8. Let M ∈ CN×N, with N = nm, be a solution of the homogeneous equa-
tion:
M − Zn,mMZTn,m = 0N. (13)
Then, M = 0N.
Proof. Since (Zn,mMZTn,m)1:m,: = 0m,N and (Zn,mMZTn,m):,1:m = 0N,m, Eq. (13)
implies that M1:m,: = 0m,N and M:,1:m = 0N,m. It follows that M = 0N . 
Lemma 9. Let T be a block Toeplitz matrix, whose Cholesky factor L can be com-
puted in a stable way by Algorithm 2. We set:
T (0) = T .
There exists a sequence of proper generators:
A(k) ∈ C(n−k)m×2m, k ∈ [0 : n − 1],
such that:
∀k ∈ [0 : n − 1], ∇Zn−k (T (k)) = T (k) − Zn−kT (k)ZTn−k = A(k)A(k)T. (14)
Moreover, if L is the lower Cholesky factor of T such that T = LLT, we have:
∀k ∈ [0 : n − 1], Lkm+1:nm,km+1:(k+1)m = A(k):,1:m. (15)
Proof. The proof (by induction) of the Lemma is adapted from the real symmetric
case [16,26]. Therefore, we only give its main lines, insisting on the differences
between the real and the complex case.
The result is clearly true for k = 0.
Assume now that there exists a proper form generator A(k−1) such that T (k−1)
satisfies
T (k−1) − Zn−k+1T (k−1)ZTn−k+1 = A(k−1)A(k−1)
T
. (16)
We first construct a generator A(k) (not necessarily in proper form) of T (k). Then,
this generator is put in proper form by complex orthogonal transforms.
Construction of A(k): Let us partition T (k−1) as
T (k−1) =
(
T11 T
T
21
T21 T22
)
,
where T11 = T (k−1)1:m,1:m.
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By identifying the (1,1) term in (16), we get the Cholesky factor L11 of the first
block T11:
L11 = A(k−1)1:m,1:m.
We define the elimination matrix M by:
M =
(
L−111 0m,(n−k)m
−T12T −111 I(n−k)m
)
and multiply (16) left by M and right by MT. Hence we get:
MT (k−1)MT − (MZn−k+1M−1)(MT (k−1)MT)(MZn−k+1M−1)T
= MA(k−1)(MA(k−1))T. (17)
Using
MZn−k+1M−1 = Zn−k+1M−1 =
(
0m 0
Lm+1:(n−1)m,1:m Zn−k
)
and identifying the (2,2) term, we obtain:
T (k) − Zn−kT (k)ZTn−k = A(k)A(k)
T
,
with
A(k) =
(
A
(k−1)
1:(n−k)m,1:m A
(k−1)
m+1:(n−k+1)m,m+1:2m
)
. (18)
So, T (k) satisfies the same kind of displacement equation as T (k−1), with Zn−k+1
replaced by Zn−k . A symmetric generator of T (k−1) is given by (18), but it is not in
proper form.
Put A(k) in proper form: The last step to complete the proof is to reduce the gener-
ator A(k) in proper form, that is to find a Q ∈ Cα,α such that:
• QQT = I2m,
• (A(k)Q)1:m,1:m is lower triangular,
• (A(k)Q)1:m,m+1:2m = 0m.
A natural candidate for Q is a product of m complex orthogonal Householder trans-
forms. These transforms, discussed in paragraph 5.1.2, are the analogues of the
hyperbolic Householder transforms used by Thirumalai [11] and Kressner [26] in the
real symmetric case. Appropriate recovery techniques should be used to overcome
the occurrence of isotropic vectors. 
5.3. Fast factorization algorithm
The Cholesky algorithm consists of a sequence of block Schur complements. By
Lemmas 9 and 8, the block Schur complement of order k is well-defined as the
solution of the displacement equation:
∇Zn−k (T (k)) = A(k)A(k)
T
.
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Hence, the determination of T (k) can be replaced by the computation of its proper
form generator A(k). Moreover, at each Schur step k, a block column of L, the Chole-
sky factor of T , is constructed. The whole process is described in Algorithm 3.
Algorithm 3. FAST BLOCK CHOLESKY FACTORIZATION
Require: First block-column of T , of size m × nm.
Ensure: Lower Cholesky factor of T , L such that T = LLT.
1: Set up generator A from formula (7).
2: Initialize L from A by L:,1:m = A:,1:m.
3: for k = 2 : n do
4: Determine a generator A(k) for the kth Schur complement, T (k) from
formula:
A(k) =
(
A
(k−1)
1:(n−k)m,1:m A
(k−1)
m+1:(n−k+1)m,m+1:2m
)
.
5: Put A(k) in proper form. Determine Q complex orthogonal such that:
(A(k)Q)1:m,m+1:2m = 0m×m.
Apply Q to the generator: A(k) ← A(k)Q.
6: Store kth column of Cholesky factor L:
L(k−1)m+1:nm,(k−1)m+1:km = A(k):,1:m.
7: endfor
6. Implementation issues
We now detail the implementation of the different steps of Algorithm 3.
6.1. Generator data structure
The generator of T , A, (and hence the sequence of the generators of the successive
Schur complements) is stored in two matrices A1 and A2, one for each block column:
A1, A2 ∈ Cmn×m, A1 ← A :,1:m, A2 ← A :,m+1:2m.
This results in Algorithm 4 to set up the generator (based on formula (7)).
Algorithm 4. SETUP GENERATOR: (A1, A2) = setup_gen(T )
1: A1 = zeros(mn,m), A2 = zeros(mn,m)
2: A1 ← T1:mn,1:m
3: Compute the Cholesky factorization of the first block of A1 in situ:
A11:m,1:m ← llt(A11:m,1:m) {Non fast Cholesky factorization}
4: A1m+1:nm,: = A1m+1:nm,:/A1T1:m,1:m
5: A2m+1:nm,: = iA1m+1:nm,:
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A current generator A(k) of the kth Schur complement is constructed from the
proper generator of the (k − 1)th Schur complement, according to (18). Instead of
copying parts of A1 or A2, we introduce a set of indices, s1, e1, s2, e2 so that
A(k) = (A1s1:e1,: A2s2:e2,:) .
The indexes are computed by s1 = 1, e1 = (n − k + 1)m, s2 = (k − 1)m + 1 and
e2 = nm.
6.2. Reduction step
The core step of Algorithm 3 is the reduction of the generator to proper form. At
step k, the current generator A(k) is defined by:
A(k) = A = (A11:e1,1:m A2s2:e2,1:m) ,
where the matrix A1 is lower triangular. The reduction of the generator consists of
determining and applying m complex orthogonal Householder transforms to the right
of A, to zero the first block of A2. The implementation of Householder transforms
takes into account the sparsity pattern of the generator: the block A1 is already tri-
angular, therefore only m terms need be zeroed on each row. Then, we discuss the
different ways to apply the transforms to the generator. Several blocked variants are
derived, based on techniques developed for real Householder transforms.
6.2.1. Householder transforms
Let us introduce m complex orthogonal Householder transforms:
Hj = I2m − βjxjxTj , j ∈ [1 : m],
where the scalar βj is defined by βj = 2/(xTj xj ), and the Householder vector xj ∈
C2m is determined so that:
(AH1 . . . Hj−1)j,:Hj = αjeTj .
The parametersαj ,βj , and xj definingHj are computed by a call to the hvec function,
described in Algorithm 5. We impose thatxj (j) = 1, hence this term need not be stored.
Taking into account the triangular pattern of A1, the components of xj are given by:
xj (k) =

0 1  k  j − 1,
1 k = j,
0 j + 1  k  m,
x2(k − m) m + 1  k  2m,
where the vector x2 of size m contains the essential part of xj .
Algorithm 5. HOUSEHOLDER VECTOR: (x2, β, α) = hvec(A1, A2, j1, j2)
1: if A2j2,: is already zero then
2: β = 0
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3: else
4: Compute pseudo-norm of Aj,j :2m:
σ = A2j2,:A2Tj2,:
α = (A12j1,j1 + σ)1/2
5: if 	(A1j1,j1) > 0 then
6: z ← A1j1,j1 − α
7: else
8: z ← A1j1,j1 + α
9: α ← −α
10: endif
11: x2 ← A2j2,:/z
12: β ← 2z2/(σ + z2)
13: endif
6.2.2. Sequential update of the generator
Updating the generator A(k) consists of applying m transforms (Hj )j∈[1:m] to A(k)
as:
A(k) ← A(k)H1 . . . Hm.
A straightforward implementation, called sequential, consists of applying each Hj
subsequently to A(k), as shown in Algorithm 6. Step 4 of Algorithm 6, detailed in
Algorithm 7, involves BLAS 2 operations: ZGEMV (matrix-vector multiplication) and
ZGERU (rank-1 update). Computing the fast Cholesky factorization by Algorithm 3
requires approximately 2n2m3 flops, versus (nm)3/6 flops for the classical Cholesky
factorization.
Algorithm 6. SEQUENTIAL REDUCTION: (A1, A2) = seq_reduc(A1, A2, k)
1: for j = 1 : m do
2: Determine Hj :
j1 = j {row index in A1}
j2 = s2 + j − 1 {row index in A2}
(x2, β, α) = hvec(A1, A2, j1, j2)
3: Update A:,j :
A1j1,j1 ← α, A2j2,: ← 0.
4: Update Aj+1:,::
Aj+1: ← Aj+1:Hj .
5: endfor
Algorithm 7. SEQUENTIAL UPDATE: (A1, A2) = seq_update(A1, A2, k)
1: u1 = 1 + j {Start (row) position for update in A1}
2: u2 = s2 + j {Start (row) position for update in A2}
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3: v ← A1u1:e1,j + A2u2:e2,:x2 {ZGEMV}
4: A1u1:e1,j ← A1u1:e1,j − βjv {ZAXPY}
5: A2:,u2:e2 ← A2u2:e2,: − βjvxT2 {ZGERU}
6.2.3. Blocked variants of the update of the generator
In blocked variants, Householder transforms are aggregated before being applied
to the generator. These variants have a slightly higher computational complexity.
But, since they rely on a wider use of BLAS 3 kernels, they achieve better per-
formances on computers with a memory hierarchy. Several aggregation techniques
are presented, respectively adapted from the WY -representation of Bischof and Van
Loan [27], the storage efficient YT Y T-representation of Schreiber and Van Loan
[28], and its modification by Puglisi [29].
The product Qp = H1H2 · · ·Hp of p Householder reflectors defined by
Hj = I2m − βjxjxTj , j ∈ [1 : p],
can be represented as:
Qp = Ip + XpYp WY1-way [27],
Qp = Ip + WpXTp WY2-way [27],
Qp = Ip + XpTpXTp YTY1-way [28],
Qp = Ip + Xp(T −1p )−1XTp YTY2-way [29].
The matrix X ∈ C2m×p stores the Householder vectors. The matrices Yj ∈ Cj×2m
and Wj ∈ C2m×j are updated for j ∈ [1 : p] by:
Y1 = −β1xT1 , Yj =
[
Yj−1Hj
−βjxTj
]
, (19)
and
W1 = −β1x1, Wj = [Wj−1 −βjQj−1xj ]. (20)
The upper triangular matrix Tj ∈ Cj×j is updated for j ∈ [1 : p] by:
T1 = −β1, Tj =
(
Tj−1 −βjTj−1XTj−1xj
01×j−1 −βj
)
. (21)
In the YT Y2-variant, the matrix T −1p (instead of Tp) is computed by
T −1p = triu(−XTpXp), T −1p (i, i) ← T −1p (i, i)/2, i = [1 : p]. (22)
A generic block variant of the reduction of A in proper form is shown in Algo-
rithm 8.
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Algorithm 8. BLOCK REDUCTION: (A1, A2) = block_reduc(A1, A2, k)
Require: p: blocking factor
1: for sb = 1 : p : m do
2: eb = min(sb + p − 1, m) {end position for current block}
3: u1 = eb + 1 {update position for A1}
4: u2 = eb + s2 {update position for A2}
5: peff = min(p,m − sb + 1) {effective size of the block}
6: for j = 1 : peff do
7: j1 = sb + j − 1 {column index for A1}
8: j2 = s2 + sb + j − 2 {column index for A2}
9: Determine Hj :
(X2j,:, β, α) = hvec(A1, A2, j1, j2)
10: Update Aj,::
A1j1,j1 ← α, A2j2,: ← 0.
11: Update current block:(
A1j1+1:eb,: A2j2+1:eb+s2−1,:
) ← (A1j1+1:eb,: A2j2+1:eb+s2−1,:)Hj
12: Aggregate current transform Hj :
aggregate (Hj )
13: endfor
14: Update A1u1:e1,: and A2u2:e2,::
(A1, A2) = block_update(A1, u1, e1, A2, u2, e2)
15: end for
In this algorithm, aggregate and block_update are generic routines. Each
blocked variant corresponds to a specific choice of these routines among the different
available methods. All methods are detailed, as summarized below:
Method Aggregate step Update step
WY1 Alg. 9 Alg. 10
WY2 Alg. 11 Alg. 12
YTY1 Alg. 13 Alg. 14
YTY2 Alg. 15 Alg. 16
Remark 10. The triangular pattern of A1 leads to different sparsity patterns for X,
Y and W , which are all taken into account. Thus, the matrix X ∈ Cp×2m has the
form
X =
 Ip0p,m−p
X2
 .
Its essential part is reduced to the m × p matrix X2. The matrices Y ∈ Cp×2m
and W ∈ C2m×p have the form:
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Y = [Y1 Y2], W =
[
W1
W2
]
,
with Y1 and W1 upper triangular.
Algorithm 9. (Y1, Y2) = wy1_aggregate(Hj , j1, j2) see (19)
1: Y1j,j1 ← −β
2: Y2j,: ← −βX21:m,j
3: if j > 1 then
4: v1:j−1 = −βY21:j−1,1:mX2T1:m,j {ZGEMV}
5: Y11:j−1,j1 ← Y11:j−1,j1 + v1:j−1 {ZAXPY}
6: Y21:j−1,1:m ← Y21:j−1,1:m + v1:j−1X2T1:m,j {ZGERU}
7: end if
Algorithm 10. (A1, A2) = wy1_update(A1, u1, e1, A2, u2, e2,)
1: M = A1u1:e1,sb:eb + A2u2:e2,1:mX21:m,1:peff {ZGEMM}
2: A1u1:e1,sb:eb ← A1u1:e1,sb:eb + M:,1:peffY1Tsb:eb,1:peff {ZTRMM}
3: A2u2:e2,1:m ← A2u2:e2,1:m + M:,1:peffY2T1:m,1:peff {ZGEMM}
Algorithm 11. (W1,W2) = wy2_aggregate(Hj , j1, j2) see (20)
1: W1j1,j = −β
2: W2:,j = −βX2:,j
3: if j > 1 then
4: v1:j−1 = −βX2T1:m,1:j−1X21:m,j {ZGEMV}
5: W1sb:j1−1,j ← W1sb:j1−1,j v1:j−1 {ZTRMV}
6: W2:,j ← W2:,j + W21:m,1:j−1v1:j−1 {ZGEMV}
7: end if
Algorithm 12. (A1, A2) = wy2_update(A1, u1, e1, A2, u2, e2,)
1: M:,1:peff = A1u1:e1,sb:ebW1sb:eb,1:peff {ZTRMM}
2: M:,1:peff = M:,1:peff + A2u2:e2,1:mW21:m,1:peff {ZGEMM}
3: A1u1:e1,sb:eb ← A1u1:e1,sb:eb + M:,1:peff {ZAXPY}
4: A2u2:e2,1:m ← A2u2:e2,1:m + M:,1:peffX2T1:m,1:peff {ZGEMM}
Algorithm 13. (T ) = yty1_aggregate(Hj , j1, j2) see (21)
1: T (j, j) = −β
2: v1:j−1 = −βX2T1:m,1:j−1X21:m,j {ZGEMV}
3: Tj,1:j−1 ← T1:j−1,1:j−1v1:j−1 {ZTRMV}
Algorithm 14. (A1, A2) = yty1_update(A1, u1, e1, A2, u2, e2,)
1: M:,1:peff = A1u1:e1,sb:eb + A2u2:e2,1:mX21:m,1:peff {ZGEMM}
2: M:,1:peff ← M:,1:peffT1;peff,1:peff {ZTRMM}
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3: A1u1:e1,sb:eb ← A1u1:e1,sb:eb + M:,1:peff {ZAXPY}
4: A2u2:e2,1:m ← A2u2:e2,1:m + M:,1:peffX2T1:m,1:peff {ZGEMM}
Algorithm 15. (invT) = yty2_aggregate(Hj , j1, j2) see (22)
1: invT(:, :) ← −triu(I + X2TX2) {ZSYRK}
2: for j = 1 : peff do
3: invT(j, j) ← invT(j, j)/2
4: end for
Algorithm 16. (A1, A2) = yty2_update(A1, u1, e1, A2, u2, e2,)
1: M:,1:peff = A1u1:e1,sb:eb + A2u2:e2,1:mX21:m,1:peff {ZGEMM}
2: M:,1:peff ← M:,1:peff/invT1:peff,1:peff {ZTRMM}
3: A1u1:e1,sb:eb ← A1u1:e1,sb:eb + M:,1:peff {ZAXPY}
4: A2u2:e2,1:m ← A2u2:e2,1:m + M:,1:peff X2T1:m,1:peff {ZGEMM}
7. A fast implicit solver
Fast techniques reduce the complexity of the computation of the Cholesky factor
of T , L, by an order of magnitude. But L is not structured, it does not admit a com-
pact representation and requires full storage in n(n + 1)/2 blocks of size m (versus
linear storage requirements for the n blocks defining T ). An alternate method for the
solution of TX = B avoids the storage of L [12]. Instead of factoring T and then
solving the linear system by a sequence of backward and forward substitutions, we
proceed through n steps of block factorization of an augmented structured matrix.
This method is called implicit in the sense that the Cholesky factor is not explicitly
computed.
7.1. An augmented structured matrix
Lemma 11. Let M ∈ CN×N be an invertible matrix. Solving MX = B for B ∈
CN×Nrhs , is equivalent to computing the Schur complement of M in the augmented
matrix
M ∈ C2n×(n+Nrhs), M =
(
M −B
In 0n×Nrhs
)
.
Proof. The Schur complement of M inM is defined by
0n×Nrhs − InM−1(−B) = M−1B = X. 
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The augmented matrixT corresponding to M = T is the (non-square) matrix:
T =
(
T −B
Inm 0nm×Nrhs
)
(23)
and we have the following Lemma:
Lemma 12. The augmented matrix T is structured with respect to the (non-sym-
metric) displacement operator
∇Zln,Zrn : C2nm×(n+Nrhs)→C2nm×(n+Nrhs)
M →∇Zln,Zrn(M) = M − ZlnMZrn,
where the matrices Zln ∈ Cnm×nm and Zrn ∈ C(nm+Nrhs)×(nm+Nrhs) are given by:
Zln =
(
Zn 0nm,nm
0nm,nm Zn
)
, Zrn =
(
ZTn 0nm,Nrhs
0Nrhs,nm 0Nrhs,Nrhs
)
.
Proof. The displacement rank ofT is given by:
∇Zln,Zrn(T) =
( ∇Zn(T ) −B
∇Zn(Inm) 0
)
.
is estimated by:
rank(∇Zln,Zrn(T))  Nrhs + 2m
andT is structured. 
The displacement ofT admits the following low rank factorization:
∇Zln,Zrn(T) =AB,
where
A ∈ C2nm×(2m+Nrhs), A =
 A −BL−T0 iL−T0
0(n−1)m,m 0(n−1)m,m
0nm,Nrhs
 (24)
and
B ∈ C(2m+Nrhs)×(nm+Nrhs), B =
(
AT 0nm,Nrhs
0Nrhs,nm INrhs
)
(25)
with A and L0 defined in (7).
7.2. Fast block-Schur complementation inT
The fast block-Schur complementation process in T relies on Lemma 14. This
lemma is the analogue forT of Lemma 9 for T . It justifies that the successive block
Schur complements ofT,T(k), k ∈ [0 : n − 1], are structured for the same kind of
displacement operator thanT.
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By analogy to Definition 4, we define a generator in proper form ofT(k).
Definition 13. For k ∈ [0 : n − 1], the pair (A(k),B(k)) is a generator in proper
form ofT(k) if:
• A(k)B(k) = ∇Zln−k,Zrn−k (T
(k)),
• A(k)1:m,m+1: = 0m×(m+Nrhs), B(k)m+1:,1:m = 0(m+Nrhs)×m,
• A(k)1:m,1:m is lower triangular, B(k)1:m,1:m is upper triangular.
Moreover, since T(k) is symmetric, a symmetry condition is imposed on
(A(k),B(k)):
A
(k)
1:(n−k)m,1:2m = B(k)
T
1:2m,1:(n−k)m. (26)
Lemma 14. Let T be a block Toeplitz matrix satisfying the assumptions of Lemma
9. Let us set
T(0) =T.
There exists a sequence of proper generators:
(A(k),B(k)) ∈ C(2n−k)m×2m × C2m×(n−k)m+Nrhs , k ∈ [0 : n − 1],
such that:
∀k ∈ [0 : n − 1], ∇Zln−k,Zrn−k (T
(k))=T(k) − Zln−kT(k)Zrn−k
=A(k)B(k), (27)
where Zln−k and Zrn−k are defined by
Zln−k = Zlkm+1:,km+1:, Zrn−k = Zrkm+1:,km+1:.
Moreover, at each step k, a generator ofT(k) is given by:
A(k) =
(
(Zln−k+1A
(k−1)
:,1:m )m+1:,1:m A
(k−1)
m+1:,m+1:
)
(28)
and
B(k) =
(
(B
(k−1)
1:m,: Zrn−k+1)1:m,m+1:
B
(k−1)
m+1:,m+1:
)
. (29)
The matrix B(k) has the following structure:
B(k) =
(
A(k)T1:(n−k)m,1:2m 02m×Nrhs
0Nrhs×(n−k)m INrhs
)
(30)
Proof. This proof, by induction, imitates the proof of Lemma 9.
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For k = 0, let us set
A(0) =A, B(0) = B,
where (A,B) is defined by (24) and (25). We partition A(0) as:
A(0) =
(
A(0)11 0m A
(0)
13
A(0)21 A
(0)
22 A
(0)
23
)
and B(0) as:
B(0) =
 B
(0)
11 B
(0)
12 0m×Nrhs
0m B(0)22 0m×Nrhs
0Nrhs×m 0Nrhs×(n−1)m INrhs
 ,
where A(0)11 = L0 (resp. B(0)11 = LT0 ) is a triangular lower (resp. upper) block of size
m × m. We introduce the following block Gaussian elimination matrix:
L(0) ∈ C2m+Nrhs×2m+Nrhs , L(0) =
 I2m −A(0)11 −1A(0)130m×Nrhs
0Nrhs×2m INrhs
 .
Then, we set:
A(0)
def= A(0)L(0) =
(
A(0)11 0m 0m×Nrhs
A(0)21 A
(0)
22 A
(0)
23 − A(0)21 A(0)11
−1
A(0)13
)
and
B(0)
def=L(0)−1B(0) =
 B(0)11 B(0)12 A(0)11
−1
A(0)13
0m B(0)22 0m×Nrhs
0Nrhs×m 0Nrhs×(n−1)m INrhs
 .
The pair (A(0),B(0)) is a generator in proper form.
Assume now that there exists a proper form generator (A(k−1),B(k−1)) such that
T(k−1) satisfies (27). We exhibit a generator (A(k),B(k)) of T(k) and we put this
generator in proper form.
Construction of (A(k),B(k)):
The displacement equation satisfied byT(k) is deduced from the equation satis-
fied byT(k−1) and the standard Schur complementation formula. By identification,
this yields the expression of a generator (not in proper form) ofT(k) (28) and (29).
Put (A(k),B(k)) in proper form:
Let us now constructL(k), such that the pair:
(A(k)L(k),L(k)−1B(k)) def=(A(k),B(k)),
is in proper form.
We introduce an orthogonal transform Qk ∈ C2m×2m such that:(
A(k)11 A
(k)
12
)
Qk =
(
A(k+1)11 0m
)
,
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where A(k+1)11 is a lower triangular matrix. This transform Qk is chosen as a product of
m Householder transforms. Then, Qk combined with a Gaussian elimination yields
transformL(k):
L(k) ∈ C2m+Nrhs×2m+Nrhs , L(k) =
 Qk −A(k)11 −1A(k)130m×Nrhs
0Nrhs×2m INrhs
 .
We finally justify (30) by induction. For k = 1, A(1) is constructed by (29):
A(1) =
(
(B
(0)
1:m,:Zrn)1:m,m+1:
B
(0)
m+1:2m+Nrhs,m+1:
)
and it obviously satisfies (30). At step k, we have by definition ofL(k)−1:
B(k) =L(k)−1b(k) =
(QkA(k)1:2m,1:(n−k)m)T A(k)11 −1A(k)130m×Nrhs
0m×Nrhs 0m×Nrhs INrhs

and so B(k+1) defined at step k + 1 by:
B(k+1) =
(
(B
(k)
1:m,:Zrn−k)1:m,m+1:(n−k)m+Nrhs
B
(k)
m+1:2m+Nrhs,m+1:(n−k)m+Nrhs
)
has the form (30). 
7.3. The fast implicit solver
After n − 1 steps of Schur complementation, we obtain a generator in proper form
ofT(n−1), (A(n−1),B(n−1)). The solution of the linear system:
TX = B
is the block Schur complement of order n,T(n), which satisfies the equation:
T(n) = A(n)B(n).
Since B(n) is reduced to:
B(n) =
(
02m×Nrhs
INrhs
)
,
we finally have:
X =T(n) =A(n−1)m+1:nm,2m+1:2m+Nrhs .
The fast implicit solver described by Algorithm 17 is based on Lemma 9, which
allows to perform the n − 1 Schur steps in a fast way.
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Remark 15. A generator is defined mathematically as a pair of matrices (A(k),B(k)).
Nevertheless, B(k) satisfies (30) for all k ∈ [0 : n − 1], and it is deduced by identifi-
cation from A(k). Therefore, from a numerical point of view, B(k) need not and should
not be constructed.
Algorithm 17. FAST IMPLICIT SOLVER: X = imp_solv(T , B)
1: Set up generator (A(0),B(0)) from formulas (24) and (25).
2: Put (A(0),B(0)) in proper form to get (A(0),B(0)).
3: for k = 1 : n − 1 do
4: Build a current generator (A(k),B(k)), i.e., a generator ofT(k).
5: Put (A(k),B(k)) in proper form, to get (A(k),B(k)):
Determine a complex orthogonal matrix Q such that:
(A(k)Q)1:m,m+1:2m = 0m.
Apply Q to the generator: A(k) ← A(k)Q.
Gaussian elimination of A(k)1:m,2m+1:2m+Nrhs .
6: end for
7: Reconstruct X from (A(k−1),B(k−1)).
8. Numerical experiments
We present numerical experiments for the different variants of generalized Schur
algorithms devised in the preceding sections. All variants were implemented in For-
tran 90, compiled using Intel’s Fortran compiler ifc (version 7.1) with -tpp7 -xW
optimization and run on a Pentium 4 XEON based bi-processor running RedHat
Linux 3.2.2-5. The two CPUs have a clock cycle of 3.05 GHz, 2 GB of Ram and a
cache size of 512 KB. We use Intel’s optimized implementation of BLAS, the Math
Kernel Library. All experiments were performed in double precision arithmetic, with
matrices generated by the BEM-based code transdper [4].
We investigate the behavior of the different options:
• blocked/unblocked methods,
• with/without assembling the Cholesky factor,
both in terms of accuracy and execution time. Throughout this section, we adopt the
following naming scheme:
• no_struct: non-structured Cholesky method,
• seq: structured factorization with non-blocked Householder transforms,
• wy1, wy2, yty1, yty2: structured, factorization with blocked Householder trans-
forms, for the corresponding block schemes,
• exp, imp: explicit, implicit solver.
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8.1. Cholesky factorization
We assess the accuracy of the structured Cholesky factorization and compare it with
the classical method. Then, we show the time gain when a structured method is used.
8.1.1. Accuracy
In Table 1, we compute the relative factorization residual:
‖T − LLT‖F
‖T ‖F .
The blocking factor for the blocked methods is taken equal to the size of the Toeplitz
blocks m.
The different structured methods show a comparable accuracy: the accuracy does
not depend on the blocking method. The non-structured factorization gives a signifi-
cantly more accurate result than the structured methods. This observation confirms
the accuracy results obtained by Kressner [26] for the real case.
8.1.2. Execution time
The execution time for the Cholesky factorization versus the number of blocks
n in the matrix T is shown in Fig. 1 for three methods. The structured methods are
clearly faster and the logarithmic scale emphasizes their lower complexity. Fig. 2
shows the time gain obtained with the structured methods seq and yty2 versus the
non-structured method. The time gain is defined as:
Tstruct
Tno_struct
, struct ∈ {seq, yty2}.
We observe a significant speed up of the factorization with structured methods:
up to 70% with yty2. The gain increases with n, due to the lower complexity of
structured methods. Fig. 3 shows the effects of blocking, by comparing the different
structured methods. For each size of problem n, we define the time gain as the ratio:
Tblock(n)
Tseq(n)
, block ∈ {seq, wy1, wy2, yty1, yty2}.
Table 1
Relative residual for the Cholesky factorization of Tn,m
m = 20 m = 20 m = 20
n = 50 n = 100 n = 200
no_struct 3.8×10−15 5.1×10−15 6.7×10−15
seq 2.9×10−13 8.1×10−13 1.9×10−12
wy1 2.9×10−13 6.2×10−13 1.5×10−12
wy2 1.9×10−13 5.2×10−13 1.3×10−12
yty1 2.1×10−13 5.4×10−13 1.4×10−12
yty2 7.8×10−14 2.4×10−13 5.6×10−13
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Fig. 1. Running time for the factorization, versus n, logarithmic scale.
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Fig. 2. Structured/non-structured factorization: Tstruct(n)
Tno_struct(n)
versus n.
The use of a blocked method improves the time performance. Moreover, the gain
grows with the size n of the problem: thus, for n = 300, a 20–30% gain is achieved.
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Fig. 3. Comparison of structured methods: Tblock(n)
Tseq(n)
versus n.
8.2. Solution of a linear system: explicit/implicit methods
The solution X of
TX = B (31)
may be computed via:
• an explicit method: Cholesky factorization of T , followed by forward/backward
substitutions,
• an implicit method: factorization of the augmented matrixT (Algorithm 17).
We first compare the accuracy of these methods and then study their time perfor-
mance.
8.2.1. Accuracy
Let X be a random vector. For B = TX, X is the exact solution of (31). We denote
by X̂ the computed solution. Table 2 shows the relative forward error:
‖X − X̂‖2
‖X‖2
for different methods and problem sizes. The accuracy of the structured methods
is reasonable, though inferior to the non-structured method. Explicit and implicit
solvers show the same accuracy.
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Table 2
Relative forward error for the solution of TX = B
m = 20 m = 20 m = 20
n = 100 n = 200 n = 300
no_struct 2.2×10−13 4.7×10−13 9.3×10−13
Explicit seq 8.8×10−13 2.5×10−12 4.3×10−12
wy1 7.5×10−13 2.1×10−12 3.6×10−12
yty2 5.3×10−13 1.4×10−12 2.5×10−12
Implicit seq 6.8×10−13 1.5×10−12 3.2×10−12
wy1 6.1×10−13 1.2×10−12 2.6×10−12
yty2 4.3×10−13 8.6×10−13 1.9×10−12
8.2.2. Execution times
Fig. 4 compares the execution time for the solution of (31) by the explicit (exp)
and the implicit(imp) solvers, for the seq and the yty2 variants. The implicit solver is
always slower than the explicit one, for the same problems. But, this comparison only
holds for problems of small size. We have chosen matrices for which the computation
runs entirely in memory. For these small problem sizes, an explicit solver is more
efficient.
The superiority of the implicit solver lays in its low memory requirement: 2nm2
versus n(n + 1)m2/2 for the explicit solver. Hence, it is the only method able to
solve in-core large structured systems. Execution time for different variants of the
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Fig. 4. Execution time for the explicit/implicit solver.
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Fig. 5. Execution time, implicit solver.
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Fig. 6. Comparison of structured implicit solvers: n → Tblock(n)
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.
implicit solver are shown on Fig. 5. Fig. 6 compares the different blocked variants to
the sequential variant by plotting the time gain:
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Tblock(n)
Tseq(n)
, block ∈ {seq, wy1, wy2, yty1, yty2}.
One observes that using a blocked variant results in a significant time gain: up to
50%.
9. Conclusions
We proposed fast algorithms for the solution of dense complex symmetric block
Toeplitz systems. These linear systems arise for instance in the analysis of electro-
magnetic radiation and scattering problems by boundary element methods. Memory
and CPU-time requirements by classical direct (Cholesky) method are quite high.
Therefore, exploiting the structure of the matrix, when it exists due to a periodic
geometry, is very attractive. Our numerical experiments demonstrate the efficiency
of fast algorithms both in terms of accuracy and run time for several matrices issued
from the discretization of boundary integral equations. Moreover, we believe that
Algorithm 17 is particularly interesting, since it avoids an explicit assembly of the
Cholesky factor, and thereby demands less memory space. Therefore, using this algo-
rithm for the numerical solution of the discretized BEM problems both allows to
consider problems of larger size and to speed up their solution. We also pointed out
that blocked algorithms should be preferred since they are significantly faster than
the unblocked variants.
Some open questions remain to be addressed and the properties of BEM matrices
require further understanding. The stability of the classical Cholesky process will be
investigated. The (non)-occurrence of isotropic vectors during the generalized Schur
process and its potential relation with BEM properties should also be studied.
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