We introduce an approach for the detection of approximately rectangular structures in gray scale images. Our research is motivated by the Silvretta Historica project that aims at automated detection of remains of livestock enclosures in remotely sensed images of alpine regions. The approach allows detection of enclosures with linear sides of various sizes and proportions. It is robust to incomplete or fragmented rectangles and tolerates deviations from a perfect rectangular shape. Morphological operators are used to extract linear features. They are grouped into parameterized linear segments by means of a local Hough transform. To identify appropriate configurations of linear segments we define convexity and angle constraints. Configurations meeting these constraints are rated by a proposed rectangularity measure that discards overly fragmented configurations and configurations with more than one side completely missing. The search for appropriate configurations is efficiently performed on a graph. Its nodes represent linear segments and edges encode the above constraints. We tested our approach on a set of aerial and GeoEye-1 satellite images of 0.5m resolution that contain ruined livestock enclosures of approximately rectangular shape. The approach showed encouraging results in finding configurations of linear segments originating from the objects of our interest.
INTRODUCTION
We present an approach for finding rectangular structures in gray scale images. The rectangular structures are of various sizes and proportions, they may be fragmented and may have one side completely missing. This work was motivated by an archaeological project that aims at automated detection of livestock enclosures occurring in Alpine regions, see Ref. 1, 2. These structures are usually built of linear walls that form an approximately rectangular enclosure. Unfortunately, the structures of archaeological interest are usually ruined and appear at very low contrasts in remotely sensed images, such as the satellite or aerial images of 0.5m resolution used in our project. At such a resolution, the width of the structure walls usually does not exceed two pixels. Detection of such faint structures in a complex terrain, which is characterized by various irrelevant structures and textures having much higher contrasts, is a very challenging task.
Detection of rectangular structures was previously addressed in different contexts. Here we will not give an exhaustive review of these approaches, but only mention several representative examples, some of which are related to our approach. Many methods were proposed for detection of rectangular buildings in remotely sensed images. In Ref. 3 , the authors use geometric and projective constraints for generating building hypotheses from lines. The lines were extracted be means of an edge detector followed by linking and line approximation. The process of hypotheses generation involved time expensive reasoning. The hypotheses were further verified using 3D cues. Markov Random Fields (MRF) were used in Ref. 4 to delineate buildings. Spatial dependencies were specified in a probabilistic framework using the MRF model. An energy function associated with the MRF was minimized resulting in the appropriate grouping of lines. False contours and contours that were missed were not discussed, and run times were not reported in this work. In Ref. 5 , a search on a directed graph was used to generate building hypotheses. Line approximations of linked edges served as nodes of a graph, while values of graph edges encoded line relations. A search for closed loops in the graph accompanied by an additional extensive set of rules was used to generate building hypotheses. A subsequent hypothesis validation was based on 3D cues and existence of shadows. Our approach is similar to Ref. 5 in the sense that it uses graph nodes to represent lines and line relations are represented by graph edges. In our approach, however, we use undirected graph with non-weighted edges and the search is performed for maximal cliques. We also use a very simple reasoning based on only two rules (angle and convexity rules), which contributes to relatively small computing times of our approach. In contrast to the building detection methods, our approach does not require edge linking and line approximations with identification of the end points. This makes our approach more robust to clutter and small changes in appearance of linear features. Thus, we also avoid heuristics inherent to such stages. The building detection methods described above are hardly applicable to our task because in contrast to livestock enclosures, buildings are very distinct features. Moreover, walls of livestock enclosures are very low, may be highly fragmented, or even completely ruined. 3D cues are not available and shadows frequently do not exist or are very weak.
The Hough transform is known as a robust technique for detection of lines (or other parameterized shapes) in cluttered environments. In Ref. 6, the Hough transform was proposed for the detection of two sets of perpendicular lines in the context of rooftop polygon extraction. A general approach for detection of rectangular contours based on the Hough transform was developed in Ref. 7 . In our approach, we also use the Hough transform for grouping of aligned ridge features. The authors of Ref. 7 suggest to compute a local Hough transform using a sliding window. A set of simple constraints on peaks in the Hough plane was designed to search for two orthogonal pairs of parallel lines. These constraints restrict opposite lines to be symmetric relative to the central point of a local window and to be of the similar length. In many practical applications, however, including the detection of livestock enclosures, such a basic approach with very strict rules fails to detect fragmented or incomplete structures. It may also detect line configurations that cannot form a rectangular contour. This is prevented in our approach by adding a convexity constraint. Furthermore, we do not restrict the number of sides of an enclosure to be exactly four, thus allowing incomplete rectangles and polygons with angles around either 90 or 180 degrees. Another disadvantage of the Hough based method in Ref. 7 is that the computation of the local Hough transform at each image pixel is time consuming. Though in our approach we also use local windows, we place them at carefully chosen sparse candidate points.
OVERVIEW
In our approach, we use a graph representation that encodes linear segments and their spatial relations. We suggest convexity and angle constraints applied to linear segments to identify appropriate configurations of linear segments. Such configurations, represented by graph subsets, are found by an efficient search on the graph. Nodes of the graph correspond to the linear segments and its edges encode the angle and convexity constraints described in Sec. 6. Appropriate configurations, later also termed valid configurations, are further ranked by a new rectangularity measure that emphasizes rectangular structures with at least three sides. These sides may be fragmented or incomplete. A configuration with the highest rectangularity measure is found among maximal cliques of the graph.
The block diagram of our approach is shown in Fig. 1 . Blocks 4 and 5, which are central in our approach, describe novel approaches shortly summarized above. This is described in detail in Sec. 6. The flow includes the first block that generates a binary image of ridge points belonging to linear ridge features of some minimal length. The groups of aligned ridge points are further represented by parameterized linear segments in the third block (see Sec. 5). Parameters of linear segments are found in the Hough plane. The goal of the second block is to determine sparse candidate points that may be centers of configurations of linear segments possibly originating from enclosures we are looking for. In Sec. 4 we suggest a simple and fast technique that calculates the candidate points and an approximate size of a corresponding structure. The central part of our approach is represented by the forth and fifth blocks that process linear segments around each candidate point determined in the second block. As a result, each candidate point receives the rectangularity score of an optimal configuration of linear segments in the region centered at this point. Optimal configurations with the highest rectangularity measure are efficiently searched on the graph. The final map of rectangularity scores serves us as the likelihood map of existence of rectangular enclosures. 
EXTRACTION OF RIDGE POINTS
In this section we present our methodology for extraction of linear ridge features from an original gray tone image. This corresponds to the first block of the diagram in Fig. 1 Walls of livestock enclosures usually appear brighter than the background. On the other hand, shadows of walls may exist, and they usually appear at higher contrast than the walls themselves. To be sensitive to both the wall and its shadow, we apply the above technique twice for bright and dark ridge features. The latter are also called valley features. The technique in Ref. 8 also allows assignment of an orientation angle to each extracted ridge point. This angle is defined as an orientation at which an opening with a linear structuring element yields a maximum value. The second column of Fig. 4 shows examples of resulting binary maps when this technique was applied to images that contain livestock enclosures. The minimal length parameter (the length of the linear structuring element of the composite opening) was set to 15 pixels. The size of a square structuring element for the Top-Hat operator was set to 5 pixels, while the sizes of two square structuring elements for the MFC operator were set to 5 and 10 pixels.
LOCALIZATION OF CANDIDATE POINTS
In Sec. 6 we describe an approach that analyzes configurations of linear segments (see Sec. 5) within an image window centered at different points of the image. As a result, the center points will receive a value proportional to the likelihood of the existence of a rectangular enclosure in the correspondent window. There is no need to analyze image patches around each point in the image, because patches at neighboring locations contain the same linear segments. Such an analysis is also very time consuming. We have therefore developed a simple and fast procedure that identifies sparse points, around which configurations of linear segments should be further analyzed. We call these points candidate points. The size of a local analyzing window centered at candidate points, which is used in blocks 3, 4, 5 of the diagram in Fig. 1 , is determined adaptively as described below.
After a binary image of ridge features is generated, we perform thinning of the image complement. This produces one pixel wide skeleton lines equally distant from the ridge features. A thinning algorithm described in Ref. 10 is used for this purpose. We sample the skeleton in order to get sparsely distributed candidate points. The sampling is performed as follows. Given a map of skeleton points, we visit them in row-wise order from left to right and top to bottom. Having visited a particular point of a skeleton we remove not yet scanned skeleton points in the neighborhood defined by the distance ∆d as illustrated in Fig. 2 . We use a variable ∆d proportional to the size of analyzing window determined at each candidate point adaptively as elaborated in the following paragraph.
Along with the skeleton we compute the distance transform of the binary map of ridge features. The distance transform assigns to each pixel the distance to the nearest point in the input binary image. We use the values of the distance transform at candidate points to determine an adaptive size of an analyzing window. Particularly, we use a circular analyzing window of a radius equal 1.6D, where D is a value of the distance transform at a corresponding candidate point * . Thus, the size of the analyzing window is proportional to the size of potential structures. To keep the number of sampled candidate points in an analyzing window of varying size approximatively constant, we sample the skeleton with variable ∆d. For each point of the skeleton the sampling distance ∆d is computed as ∆d = 2D/n sp , where n sp is a constant value that determines the number of samples within an analyzing window.
Given dark and bright ridge features, we compute two images of skeleton lines and two correspondent distance transforms † . To generate a single map of candidate points the union of two skeletons could be used. However, points common to both skeletons may exist with the two associated distance values from two distance transforms. This problem of the equivocal distance can be avoided using sampled skeletons. The skeleton computed from the dark ridge features is sampled first. Then, points of the second skeleton (computed from the bright ridge features) that are common to the sampled first skeleton are removed. Finally, the remaining points of the second skeleton are sampled. The resulting sampled skeletons that do not have common points are combined. This strategy allows an unequivocal assignment of the distance values from the two distance transforms to points of the combined sampled skeleton. The third column of Fig. 4 gives examples of generated candidate points (in red) computed for n sp = 6. We use this value for all the experiments shown in Sec. 7. Skeleton points with the doubled distance values smaller or greater than predefined minimal and maximal sizes of structures, respectively, are removed. In our experiments in Sec. 7, the minimal and maximal distances between parallel walls of an enclosure were set to 10 and 90 pixels, respectively.
Since the thinning and distance transform algorithms are very fast, Ref. 10, 11, our approach for localization of candidates points is time efficient. Note that skeleton lines may also be computed from the distance transform by means of localization of its ridges, see for example Ref. 12,13. However, we have found that such an approach may miss some skeleton points, because these points are not always the local maxima of the distance transform and not always the local maxima in the direction of a gradient of the distance transform.
LINEAR SEGMENTS
In this section we present our methodology for parametrization of linear segments given an image of ridge points extracted in the first block of the diagram in Fig. 1 . We represent a group of aligned ridge points by a triple of * If we consider a candidate point at a rectangle center, the radius R of the analyzing window should be taken equal to halve of the length of the rectangle diagonal to include all the points of the rectangle. The distance from the candidate point to the closest side of the rectangle equals D known from the distance transform. Therefore, the radius R of the analyzing window supports detection of rectangular structures roughly up to an aspect ratio of a rectangle equal to √ ( R D ) 2 − 1. † Using a single combined map of dark and bright ridge features may result in inappropriately biased skeleton, because dark and bright features frequently belong to different structures.
parameters (θ, r, l) found by means of a local Hough transform centered at candidate points. The size of local analyzing windows is adaptive and determined as described in Sec. 4. We use the Hough transform in the form introduced in Ref. 14, where a line is defined by the orientation θ of the normal and a distance r from the origin r = x cos θ + y sin θ.
(1)
A peak in the (θ, r) plane, also called Hough plane, corresponds to a linear segment S, which can also be fragmented as shown in Fig. 3(a) . The parameter l in the triple (θ, r, l) is the number of points that belong to the linear segment and is computed as the height of the correspondent peak in the Hough plane. The peaks are found as regional maxima in the Hough plane that was discretized with ∆θ = 3 degrees and ∆r = 1 pixel. To better relate the parameter l to the length and avoid its dependence on the width of the extracted ridge features, we perform their thinning (see Ref. 10) prior to clustering in a Hough plane. The thinning reduces the width of all structures to one pixel.
Since
FINDING RECTANGULAR PATTERNS
We first describe the principles of our approach, which later in Sec. 6.1 and in Sec. 6.2 will be worked out in detail. The linear segments extracted in Sec. 5 are used as basic primitives. Our approach for detection of rectangular enclosures is based on finding valid configurations (subsets) of linear segments around a candidate point. These configurations are further scored in a way such that configurations likely to originate from a rectangular enclosure obtain a higher score. We impose two constraints on linear segments of a valid configuration:
1. Linear segments of every pair are either approximately parallel or perpendicular to each other.
2. Extension of all linear segments can form a nearly convex contour. Given a candidate point around which we look for a valid configuration, the second constraint can be ensured by pair-wise relations between linear segments. The pair-wise relations are detailed in Sec. 6.1.
A valid configuration models not only perfect rectangles or their parts, but also convex polygons (or their parts) with angles around either 90 or 180 degrees. Livestock enclosures of our interest are frequently better modeled by such polygons than by perfect rectangles. To find valid configurations near a particular candidate point, we build a graph with nodes that correspond to linear segments. Each node is attributed by three parameters θ, r, and l, where θ is the segment orientation, |r| is the distance from the candidate point to the line on which the segment lies, and l is the number of points of the segment. An edge between two nodes of a graph is set if the pair of correspondent linear segments satisfies the first and ensures the second constraint mentioned above. Valid configurations of linear segments correspond to cliques ‡ of this graph.
We denote linear segments by S and call a set of linear segments S i with similar r Si and θ Si a linear structure L with a characteristic θ L and r L , see Fig. 3(a) . Due to the constraints mentioned above, a valid configuration will have at most two characteristic orientations θ L that differ approximately by 90 degrees. For each θ L there may be at most two characteristic r L . Thus, at most four characteristic pairs of (θ L , r L ) are possible that correspond to four linear structures enclosing the given candidate point. Valid configurations may correspond, ‡ A clique is a subgraph that is fully connected, i.e. each node of the subgraph is connected to all other nodes of this subgraph. for example, to a single linear structure, a pair of perpendicular or parallel structures, three linear structures in a Π-form as illustrated in Fig. 3(a) , or four linear structures arranged in a rectangle.
To identify valid configurations that are likely to correspond to a rectangular enclosure, we propose a rectangularity measure that prefers Π-structures as described in detail in Sec. 6.2. This measure suppresses configurations coming from a single or a pair of linear structures, thus allowing only three or four sided configurations of linear structures. The proposed rectangularity measure is proportional to the size l of each of the linear segments of a valid configuration. This property allows us to search only maximal cliques § of the graph, which keeps the number of times the rectangularity measure is computed small.
Valid configurations
To ensure the convexity of a configuration of linear segments, it is sufficient to require that a half plane generated by each segment includes all other segments of the configuration. Additionally, we require that all these half planes contain a single reference point that is, in our case, a candidate point around which we search for a rectangular structure. Actually, we show that pair-wise only constraints suffice to verify the convexity of a configuration that contains the given reference point. We denote the set of linear segments S k under consideration by C = {S 1 , S 2 , ..., S N }, which we also call a configuration. We assume that linear segments S k were already extracted and their attributes θ S k , r S k , and l S k are known. θ S k is the orientation angle in degrees, |r S k | is the distance from the reference point to the line induced by S k , and l S k is the size of the linear segment defined as the number of points in the set S k . We use the following parametrization θ ∈ [0, 180), r ∈ (−∞, ∞), which defines any line in a plane. The length of a projection of
which is illustrated in Fig. 3(b) . Now we introduce a function T , which takes linear segments as arguments
where
and that measures the relative of number of points in segment S j that are behind the segment S k . These points, marked by an ellipse in Fig. 3(b) , are lying behind the segment S j relative to the given reference point p 0 . Note
. Now, we define the notion of a t-convex configuration, which is an approximately convex configuration, whose convexity can be controlled by the parameter t.
Definition 1.
Let a configuration C = {S i , i = 1, .., N }, a reference point p 0 , and a convexity tolerance t ≥ 0 be given. If for all pairs j, k = 1, .., N with j ̸ = k both T (S k , S j ) ≤ t and T (S j , S k ) ≤ t hold, then C is a t-convex configuration, denoted by C t .
t-convexity is ensured by pair-wise relations only. It defines the second constraint stated in the beginning of Sec. 6. To be a valid configuration the first constraint needs to be satisfied additionally. This requirement is that angles between linear segments of a t-convex configuration are restricted to be close to either 0 or 90 degrees. Let us define the angle difference between orientations of two segments S k , S j as
Note that 0 ≤ ∆θ k,j ≤ 90.
Definition 2. If for all pairs
For shortness, we will frequently omit the indices t and α, only mentioning that C is a valid configuration.
As was noted in Sec. 6, we build a graph with linear segments S as nodes. Given convexity and angle tolerances, t and α, an edge between a pair of nodes S k and S j is set if both of the following two conditions hold:
We will denote such a graph G t,α .
Proposition 1.
The cliques of a graph G t,α correspond to (t,α)-valid configurations of linear segments.
Proposition 1 directly follows from graph construction and Definitions 1 and 2. Once a graph G t,α is constructed, the coordinates of the points of the linear segments are no longer required. Only three parameters θ, r, l are kept for each node.
Rectangularity measure
For a valid configuration C = {S k } the joint distribution of (θ S k , r S k ) is clustered around at up to four parametric pairs (θ, r), each of which corresponds to a particular linear structure L i of the configuration. This allows us partitioning a valid configuration C into its four linear structures L i . We propose the following measure of rectangularity of a valid configuration C with partitioning
where l Li is the total number of pixels in all segments S j of a linear structure
., 4 of the partitioning can be empty sets with corresponding l Li = 0. The proposed measure RM has a non-zero value only for configurations with at least three linear structures and it monotonically increases with the size of linear segments. Therefore, it has larger values for configurations of larger size. We use a normalized version of rectangularity measure to be invariant to the size of rectangular structures, which is elaborated later in this section. The rectangularity measure has another important increasing property: 
Given an input set I of linear segments around a candidate point, we are interested in finding the maximal rectangularity measure E over the set of all possible valid configurations Ω(I), E(I) = max
C∈Ω(I)
RM (C). The maximal rectangularity E will serve us as a measure of evidence of a rectangular enclosure we are looking for. Due to the increasing property of the rectangularity measure we need to check only maximal valid configurations Ω max ⊆ Ω that are not contained in larger configurations, i.e.
E(I) = max
C∈Ωmax RM (C).
Maximal valid configurations correspond to maximal cliques of the graph introduced in the beginning of Sec. 6. Thus, we consider only maximal cliques of the graph nodes, whose length attributes l are used for computation of rectangularity measures. This considerably lowers the number of times we need to compute Eq. (4). To find maximal cliques of the graph, we use an efficient algorithm introduced in Ref. 19 .
The rectangularity measure in Eq. (4) can be cubic in the size of a structure. To be invariant to structure size, we normalize the rectangularity measure by the cubed linear size D (the distance transform at the candidate point) of the structure that was estimated for each candidate point in Sec. 4. Thus, for each candidate point we use E(I)/D 3 as the likelihood of existence of rectangular enclosures. Normalization can be also performed in a different way, for example using the values r Li,i=1,..,4 of linear structures of an optimal configuration instead of the distance transform D. Rectangularity measure is computed for all valid configurations located around candidate points, which is represented by the fifth block in the flow shown in Fig. 1. 
EXPERIMENTS
In this section, we illustrate the application of our method to the detection of remains of approximately rectangular enclosures in remotely sensed images. We used Swiss Topo aerial images and panchromatic images captured by the GeoEye1 satellite. Both types of images are at 0.5m resolution. For our experiments, we cropped 600x600 subimages of alpine environment that contain some known remains of livestock enclosures. Walls of enclosures are partially or completely ruined and have low contrasts relative to nearby irrelevant structures and to texture background. Linear segments corresponding to walls of enclosures usually have no more than two pixels width. These factors make detection of livestock enclosures a very challenging task. Examples of livestock enclosures are shown in the left column in Fig. 4 . The extracted bright and dark (shadow) ridge features are shown in the second column. The third column shows extracted candidate points (in red). The candidate points were adaptively sampled from a skeleton as described in Sec. 4. In the forth column, we show candidate points with non-zero rectangularity measure computed for valid configurations of linear segments. Valid configurations C t,α were determined with tolerances t = 0.9 for the convexity and α = 20
• for the angle. Comparing the third and forth columns of Fig. 4 , we can see that lots of candidate points were suppressed since the rectangularity measure has a zero value for valid configurations with less than three linear structures L. The normalized maximal rectangularity measure E/D 3 (see Sec. 6.2 for details) was computed for all candidate points and used to build the likelihood map shown in the last column of Fig. 4 . For each candidate point the normalized maximal rectangularity measure was visualized by a disk color encoded in accordance with the color bar shown in the right of the figure. Note that the color scale is different for each image.
As expected, high likelihood values were generated at positions of known livestock enclosures. Moreover, enclosures far from being rectangular may also be detected as illustrated in the forth row. This is due to the fact that the part of this particular enclosure can be modeled by an approximate rectangle or a polygon with nearly parallel and perpendicular sides. Note, however, that the correspondent likelihood is much lower than for rectangular enclosures in other images. We point out that likelihood values do not depend on illumination conditions and contrast ¶ of enclosures, but only on their geometry and their completeness.
Though our approach shows a good potential in detection of livestock enclosures, additional post-validation is required to reduce false detections. The examples in Fig. 4 illustrate the nature of false detections that may be generated. False detections mostly stem from trails, streams or random arrangements of large stones. Our method may generate considerably larger number of false detections in textured areas such as urban or forest areas in remotely sensed images. Therefore, a preprocessing step is required to exclude such areas from the search. See Ref. 9 for an example of such a preprocessing approach. ¶ Of course, walls of an enclosure should be of some minimal contrast to be detected. However, the contrast levels above the minimal contrast are not important. The experiments were carried out using Matlab on a machine with an Intel Core 2 2.83GHz. processor. On average it took 10 seconds to process each of the 600x600 images including all stages shown in Fig. 1 . Note that the processing time of the last three blocks that are the most time consuming blocks in the diagram in Fig. 1 is proportional to the number of candidate points. Thus, the overall computing time is roughly proportional to the sampling constant n sp . For example, halving n sp to 3 reduced the computing time from 10 to 6.5 seconds. We did not, however, analyze the influence of the choice n sp on the detection performance.
CONCLUSION
We have introduced a graph based search for structures of approximately rectangular shape in remotely sensed images. Linear features and their orientations were extracted by means of morphological operators. These were further grouped into linear segments using a local Hough transform. Peaks in the Hough plane correspond to linear segments allowing for gaps between aligned linear features. Each linear segment is attributed by a triple of parameters (θ, r, l) extracted in the Hough plane. A graph is constructed with nodes corresponding to linear segments and with edges encoding spatial constraints between linear segments. An edge between two nodes is given if a corresponding pair of linear segments obeys convexity and angle constraints. Geometrically valid configurations correspond to cliques of the graph. We suggest a rectangularity measure that scores valid configurations of linear segments. Due to the property of the rectangularity measure optimal configurations with the highest score correspond to maximal cliques. This reduces the search space of valid configurations to maximal cliques only. The highest rectangularity score at each candidate point is used as an evidence of approximately rectangular structures. Our approach allows detection of fragmented or incomplete rectangular structures, even if one side is completely missing. It tolerates broken sides, parts of which may be disconnected meeting at angles close to 180 degrees.
Our experiments showed good potential in the detection of livestock enclosures. However, false detections are inevitably generated by our approach that relies only on extracted linear structures and their geometrical relations. False detections may be reduced using other, non-geometrical, features. These, for example, may be spectral properties of regions enclosed by detected configurations of linear segments. We also plan to investigate more general rectangularity measures RM (C) (depending on all the three parameters θ, r, l of linear structures L) that can be learned from the available data. Unfortunately, only a few positive examples of livestock enclosures are currently available ∥ . On the other hand, there are lots of negative examples available, and we can tolerate relatively high false positive rates. This will guide us to methodologies that allow learning from few examples and are tuned to high sensitivity rates on the expense of false positive rate. False positive rates, however, should be reduced to the lowest possible levels still allowing constrained high sensitivity. Within this framework, we also plan to test the usefulness of various means for artificial generation of positive examples.
