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Resumen. En el presente trabajo se da una breve explicación de la técnica de optimización por cúmulo 
de partículas para ser implementada como parte de la búsqueda del estado óptimo de consumo de un 
conjunto de dispositivos. Los dispositivos de uso doméstico, en conjunto, permiten caracterizar el 
consumo eléctrico de una casa habitación a través del comportamiento de uso. Cada uno de los 
dispositivos presenta un comportamiento de consumo. El objetivo de la optimización se refleja en la 
función objetivo, la cual es definida de acuerdo con el propósito general de implementación. Los datos 
de consumo de los dispositivos eléctricos son almacenados en vectores de consumo-hora, donde cada 
una de las posiciones corresponde al consumo generado por un dispositivo en una hora determinada. 
Cada uno de los vectores es usado por la heurística como un vector de referencia durante la búsqueda 
para encontrar el vector que cumple con la función objetivo. 
Palabras clave: Consumo eléctrico, Optimización del consumo, Cúmulo de partículas, Perfil de uso, 
Perfil de consumo. 
Abstract. This paper gives a brief explanation of the particle swarm optimization technique, which is 
given to be implemented to look for the optimal state of consumption from a set of household 
appliances. The household appliances allow characterizing the electrical consumption of a dwelling 
house through use behavior. Every household appliance shows a behavior consumption. The goal 
optimization objective is seen as the objective function defined according to the general implementation 
purpose. The consumption data of household appliances are stored in hourly consumption vectors, 
where everyone's position corresponds to the consumption generated by a household appliance in each 
hour. The heuristics use each of the vectors as a reference vector during the search to find the vector 
that fulfills the objective function. 
Keywords: Electrical consumption, Optimized consumption, Particle swarm optimization, User 
behavior, Consumption behavior. 
Tipo de artículo: Artículo de investigación. 
1   Introducción 
En años recientes ha sido objeto de estudio el desarrollo de sistemas que ayuden de manera controlada la 
manera en la cual se lleva a cabo el consumo eléctrico en casas-habitación (Blecic et al., 2007; Chen et al., 
2017; Huang et al., 2015; Sun et al., 2017; Tan et al., 2012). El objetivo primario del control del consumo 
eléctrico de una casa-habitación está relacionado con la optimización del consumo eléctrico y se enfoca en 
reducir el consumo de manera que no se vea alterado el perfil del usuario con respecto al uso de los 
dispositivos (Muhammad Mohsin et al., 2018; Yao et al., 2016; Zhou et al., 2016). 
El consumo eléctrico total de una casa es la suma del consumo hora-watts de cada uno de los dispositivos 
que conforman la infraestructura de dispositivos domésticos. Cualquier dispositivo eléctrico requiere de 
estar conectado a una fuente de alimentación, ya sea porque para poder funcionar debe de estar conectado 
o que para poder operar tenga la suficiente carga. 
Para el análisis de los datos de consumo hora-watts de los dispositivos, estos de consumo se agrupan en 
un vector-hora (Adika & Wang, 2014; Lotfi et al., 2017; Nadeem et al., 2018) y se construyen un vector 
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para cada hora del día. Los vectores de consumo-hora son usados por la técnica metaheurística de 
optimización de cúmulo de partículas (PSO), la cual busca el consumo óptimo de cada uno de los 
dispositivos de una hora (𝑡), para compararlo con el vector de datos de consumo óptimo que se ha 
encontrado usando la función objetivo (minimización del consumo) en el espacio de búsqueda. 
La presentación de este artículo se organiza de la siguiente manera. En la sección 2 se justifica la 
selección del algoritmo bioinspirado PSO como técnica de búsqueda de optimización del consumo eléctrico 
a través de la literatura que trata acerca de su convergencia y del porqué es uno de los algoritmos más 
usados. La descripción del algoritmo y de las partes que la componen se dan en la sección 3. En la sección 
4, se indica el valor de cada una de las variables usadas en el algoritmo de PSO. Los resultados de la 
implementación del algoritmo se muestran en la sección 5, y en la sección 6 se enuncian las conclusiones. 
2   Preliminares 
El problema de la búsqueda del consumo óptimo de un conjunto de dispositivos es del tipo 𝑛𝑝 − 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑜 
(Huang et al., 2015). Para darle solución a problemas del tipo 𝑛𝑝 − 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑜 se han implementado 
técnicas de programación lineal, algoritmos genéticos, teoría de juegos, y algoritmos bioinspirados. Siendo 
los algoritmos bioinspirados los más usados para problemas donde el espacio de búsqueda es amplio 
(Barbato et al., 2014; Hao et al., 2017; Javaid, Naseem, et al., 2017; Kakran & Chanana, 2018; Nadeem et 
al., 2018; Rasheed et al., 2016; Yao et al., 2016) 
PSO es un algoritmo bioinspirado desarrollado por Kennedy y Eberhart en el año de 1995 (Kennedy & 
Eberhart, 1995). Este algoritmo ha sido analizado teóricamente, y su convergencia ha sido validada en 
forma exhaustiva. Lo que convierte a PSO en un algoritmo bioinspirado muy confiable dentro de la gama 
de este tipo de algoritmos (Clerc & Kennedy, 2002; Emara & Abdel Fattah, 2004; Jiang et al., 2007; 
Kadirkamanathan et al., 2006; Kim & Shin, 2006; Trelea, 2003; van den Bergh & Engelbrecht, 2006; Zeng 
et al., 2010; Zhigang Lian et al., 2008). Por el bajo costo computacional, PSO ha sido usado para reducir 
los costos en el recibo de la energía eléctrica (Huang et al., 2015; Javaid, Hussain, et al., 2017; Rahim et 
al., 2016). Por los motivos mencionados en los párrafos anteriores, en esta investigación el algoritmo PSO 
se seleccionó para realizar la búsqueda del consumo óptimo de un conjunto de dispositivos eléctricos. 
3   Descripción del algoritmo PSO 
El algoritmo de optimización por Cúmulo de Partículas (PSO) es la metáfora del comportamiento social 
que tienen las aves y los peces. PSO es un algoritmo de optimización de búsqueda estocástica conformada 
por un cúmulo de partículas, dónde cada partícula busca al mejor candidato de solución. El valor de la 
solución se determina a partir de la evaluación de ella en la función objetivo. Cada una de las partículas se 
mueve a través del cúmulo. Este movimiento se da ajustando sus trayectorias para continuar su búsqueda 
de la mejor solución. La posición de cada una de las partículas 𝑥! se determina por la velocidad 𝑣!, el 
coeficiente de aceleración, la inercia y el tamaño del cúmulo de partículas. 
Las ecuaciones que definen la velocidad (1), y la posición de las partículas (2) son: 
 
𝑣!"(𝑡 + 1) = 𝑤𝑣!"(𝑡) + 𝜑#"(𝑡) *𝑦!"(𝑡) − 𝑥!"(𝑡). + 𝜑$"(𝑡)(𝑦/!"(𝑡) + 𝑥!"(𝑡)) (1) 
 
𝑥!"(𝑡 + 1) = 𝑥!"(𝑡) + 𝑣#"(𝑡 + 1) (2) 
 
En la Tabla 1, se describen los componentes de las ecuaciones (1) y (2). 
 
Tabla 1. Descripción de los componentes de las ecuaciones de velocidad y posición. 
Variables Descripción 
𝑰 1,… , 𝑠 
𝑱 1,… , 𝑛 
𝑾 Factor inercia, este reduce o aumenta la velocidad de la partícula. 





𝒔 Es el número de partículas en el enjambre. 
𝒏 Número de parámetros de la función que va a ser optimizada. 
𝒄𝟏, 𝒄𝟐 
Coeficientes de aceleración 0 < 𝑐#, 𝑐$ < 1. Donde 𝑐# es el peso cognitivo y 𝑐$ es el peso 
social. 
𝒓𝟏𝒋(𝒕), 𝒓𝟐𝒋(𝒕) 𝑈(0,1), números aleatorios uniformemente distribuidos en el intervalo de (0,1). 
𝒙𝒊(𝒕) Es la posición de la partícula 𝑖 en el momento 𝑡. 
𝒗𝒊(𝒕) Es la velocidad de la partícula 𝑖 en el momento 𝑡. 
𝒚𝒊(𝒕) Es la mejor solución particular encontrada por la partícula 𝑖 en el momento 𝑡. 
𝒚F𝒊(𝒕) Es la mejor posición global encontrada por la partícula 𝑖 en el momento 𝑡. 
 
Para garantizar la convergencia del algoritmo PSO debe de cumplirse que 0 < 𝑐", 𝑐# < 1, y 𝑟", 𝑟# son 
números aleatorios uniformemente distribuidos en el intervalo de (0,1) (Jiang et al., 2007; Kim & Shin, 
2006; Trelea, 2003; van den Bergh & Engelbrecht, 2006). La ecuación (1), trata sobre la velocidad de la 
partícula. Dicha velocidad es determinada por los componentes que se mencionan en la Tabla 2. 
 
Tabla 2. Componentes de la ecuación de velocidad. 
Componente Función 
𝒗𝒊(𝒕) Sirve para prevenir la oscilación en la búsqueda de la dirección. 
𝝋𝟏(𝒕)(𝒚𝒊(𝒕)
− 𝒙𝒊(𝒕)) 
Componente cognitivo. El cual representa la distancia de la partícula a la mejor solución 
𝑦!(𝑡) encontrada por ella. El componente cognitivo le sirve a cada partícula para regresar a 
donde ha encontrado la mejor solución. 
𝝋𝟐(𝒕)(𝒚F𝒊(𝒕)
− 𝒙𝒊(𝒕)) 
Componente social. Este representa la distancia entre la partícula y la mejor posición global. El 
componente social representa la dependencia de cada partícula para lograr el éxito de las otras 
partículas. 
𝒚F𝒊(𝒕) Representa la mejor solución global encontrada por la partícula 𝑖. 
 
A continuación es presentado el pseudo código (Pseudo Código 1). El diagrama de flujo de PSO se 
muestra en la Figura 1. 
 
Pseudo código 1 
Se crea e inicializa el cumulo de partículas de n-dimensiones 
𝑟𝑒𝑝𝑒𝑎𝑡 
  𝑓𝑜𝑟 cada_particula 𝑖 = 1,… , 𝑠 
     𝑖𝑓	𝑓(𝑆 ∙ 𝑥!) < 	𝑓(𝑆 ∙ 𝑦!) 
                    𝑆 ∙ 𝑣! < 𝑆 ∙ 𝑥! 
     𝑖𝑓	𝑓(𝑆 ∙ 𝑦!) < 	𝑓(𝑆 ∙ 𝑦/) 
                    𝑆 ∙ 𝑦/ < 	𝑆 ∙ 𝑦! 
  𝑓𝑜𝑟	cada_particula 𝑖 = 1,… , 𝑠 
        actualizar la velocidad usando la ecuación (1) 
        actualizar la posición usando la ecuación (2) 
𝑢𝑛𝑡𝑖𝑙	condición_paro es verdadera 
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Figura 1. Diagrama de flujo de PSO. 
4   PSO aplicado a la búsqueda del consumo óptimo 
Para el caso particular de aplicación del algoritmo PSO en la búsqueda del estado óptimo de un conjunto 
de dispositivos, dónde el espacio de búsqueda se conforma por los vectores de consumo de diez 
dispositivos, y un enjambre de 1000 partículas; la función objetivo de la implementación de PSO queda 
definida como el mínimo de la suma de los consumos del conjunto de los (caso particular) diez dispositivos. 
Para el experimento, se definen los parámetros de inercia en 0.8, el peso cognitivo y social se ponen en 
uno. Los criterios de paro de la ejecución del programa son, ya sea, de 50 ciclos o cuando el valor mínimo 
ya se ha repetido 5 veces. El código del algoritmo se implementó en el lenguaje Python usando el editor 
Jupyter en una máquina Dell Inspiron 15 5000 series con un procesador Intel Core i7, memoria RAM de 
8.0 Gb, y sistema operativo Windows 10. La correspondencia del problema particular a resolver con el 
algoritmo PSO son: 
Cada uno de los elementos del espacio de búsqueda es representado mediante un vector de diez 
parámetros [𝑑1,…𝑑10], dónde cada parámetro corresponde al consumo de un dispositivo en el momento 
𝑚. Cada vector del espacio de búsqueda se crea colocando en cada parámetro un valor aleatorio obtenido 
del rango del consumo mínimo (𝑐𝑀𝑖𝑛)	y el consumo máximo (𝑐𝑀𝑎𝑥) correspondientes al dispositivo.  
El vector queda de la siguiente manera: 
 
[𝑣𝑒𝑛𝑡𝑖𝑙𝑎𝑑𝑜𝑟𝑐𝑜𝑛𝑠𝑢𝑚𝑜, 𝑎𝑖𝑟𝑒𝑎𝑐𝑜𝑛𝑑𝑖𝑐𝑖𝑜𝑛𝑎𝑑𝑜𝑐𝑜𝑛𝑠𝑢𝑚𝑜, 𝑒𝑠𝑡𝑢𝑓𝑎𝑐𝑜𝑛𝑠𝑢𝑚𝑜, 𝑓𝑜𝑐𝑜𝑐𝑜𝑛𝑠𝑢𝑚𝑜,	 
𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟𝑐𝑜𝑛𝑠𝑢𝑚𝑜, 𝑙𝑎𝑣𝑎𝑡𝑟𝑎𝑠𝑡𝑒𝑠𝑐𝑜𝑛𝑠𝑢𝑚𝑜,𝑚𝑖𝑐𝑟𝑜𝑜𝑛𝑑𝑎𝑠𝑐𝑜𝑛𝑠𝑢𝑚𝑜, 𝑠𝑒𝑐𝑎𝑑𝑜𝑟𝑎𝑐𝑜𝑛𝑠𝑢𝑚𝑜,	 
𝑙𝑎𝑣𝑎𝑑𝑜𝑟𝑎𝑐𝑜𝑛𝑠𝑢𝑚𝑜, 𝑟𝑒𝑓𝑟𝑖𝑔𝑒𝑟𝑎𝑑𝑜𝑟𝑐𝑜𝑛𝑠𝑢𝑚𝑜] 
 
Se generan 1000 partículas. El mejor valor encontrado por la partícula que cumple con la función 
objetivo es almacenado en la variable 𝑏𝑝𝑎𝑟𝑡. Cuando la partícula ha terminado de realizar la búsqueda se 
compara el valor almacenado en su variable 𝑏𝑝𝑎𝑟𝑡 con respecto al valor almacenado en la variable 𝑏𝑔𝑙𝑜𝑏𝑎𝑙. 
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En 𝑏𝑔𝑙𝑜𝑏𝑎𝑙 se almacena el mejor de los valores encontrados por todas las partículas que cumplen con la 
función objetivo. Esta variable es inicializada con el valor de la 𝑏𝑝𝑎𝑟𝑡 de la primera partícula, 
posteriormente el valor de la 𝑏𝑔𝑙𝑜𝑏𝑎l es comparado con el valor 𝑏𝑝𝑎𝑟𝑡 de cada una de las partículas, y si 
alguna de ellas es mejor, de acuerdo con la función objetivo, entonces se le es asignado ese valor. 
Función objetivo: para este caso de estudio el objetivo es el de minimizar el consumo eléctrico. La 
función objetivo se define como min∑ 𝛾$!
%
$!∈' . Dónde 𝐴 es el conjunto de dispositivos, 𝑎! es un elemento 
del conjunto 𝐴, G es una hora del día y se encuentra en el rango [0,23], 𝛾$!
%  es el consumo por hora del 
elemento 𝑎! en la hora G. 
En la función objetivo es evaluado cada uno de los elementos del espacio de búsqueda. Si alguno de 
ellos cumple con el criterio de ser menor que el valor actual almacenado en 𝑏𝑔𝑙𝑜𝑏𝑎𝑙 entonces son 
actualizados por los nuevos valores encontrados tanto la posición como el valor. 
5   Resultados 
PSO opera usando dos bases de datos: una de consumo y otra de estado. Ambas están conformadas por 365 
registros (representan los 365 días del año) de 24 columnas. Cada columna corresponde a una hora del día. 
Cada uno de los registros es usado por la técnica PSO como parámetros de estado y consumo para cada uno 
de los dispositivos. Cada uno de estos registros de consumo sirve como vector de comparación para el 
vector de consumo encontrado por PSO (ver Figura 2). 
Se hicieron 100 repeticiones del experimento (100 propuestas de consumo para cada uno de los perfiles 
de consumo ℎ𝑜𝑟𝑎 − 𝑑í𝑎	 × 	365	𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑜𝑠). Se efectuó un análisis estadístico con los datos obtenidos de 
cada uno de los experimentos obteniendo el promedio de los cien experimentos, esto para cada uno de los 
diez dispositivos, lo cual representa el consumo promedio para cada uno de estos. Es calculada, también, 
la desviación estándar de acuerdo con el dispositivo relación experimento. Luego es calculado el promedio 
de las desviaciones de los 100 experimentos. Los resultados obtenidos se muestran en la Tabla 3. Como 
parte de los resultados se observa que los siguientes cuatro dispositivos: estufa, foco, lavadora y secadora, 
presentan un mismo consumo sin importar la función que estén realizando. Así, los cuatros dispositivos 
mencionados presentan como promedio de consumo un consumo normal, y una desviación estándar de cero 
pues no hay variación en el consumo. 
 
Tabla 3. Análisis de los datos de consumo propuestos por PSO 
Dispositivo Promedio 𝒌𝑾/𝒉 Desviación estándar 
Aire Acondicionado 1496.341 9.0e-5 
Calefactor 8.0800005 5.760072e-02 
*Estufa 1425.0 0 
*Foco 10.5 0 
*Lavadora 895.5 0 
Lava trastes 803.1705 2.25e-05 
Microondas 1082.43 9e-11 
Refrigerador 2861.7000000000003 4.54747350886461e-13 
*Secadora 980.625 0 
Ventilador 88.81999999999998 1.4210854715202004e-14 
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Figura 2. Consumo contra consumo propuesto por PSO 
6   Conclusiones 
En este artículo, se presentó la implementación de la técnica de cúmulo de partículas como método de 
búsqueda del estado óptimo de consumo de los dispositivos que es encontrado a partir del procesamiento 
del consumo eléctrico de un conjunto de diez dispositivos de uso doméstico. 
La búsqueda del consumo óptimo se obtiene a partir de la definición de la función objetivo, pues esta 
sirve para determinar el objetivo de implementación de la técnica de optimización. 
La implementación de PSO permite proponer el consumo que cada uno de los dispositivos debería de 
consumir con el objetivo de bajar el consumo total sin necesidad de apagar alguno de los dispositivos que 
se encuentran en estado activo. 
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