We show how spectral filtering techniques can improve the convergence of numerical schemes which use discrete Hilbert transforms based on a sinc function expansion, and thus ultimately on the fast Fourier transform. This is relevant, for example, for the computation of fluctuation identities, which give the distribution of the maximum or the minimum of a random path, or the joint distribution at maturity with the extrema staying below or above barriers. We use as examples the methods by Feng and Linetsky (2008) and Fusai, Germano and Marazzina (2016) to price discretely monitored barrier options where the underlying asset price is modelled by a Lévy process. Both methods show exponential convergence with respect to the number of grid points in most cases, but are limited to polynomial convergence under certain conditions. We relate these rates of convergence to the Gibbs phenomenon for Fourier transforms and achieve improved results with spectral filtering.
Introduction
Derivative pricing with Fourier transforms was first investigated by Heston (1993) . Carr and Madan (1999) published the first method with both the characteristic function and the payoff in the Fourier domain. Oosterlee (2008, 2009 ) devised the COS method based on the Fouriercosine expansion. The Hilbert transform (King 2009 ) has also been successfully employed: by Feng and Linetsky (2008) to price barrier options using backward induction in the Fourier space and by Marazzina et al. (2012) and Fusai et al. (2016) to compute the factorisations required by the Spitzer identities (Spitzer 1956 , Kemperman 1963 ) via the Plemelj-Sokhotsky relations. Feng and Linetsky showed that computing the Hilbert transform with the sinc expansion, as studied by Stenger (1993 Stenger ( , 2011 , gives errors that reduce exponentially as the number of fast Fourier transform (FFT) grid points increases. Pricing derivatives, especially exotic options, is a challenging problem in the operations research literature. Fusai et al. (2016) provide extensive references for this, as well as for many non-financial applications of the Hilbert transform and the related topics of WienerHopf factorisation and Spitzer identities in insurance, queuing theory, physics, engineering, applied mathematics, etc.
When working in the Fourier domain one has the advantage that there are many pre-existing robust implementations of the discrete Fourier transform (DFT), e.g. the FFTW library by Frigo and Johnson (1998) . However, the use of such numerical solutions means that one must manage issues arising from the approximation of an integral over an infinite domain with a finite sum. As long as the truncation limits in the log-price domain are selected judiciously, the main issue to contend with is the so-called Gibbs (or Gibbs-Wilbraham) phenomenon (Wilbraham 1848 , Gibbs 1898 , 1899 . This is commonly observed as oscillations either side of a discontinuity in the original domain and is caused by truncating the function in the Fourier domain. Importantly for the pricing methods considered in this article, it also describes how the shape of the function in the Fourier domain relates to the order of the discontinuities in the original domain.
There have been many papers exploring possible solutions to the Gibbs phenomenon in a general setting, notably by Hewitt and Hewitt (1979) , Vandeven (1991) , Gottlieb and Shu (1997) , Tadmor and Tanner (2005) and Tadmor (2007) . More recently Ruijter et al. (2015) explored the use of spectral filtering techniques to solve the problem of slow polynomial error convergence seen when the COS method is used with non-smooth probability distributions.
The application investigated in this paper is the improvement of methods based on the fast Hilbert transform for the pricing of discretely monitored barrier options with Lévy processes. Recent papers have described significant progress in the valuation of these types of financial contracts. Feng and Linetsky (2008) devised a method which gives exponential convergence for many Lévy processes but is limited to polynomial convergence for the variance gamma (VG) processes; this method has a computational time which increases linearly with the number of dates N . Fusai et al. (2016) used the Spitzer identities to devise a method whose computation time is independent of N and which achieves exponential convergence for single-barrier and lookback options, again with the exception of the VG process, but which is limited to polynomial convergence for double-barrier options.
This paper explains the origin of the error performance and presents modified versions of the Fusai, Germano and Marazzina (FGM) and Feng and Linetsky (FL) methods with improved convergence. In order to do this we make use of, and extend, the investigation into the error performance of the discrete Hilbert transform by Stenger (1993 Stenger ( , 2011 and Feng and Linetsky (2008) . We show that the error performance is related to both the shape of the characteristic function of the underlying process and to the Gibbs phenomenon. Finally, by making use of the filtering techniques suggested by Gottlieb and Shu (1997) and McKechan et al. (2010) we are able to achieve improved convergence. The methods we compare are FGM, filtered FGM (FGM-F), Feng and Linetsky (FL) and filtered Feng and Linetsky (FL-F) . They are compared for single and double-barrier options for the Kou, normal inverse Gaussian (NIG) and VG processes.
The structure of this paper is as follows. In Section 2 we run briefly through Fourier, Hilbert and z-transforms, give a concise overview of the original pricing schemes and explain our modifications to improve convergence. Section 3 includes a discussion of the performances of the pricing techniques and how they relate to the Gibbs phenomenon and the shape of the characteristic function of the underlying processes. Lastly, Section 4 shows numerical results, comparing the filtered algorithms with the original FGM and FL methods.
Background
As this method directly extends the FGM (Fusai et al. 2016) and FL (Feng and Linetsky 2008) pricing methods, we refer to the original papers for a comprehensive introduction. Aspects of the methods which are directly relevant to the error investigation are described here in order to provide a background to the changes that were made to improve convergence.
Fourier and Hilbert transforms
In this paper we make extensive use of the Fourier transform (see e.g. Polyanin and Manzhirov 1998, Kreyszig 2011) , an integral transform with many applications. Historically, it has been widely used in spectroscopy and communications, therefore much of the literature refers to the function in the Fourier domain as its spectrum. According to the usual convention in finance literature, the forward and inverse Fourier transforms are defined as
Let S t be the price of an underlying asset and x t = log(S t /S 0 ) its log-price. To find the price v(x t , t) of an option at time t = 0 when the initial price of the underlying is S 0 and thus its log-price is x 0 = 0, we need to discount the expected value of the undamped option payoff φ(x T )e −αx T at maturity t = T with respect to an appropriate risk-neutral probability distribution function (PDF) p(x, T ) whose initial condition is p(x, 0) = δ(x). As shown by Lewis (2001) , this can be done using the Plancherel relation,
Here, p * (ξ + iα, T ) is the complex conjugate of the Fourier transform of e −αx p(x, T ). To price options using this relation, we need the Fourier transforms of both the damped payoff and the PDF. A double-barrier option has the damped payoff
where α is the damping factor, θ = 1 for a call, θ = −1 for a put, 1 A (x) is the indicator function of the set A, k = log(K/S 0 ) is the log-strike, u = log(U/S 0 ) is the upper log-barrier, l = log(L/S 0 ) is the lower log-barrier, K is the strike price, U is the upper barrier and L is the lower barrier. The
Fourier transform of the damped payoff φ(x) is available analytically,
where for a call option a = u and b = max(k, l), while for a put option a = l and b = min(k, u).
The Fourier transform of the PDF p(x, t) of a stochastic process X(t) is the characteristic function
For a Lévy process the characteristic function can be written as Ψ(ξ, t) = e ψ(ξ)t , where the characteristic exponent ψ(ξ) is given by the Lévy-Khincine formula as
The Lévy-Khincine triplet (a, σ, ν) uniquely defines the Lévy process. The value of a defines the linear drift of the process, σ is the volatility of the diffusion part of the process, and the jump part of the process is specified so that ν(η) is the intensity of a Poisson process with jump size η. Under the risk-neutral measure the parameters of the triplet are linked by the equation
where r is the risk-free interest rate and q is the dividend rate. In general the characteristic function of a Lévy process is available in closed form, for example for the Gaussian (Schoutens 2003) , NIG (Barndorff-Nielson 1998), CGMY (Carr et al. 2002) , Kou double exponential (Kou 2002 ), Merton jump diffusion (Merton 1976) , Lévy alpha stable (Nolan 2017) , VG (Madan and Seneta 1990) 
where P.V. denotes the Cauchy principal value. Applying the Hilbert transform in the Fourier domain is equivalent to multiplying the function in the x domain by −i sgn x.
Applying barriers with Hilbert transforms
The Hilbert transform can be used to obtain the Fourier transform of the part of a function above or below a barrier, without leaving the Fourier domain. For example, with a barrier at 0, the
, can be calculated using the Plemelj-Sokhotsky relations,
The shift theorem F x→ξ [f (x + b)] = f (ξ)e −ibξ allows the Plemelj-Sokhotsky relations to be generalised to an arbitrary barrier b,
Eqs. (12) and (13) can be combined to obtain the Fourier transform the part of a function between two barriers, i.e.
The Hilbert transform was used by Feng and Linetsky (2008) to price discrete barrier options exploiting the relationship between the price at two successive monitoring dates:
Here v(x, t N ) = φ(x)e −αx , i.e. the payoff of the option, and p(·, ∆t) denotes the transition density of the underlying process with step size ∆t. Using the convolution theorem together with the Hilbert transform, Eqs. (12)- (14) can be employed to express the relationship between the price at two successive dates as
for a single-barrier down-and-out option and
for a double-barrier option.
Spitzer identities
If we wish to use Eq. (3) to price barrier options, the required characteristic functions are more complicated than the closed-form expressions referred to in Section 2.1. For our example we require the characteristic function of the distribution of the value of a process X(t) at time t = T , conditional on the process remaining inside upper and lower barriers at discrete monitoring dates t n , n = 0, 1, . . . , N . Fortunately, for a single barrier we can use the identities by Spitzer (1956) , and for double barriers their extension by Kemperman (1963) . These provide the Fourier-z transform of the required PDF: the Fourier transform is applied to the log-price x and the z-transform is applied to the discrete monitoring times. The z-transform of a discrete function f (t n ) with n ∈ N 0 is defined as
An important aspect in the calculation of the Spitzer identities is the decomposition of a function into + and − parts, f + (ξ) = F x→ξ f (x)1 R + (x) and f − (ξ) = F x→ξ f (x)1 R − . As explained in Section 2.2, this can be done directly in the Fourier domain using the Plemelj-Sokhotsky relations, Eqs. (10) and (11). The calculation of the Spitzer identities also requires the factorisation a function, i.e. obtain g + (ξ) and g − (ξ) such that g(ξ) = g + (ξ) g − (ξ). This is achieved through a logdecompositon, i.e. decomposing the logarithm h(ξ) = log g(ξ) and then exponentiating the results to obtain g + (ξ) = exp h + (ξ) and g − (ξ) = exp h − (ξ). Fusai et al. (2016) and Green et al. (2010) go into detail regarding the Spitzer identities and describe methods for single-barrier, double-barrier and lookback options. In this paper we concentrate on the Spitzer identities used for double-barrier and single-barrier down-and-out options. The first step is to factorise Φ(ξ, q) = 1 − qΨ(ξ, ∆t) =
In the case of a single-barrier down-and-out option, the z-transform of the required characteristic function is given by
where P + (ξ, q) is obtained from the decomposition of P (ξ, q) = e ilξ /Φ − (ξ, q). For a double-barrier option, the z-transform of the required characteristic function is
where J + (ξ, q) and J − (ξ, q) are the solution to the coupled equations
The Spitzer identity for a single-barrier option can be solved directly. However so far only an iterative solution has been found to the coupled Eqs. (21) and (22) (Fusai et al. 2016 ).
Numerical methods
The methods in the previous section are described analytically. However, as they involve some expressions which cannot be solved in closed form, their implementation requires the use of numerical approximation techniques which we discuss in the following.
Discrete Fourier transform and spectral filtering The forward and reverse
Fourier transforms in Eqs.
(1) and (2) are integrals over an infinite domain and in order to compute them numerically one needs to approximate them with a discrete Fourier transform (DFT). Rather than being defined over an infinite and continuous range of x and ξ values, the DFT is defined on grids of size M in the x and ξ domains. For our scheme both the x and ξ grids are centred around zero and are defined based on the maximum value in the x domain x max . The step size is ∆x = 2x max /M and the x domain grid is defined as
The points in the ξ domain are then calculated according to the Nyquist relation by obtaining the step size ∆ξ = π/x max and range ξ max = π/∆x to give the ξ domain grid as
The discrete Fourier transform is then
Figure 1 Illustration of the effect of the Gibbs phenomenon on a rectangular pulse recovered applying the inverse FFT with grid size M to sinc(ξ/2π). The approximated function is shown on the left and the error with respect to an analytical rectangular pulse on the right. On increasing M , the peak error at the discontinuity remains the same, the error away from the discontinuity reduces and the frequency of the oscillations increases.
In practice, we perform this calculation using the built-in MATLAB FFT function based on the FFTW library by Frigo and Johnson (1998) .
It can be seen in Eqs. (25) and (26) that the range over which we calculate the Fourier transform is truncated, so we must consider the effect of the Gibbs phenomenon on the error performance.
The Gibbs phenomenon describes the way that the shape of the function f M,∆ξ (x) approximated by a truncated Fourier series, i.e. the finite sum in Eq. (26), converges to the analytical function f (x) corresponding to an infinite sum. Hewitt and Hewitt (1979) provided a comprehensive guide to this effect which was first observed by Wilbraham (1848) and later described by Gibbs (1898 Gibbs ( , 1899 ). An example of this can be seen in Figure 1 which shows how f M,∆ξ (x) for a rectangular pulse varies as the value of M increases. The error peaks at the discontinuity f (x d ) and oscillates away from it, with the amplitude decreasing as a function of distance from the discontinuity. The value of the recovered function at the discontinuity f M,∆ξ (x d ) will be the mean of the values immediately before and after the discontinuity, i.e.
, and thus stays the same even as the value of M increases. In contrast, it can be observed from Figure 1 that the oscillations increase in frequency and decrease in amplitude as the value of M increases.
An important aspect of the Gibbs phenomenon is that, even for values of x far away from a discontinuity, the speed of convergence of the recovered function is altered by the presence of the discontinuity. If f (x) ∈ C ∞ , x ∈ R, the discrete Fourier transform converges exponentially, i.e.
, where α > 0 is some constant. However, in the case of a function with a jump we achieve 0 th order convergence at the discontinuity and away from the discontinuity we only achieve first order polynomial convergence, i.e. for (Gottlieb and Shu 1997) . In general, if the truncation error has k th order convergence, then |f (
More generally, from the "integration by parts coefficient bound" described by Boyd (2001) (see also Ruijter et al. 2015) , if the function is smooth up to and including its (k − 2) th derivative, and its k th derivative is integrable, then the Fourier coefficients decrease as O(1/ξ k ) . From Boyd (2001) we also have the "last coefficient error estimate" which states that for polynomial convergence we can approximately bound the error performance of a function with the discontinuity in the (k − 1)
. However, these are upper bounds; as observed by Ruijter et al. (2015) , it is often the case that an error convergence of O(1/M k ) or even better is seen and that this may be due to the alternating behaviour of the Fourier coefficients.
Investigating and overcoming the Gibbs phenomenon is a mature field with applications in many areas. As a result, there is a large body of literature proposing different solutions to the problem.
Some of these are too computationally heavy to be useful for our application, such as adaptive filtering and mollifiers suggested by Tadmor and Tanner (2005) and Tadmor (2007) . In this article we adopt the approach of Ruijter et al. (2015) by using simple spectral filtering techniques which are applied by a pointwise multiplication in the Fourier domain and therefore add very little computational load.
In the papers by Vandeven (1991) and Gottlieb and Shu (1997) , a filter of order p is defined as a function σ(η) supported on η ∈ [−1, 1] with the following properties:
The scaled variable η is related to ξ in our application as η = ξ/ξ max . In this paper we investigate the use of two filters. The exponential filter, described by Gottlieb and Shu (1997) has the form
where p is even and positive. This does not strictly meet criterion b in Eq. (27) as it does not go exactly to zero when |η| = 1. However, if we select ϑ < ε log 10, where 10 −ε is machine precision, then the filter coefficients are within computational accuracy of the requirements. An advantage of the exponential filter is that it has a simple form and the order of the filter is equal to the parameter p which is directly input to the filter equation. The other filter we study here is the Planck taper (McKechan et al. 2010) , which is defined piecewise as
The value of gives the proportion of the range of η which is used for the slope regions. Outside these regions, it is completely flat with a value of 1. This contrasts with the exponential filter which introduces some, albeit often very minor, distortion for any value of η = 0. In addition the Planck taper has the notable property that for all values of > 0, σ(η, ) ∈ C ∞ and therefore the order of the Planck taper is ∞. However, it is clear that different values of give a different filter shape, so the order of a filter alone cannot be taken as a predictor of performance. Examples of the two filters are shown in Figure 2 .
Hilbert transform
The calculation of the Hilbert transform of a function f (ξ) can be realised with an inverse/forward Fourier transform pair and multiplication by the signum function,
However, this gives an error performance which is polynomially decreasing with the number of grid points M . In order to obtain exponential error convergence, Feng and Linetsky (2008) and Fusai et al. (2016) have implemented the Hilbert transform using the sinc expansion techniques comprehensively studied by Stenger (1993 Stenger ( , 2011 . Stenger showed that, given a function f (ξ) which is analytic in the whole plane including the real axis, the function and its Hilbert transform can be expressed as
where ∆ξ is the grid step size in the Fourier domain. Stenger (1993) also showed that, when the function f (ξ) is analytic in a strip of the complex plane including the real axis, the expressions in Eqs. (31) and (32) are approximations whose error decays exponentially as ∆ξ decreases. In addition to discretisation, the infinite sum in Eq. (32) must also be truncated to the grid size M , so that the discrete approximation of the Hilbert transform becomes
Feng and Linetsky (2008, 2009) showed that if f (ξ) decays at least exponentially as ξ → ∞, i.e. were devised and explained in depth by Fusai et al. (2016) . The first method which we examine is the pricing procedure for single-barrier options. Without loss of generality we consider only the down-and-out case; the modifications that we propose are equally applicable to other types of single-barrier options. This method is briefly described here in order to provide a backdrop to the changes that were made to improve convergence.
1. Set the number of dates to N − 2 so that the characteristic function acts as a smoothing function for the first and last dates in the scheme.
2. Compute the characteristic function Ψ(ξ + iα, ∆t), where α is the damping factor used in Section 2.1.
3. Use the Plemelj-Sokhotsky relations with the sinc method to factorise
with q selected according to the criteria specified by Abate and Whitt (1992b) for the inverse z-transform.
Decompose
and calculate
5. Calculate the price
The Spitzer identities give the z-transform of the characteristic function, so in order to obtain the price the inverse z-transform must be applied. The method used was devised by Abate and Whitt (1992a,b) and approximates the inverse z-transform by
The number of terms in the summation in Eq. (38) is determined by the number of monitoring dates. However, the Euler acceleration (see e.g. O'Cinneide 1997) allows one to achieve excellent accuracy with a fixed number of terms in the summation which is independent of the number of dates. This is explained in detail in Fusai et al. (2016) ; the basic idea is to approximate the results by the binomial average, also called the Euler transform, of a smaller number of terms. First the partial sums
are calculated for k = n E , . . . , n E + m E and then the binomial average of the values of b k is taken, i.e.
The parameters n E and m E are chosen to be large enough to attain sufficient accuracy and small enough such that n E + m E n. Tests suggest that a choice of n E = 12 and m E = 20 provides good accuracy. This gives n E + m E = 32 which is much smaller than the number of dates specified in most option contracts. The parameter ρ controls the accuracy of the inverse z-transform; in order to have an accuracy of 10 −2γ , one must set ρ = 10 −γ/n (Abate and Whitt 1992b) . This can result in very small values of ρ and so it has been found in practice that the best achievable performance is of the order of 10 −12 with γ = 6. However, this is more than sufficiently low for practical purposes and to show whether exponential convergence is achieved. Fusai et al. (2016) showed that this method could achieve exponential convergence with a wide range of Lévy processes. However, the performance of the method with the variance gamma process only achieved polynomial convergence. This is consistent with the error behaviour of the discrete Hilbert transform with the variance gamma process, as explained in Section 2.4.2 above. Section 3 explains in more detail how the error performance is bounded when this process is used.
In order to improve the result, we multiplied the characteristic function by a spectral filter σ(η) so that the input to both the factorisation and decomposition steps decay exponentially. The expressions in Eqs. (34) and (35) are replaced by
Numerical results with the updated method for the double-barrier case are shown in Section 4.
Pricing method: double-barrier options with the Spitzer identity
The second method from Fusai et al. (2016) which we examine in this paper is the pricing procedure for doublebarrier options. This is very similar to the method for the single-barrier options described in Section 2.4.3, in that it uses Wiener-Hopf factorisation and decomposition to compute the appropriate Spitzer identitiy. However, the major difference in this case is that the equations cannot be solved directly and so require the use of a fixed-point algorithm. The steps in the pricing procedure for double-barrier options are the same as the procedure described for the single-barrier down-andout option described in Section 2.4.3 with the exception of Step 4 which is now replaced by the following fixed-point algorithm:
and calculate J − (ξ, q) := P − (ξ, q)Φ − (ξ, q).
(c) Decompose
and calculate J + (ξ, q) := Q + (ξ, q)Φ + (ξ, q).
(e) If the difference between the new and the old value of F (ξ, q) is less than a predefined tolerance or the number of iterations is greater than a certain value, e.g. 5, then calculate the price using Eq. (37), otherwise return to step (b).
Unlike the direct method for single-barrier options described in Section 2.4.3, this iterative method is limited to polynomial error convergence for all processes. In Section 3 we show that this is due to the Gibbs phenomenon. In order to improve the error performance we placed a filter σ(η)
on the input to each decomposition step in the fixed-point algorithm. The calculations for P (ξ, q) and Q(ξ, q) in Eqs. (43) and (44) are replaced by
It must also be noted that this change is only designed to provide significant improvements to the double-barrier method with exponentially decaying characteristic functions. In the case of a polynomially decaying characteristic function such as that of the variance gamma process, this method will also be subject to the same limitations on accuracy as described in Section 3.1 for single-barrier options. Therefore, if we wish to use this scheme with the variance gamma process, we must also apply filtering to the factorisation step as shown in Eq. (41). Numerical results with the updated method for the double-barrier case are shown in Section 4.
Pricing method: Feng and Linetsky
The third pricing method that we examine in order to illustrate the improvements obtained by the addition of spectral filtering to the sinc-based Hilbert transform is the recursive one published by Feng and Linetsky (2008) and explained in Section 2.2. In general, the FL method achieves excellent results for both single and double-barrier options Linetsky 2008, Fusai et al. 2016) ; the error converges exponentially with grid size and reaches machine accuracy for fairly small grid sizes. However, with respect to the FGM model, it has the disadvantage that the computational time increases linearly with the number of monitoring dates.
Similarly to the FGM method for single-barrier options, exponential error convergence is achieved only for processes where the characteristic function reduces exponentially as |ξ| → ∞. Therefore, poor error performance is achieved for the variance gamma process which has a characteristic function which only reduces polynomially as |ξ| → ∞. Feng and Linetsky (2008) explained this in some detail, showing how this is linked to the truncation error of the discrete Hilbert transform.
In order to improve the results, we altered the FL method by placing a filter on the input to the Hilbert transform to ensure it decays exponentially. We replaced Eqs. (16) and (17) by
Numerical results with the updated method are shown in Section 4.
Error performance of the pricing procedure
In this section we examine the error performance of the different calculations that make up the original pricing procedures without filtering and show bounds for the individual steps. In doing this, the effect of each step in the procedure on the shape of the output function in the Fourier doimain is examined, as this largely determines the error performance of the successive steps. In the FGM and FL pricing methods, the computation of the characteristic function is done directly in the Fourier domain so there are no numerical errors associated with this calculation. All the Lévy processes that we are considering have characteristic functions that decay exponentially as |ξ| → ∞, with the exception of the variance gamma process where the characteristic function decays polynomially and is bounded as |ξ| −2∆t/ν . The damping factor α is omitted from the calculations to make the notation more concise. This is appropriate as the value of iα becomes insignificant as |ξ| → ∞.
Pricing single-barrier options with the variance gamma process using the Spitzer identity
Following the calculation of the characteristic function, the next step in the pricing procedure is the factorisation of Φ(ξ, q) = [1 − qΨ(ξ, ∆t)], which means that we need to apply the discrete Hilbert transform to log Φ(ξ, q) = log[1 − qΨ(ξ, ∆t)]. With the exception of the variance gamma process, as |ξ| → ∞, qΨ(ξ, ∆t) ∼ qe −∆tξ 2 which quickly becomes very small. Thus we can say that as |ξ| → ∞,
2 with c, κ positive constants. Therefore, from the error bounds for the sinc-based Hilbert transform proved by Stenger (1993) and Feng and Linetsky (2008) , the output of the decomposition of log Φ(ξ, q) has exponential error performance for exponentially decaying characteristic functions.
In the case of the variance gamma process, the characteristic function is
When the value of ξ is very large then Ψ(ξ, ∆t) is dominated by ξ −2∆t/ν , so when |ξ| → ∞, | log[1 − qΨ(ξ, ∆t)]| < cξ −2∆t/ν . Therefore, we can bound the truncation error from the decomposition of log[1 − qΨ(ξ, ∆t)]. Feng and Linetsky (2008) showed that the truncation error from applying the sinc-based Hilbert transform to a function which decays as c|ξ| −2∆t/ν is bounded by
, where there is a constraint on the process parameters of ∆t > ν/2. We show that if we take into account the form of the discrete Hilbert transform and the similarity between the positive and negative tails of the characteristic function, a tighter bound can be defined and the constraints on the parameters can be relaxed. Defining f ∆ξ (ξ) as the output of the infinite sum from Eq. (32) and f ∆ξ,M (ξ) as the output of the truncated sum from Eq. (33),
where c 1 , c 2 , c 3 and c 4 are positive constants. In this case, for the integral to converge we must have 2∆t/ν + 2 > 1, which is the case for all possible process parameters. When the output of this decomposition is exponentiated to obtain the results of the factorisation, the error will be bounded by
where c 4 and c 5 are positive constants. For large M this converges as O M −(2∆t/ν+1) , thus the factorisation error convergence is polynomial.
In considering the error performance of the pricing method as a whole, we must also consider the shape of the output of the factorisation in the Fourier domain as this will influence the error performance of the subsequent step. Figure 3 shows that the function flattens out at high values of |ξ| and asymptotically approaches 1. Therefore, if we were to input Φ ± (ξ, ∆t) directly to the Hilbert transform in the decomposition step then we would not be able to bound the truncation error using Feng and Linetsky's error limit for exponentially bounded functions.
However, the last date is taken out of the FGM pricing scheme. This means that we multiply the function to be decomposed by the characteristic function. In the case of exponentially decaying characteristic functions, this restores the exponential decay of the function for high values of ξ which again means that the truncation error of the discrete Hilbert transform is exponentially bounded. However, if the variance gamma process is used then the input to the decomposition is only polynomially decaying and thus we again have polynomial error convergence for this stage. 
Double -barrier options with the unfiltered Spitzer identity
The original pricing procedure for double-barrier options shows polynomial convergence for all processes, even those whose characteristic function decays exponentially. The main difference between the pricing procedure for single and double-barrier options is the presence of the fixed-point algorithm and in this section we show how this causes the polynomial error convergence. As shown in Section 3.1, with an exponentially decaying characteristic functions the factorisation has exponential error convergence. In addition we multiply the input to the fixed-point algorithm by the characteristic function, which means that it is exponentially bounded as |ξ| → ∞. Provided the input function to the first iteration of the fixed-point algorithm is exponentially bounded, the error on the output of the initial decomposition is exponentially bounded. However, the decomposition operation is equivalent to multiplying the function in the x domain by either 1 R + (x) or 1 R − (x), which introduces a jump into the output functions. Due to the Gibbs phenomenon, this means that the output function from the decomposition decays as O(1/ξ) as ξ → ∞. The effect of this is that the input function to the second iteration of the fixed-point algorithm is no longer exponentially bounded and so, according to Stenger (1993) and Feng and Linetsky (2008) , the error from the truncation of the infinite sum in Eq. (32) to give Eq. (33) is no longer exponentially bounded. A bound for this error is
where c 1 , c 2 and c 3 are positive constants. Therefore, using the fixed-point algorithm with more than one iteration means that the error is no longer exponentially bounded. The bound shown in Eq. (53) is O(1/M ). However, the error of the pricing procedure actually decays as O(1/M 2 ); this better performance may be due to the alternating nature of the Fourier coefficients.
Feng and Linetsky pricing method with the variance gamma process
The FL method is described in Eqs. (16) and (17), which show how the Hilbert transform is applied for each monitoring date. As explained in Section 3.2, the application of the Hilbert transform introduces a discontinuity into the function in the log-price domain, therefore the Fourier coefficients on the output of the Hilbert transform will decay as O(1/ξ) as ξ → ∞. However, before the Hilbert transform is applied for the next monitoring date, the Fourier domain function is multiplied by the characteristic function of the underlying process. Therefore, as explained by Feng and Linetsky (2008) , if the characteristic function is exponentially decaying, this will result in an exponentially convergent error. However, with polynomially decaying characteristic functions, such as that of the variance gamma process, then a polynomially convergent error will be achieved.
Error performance with filtering on the sinc-based Hilbert transform
The multiplication by a filter with exponentially decaying coefficients as |ξ| → ∞ gives an exponentially convergent truncation error for the sinc-based discrete Hilbert transform compared with the non-truncated version. However, filtering distorts the function somewhat. The numerical results with the updated method are shown in Section 4 and the prices calculated with the filtered version have been compared with the price calculated using the unfiltered FL method with the maximum grid size to confirm that any distortion error is less significant than the improvement in error convergence. Due to the error being influenced by these two opposing effects, we have not attempted to devise a tight error bound which closely matches the improvement in performance achieved in practice. It is often seen in the literature on the Gibbs phenomenon that the empirical results outstrip the calculated error bounds. For example, Ruijter et al. (2015) suggest that the faster convergence they see may be due to the alternating nature of the Fourier coefficients.
Numerical results
We performed numerical tests using the pricing schemes updated to include filtering, as described in 
Results with exponentially decaying characteristic functions
We present results for the FGM method for double-barrier options with filtering included in the fixed-point algorithm as described in Section 2.4.4. We examined the performance for both the The inclusion of a filter in the FGM method produces a large improvement compared to the unfiltered method. Despite this improvement, for low numbers of monitoring dates the FL method shows the best performance. However, for 252 monitoring dates, the filtered FGM method performs around the same as the FL method for errors > 10 −10 and for higher number of dates, the filtered FGM method shows the best performance for errors > 10 −10 . Including the filter in the FL method produces a result with very slightly worse absolute error performance but which still retains exponential convergence. We can relate this to the error discussion in Section 3.4: the filter causes a slight distortion which degrades the absolute error performance, but there is no improvement to be gained in the rate of convergence as the unfiltered method already achieves exponential convergence. Table 2 Results for the NIG process with the fixed-point algorithm tolerance set to 10 −8 and 10 −10 . 
Polynomially decaying characteristic functions
We present results for the FL and FGM methods for a process with a polynomially decaying characteristic function, i.e. the variance gamma process. Figures 8 and 9 show the results of tests for single and double-barrier options where we have applied exponential filtering as described in Section 2.4. The performance for a low number of dates shows a good improvement with the addition of filtering for both the FGM and FL methods. This demonstrates that the performance of the sincbased discrete Hilbert transform of polynomially decaying functions can be improved even when the polynomial decay is a true representation of the function shape and not simply an artefact of the fixed-point algorithm as was the case in Section 4.1. For a higher number of dates, the error convergence vs grid size for the FGM method is improved so that it is the same as the FL method with or without filtering. This is a significant improvement as the FGM method has the advantage over the FL method that its computation time beyond a small threshold is independent of the number of dates, unlike the linear increase of the FL method. This is demonstrated by the results shown in Figures 10 and 11 . The filtered methods show the best performance for all dates; filtered FL is the best performing method for low numbers of monitoring dates and filtered FGM is the best performing method for higher numbers of dates. Table 3 Quickest method for an error of 10 −8 . Due to the slower convergence of all methods with the variance gamma process, entries marked with an asterisk show the quickest method for an error of 10 −5 . Green: a filtered method provides the best performance. Blue: the performance of the filtered methods equals, but does not exceed, the best performance of an existing method. Red: the few cases where an existing method performs best.
Summary of results

Conclusions
In this article we showed that numerical methods for pricing derivatives based on the Hilbert transform computed with a sinc function expansion can be modified with the addition of spectral filters to improve their convergence. Furthermore, we expanded on the work by Stenger and Feng and Linetsky which showed how the shape of the function on the input to the Hilbert transform relates to the resultant error on the output of the Hilbert transform. We showed that due to the Gibbs phenomenon, an algorithm using successive Hilbert transforms will achieve polynomial performance unless additional filtering is applied after the first Hilbert transform. Moreover, we demonstrated that simple spectral filters such as the exponential filter or the Planck taper are sufficient to improve performance so that exponential convergence can be achieved. In addition we showed that the pricing schemes by Feng and Linetsky and Fusai et al., which have relatively poor performance with the variance gamma process, even for single-barrier options, can also be improved by spectral filters. This article directly concerns the pricing of barrier option pricing but the findings are relevant for any application which is related to jump-diffusion in the presence of barriers and requires the solution of the Wiener-Hopf or Fredholm equation. Table 4 Parameters for the numerical tests and processes used; Ψ(ξ, t) is the characteristic function of the process that models the underlying asset.
Appendix. Parameters
