Abstract-Competition in cooperative coevolution (CC) has demonstrated success in solving global optimization problems. In a recent study, a multi-island competitive cooperative coevolution (MIC 3 ) algorithm was introduced that featured competition and collaboration of several different problem decomposition strategies implemented as independent islands. It was shown that MIC 3 converges to high quality solutions without the need to find an optimal decomposition. MIC 3 splits the computational budget in terms of the number of function evaluations, equally amongst all the islands and evolves them in a round-robin fashion. This overlooks the difference in contributions of different islands towards improving the overall objective function value. Therefore, a considerable amount of function evaluations is wasted on the low-contributing islands as their problem decomposition strategies may not appeal to the problem at the given stage of the evolutionary process. This paper proposes contribution-based MIC 3 algorithms (MIC 4 ) that quantifies the contributions of each island and allocates the computational budget accordingly. The experimental analysis reveals that the proposed method outperforms its counterpart.
I. INTRODUCTION
Coevolutionary algorithms have gained popularity as vital extensions to traditional population-based evolutionary algorithms [1, 2] . Cooperative coevolution (CC) divides a large problem into a set of subcomponents [1] in order to simplify its complexities through decomposition [1, 3, 4] . Applications of CC span across a wide range of areas that include real parameter large scale global optimization [5, 6] , neuro-evolution for time series prediction, classification and control problems [2, 4, 7, 8] .
Cooperative coevolution features decomposition that is defined by the number and size of subcomponents implemented as sub-populations. A drawback of cooperative coevolution is its sensitive to problem decomposition [9] . Cooperative coevolution naturally appeals to fully separable problems; howsoever, many real-world applications are partially separable. In order to make cooperative coevolution effective, it is important to form groups of interacting variables in order to minimize the interdependence between subcomponents [1, 3] .
Capturing interacting variables and accurately grouping them into separate subcomponents has been a challenge of cooperative coevolution [10] [11] [12] . Hence, identifying an optimal decomposition strategy is a cumbersome task requiring extensive experimentation. In the literature, various strategies have been utilized for problem decomposition where variables have been grouped based on their interactions [5, 9, [13] [14] [15] [16] [17] [18] .
The canonical implementations of cooperative coevolution [1] gives all the sub-populations the same local evolution time irrespective of their contributions which affects the computational budget. In order to alleviate this problem, a contribution based cooperative coevolution (CBCC) technique was introduced that quantifies the contribution of each subcomponent and splits the computational budget accordingly [19] . It was shown that CBCC saves a considerable amount of time and outperforms the canonical CC algorithms [5, 19, 20] .
Competition and collaboration features have shown to be advantageous in cooperative coevolution [21, 22] . A multi-island competitive cooperative coevolution method (MIC 3 ) was introduced in which various problem decomposition strategies were implemented as islands that compete and collaborate to optimize a problem [23] . Experimental results demonstrated that MIC 3 outperforms canonical CC and converges to highquality solutions without having the need to find an optimal decomposition. MIC 3 algorithm splits the computational budget equally amongst all the islands. A scaled up analytical study of MIC 3 revealed that the islands do not contribute equally towards the overall fitness; hence, a considerable amount of function evaluations are wasted [24] .
This gives the motivation to divide the computational budget according to the contribution of each of the islands during the evolutionary process. This paper proposes the contribution based multi-island competitive cooperative coevolution MIC 4 algorithm to improve the performance of MIC 3 by using efficient resource management schemes. We introduce two different techniques to quantify the contributions of each of the islands. In particular, the aim of this paper is to answer the following questions:
• Is it beneficial to eliminate the weaker islands at an early evolution stage and invest time in stronger islands in order to converge to higher quality solutions? • Will it be favorable to first trigger a warning to the weaker islands at the initial stage and eliminate only if the performance of those islands still do not improve in the next stage? To answer the above questions, specific strategies are implemented and the performance of the MIC 4 algorithm is evaluated on eight different benchmark functions and compared with MIC 3 . The organization of the rest of this paper is as follows. Section II describes the preliminaries and background information. Section III describes the proposed method and its application to different classes of problems. Experimental results and their analysis are provided in Section IV-B. Section V concludes the paper with a brief discussion of future work.
II. BACKGROUND A. Competition in Cooperative Coevolution
In nature, competition is perceived to be ubiquitous as an agent of natural selection that structures the community of species with given resources [25] . In evolution, individuals compete and collaborate with each other for survival when given limited resources [26, 27] . Competition in evolutionary algorithms was introduced using a host-parasite model, where two populations competed with each other and sanctioned fitness sharing, elitism and selection [28] . Nitschke and Langenhoven [29] conducted a study of the simulation of predator and prey behaviors using artificial neural networks within a competitive coevolution procedure.
Competition has also been implemented to address the problem of efficient regulation mechanism between local search and global search in an evolutionary algorithm based on a cloud model (CEBA) [26] . It also employs competition in evolution between sub-populations to ensure global convergence and stability. Furthermore, competition has been applied in cooperative coevolutionary algorithms to solve multi-objective problems [30] . Enforcing competition has shown to be an ideal approach for multi-objective optimization in dynamic environments. Competition allows an adaptive problem decomposition technique that adapts to environmental changes while solving multi-objective problems [30] . A competitive coevolutionary team-based particle swarm optimization (CCPSO) algorithm was developed to train soccer agents (players) from zero knowledge [31] . A Federation Internationale de Football Association (FIFA) based fitness function was introduced to show that the competitive algorithm outperforms other unbiased relative fitness functions which initially affected the training results of the players having caused performance outliers. Competitive coevolution has also been applied to evolve playing strategies for the iterated prisoner's dilemma (IPD) [32] and the well-known game of tic-tac-toe (noughts and crosses) [33] . For such games, various particle swarm optimization and co-evolutionary techniques have been utilized to train neural networks to compete. The principles of biological evolution were used to train artificial neural networks to play a game of checkers. It was shown that the algorithm could compete with most professional human players [34] .
To preserve diversity and avoid premature convergence, various methods have been proposed that simulate distributed evolution through distributed population algorithm for global optimization [21, [35] [36] [37] . These distributed population algorithms commonly use panmictic sub-populations that apply the standard evolutionary algorithm within each island in isolation [38] . The strongest individuals are migrated between islands that replace the weaker ones. This particular fitnessbased migrant selection and insertion can be considered an added selection pressure during collaboration [35, 38] . The first island model for evolutionary algorithms is an example of a distributed population model where the sub-populations are isolated during selection, breeding and evaluation [36] . In this method, the islands pivot the evolutionary processes locally within their sub-populations before migrating fitter individuals to other islands after certain generations. The migrant selection in this scenario is done randomly and not probabilistically.
B. Multi-Island Competitive Cooperative Coevolution
Competitive island cooperative coevolution (CICC) [22, 39] and MIC 3 [23, 24] were proposed for global optimization problems. CICC featured two different problem decomposition strategies that were implemented as islands that compete and collaborate. MIC 3 was the successor to CICC that generalized to deal with more than two islands and is shown in Algorithm 1. Table I contains a short description important variables and parameters of MIC 3 . The migration of solutions between the islands requires composition or concatenation of solutions from the respective sub-populations of the winner island and decomposition according to the strategy used in the target island. It was shown that different decomposition strategies exhibit various features that can yield solutions with a better quality than its counterparts [21, 22, 39] . Moreover, MIC 3 ensures that different decomposition strategies are given an opportunity during γ the number of times that the subcomponent optimizer optimizes each subcomponent in a CC context. bi the best solution found by the ith island. This is also used as a context vector by the optimizer to construct a complete solution for evaluation of subcomponents.
D A set containing a decomposition for each island. For example, Di contains the decomposition for the ith island.
C the number of times an island is optimized before optimizing the next island.
evolution and alleviates the need to search for an optimal decomposition strategy which can become time consuming.
III. CONTRIBUTION-BASED MIC

3
In this section, we propose two strategies for contributionbased MIC 3 (MIC 4 ). The contribution of each of the islands is quantified by measuring the number of times an island wins or loses at different stages of optimization. A higher number of wins determines the superiority of stronger islands over the weaker ones.
Analysis of MIC 3 revealed that some of the islands may get stagnant or trapped in a local minimum and do not contribute positively to several phases of the optimization process Bali and Chandra [24] . Moreover, there were some cases in which some of the islands may not contribute in the beginning, but become helpful at later stages of evolution.
In order to effectively utilize the islands, we propose two different strategies to eliminate the poor performing islands. In the first strategy (direct-kill) the islands that do not make a significant contribution for several rounds are eliminated from the evolutionary process. In the other strategy (warn-then-kill), a warning is issued for the poor performing islands, and then they are eliminated if no improvement is seen.
A. The Kill Strategy
In this strategy, MIC 4 employs a straightforward greedy approach by eliminating the poor performing islands. More specifically, this strategy measures the contribution of every island by counting the number of times it loses/wins a tournament (competition among all islands). All the islands that do not win a tournament for τ k consecutive runs are eliminated from the evolutionary process. Several consecutive losses imply that the solution quality of the island is poor; hence, it is concluded that it's contribution to the overall fitness is minimal, and it should be terminated to save the limited computational resources. Algorithm 2: 
Stage 3: Competition: Compare and mark the island with the best fitness. 
B. The Warn-then-Kill Strategy
The warn-then-kill strategy is more lenient and grants a second chance to the poor performing islands. The overall optimization process happens in the following phases:
1) The algorithm calculates and updates contributions of each of the islands by measuring their win and loss scores after each tournament. In this scenario, the islands that have a zero win score are given a warning and their evolution time is reduced. 2) The algorithm rechecks the contributions of all the islands by monitoring their win counts. If there is no substantial improvement of the weaker islands for τ w tournaments, the algorithm terminates them. Algorithm 2 shows the details of MIC 4 algorithm that includes both the direct-kill and the warn-then-kill strategies. The algorithm starts by initializing all islands in a round-robin fashion. This is labeled as the initialization stage (Alg.
and the lower (x) bound limits. The evolution stage is very similar to the MIC 3 with the exception of including the required mechanism to deal with stagnant islands. The loop on line 10 forms the main evolutionary loop. While the sum of fitness evaluations used by all islands (Γ i ) is less than the maximum available budget (Γ max ), the algorithm evolves the islands independently. The sets W and S, which are initialized on line 7 are used to implement the direct-kill and the warnthen-kill strategies. The set K track the islands should be excluded from the evolutionary process, and the set S tracks the islands that were issued a warning.
On line 11, the algorithm iterates over all the islands excluding the ones which are in the kill set (S). In the case of warn-then-kill stage, the algorithm penalizes the islands to which a warning is issued by reducing the number of cycles that it is optimized. This is done on lines 12 to 15. The variable C is the maximum number of times that an island is optimized. For the penalized islands this is initialized to C pen , and to C max for the remaining islands. It is clear that C max > C pen .
It was previously mentioned that a CC framework is used to optimize each island. On line 17, the subcomponents of an island are iterated over and optimized using the optimizer function. For the purposes of this study, we have adopted G3-PCX [40] as the subcomponent optimizer. It should be noted that D i contains the decomposition of the ith island, and D ij is the jth subcomponent of the ith island. The optimizer function evolves the jth subcomponent of the ith island for γ iterations. The vector b i is the current best solution of the ith island, which is also used as a context vector in the evolutionary framework to form complete solutions. It is clear that because the kill and the warn sets are initialized to an empty set, all islands will be optimized at least C max times. Then, in Stage 3, all islands are examined to find the best performing island (Algorithm 2, lines 22-24). The variable w i counts the number of times that an island wins a tournament.
Next, the direct-kill or the warn-then-kill strategies are applied (Alg. 2, lines 28-34). The parameter τ k on line 30 is a threshold beyond which an island should be terminated (killed) indefinitely if its win count (w i ) is less than a predefined value (w min ). Therefore, if the tournament index t is larger than τ k and the win count of the ith island is less than w min , then the ith island is added into the kill set. Alternatively, if the active strategy is warn-then-kill, all the islands that satisfy w i < w min at any time when the tournament count is in the range (τ w , τ k ) will be placed in the warn set (W). The parameter τ w is the warning threshold and should satisfy the following condition: τ w > τ k . It should be noted that as soon as an island wins a tournament, it is removed from the warn set. This is because, at each tournament, the warn set is initialized to an empty set (line 28). Finally, in stage 4, the best solution of the best performing island is injected into other islands and the main loop is continued.
In order to give an equal chance to all the islands to win a tournament, the parameter τ k should be an integer multiple of I max . By the same token, the variable τ w should also be initialized to an integer multiple of I max such that τ k < τ w . In this paper, we initialized τ k to I max in the case of the direct-kill strategy. When the strategy is warn-then-kill, the parameter τ w is set to I max , and τ k = 2τ w . A possible extension of MIC 3 is to adaptively change these variables based on the overall performance of the islands over the course of optimization. However, a further investigation of this approach is beyond the scope of this paper. In the next section, we evaluate and compare the performance of MIC 3 and MIC 4 on a set of well-known benchmark functions.
IV. EXPERIMENTS AND RESULTS
In this section, we evaluate the performance of the proposed contribution based algorithm (MIC 4 ) on several well-known benchmark problems of 100 dimensions. These benchmark problems have been selected by considering their level of difficulty and separability, and their modality (Table II) . We first benchmark the performance of the two strategies of MIC 4 , and then provide further analysis about the islands that have been most dominant during the course of evolution.
A. Parameter Settings
The generalized generation gap with parent-centric crossover (G3-PCX) evolutionary algorithm [40] was employed for optimizing the sub-populations of islands in all the respective methods. In the current implementation, the G3-PCX employs a mating pool size of 2 offspring, a family size of 2 parents, and a generation gap model for selecting the sub-populations in the cooperative coevolution framework, and a population for local search. This parameter set-up has demonstrated good performance in solving global optimization problems [39, 40] . In MIC 4 , C max is set to 25, and C pen = 1 5 C max = 5. In MIC 3 , the parameter C is set to 25. The parameter γ of both MIC 3 and MIC 4 is set to 1. The five different uniform problem decomposition strategies that were implemented as islands of MIC 3 and MIC 4 are shown in Table IV . The column that marks "Error" in Table II is the desired accuracy of solutions, which determines one of the termination criteria before reaching the maximum number of function evaluations (Γ max ) fixed at 1.5 × 10 6 . A run is successful only when the algorithm halts with the minimum error. A total of 25 independent runs were conducted with different random initializations in all of the respective subpopulations of the islands. In each case, the mean fitness value (error), the corresponding function evaluations and the success rates are been reported. The results are presented and discussed in Section IV-B.
B. Results
In this section, we analyze the performance of MIC 4 in terms of the optimization time and the solution quality. Contribution based variant of MIC 3 that triggers a warning to the poor performing islands at the initial stage and provides a second chance to improve. In the next stage, the islands are only eliminated if there is no substantial improvement in their performance.
observed that the direct-kill strategy had better performance on 7 out of 8 functions. It is clear that it has managed to find better solutions using less computational resources. This is evident on all the separable and unimodal functions (f 1 -f 3 ), which shows that a considerable number of function evaluations have been saved. On closer inspection, we can see that the direct-kill strategy also outperformed MIC 3 and found better solutions on both instances of the non-separable and multi-modal functions (f 4 and f 5 ). Another observation is that the direct-kill strategy has produced slightly better solutions than MIC 3 on different instances of the Rastrigin function (f 6 and f 7 ). However, it has performed slightly worse than MIC 3 on the multi-modal and non-separable f 8 . This suggests that this greedy early termination mechanism may not always be feasible.
A similar trend exists when comparing MIC 4 (warn-thenkill) with MIC 3 , as shown in Table V . The experimental results reveal that while converging to high quality solutions, the warn-then-kill strategy has managed to save more function evaluations than MIC 3 on almost all of the benchmark functions with the exception of the Rastrigin function (f 6 ). On functions f 1 -f 3 and f 8 , it can be observed that the warn-thenkill strategy has managed to shorten the optimization time by a factor of approximately 30%-60%. This suggests that a less greedy elimination strategy can further improve the solutions quality of MIC 3 . Overall, we can see that both elimination strategies of MIC 4 improve the performance of MIC 3 , however, the warn-then-kill strategy performs better than the direct-kill strategy on 6 out of 8 benchmark functions. In addition to the overall performance, it is also important to analyze the contribution of the two strategies of MIC 4 during the course of evolution. We are interested in finding why the contribution based approach improves MIC 3 and how the minor difference between the two strategies gave in a major difference in their performance. For the sake of brevity, we limit our analysis to MIC 4 (warn-then-kill) algorithm and focus on the islands that have been most dominant during the course of optimization. Note that the elimination happens right at the end of the kill phase. Figure 1 shows the performance (win count) of each island during the two phases of the algorithm just before the elimination occurs.
Due to space constraints, the analysis is done on four functions (f 1 , f 4 , f 6 , and f 8 ). However, these contain both separable and non-separable functions as well as unimodal and multi-modal functions. For each of the aforementioned functions, the average win counts over 25 runs for each of five islands are recorded (Figure 1 ). The plots on the left correspond to the warning phase and the ones on the right correspond to the kill phase of MIC 4 . Figure 1 visualizes the average win count of the five decomposition schemes (implemented as separate islands) over 25 independent runs, and shows how different islands compete over the two phases (i.e., the warn phase and the subsequent kill phase). Since different types of problems posses unique search landscapes and search difficulties, it can be observed that the competition success rate for each of the five islands vary across different functions. According to the bar graphs of Figure 1 , it is quite clear that Island 2 (D 2 ) has given an overall better performance than the rest of the islands on majority of the benchmark problems. D 2 dominated the competition in both warn and kill phases for all four representative functions.
Another important observation is that the stronger islands in the early stage may not necessarily be dominant in the future stages of evolution. We can see from Figure 1 (e) that the first island has the best performance prior to the beginning of the warn phase. However, despite the second island (Island 2) being penalized during the warn phase, it manages to become the dominant island prior to the beginning of the kill phase (Figure 1(f) ). This suggests that Island 2 steadily contributes to the overall improvement of the global best and survives the warn phase. Overall, the results presented in Table V suggests that warn-then-kill performs better than the greedy direct-kill of MIC 4 and MIC 3 .
In summary, the results have been very promising and shows that a small alteration in island based algorithms can provide significant improvements in the results. The results also review the number of times an island wins and loses during different phases of evolution. This sets the basis for making decisions based on contributions, whether to eliminate or reduce the evolution time. We are interested to find if the weak islands contribute, or if retaining them is helpful during the later stages of the evolutionary process. The solutions in the weaker islands can be helpful in creating diverse solutions at later stages or evolution. The weaker islands have different problem decomposition strategies that can appeal in the later stages -when the nature of the problem changes in terms of separability. For instance, if an island appeals to fully separable functions, then it will not be helpful if the function is partially separable. However, if the function definition changes with time in terms of separability at the later stage of evolution, then the fully separable island decomposition would be helpful. This seems to be the case in the warn-thenkill strategy as it has shown to be better than the direct-kill strategy in most of the problems.
V. CONCLUSION
In this paper, we proposed two contribution based multiisland strategies which were implemented as 'direct-kill' and 'warn-then-kill' to eliminate the islands that demonstrate weak performance. This was implemented by splitting the evolution time according to the contributions of each of the different islands.
The results have shown that the two contribution-based strategies have proven to be advantageous during the optimization process. Furthermore, an important observation was that the warn-then-kill strategy further improves the overall optimization performance when compared to the direct-kill strategy. The warn-then-kill strategy allows the weaker islands to evolve that has shown to be beneficial in promoting diversity at the later stages of optimization.
In future work, it would be beneficial to apply the proposed approach to multi-objective optimization and combinatorial optimization problems. 
