We propose a diffusion least mean p-power (LMP) algorithm for distributed estimation in alpha stable noise environments, which is one of the widely used models that appears in various environments. Compared with the diffusion least mean squares (LMS) algorithm, better performance is obtained for the diffusion LMP methods when the noise is with alpha-stable distribution.
where v k,n denotes the measurement of model noise and T denotes transposition. The objective is for every node in the network to use the data d k,n , u k,n to estimate the unknown column vector ωo. We assume that all the signals are real, and extension to complex case is straightforward.
Here we give a brief introduction about α-stable distribution. The characteristic function of α-stable process [4] is described as:
where
Here α ∈ (0, 2] is the characteristic exponent of the alpha stable distribution. It measures the tails heaviness of the distribution. The smaller α is, the heavier tails the process is. In addition, −∞ < δ < ∞ is the location parameter of the distribution, and β ∈ [−1, 1] is the symmetry parameter. γ > 0 is the dispersion, which plays a role similar to the variance of the Gaussian distribution. The distribution is symmetric about its location parameter δ when β = 0. Such a distribution is called a symmetric alpha stable distribution (SαS). Throughout the paper, we assume that the alpha stable noise is symmetric β = 0 and the location parameter δ = 0.
Proposed Method: For global LMP, the parameter ω is estimated by minimizing the following global cost function:
where E{·} is expectation operator. The unknown parameters are updated along the steepest descent of the cost function in (4), which is given by
where e k,n = d k,n − w T k,n u k,n is the error signal. For local estimation, the following cost function is considered,
where N k denotes the neighborhood of an node k and the coefficients {c kl } determine which nodes l ∈ N k should share their measurements {d l,n , u l,n } with node k.
For each nodes, first performs intermediate estimates by the following combination,
where the coefficients {a 1,lk } determine which nodes should share their intermediate estimates {ω l,n−1 } with node k. With all the intermediate estimates, the nodes update their estimates by
After updating, the second combination is performed as
where the coefficients {a 2,lk } determine which nodes should share their intermediate estimates {ψ l,n } with node k. The diffusion LMP algorithm is summarized in Algorithm 1.
Algorithm 1 Diffusion LMP Initialization:
Given non-negative real coefficients {a 1,lk , a 2,lk , c lk }. Start with ω l,−1 = 0 for all l.
1: for n = 0 to nmax do 2: for k = 1 to N do 3:
4:
ψ k,n = φ k,n−1 + µ k l∈N k c lk e l,n p−2 e l,n u l,n .
5:
ω k,n = l∈N k a 2,lk ψ l,n .
6: end for 7: end for
Simulation Results: We consider a connected ad hoc wireless sensor network composed of N = 20 nodes. The network is generated as a realization of the random geometric graph model on the unity square, with communication range r = 0.5. The topology of the network is shown in Fig.1 . The AR model can be rewritten as the following vector form for node n at time k:
where d k,n = x k,n is the desired signal, which is assumed to be white Gaussian process in the following simulations.
T is the input data and w = [w 1 , w 2 , · · · , w M ] T is the unknown parameters. wm is drawn randomly from the standard uniform distribution U (0, 1).
Since the variance of alpha-stable process is infinite, instead of signalto-noise ratio (SNR), we use generalized SNR (GSNR), which is defined in [8] . GSNR is the ratio of the signal power over the noise dispersion γ. All the following results are obtained by averaging over 10 independent Monte Carlo trials.
The transient and steady network MSD of LMP algorithms as a function of order p are given in Fig. 2 and Fig. 3, respectively. From Fig. 2 , we observe that, due to the impulsive noise, the LMP algorithm is unconverged for order p = 2 or p close to 2. Meanwhile, the algorithm is converged when p = 1 or p close to 1. From Fig. 3 , we observe that the more impulsive of the noise (smaller α), the larger MSD for p = 2. The impulsive noise has a great influence on diffusion LMS algorithms. Furthermore, the lower MSD is obtained when p is close to α. Similar observations are obtained in [6] , which is a single node based LMP algorithm for system identification. MSD for different α, µ = 0.005, β=0, γ=1, δ=0 α = 1, optimal p = 1.3 α = 1.2, optimal p = 1.4 α = 1.4, optimal p = 1.5 α = 1.6, optimal p = 1.6 α = 1.8, optimal p = 1.7 α = 2, optimal p = 2 
