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Abstract
Flash floods are intense floods of short duration which often occur in small catchments.
No standard prediction model exists for estimating the design runoff of flash floods.
This thesis contains an incomplete dicsussion of how such a prediction model should
be developed. In order to use the framework which is suggested, certain assumptions
about the runoff coefficient must be examined. This includes checking whether the
runoff coefficient is a constant or a random variable, and a study of the dependence
between runoff coefficients and antecedent soil moisture. In this thesis, the groundwater
level was used as an indicator of antecedent soil moisture conditions.
In its original formulation, the rational model described the peak flow by rainfall and
a constant runoff coefficient. It assumes that the peak runoff and rainfall would vary
in the same manner: the cumulative distribution function and therefore also the return
period would be the same. The use of a constant runoff coefficient implies that a
100-year rainfall would result in a 100-year runoff. However, the runoff coefficient is
a complex variable which varies from event to event. It was found that the extreme
rainfall caused extreme runoff only a third of the time and the rainfall and runoff
return periods showed no correlation. It was concluded that the runoff coefficient must
be regarded as a random variable.
The preliminary analysis found that a separation into groundwater levels was suffi-
cient to describe the variation of the runoff coefficients. Hence, the prerequisites of
the prediction model were fulfilled, and an attempt to derive it is shown. The first
attempt used the distribution of the product of the two random variables rainfall and
runoff coefficient as a prediction of peak runoff. The runoff coefficient was described
by a beta distribution and the rainfall by the generalised Pareto distribution. The
validation showed a large discrepancy between the observed and modelled peak flow,
and a structural problem was discovered: the generalised Pareto distribution models
rainfall excesses which is not contained in the definition of the runoff coefficients. Two
solutions were proposed: redifining the runoff coefficient to contain rainfall excesses or
using a different distribution to describe the rainfall.
In addition, describing the variation in the runoff coefficient by groundwater levels seems
too simple. Other characteristics of the event rainfall (intensity, depth, duration) or of
the catchment should be included.
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Summary in Norwegian
Dette sammendraget er en løs oversettelse av introduksjonen i del 1 og konklusjonen i
del 7 og er ment a˚ gjøre selv den sterkeste motstander av anglifiseringen1 av det norske
spr˚aket rustet til a˚ lese resten av oppgaven.
Styrtflommer (flash floods, p˚a utenlandsk) er navnet p˚a intense flommer med kort va-
righet som ofte forekommer i sm˚a nedbørfelt (catchments). Slike flommer er vanskelige
a˚ varsle og kan derfor gjøre stor skade p˚a liv og verdier. Problemet er at slike flommer
er a˚ finne i sm˚a felt som sjelden har vannføringsobservasjoner (discharge hvis enheten
oppgis i m3/s, eller runoff hvis den er dividert med feltarealet og oppgis i mm/dag).
Det har lenge vært vanlig praksis i hydrologien a˚ benytte nedbørsm˚alinger for a˚ kom-
plettere mangelfulle vannføringsserier fordi nedbør er jevnt fordelt over store omr˚ader,
mens vannføring i større grad avhenger av lokale forhold.
Den rasjonale modellen (the rational model eller formula) beskriver et enkelt avhengi-
ghetsforhold mellom vannføring (Q regnet om til mm/dag) og nedbør (R i mm/dag):
Q = CR
Her tas de lokale effektene ved nedbørfeltet med ved a˚ inkludere en avrenningskoeffisient
(C) (runoff coefficient). Denne sammenhengen kan brukes til a˚ utvikle en prediksjons-
modell for styrtflommer, men det forutsetter blant annet at avrenningskoeffisienten
varierer tilfeldig (random variable) og at variasjonen kan beskrives ved hjelp av varias-
jonen i grunnvannsniv˚aet. Ma˚let med denne oppgaven er ikke først og fremst a˚ utvikle
modellen, men a˚ undersøke noen av egenskapene ved avrenningskoeffisienten.
Den første oppgaven blir a˚ sjekke om avrenningskoeffisienten faktisk er en tilfeldig va-
riabel. La oss anta det motsatte, alts˚a at avrenningskoeffisienten er konstant for alle
nedbørshendelser. I s˚a fall m˚a vannføringen og nedbøren variere likt (jf den rasjo-
nale modellen), eller sagt p˚a en annen m˚ate: sannsynlighetsfordelingen (distribution
function) til vannføringen og nedbøren m˚a være lik. Dette betyr videre at gjentak-
sintervallene (return period) til vannføringen og nedbøren m˚a være like. Etter denne
formuleringen ville hundre˚arsnedbøren alltid resultere i en hundre˚arsflom.
Dette ble undersøkt ved a˚ plotte sammenhengen mellom ekstrem nedbør mot vannføringen
samme dag. Det viste seg a˚ være svært liten korrelasjon mellom ekstrem vannføring
og ekstrem nedbør, og det ble konkludert med at avrenningskoeffisienten m˚a være en
tilfeldig variabel.
Da er første skritt p˚a vegen til a˚ formulere en prediksjonsmodell unnagjort. Prediksjons-
modellen skulle nemlig utledes fra et produkt av tetthetsfordelingen (probability density
function) til to tilfeldige variable, i dette tilfellet nedbøren R og avrenningskoeffisienten
C.
Avrenningskoeffisienten ble i denne oppgaven beregnet ved a˚ dele vannføringen (i
mm/dag) p˚a nedbøren (i mm/dag), som man kan se av den rasjonale formelen. Den
fysiske tolkningen er ”mengden vann i elva som skyldes nedbør”. Det er en kompleks
variabel som avhenger av mange faktorer. Den er lav hvis nedbørfeltet er flatt, hvis det
har mye vegetasjon og hvis bakken er lett gjennomtrengelig, for da tar vannet mange
omveger før det n˚ar elva. I denne oppgaven ble det antatt at avrenningskoeffisienten
1et ord som for øvrig er et eksempel p˚a latinifisering
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først of fremst avhenger av fuktighetsforholdene i feltet (antecedent soil moisture condi-
tions) før nedbøren starter. Grunnvannsstanden (groundwater level) i feltet ble brukt
som en indikator.
For a˚ sjekke om dette var en rimelig antakelse ble avrenningskoeffisientene delt inn i
tre klasser: dager med lavt, middels og høyt grunnvann. Deretter ble det sjekket om
tetthetsfordelingene til de tre klassene var tilstrekkelig forskjellige, noe de viste seg a˚
være.
Til slutt ble det gitt en ufullstendig beskrivelse av hvordan en prediksjonsmodell kan
utvikles. Modellen skal kunne beregne tetthetsfordelingen til styrtflommenes spiss-
vannføring (peak runoff ) ved a˚ regne ut fordelingen til produktet av de to tilfeldige
variablene. Tetthetsfordelingen til avrenningskoeffisienten kunne best beskrives med
en betafordeling (beta distribution) og nedbørsoverskridelsene (rainfall excesses) med
den generaliserte Pareto-fordelingen (generalised Pareto distribution eller GP).
Modellen ble validert mot observerte vannføringsverdier for de tre grunnvannsklassene,
men avviket var urovekkende stort. Det ble oppdaget at den generaliserte Pareto-
fordelingen muligens ikke kan brukes i en slik modell fordi den beskriver overskridelser
over en terskel (exceedences above a threshold), det vil si: GP-fordelingen beskriver
en annen egenskap ved nedbøren (overskridelser) enn den opprinnelige definisjonen av
avrenningskoeffisienten. Dette er et strukturelt problem ved modellen og kan bare løses
ved a˚ definere variablene p˚a en annen m˚ate. Det ble foresl˚att a˚ definere avrenningskoef-
fisienten som vannføring delt p˚a nedbørsoverskridelser. Alternativt kan det løses ved a˚
benytte en annen fordeling. Gammafordelingen ble forsøkt, men ga ikke bedre estima-
ter, heller d˚arligere. Gammafordelingen er dessuten ikke en ekstremverdifordeling, noe
som bør brukes n˚ar ekstreme verdier undersøkes.
Hvis modellen hadde fungert bra for de tre grunnvannsklassene kunne de ervervede
tetthetsfordelingene F (qlav), F (qmiddels) og F (qhøy) brukes til a˚ finne den totale tet-
thetsfordelingen til spissvannføringene slik:
F (qtotal) = wlavF (qlav) + wmiddelsF (qmiddels) + whøyF (qhøy),
der w-ene representerer vekter som angir sannsynligheten (probability) for at avren-
ningskoeffisienten er i den nevnte klassen.
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1 Introduction and study area
This section starts with an introduction and continues with a field overview, description
of the data set used and a review of research activities in the Sæternbekken catchment.
1.1 Introduction
Intense floods of short duration are called flash floods. They often occur during intense
rainfall in small to moderate sized catchments (IAHS 1974). The time from the causa-
tive event (usually rainfall) to the peak of the runoff can be very short, in the order of
a few hours. Such sudden floods can cause significant damage, partly because they are
difficult to forecast.
It is usual in hydrology to distinguish between forecasting and prediction of floods.
Forecasting aims at estimating the magnitude of the runoff as a response to a certain
event in the near future (Loague and Freeze 1985, p 230) whereas prediction aims at
estimating the runoff magnitude as a response to a design event (for instance the 100-
year flood), or an event which is associated with a particular exceedence probability2
(Dingman 2002, p 26). This thesis deals with prediction which means that the goal is
to find the design runoff of a flash flood rather than tomorrow’s runoff.
Floods can be predicted on the basis of a flood-frequency analysis. Flood-frequency
analysis seeks to estimate the magnitude of peak flow or areal rainfall of a certain re-
turn period (Sæterbø, Syvertsen, and Tesaker 1998, p 35). It uses independent extreme
values to estimate the empirical or theoretical return period. The empirical return
period (see section 2.4.5) cannot give estimates higher than the length of the measure-
ment record. That is, 32 years of measurements cannot give estimates of the 50-year or
100-year flood. This can be obtained by finding the theoretical return period. This is a
curve which is fitted to the inverse of the cumulative distrbution function of peak flow.
The quality of the flood frequency analysis depends on the length of the measurement
record and a long record is always preferable.
A way to bypass the problem of short data series is to use measurement records from
stations nearby by regional flood-frequency analysis. This method is not transferrable to
smaller catchments, where most flash floods occur, because measurements from larger
catchments are not representative for smaller ones. A different framework is necessary
to predict flash floods.
The lack of runoff data has always been a problem for hydrologists. However, rainfall
measurements have been extensively used to lengthen the runoff record (Clarke 1973,
p 14). Today, several operational flash flood forecasting models exist (Borga et al.
2007, Blo¨schl et al. 2008 among others). These spatially distributed hydrological
models takes rainfall as input variables and estimate the runoff of a specific rainfall
event. As far as we know, no standard prediction models exist which estimates the
design runoff of flash floods. This thesis discusses how such a model can be developed
by a derived distribution approach of rainfall and runoff coefficients, which are the two
factors in the rational model.
2In case of a 100-year flood, the exceedence probability would be 0.01, which will be explained in
section 2.4.5
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The rational model
Qm3/s = CAR, (1)
represents an easy way of modelling rainfall-runoff processes. It states that the hydro-
graph peak (also called the peak flow) Q increases with the catchment area A and the
maximum catchment areal rainfall intensity R (see Beven 2001, p 25). In the equation
above, Q is given in m3/s. It can easily be recalculated to the same dimensions as the
rainfall (mm/day) by dividing by the catchment area (in square metres) and including
a conversion factor of 86400 seconds/day.
Q = 86400 ·Qm3/s/A = CR (2)
Streamflow which is given in m3/s will be called discharge and if it is recalculated to
mm/day it will be called runoff .
Naturally, runoff depends on rainfall but it also depends on local catchment charac-
teristics such as the catchment’s response to rainfall and antecendent soil moisture
conditions. The runoff coefficient C takes these local effects into account.
When the rational model was developed in 1851, C was assumed to be constant. Even
in more recent works, C is still regarded as a constant (for instance in Hebson and Wood
(1982)). However, this view seems too simple because it assumes that the distribution
and thereby the return period, is the same for rainfall and runoff: a 50-year flood
would only result from a 50-year rainfall. Or viewed differently, all extreme rainfall
events would give extreme runoff. In this study, it is assumed that extreme runoff is
dependent on antecedent soil moisture conditions, that is, extreme rainfall will only
cause extreme runoff if the catchment is wet as the rainfall event starts. The fact that
flood generation depends on antecedent soil moisture conditions has previously been
formulated by among others Beldring (2002), Merz (2009) and Norbiato et al. (2008).
Here, the groundwater level will be used as an indicator of antecedent soil moisture
conditions.
Before a prediction model can be developed further studies of the runoff coefficient is
needed. First of all: is the runoff coefficient constant or a random variable? Secondly:
does it depend on gruoundwater levels and is it an indicator which describes the soil
moisture conditions sufficiently?
1.1.1 Hypothesis and plan for the study
Our hypothesis is that the runoff coefficient in the rational model is a random variable
which depends on antecedent soil moisture conditions. It is further assumed that the
variations in antecedent soil moiture conditions can be described by groundwater levels.
If these assumptions are fulfilled, a prediction model based on the rational formula can
be developed by the derived distribution approach.
Two research questions are proposed in order to answer the questions above
1. Is it true that extreme areal rainfall necessarily produces extreme runoff of the
same return period?
2. Does a separation of runoff coefficients into groundwater levels give sufficiently
different distributions of the runoff coefficient?
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The flash flood prediction model which is proposed relies on these assumptions. If the
runoff coefficient behaves randomly the model can be developed by expressing the dis-
tribution of peak flow as a product of the rainfall distribution and distribution of runoff
coefficients. If the runoff coefficients behave differently for different groundwater levels,
it is possible to formulate the prediction model as a sum of the derived distributions of
low, middle and high groundwater, respectively:
F (q) = wlowF (qlow) + wmiddleF (qmiddle) + whighF (qhigh), (3)
where F (q) is the distribution of peak runoff, F (qclass) is the distribution of peak runoff
for each class of groundwater level and wclass is the weight of each class of groundwater
level. This thesis includes an attempt to develop a such prediction model, but it did
not succeed and the description of the model is unfinished. However, the structural
problems were identified and discussed.
1.1.2 Structure of the thesis
This study starts with a short description of the study area and earlier work in Sæ-
ternbekken. Section 2 describes the procedure of the study and gives the theoretical
background. Section 3 gives an overview of statistical methods which will be used.
This section is included in order to help the inexperienced reader but can easily be skip-
ped by the more experienced one. The results are provided in sections 4 and 5, section
4 describes the daily runoff and precipitation data and the results of the groundwater
modelling, whereas the results of the extreme value analysis do not show up until sec-
tion 5. This section starts by explaining the rainfall interpolation and the grouping
into groundwater classes. In subsection 5.3 the research questions are answered and an
incomplete development of the distribution of peak runoff is found in subsection 5.4.
Section 6 discusses methods, results and choices which were made during the study
and section 7 contains the conclusion. Appendix A provides a detailed description
of the Kriging interpolation technique which can be seen as an extension of section 3.
Appendix B shows some PP and QQ plots which there was no room for in the text.
Note the index before the references, which also contains a list of symbols.
1.2 Study area
The small catchment Sæternbekken near Oslo in Norway was chosen as the study area
because of its peaked hydrographs, which is a result of the quick response to rainfall.
Also, enough groundwater measurements were available to calibrate a groundwater
model.
Sæternbekken runs into Øverlandsbekken and further into Sandvikselva. Sandvikselva
has a catchment area of 190 km2 upstream of the discharge station Bjørneg˚ardssvingen
and it ends as it reaches the Oslo fjord.
Discharge data and a sparse amount of groundwater data was available from the Sæ-
ternbekken catchment. Rainfall data was available from meteorological stations in the
Oslo region. Figure 1 on the following page shows the location of the discharge station
at Sæternbekken (red dot) and the precipitation stations (green dots). The discharge
station’s coordinates are E: 587518 and N: 6646092 (WGS1984, UTM32N). Discharge
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Figure 1: Location of the discharge station (red dot) and precipitation stations (green
dots) which spread around the Oslo area. The rectangle shows the approximate loca-
tion of the Sæternbekken catchment. The figure was made using the R packages png
(Urbanek 2010) and pixmap (Bivand et al. 2009).
12
measurements (along with the coordinates) were provided by the Norwegian Water Re-
sources and Energy Directorate (NVE). Precipitation and temperature data is provided
by the Norwegian Meteorological Institute.
A research field in the Western part of Sæternbekken was run in the 80s and 90s; partly
by the University of Oslo and partly by NVE. The main goal was to obtain detailed
measurements of hydrological variables with special emphasis on snowmelt. Erichsen
and Nordseth (1985, p 18) write about the background of establishing the research field,
and contain a comprehensive field description. The instrumentation of the research field
is thoroughly described in Myrabø (1994). In addition, several students have used data
from the research field for their theses - J. F. Holmquist, B. Erichsen, H. Stavestrand
and H.-C. Udnæs.
Beldring (2002) used runoff and groundwater level measurements from the research
field in a multicriteria-calibration of the hydrological model KiWa. This model will be
used in this study for calculating groundwater levels.
Except for the runoff measurements at Haga bru, the research activity in Sæternbekken
has now stopped, and most of the equipment is removed.
1.2.1 Geography
The catchment characteristics of Sæternbekken are thououghly described in Erichsen
and Nordseth (1985) and Myrabø (1994). A summary is given here.
Area The literature states different values for the catchment area of Sæternbekken
from as low as 5.84 km2 (Erichsen and Nordseth 1985, p 37) to 6.5 km2 (Tjomsland et
al. 1978, p 23). Beldring et al. (2000) used the value 6.32 km2, which will be used in
this study.
Topography and bedrock The catchment is hilly and ranges from approximately
110 m.a.s.l. at Haga bru to 422 m.a.s.l. west of Haslumseter (Erichsen and Nordseth
1985, p 4). A marked south-facing slope divides the catchment in two; the lower,
sourthern parts and the plateau Brunkollenplat˚aet in the north. The bedrock on the
plateau consists of the syenite akerite and the lower part is dominated by basalts which
formed during the permian rifting of the Oslo Graben.
Soils and vegetation The soils are formed by the glacial activity which ended 10 000
years ago. Till is the dominating soil cover above the marine limit, below the marine
limit is fine-grained clay is to be found. The marine limit is found at 220 m.a.s.l. and
about 35% of the area lies below it. All agricultural areas are found below the marine
limit. 7% of the catchment consists of bogs and at Brunkollplat˚aet bogs dominate. The
soil layer is quite shallow and in high-lying and steep areas bare rock is found.
Forest covers the parts of the catchment which are not arable. Coniferous forest domi-
nates, but deciduous trees are present. Undergrowth is typically blueberry bushes and
moss.
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Figure 2: V-notch at Haga bru. (Photo: Søren Nykjær Boje, 15. oct 2010)
1.2.2 Hydrology
Sæternbekken is an undisturbed catchment (Beldring et al. 2000) because of the sparse
settlement, relatively small amount of agricultural areas and absence of damming of
the stream. Sæternbekken has a short reponse time due to its small catchment. The
reponse time ranges from 5 to 7 hours in flood events (Myrabø 1994, p 10). This makes
Sæternbekken ideal for studying the response to rainfall.
No lakes and only two small tarns exist in the catchment. A large amount of bogs
are present and their ability to store water governs the discharge in the catchment
(Erichsen and Nordseth 1985, p 4).
Discharge measurements The discharge at the outlet of the catchment is measured
with a V-notch at Haga bru (figure 2). The time series used in this thesis covers 32
years, from 1.1.1972 to 31.12.2003.
The hydrograph at Sæternbekken can best be described as flashy, with large variability
and a few very extreme peaks. The first period in figure 3 displays a relatively calm
and controlled discharge, whereas the peaks in the last period of the measurements look
more dramatic. The reason for this is not known. It could be fairly random because
the two time periods were chosen at random.
A seasonal plot showing the distribution of streamflow over the year is shown in figure 4
on page 16. A clear peak is found during the spring flood in April to May, due to
snowmelt. A smaller peak is found in October to November, due to high rainfall
intensities. This distribution indicates that the Sæternbekken catchment belongs to
the hydrological regime H2L2; that is, a regime characterised by a dominating spring
flood and a secondary autumn flood, and two low-flow periods at different times of the
year (Gottschalk et al. 1979).
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Figure 4: Upper plot: Seasonal plots of precipitation measured at ten different me-
teorological stations. Lower plots: Seasonal plots of discharge (at Sæternbekken) and
temperature (at Dønski).
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Date Discharge m3/s
25.09.1984 3.33
07.10.2001 2.93
10.10.2000 2.77
14.11.1993 2.53
13.11.2000 2.44
06.09.1985 2.40
22.10.1976 2.34
20.11.2000 2.34
14.07.1999 2.25
04.11.2000 2.13
Table 1: Top ten floods at Sæternbekken between 1972 and 2003.
Historical floods Table 1 shows the ten highest discharges measured at Sætern-
bekken during 1972-2003. Unfortunately, no measurements are available from Sætern-
bekken during 1987, or March to October in 1988. However, measurements were taken
in a small research field in the western parts of the catchment between 1986-1989. The
highest discharge within that period was recorded in October 1987 (Myrabø 1994, p 11)
and it is likely that this event would be found among the highest floods in table 1 if it
were recorded.
Groundwater measurements Daily measurements of groundwater levels are avai-
lable for the research field in Sæternbekken during summer periods between 1986 and
1995. They do not cover all extreme rainfall events. Groundwater levels were obtained
for the whole time period by modelling.
1.2.3 Climate
Figure 4 gives the seasonal plot of all stations, which shows the average monthly preci-
pitation over the course of a year. The highest average monthly precipitation is found in
the autumn, the lowest from February to April. The seasonal plot of monthly discharge
is easily explained by the precipitation and temperature curves: the autumn floods are
clearly caused by rainfall, while the spring flood is caused by snowmelt. During summer
the temperature is high and much of the precipitation evaporates. This explains why
the seasonal plot of runoff has two periods of low-flow (in February and June-August),
even though there is only one period of low precipitation (February - April).
The temperature data used in this study is measured at the meteorological station
Dønski, which is the measure station closest to Sæternbekken.
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2 Theory and methods
This section discusses methods and the theory behind the methods used in the study,
including choices which had to be made. Subsection 2.1 explains the concept of runoff
coefficients, subsection 2.2 describes how a precipitation series can be made by interpo-
lation of rainfall measurements at other precipitation stations. Subsection 2.3 explains
the principles behind groundwater modelling, while subsection 2.4 deals with extreme
value theory. Here, the return period and POT analysis is defined. In the end, the de-
rived distribution approach is discussed, which is foundation of the proposed prediction
model. Appendix A complements section 2.2.1 with some basic concepts of geostatistical
methods.
2.1 Runoff coefficient
The role of the runoff coefficient in the rational model (the parameter C in equation
1.1) is to describe the amount of rainfall which contributes to the peak flow, that is,
the amount of rainfall which is not lost through evapotranspiration, infiltration into the
ground etc, but produces a response in the river. In the rational model, C is a constant
value but it turns out that the runoff coefficient varies from event to event, and depends
on many factors. Spatially, it increases with mean annual precipitation (MAP), low
permeability of the ground and wet soil moisture conditions (Norbiato et al. 2009),
steeper slope, shallower soil depth and more extensive snow cover (Merz and Blo¨schl
2009). Merz and Blo¨schl stated that the temporal variability of runoff coefficients
depends on moisture conditions in the catchment and investigated the effect on event
rainfall and antecedent soil moisture conditions. They found that the latter had more
influence than the rainfall characteristis (such as rainfall intensity and duration). Our
hypothesis is therefore that C is a random variable. In this thesis, this accounted for
by calculating one runoff coefficient for each event.
Merz et al. (2006, p 591) has a mor precice definition of the event runoff coefficient:
”the portion of rainfall that becomes direct runoff during an event.” The peak flow in
a stream consists of baseflow (groundwater) and direct runoff (also called event flow).
The direct runoff is a result of the excess water that comes with rainfall. It is practial
to divide rainfall into losses (mainly evapotranspiration) and effective rainfall. The
volume of the effective rainfall equals the volume of the direct runoff and it is possible
to calculate how much of the peak flow results from the rainfall that produced it. This
requires a separation of rainfall into effective rainfall and losses, or, separating the
hydrograph into baseflow and event flow.
However, in this work, a simplified runoff coefficient is calculated as the observed runoff
(in mm/day) divided by areal rainfall. The advantage is that baseflow separation is
not necessary, but the drawback is that the value of the simplified runoff coefficient is
not restricted to be between 0 and 1. In this case, the simplified runoff coefficient C is
no longer interpretable as the percentage of rainfall which contributes to direct runoff.
2.2 Areal rainfall - Interpolation with geostatistics
Interpolating areal precipitation on days of extreme rainfall There were no
available precipitation measurements in the Sæternbekken catchment, so a time series
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had to be estimated on the basis of measurements in and around Oslo. That is, only
extreme precipitation events at Sæterbnekken were interpolated. Extreme events will
be defined as ”days when both of the two neighbouring stations diametrically opposite
of Sæternbekken, Gjettum and Kjels˚as, experienced a rainfall higher than Q0.05 at
Gjettum and Kjels˚as, respectively”. Q0.05 represents the rainfall magnitude which is
exceeded only 5% of the time (the quantile corresponding to exceedance probability of
5%).
Kriging interpolation was used to interpolate because it takes the spatial variation
into account, which other interpolation techniques (arithmeric mean, thiessen polygons
or the hypsometric method) do not. In this study, the R package geoR (Ribeiro Jr
and Diggle 2001) was used to interpolate areal precipitation to Sæternbekken. The
output of this pre-defined Kriging algorithm is precipitation values at specific points.
In order to obtain a value which is representative over the whole catchment (the areal
precipitation), a large number of the interpolated values were averaged. In section 5.1.2
they are also multiplied with an areal reduction factor.
Defining the area. This procedure requires defining an enclosed area which contains
the coordinates of the points. The catchment boundary of Sæternbekken is known,
but for convenience a simpler geometrical figure was chosen to define the enclosed
area, for convenience. A rectangle covering the UTM32 East coordinates 585468 to
587978 and UTM32 North coordinates 6645492 to 6649772 was used. The coordinates
correspond to the south-easternmost and north-westernmost point of the catchment,
and the sidelengths are 2.51×4.28 km. A sketch of this rectangle is shown in figure 1.
Kriging with a trend. Haan (1977, p 532) recommends eliminating the trend from
the data set before interpolation, then adding the trend to the interpolated values
afterwards. This was not the chosen way to add the trend, however, because it would
not take the topography of the catchment into account. When adding the trend to the
interpolation algorithm, the elevation at all points within the rectangle was included,
which is important when interpolating to an area instead of a point. Kriging was used,
which means adding a spatial trend to the Kriging algorithm (see equation 11).
Expressing the trend. In universal Kriging, it is usual to express the spatial trend
as a function of East and North coordinates, so-called trend surfaces (Webster and
Oliver 2007, pp 40). A trend could perhaps be satisfyingly expressed by the coordinates
if they were the only predictors available. However, it was found that the increase in
precipitation due to distance was correlated with increase due to elevation (R2 =0.762).
There is often no theoretical background of assuming that the rainfall depends on East
and North coordinates. Rainfall does, instead, depend on elevation above sea level
(Førland 1979), at least near the coast. Whenever there is a physical explanation of the
trend, it should be expressed by the predictor which causes it and not the coordinates.
Therefore, the trend in this study will be expressed by the elevation above sea level.
The spatial trend is thorougly explained in section 4.2.4.
Choosing coordinates with corresponding elevation. The interpolated rainfall
should be found in many of the coordinates within a rectangle surrounding the Sæ-
ternbekken catchment. The coordinates were chosen at random by generating 1000
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Figure 5: Hypsographic curve of Sæternbekken, from Myrabø (1994, p 8). M.o.h. means
meters above sea level, m.a.s.l.
integers in the intervals North ∈ (6645492, 6649772) and East ∈ (585468, 587978). In
order to utilise the spatial trend by elevation, the elevation should be found at each
point. Finding the elevations manually (from a map) would be cumbersome. Instead,
the hypsographic curve (Myrabø 1994, p 8) can be used. The hypsographic curve shows
the percentage of the catchment area which is found below a certain elevation, see figure
5.
It is easy to divide the rectangle into fractions which correspond to certain elevation
intervals. For example, if 9% of the Sæternbekken catchment lies between 200 and 250
m.a.s.l., the interval of North coordinates which cover 9% of the enclosing rectangle
could be assigned the elevation 225 m.a.s.l. The rectangle is divided into 7 parts, and
in order to imitate the large-scale variation of the topography the lowest elevations are
assigned to the sourhtermost parts. See table 2.
Standardisation In order to eliminate the variability between the events, all measu-
red rainfall heights were standardised by the mean and standard deviation of the actual
event:
rainfallobserved, standardised = (rainfallobserved − µˆevent)/σˆevent
After interpolation the output (interpolated values) were de-standardised by
interpolated rainfall = interpolated rainfallstandardised · σˆevent + µˆevent
The trend was also standardised, that is, the trend of the standardised mean rainfalls.
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Elevation Fraction of catchment North coordinates Assigned elevation
h < 150 4 % 6645492-6645600 123.5
150 < h < 200 13 % 6645600-6646300 175
200 < h < 250 9 % 6646300-6646700 225
250 < h < 300 21% 6646700-6647600 275
300 < h < 350 27% 6647600-6648700 325
350 < h < 400 19% 6648700-6649500 375
400 < h 7% 6649500-6649772 411.5
Table 2: Tabulated hypsographic curve of Sæternbekken - used for assigning elevations
(in m.a.s.l.) to a certain fraction of the enclosing rectangle which represents the catch-
ment. The highest elevations are assigned to the northernmost parts. Column 3 only
gives the approximate North coordinates (given in WGS1984 UTM 32N).
2.2.1 Kriging interpolation
(Appendix A complements this section with some basic concepts.) Interpolation me-
thods are weighted averages of observations located a distance or lag away from the
point of interest.
P ∗(x0) =
N∑
i=1
λiP (xi). (4)
None of the interpolation methods methioned above account for the spatial variation
in the region and they give no estimate of errors. Kriging interpolation is a stochastic
interpolation method which takes both of these problems into account. It was developed
as one found that the spatial variation is so irregular that it cannot be modelled by a
smooth mathematical function and should instead be treated stochastically (Burrough
and McDonnell 1998, p 133). Kriging uses geostatistical methods in order to describe
this irregular variation.
Variogram The semivariance can be estimated by
γˆ(h) =
1
2n
n∑
i=1
{p(xi)− p(xi + h)}2, (5)
where p(xi) are samples at point xi and n is the number of pairs of sample points.
A plot of the semivariance is called a semivariogram, or just a variogram. It is used
to find the weights of the Kriging interpolation. As described in Webster and Oliver
(2007) from page 56 on, a variogram has the following properties: If the semivariance
converges to an approximately constant value (the variogram flattens out), it has a sill.
This is the maximum variance within the area. Graphs 6a-d show this sill, whereas
graph 6e does not have a sill at all. This variance increases through the whole area and
possibly further.
The lag distance within which the variance increases is called the range. Measurements
which are separated with a lag h shorter than the range are spatially dependent, while
distances larger than the range separate points which are spatially uncorrelated. In
practice, the range is the lag distance where 95% of the sill is reached. A sill will be
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Figure 6: Properties of the variogram. Taken from Webster and Oliver (2007, p 56).
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Figure 7: Tolerances of sampling points for the empirical variogram. The figure is taken
from Isaaks and Srivastava (1989), page 142.
reached if the process is second-order stationary, and the lag distance is larger than the
range (Webster and Oliver 2007, p 58).
In figures 6c and d, the semivariance does not start at zero. This is called the nugget
effect. As seen in the graph a, the autocovariance starts at the maximum variance
(sill) and decreases when the lag increases. The semivariance is its mirror image, and
increases from 0 as the lag increases. For continous spatial processes, γ = 0 at lag
h = 0. However, it turns out that some spatial processes are discontinous in practice.
The variance jumps to a positive value (the nugget variance) immediately away from
the origin. This is due to the measurement errors, and variation which occur on smaller
distances than the shortest lag distance between any measurement points (Webster and
Oliver 2007, p 58).
Graph d shows a variogram which displays a pure nugget-effect. Here, the data is
uncorrelated, because the range is smaller than the shortest lag between measured
points (Gottschalk 2005, p 17). Graph f will not be discussed.
Empirical variograms are plots of γˆ(h) against h (see equation 5). In many instances,
there are few pairs of measurements which are separated excactly by |h| (Isaaks and
Srivastava 1989, p 141). This especially applies to this study, where only nine points
are available. In order to get enough pairs of points to calculate the semivariance, any
pair which is separated by approximately h will be accepted, and what is considered
”approximately” can be defined (both angle and direction). Isaaks and Srivastava
(1989) demonstrates a tolerance of ±20◦ and ±1m, see figure 7. When the empirical
variogram is plotted, a mathematical functions can be fitted to the empirical variogram.
This function is called a theoretical variogram. It is found by regression to one of several
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models. Burrough and McDonnell (1998, p 136) quickly lists the following models:
Spherical model
γ(h) = c0 + c1{3h
2a
− 1/2(h/a)3} for 0 < h < a
= c0 + c1 for h > a
γ(0) = 0 (6)
Exponential model
γ(h) = c0 + c1{1− exp(−h
a
)} (7)
Gaussian model
γ(h) = c0 + c1{1− exp(−h
2
a2
)} (8)
where the parameters c0 is the nugget variance, c0 + c1 equal the sill variance, a is the
range and h is the lag. The spherical model (see graph b and c in figure 6) starts out
as a linear function and curves as it approaches the range. This model could be used
when the range and sill is clearly visible in the empirical variogram The exponential
model looks more like graph a in figure 6; the range is harder to define. Webster
and Oliver (2007, p 89) elaborates this by saying that the exponential model does not
have a finite range. An ”efficient range” is usually defined to be where γ has reached
95% of the sill variance. The exponential model is used in geosciences. ”It represents
the essence of randomness in space.” (Webster and Oliver 2007, p 89). They further
state that this model is the right choice of variogram for Markov processes, that is,
autocorrelated processes. Haan (1977, p 295) writes that a first-order Markov process
can be determined from its autocorrelogram, ρX(h) = ρ
h
X(1). If the autocorrelation
can be written like this the process can be described by the Markov model, and the
autocorrelogram decays exponentially from ρX(0) = 1 to ρX(∞) = 0. The Gaussian
model looks like the normal distribution only for negative x-values (half of the bell
curve) 3. Webster and Oliver only state the disadvantage with this model: when h
goes to 0, the model approaches 0 with a zero gradient. This leads to an unstable
Kriging interpolation and should be avoided (Webster and Oliver 2007, p 93). In this
thesis, the exponential model will be used.
Kriging interpolation Interpolated precipitation values, pˆ(x0), are found by taking
the weighted average of the surrounding precipitation measurements, using weights, λ,
from the variogram.
pˆ(x0) =
n∑
i=1
λip(xi) (9)
In ordinary Kriging, the weights are chosen in such a way that the estimate is unbiased,
that is, to make sure that the weights sum to one and that the expected error is zero.
n∑
i=1
λi = 1
3not portrayed in figure 6
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E[Pˆ (x0)− P (x0)] = 0
The minimised sum of squares, or Kriging variance, is the prediction error
σˆ2(x0) =
n∑
i=1
λiγ(xi,x0) + φ(x0) (10)
where γ(xi,x0) is the semivariance between the ungauged site and sampling point i and
φ is the Lagrange multiplier which makes sure that the Kriging variance is minimised
(Burrough and McDonnell 1998, p 139).
Repeating Webster and Oliver (2007, pp 158-159), the Kriging equations are written
in matrix form as
Aλ = b
where
A =

γ(x1,x1) γ(x1,x2) · · · γ(x1,xN ) 1
γ(x2,x1) γ(x2,x2) · · · γ(x2,xN ) 1
...
... · · · ... ...
γ(xN ,x1) γ(xN ,x2) · · · γ(xN ,xN ) 1
1 1 · · · 1 0

λ =

λ1
λ2
...
λN
φ(x0)
 and b =

γ(x1,x0)
γ(x2,x0)
...
γ(xN ,x0)
1

A and b are known from the variograms. λ is found by calculating
λ = A−1b
and the Kriging variance is found by
σˆ2(x) = bTλ
As seen in section 4, the precipitation data is not stationary, but has a spatial trend.
This can be accounted for by using universal Kriging. In this method, trends are taken
into account by inserting the trend into equation 11 instead of the mean.
P (x) = m(x) + ′(x) + ′′
P (x) =
K∑
k=0
βkfk(x) + 
′(x) + ′′ (11)
where the first term represents a possible increase in precipitation which is due to
elevation. The spatial trend of Sæternbekken is examined in subsection 4.2.4.
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2.3 Groundwater modelling
Groundwater measurements are available for Sæternbekken during summer periods
between 1986 and 1995. They do not cover all extreme rainfall events, which extend
from March 1972 to June 2001. In order to obtain groundwater levels for the whole
time period, they had to be modelled.
2.3.1 Model selection
Several models could be used in the modelling of groundwater levels. HBV (Bergstro¨m
1976, 1995) is a widely used model in the Nordic countries. This model does not yield
the groundwater level directly in metres, however, it rather yields a volume (Bergstro¨m
1995). ECOMAG, which was developed for boreal conditions (Motovilov et al. 1999)
could also have been used, because it is physically based; it yields groundwater levels
and it has proven good in small boreal catchments overlying till soils. Instead, the model
KiWa (Beldring et al. 2000) was chosen because one of its outputs is groundwater levels
in metres, and because it has been used and calibrated for the Sæternbekken catchment
(Beldring 2002).
The KiWa model is a physically based model with a spatially distributed description of
hillslope processes (Beldring et al. 2000). KiWa describes the water balance in small
cathments or hillslopes, where the soil consists of till overlying impermeable bedrock.
It is assumed that on hillslope scales, the dominating flow is saturated subsurface flow
until the soil becomes saturated. As soon as the soil is saturated, overland flow also
gives a contribution (Beldring et al. 2000, p 743).
A short listing of some of the equations used in the model is given here. See Beldring et
al. (2000, p 729) for details. The groundwater flow is calculated by using the following
equations:
K(u) = K0e
au, (12)
where the saturated hydraulic condictivity K(u) is calculated from the saturated hy-
draulic conductivity K0 and decreases exponentially with the depth u measured from
the surface. a is an empirical coefficient.
q(s) =
∫ D
D−s
K(u)sinαdu (13)
where the discharge per unit width normal to the flow direction is the integral of Darcy’s
law from the bottom of the soil profile, D to the saturated depth D − s. Here, α is
the angle of the hillslope and u is an integration variable (not to be confused with the
threshold u and parameter α which appears later in the text).
Inserting equation 12 into the latter yields
q(s) =
K0
a
sinαeaD(1− e−as) (14)
and is used in the one-dimensional continuity equation for the hillslope’s sturated zone:
δq
δl
+ 
δs
δt
= i (15)
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where l is the length of the sloping bed,  is a constant storage coefficient, t is the time
and i is the lateral inflow of water.
The overland flow is calculated on the basis of the equation of motion
p = βym (16)
where p is the discharge per unit width, β and m are kinematic wave parameters, and
y is the flow depth. It is intserted into the one-dimensional continuity equation
δp
δx
+
δy
δy
= i (17)
where x is the length of the hillslope’s saturated part, t is the time and i is the same
as above.
In the version of KiWa which was used in this thesis, the temperature governs the snow
accumulation and snowmelt, as well as evapotranspiration.
According to Sorooshian (1997, p 20) the success in the application of a model depends
on three factors: (i) the structural makeup of the model, (ii) having the required data
available for both the calibration and the application and (iii) the success in calibration
of the model.
2.3.2 Calibration
No model can calculate its outputs correctly unless it has correct values of catchment
characteristics, or parameters. This also applies to KiWa, whose main outputs are ru-
noff and groundwater level. KiWa’s parameters are for instance root depth, hydraulic
conductivity and precipitation or temperature correction factors. Some of these para-
meters are not measured, but can be obtained by calibration. That is, to estimate the
parameters by running the model with different parameter values and choosing the set
of parameter values which gives the best simulated result compared with observations
for the same time period.
The length of the calibration period may influence the results of the calibration. A
rough rule of thumb is that the length of the data should be at least 20 times the
number of parameters (Sorooshian and Gupta 1995, p 48). Hence, in this case of 30
parameters, a data set of 600 data points would be sufficient for calibration. However,
that is if the data are of the right kind. The data should display the whole range of
variability in the catchment, and the more often dry, medium or wet states occur, the
more informative the data set is. A less informative data set would have to be longer
in order to contain the variability that is needed. Yapo et al. (1996) recommends a
calibration period of approximately 8 years, but equally important: that the data used
for calibration contains the wettest period on record.
In order to quantify the performance of the simulated output, the Nash-Sutcliffe effi-
ciency is often used. This is also used in this study. The Nash-Sutcliffe efficiency, N-S,
is calculated as follows (Nash and Sutcliffe 1970):
N-S = 1−
N∑
t=1
(qsimt − qobst )2/
N∑
t=1
(qobst − qmean)2, (18)
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where qmean is the mean observed daily flow (Yapo et al. 1996, p 31). N-S varies
from -∞ to 1.0, where 1.0 gives the best performance. Nash and Sutcliffe (1970, 288)
describes this efficiency as ”the proportion of the initial variance accounted for by [the]
model”.
2.3.3 Validation
After calibration, the chosen parameter set should be tested. In catchments with sta-
tionary measurements, a usual method of testing is the split-sample test (Klemesˇ 1986,
p 18), which consists of splitting the available measurements into two parts. One part
is used for calibration and the other for testing, or validation. The parameter set should
only be used if the performance of the validation period is acceptable.
Klemesˇ (1986, p 17) writes:
[T]he data used for model validation (verification) must not be the same as
those used for calibration but must represent a situation similar to that for
which the data are to be generated. The emphasis on validating a simulation
model with data pertaining to a situation similar to the ”target” situation
is essential since the data for this target situation do not exist - if they did,
no simulation model would be necessary to generate them.
Usually, this would be true. However, in this case, the target situation does exist. The
reason is that the model here is calibrated with respect to runoff in order to give good
parameters for groundwater modelling. This is highly advantageous because it is not
necessary to find a situation similar to the target situation - because the target period
already exists. The performance of the simulated runoff can be checked with observed
runoff data at any time. However, observed groundwater data does not exist but it is
assumed that if the simulated runoff are in good agreement with the observed runoff,
the groundwater will also be modelled acceptably.
2.4 Extreme value analysis
2.4.1 Return period
Flood-frequency analysis aims at finding the return period of a flood. Haan (1977,
p 3) defines it as the ”average elapsed time between occurrences of an event with a
certain magnitude or greater”. The return period, T, is given by T = 1q , where q is
the exceedence probability and the easiest way of understanding it is to think that the
n-year flood is the flood which has the exceedance probability 1/n (exceeded once each
n years, on average).
The cumulative distribution function is especially useful when calculating probabilities
of exceedence in flood-frequency analysis because it gives the exceedence probability q
as 1-FX(x) and the theoretical return period as:
TX(x) =
1
P (X ≥ x) =
1
1− FX(x) (19)
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The return period is a measure of extremes, and it is therefore necessary to extract a
series of extremes from the daily data sets.
2.4.2 Extracting extremes
The annual maximum series (AMS) and the partial duration series, or peak over thre-
shold (POT) give two different ways of selecting extremes. As the name implies, the
annual maximum series consists of the highest observation in each year. A 30 year long
observation record would yield 30 AMS values. The POT method consists of all obser-
vations above a threshold, which gives more than one extreme each year. As Takeuchi
(1984, p 276) points out, the AMS method is simple and does not require any subjective
judgement. However, the POT method guarantees a series of extreme values as long
as the threshold is high enough, which is not the case with AMS. The disadvantage of
AMS is that the values in one wet year are given the same weight as the values in a
dry year, whic means that the second highest value (in a wet year) is never included
in the series even if it is higher than many of the AMS values in dry years. The POT
method will be used in this study.
2.4.3 Peak over threshold method (POT)
The subset of extremes is made up of all exceedances above a predefined threshold
which are independent (Gottschalk and Krasovskaia 2001, p 15). The threshold should
be so high that the exceedances are extreme, yet not so high that there are too few
observations for analysis. The threshold u can be found by the formula u = µˆ + 3σˆ,
that is, the mean of the parent population plus three times the standard deviation.
There are other ways of choosing the threshold. In this study, the 5% quantile was
used because it yields more data than the formula above.
The values in the POT series must be independent, which can be obtained by choosing
the highest observation within a dependent event (if, for instance, there were five days
consecutively of rainfall above the threshold, the highest value should be chosen). This
method requires analysis of each extreme event, which is time-consuming. A quicker
method is to choose all observations above the threshold which are separated by a
certain time interval. The integral scale of the autocorrelation function (which will
soon be explained) can be used as one such length. By this method, there is a risk of
loosing the highest value within an event, but it is the most practical method.
2.4.4 Checking the assumptions of the POT analysis
Independence is checked by plotting autocorrelation functions and by testing crossing
properties.
Autocorrelation Daily discharge measurements usually depend preceding data -
they are dependent on yesterday’s measurements. In order to check this dependence,
and finding out for how long this dependence endures, the autocorrelation function is
found. This is the ”[c]orrelation of two serially dependent variables”, as Yevjevich (1972,
p 246) writes, or in more understandable terms: the correlation between one variable
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Figure 8: Autocorrelation curve of Bjørnholt where the integral scale is drawn as the
side length of a rectangle whose area equals the area under the curve.
(rainfall) and the same variable separated by a certain time interval (next day’s rainfall,
next month’s rainfall or next year’s rainfall). It is calculated as (Gottschalk 2005, p 9)
ρˆ(t, t′) =
Cov[X(t), X(t′)]
σˆ(t)σˆ(t′)
(20)
The variable is dependent at time intervals, or lags, where the autocorrelation function
is above ρˆ > 0, but this can be hard to determine if the curve converges slowly. In
practice, the integral of the autocorrelation function, the integral scale, can be used.
The short side length of the rectangle with height 1 and area equal to the integral scale
is a measure of the correlation distance between two observations. Figure 8 shows an
example of an autocorrelation function with an integral scale.
Crossing properties The independence can also be checked by performing a run
test which compares the number of upcrossings in an observed data series with the
number of upcrossings in an independent time series (see Gottschalk 2004). This is
shown in section 4.2.1.
2.4.5 Relating the return period of POT with annual return periods
This subsection describes a different way of finding the return period than subsection
2.4.1 does. Here, the empirical return period of POT values is found by a plotting
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position and recalculated to empirical return period of AMS values in order to find the
annual return period.
Because AMS and POT are defined differently, the n-year flood found by one method
is not equal to the n-year flood found by the other (Takeuchi 1984, p 276). The AMS
method gives the annual return period directly from exceedance probabilities, but the
POT series contains many more values than the AMS, and the return period found
by taking the inverse of the exceedance probability will not be as high as the annual
return period. The expected amount of POT values per year λ, is used to correct for
this:
pA = (pE)
λ, (21)
where the index A (for annual) marks the AMS values and E (for event) marks the
POT values. When the AMS values are sorted from the highest to the lowest, the
probability that one AMS value is equalled or exceeded qA, is the same as its rank k
divided by the length of the series N
qA =
k
N
⇐⇒ pA = 1− k
N
(22)
An explanatory example is shown in table 20 on page 63. This formula applies to the
POT values as well, but the POT series has several extremes per year, and the rank
and the length of the series will be different. Here, the rank is called m and the length
L.
pE = 1− m
L
(23)
When W.B. Langbein (see for instance Takeuchi (1984)) derived this relation in 1949,
he made the approximation that for mL << 1, equation 24 is valid, which makes it
possible to calculate pA in equation 21 from the POT series
(
1− m
L
)λ ≈ e−mλL ≈ pA (24)
This is easily recalculated to exceedance probabilities as
qA = 1− e−mλL (25)
The return period is the inverse of the exceedence probability, that is
TA =
1
qA
=
1
1− e−mλL
(26)
Looking back at equation 23 it is clear that the exceedance probability qE must be
m/L. Hence, the inverse of the return period of the POT series 1/TE = qE = m/L can
be substituted into the previous equation
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11− e−
λ
TE
(27)
This relationship is useful because it uses the definition of the POT values (which gives
a more extensive subset of extreme values) to derive the annual return period. It will
later be used to compare the annual return periods of areal rainfall and runoff.
2.4.6 A derived distribution approach
The prediction model in this thesis uses the simple rational model to express the runoff
on days with extreme rainfall by the two variables rainfall intensity and runoff coeffi-
cient. This method is called the derived distribution approach, and was introduced by
Eagleson (1972).
The derived distribution approach uses information about the underlying mechanics of
the flood-generating processes so that the flood-frequency can be estimated in catch-
ments without observations, or in order to extrapolate existing observations (Eagleson
1972, p 897). Using rainfall in flood prediction is an advantage because precipitation
data have a denser measuring network, and are spatially more uniform than runoff
(Gottschalk and Weingartner 1998, p 149) whereas runoff depends on local catchment
characteristics and vary a lot from catchment to catchment, and within one catchment.
Gottschalk and Weingartner (1998) derived a distribution for peak runoff as a product
of the distribution of scaled rainfall and the runoff coefficient. The runoff coefficient
was grouped into different physiographic regions. A similar approach will be used here,
but the runoff coefficients are grouped differently (here: by groundwater level), and the
model in this thesis seeks to represent extremes, which was not the case in Gottschalk
and Weingartner’s study.
32
3 Basic statistics
This section explains the theory behind basic concepts of random variables, probability
distributions and lists the formulas and moments of the distributions used in this thesis.
Readers who have a background within statistics can skip this part
3.1 Random variables
Random variables or stochastic variables can take on any value in an interval of possible
values, the range. Some values are more likely to occur, others occur very seldomly
(imagine the normal distribution). Random variables are denoted X and their corres-
ponding value is called x.
Some random variables can only take on a limited/finite amount of values within the
range. An example is the number of days which measure extreme precipitation during
a 30 year period. Such random variables are called discrete because they can only take
on certain values, in this case, only integers. Continous random variables also exist.
Their values are so detailed that they can take on any value within the range, which is
infinitely many.
Hydrological variables change in time and space in a stochastic 4 manner, hence they
are continous random variables. Precipitation P , discharge Q, and other variables of
hydrological interest vary throughout the day, the month and the year. Daily and
yearly precipitation intensity and discharge behave randomly, whereas the variation on
monthly timescales (as shown in figure 4) may display a seasonal pattern (Gottschalk
2005, p 3). The yearly discharge at Sæternbekken ranged from 18.65 m3/year to 79.65
m3/year from 1972 to 2008; with a mean value of 40.23 m3/year. Two years, 1987 and
1988 are missing data. As Haan (1977, p. 7) points out, when the variation is stochastic,
the missing values in 1987 and 1988 cannot be estimated without uncertainty, just based
on the other yearly discharges.
Hydrologists are often wondering how often a certain discharge (or any other variable)
occurs. The probability that the yearly discharge at Sæternbekken is going to be
exactly 40.23 m3/year equals 0, which will be explained later 5. Rather than finding
the probability that a random variable X equals a certain value x, it is often more
useful to find how often the random variable falls within an interval around x.
3.2 Probability distributions
3.2.1 Description of discrete random variables
Usually, the theoretical distribution of a discrete random variable is not known, but
can be described empirically by a histogram, which gives a frequency distribution of
the variable. Histograms are made by counting the number of values which fall in a
4”Stochastic” is the greek word for random (Løv˚as 1999, p 99).
5The short version is that continous random variables can take on an infinite amount of values,
which makes the probability that the value will be exactly 40.23 very small.
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predefined interval (bin), and plotting this against the relative frequency 6
relative frequency =
number of values within the bin
number of values in total
(28)
Let’s call the interval xi and write the relative frequency that the variable x falls within
the bin xi as
7
rX(xi) = Pr(X = xi) (29)
The sum of the relative frequency of all bins in the histogram must equal one. The
relative frequency that all values fall within the histogram (all bins) is
all values
total number of values = 1.
Figure 9: Calculating relative frequencies from histograms. From Løv˚as (1999, p 107).
Sometimes the interest is to find the relative frequency that a variable (for instance
discharge) is less than or equal to a value (for instance 40.23 m3/year). This is done by
summing up all intervals less than or equal to the value (see figure 9), and plot these
accumulated values against the values in the range. The cumulative relative frequency
at the right boundary in the ith bin is called RXi , then the relative frequency, rXi , of
an interval (Xi, Xi−1) is given by (Haan 1977, p 20):
The cumulative relative frequency is given by
RX(xi) =
i∑
j=1
rX(j) = Pr(X ≤ xj) (30)
Note that the cumulative frequency function is calculated by adding all bars of the
histogram up to a certain value; for example, the third bar in a cumulative frequency
function is the sum of the first, second and third bar of the histogram. This is the same
as saying Pr(X ≤ 3) = Pr(X = 1) + Pr(X = 2) + Pr(X = 3). The histogram gives
the relative frequency that a certain value falls within one of the bins. The cumulative
frequency function is useful because it generalises this and makes it possible to find the
relative frequency that the variable is smaller than or equal to xi. A quick calculation
makes it possible to find the relative frequency that the variable falls within any given
interval:
rX(xi) = RX(i)−RX(i− 1) (31)
6probability is the relative frequency in the long run, that is, if the data set is large, the relative
frequency gives a good estimate of the probability. For small data sets, the relative frequency can give
a poor estimate of the probability.
7Haan (1977) consistently uses the symbols fX and FX for discrete variables and pX and PX for
continous variables, whereas other books such as Løv˚as (1999) and Rice (2007) denotes the variables
the other way around. In order to avoid confusion in this text, the letter R (for ”relative frequency”)
denotes the discrete variables, and F is used to describe the distribution of continous variables.
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Figure 10: Continous probability distributions (PDFs). From Løv˚as (1999, p 116).
3.2.2 Discription of continous random variables
Continous random variables are better described by a probability distribution, although
many continous variables in practice are estimated by histograms (Haan 1977, p 22).
This can be done because the relative frequency is an estimate of the probability.
However, it is often desirable to find the continous distribution function. The probability
density function, PDF, gives the distribution of a random variable X as a mathematical
function, fX(x). Løv˚as (1999, p 115) lists the following properties of the PDF:
1. the total area under the curve equals 1
2. Pr(a ≤ X ≤ b) equals the area under the curve from a to b
3. the curve is never negative, that is, fX(x) > 0.
The probability that X takes on a value up to the number x is given by the cumulative
distribution function, CDF, denoted FX(x).
FX(x) = Pr(X ≤ x) (32)
FX(x) increases monotonically from 0 to 1 and gives the probability that the random
variable x is less than or equal to the value x. Similarly to the cumulative frequency
function, it is easy to find the probability that x is smaller than a certain value x from
the CDF. In order to find the median 8 value of a random variable, just find where the
CDF is crossing the line y=0.5.
Haan (1977, p 24) warns us that fX(x) is a probability density, not a probability,
and the PDF can assume values higher than one (but not lower than zero) as long as
the area under the curve equals one. The CDF can only range from 0 to 1 and the
probability can be read off the x-axis. The CDF is found by integrating the PDF, and
likewise, the PDF is found by taking the derivative of the CDF (Løv˚as 1999, p 116):
FX(x) =
∫ x
−∞
fX(u)du
fX(x) = F
′
X(x) (33)
8the median is the middle value in a data set; the one which is higher than 50% of the measurements
and lower than 50% of the measurements.
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The probability that a variable will fall within an interval [a, b] is hence given by
Pr(a ≤ X ≤ b) =
∫ b
a
fX(u)du = FX(b)− FX(a) (34)
The probability that the random variable x (let’s say discharge) equals a certain value
(let’s say 40.23 m3/year) is calculated by
Pr(X = 40.23) =
∫ 40.23
40.23
fX(u)du = FX(40.23)− FX(40.23) = 0 (35)
It was earlier declared that the probability that the yearly discharge at Sæternbekken
would be 40.23 m3/year was zero. The reason is that the yearly discharge is a continous
random variable which we can think of as a histogram with infinitely small bin widths.
3.2.3 Statistical moments
The mean of x is defined as the centre of balance of the probability density. This is
also called the expected value of x and is found mathematically by
µ = E[X] =
∑
all xi
xiPr(X = xi) (36)
that is, all values of the random variable are multiplied with the probability that it
occurs. Løv˚as (1999, p 110) lists the following rules of calculation which applies to
expected values:
E[a] = a
E[bX] = bE[X]
E[a+ bX] = a+ bE[X]
E[a+ bX + cX2] = a+ bE[X] + cE[X2]
all constants are taken out of the parenthesis, so that only the random variable is left.
The mean is the first central moment, written m1.The second and third central mo-
ments, variance and skewness, are found by
variance = σ2 = E[(X − µ)2] = m2 (37)
skewness = γ = E[(X − µ)3] = m3 (38)
It can be useful to calculate standardised (unitless) variants of these central moments.
The coefficient of variation, Cv, is the standardised standard deviation
Cv =
σ
µ
=
√
m2
µ
(39)
and the coefficient of skewness, Cs, is the standardised skewness
Cs =
γ
σ3
=
m3
m
3/2
2
(40)
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Usually, the population of the data set is not known. Calculating the moments from
the data set, sample moments, is a useful tool in order to derive the parent population.
They are estimates of the population moments µ and σ above, and are calculated by
mean = µˆ =
1
n
n∑
i=1
xi
variance = σˆ2 =
1
n− 1
n∑
i=1
(xi − µˆ)2
coefficient of skewness = Cs =
1
(n− 1)(n− 2)
n∑
i=1
(xi − µˆ√
σˆ2
)3
(41)
3.3 Determining the probability distribution
Fitting a theoretical distribution to empirical data consists of three steps, choosing
an appropriate distribution function, estimating the parameters and validation of the
theoretical curve against empirical data.
3.3.1 Choosing a distribution function
Choosing a distribution function can be done by combining knowledge about the data
with visual inspection of the empirical data. A plot of the empirical distribution func-
tion or scatter diagrams of the moments could give an impression of the shape of the
distribution. For symmetric data, the normal distribution is a natural choice, skewed
data might follow the gamma or lognormal distribution. Extremes should be modelled
by an extreme value distribution. For extremes which are chosen because they are
above a threshold, the generalised Pareto distrubution is a preferred choice (Hosking
and Wallis 1987).
Empirical CDF The probability distribution of a data set is readily visualised by
plotting the empirical distribution function, or the empirical CDF. The observations
are sorted from the lowest to highest and given a rank, r (see table 3). The probability
that the discharge Q is less than or equal to observation qr is estimated by the plotting
position rN+1 , where N is the total amount of observations (Yevjevich 1972, p 90). The
empirical CDF is visualised by plotting FQ(q) against Q.
The duration curve is a plot of daily streamflow against its exceedence probability,
1-FQ(q) (Dingman 2002, p 473). It is found by the same method as the empirical CDF,
only that the fdc is plotted against the exceedence probability 1-FQ(q). Figure 11 on
page 43 (right) is a flow-duration curve. Floods are found at small values of exceedence
probabilities, and droughts are found at large exceedence probabilities. Flow-duration
curves links the measurements to the return period by equation 19. The 10-year or
100-year flood are found at 1-F(x) = 0.1 and 0.01, respectively. It is not possible to
find the t-year flood for a t larger than the amount of years in the time series. In order
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Sorted observations, qr [m
3/s] rank, r FQ(q) = P (X ≤ x) ≈ rN+1
0.01 1 0.001
0.01 2 0.002
0.01 3 0.002
... ...
2.77 12928 0.9998
2.93 12929 0.9998
3.33 12930 0.9999
Table 3: Example of an empirical CDF of discharge measurements at Sæternbekken,
calculated by the plotting-position. N is the amount of observations, here N=12930.
to find the 100-year flood based on 30 years of data (or any return period which must
be extrapolated outside 30 years) a probability distribution must be adjusted/fit to the
data.
Cv-Cs diagram . A different tool for choosing a distribution function is a scatter-
diagram of the coefficient of skewness against the coefficient of variation. It is possible
to plot theoretical curves of some distributions, and check whether the data fits any of
those distributions. Normally distributed data are symmetric, hence the skewness is
zero. Normal data would therefore follow the line Cs = 0. With a similar rationale,
gamma distributed data follow Cs = 2Cv and lognormal data follow Cs = 3Cv+Cv3.
3.3.2 Parameter estimation
Distribution functions contain one or more parameters, which are numbers which de-
termine for instance the shape, location and skewness of the distribution. In order
to fit the chosen distribution function to the observed data, the parameters must be
estimated.
Usually, the maximum likelyhood method is the preferred method of parameter esti-
mation. However, Hosking and Wallis (1987) found that is is not the best method for
parameter estimation of the GP distribution, at least for data sets less than 500. For
positive values of κˆ, the method of moments method (MOM) is the better method;
whereas the probability weighted moments (PWM) method is a better choice when κˆ
is less than -0.2. This is because of the low bias of the PWM estimators. In this thesis,
the method of moments was used after checking that κˆ was positive.
3.3.3 Validation
In order to check whether the chosen distribution function fits observed data, it can be
validated by plotting the percentiles of the theoretical distribution against the percen-
tiles of the empirical distribution. Such plots are called probability plots, or PP plots.
Similarly, QQ plots shows the relationship between quantiles of the data set together
with the quantiles of a theoretical distribution. If the data points fit to the line x=y,
the probability or quantiles of the data points coincide with the probability/quantiles
of the distribution, and the data are said to fit that distribution.
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3.4 Distributions used in this thesis
In this thesis, the gamma, beta and generalised pareto distributions have been used.
The following subsection lists the probability densities and the easiest method of esti-
mating the parameters of these distributions - the the method of moments.
3.4.1 Gamma distribution
The gamma distribution is a continous two-parameter distribution, which is used for
describing daily precipitation. It has the PDF
fP (p) =
{
1
baΓ(a)p
a−1e−p/b, p ≥ 0
0, p < 0
(42)
where a and b are the parameters and Γ(a) is the gamma function defined by
Γ(a) =
∫ ∞
0
pa−1e−pdp (43)
The mean and variance of the PDF can be expressed by its parameters, as stated in
(Rice 2007, p A2):
µP = E[P ] = ab (44)
σ2P = V ar[P ] = ab
2 (45)
Using the method of moments, the parameters of the gamma distribution can be found
by rearranging equations 44 and 45 and inserting the empirical mean and variance, µˆP
and σˆ2P :
bˆ =
σˆ2P
µˆP
(46)
aˆ =
µˆ2P
σˆ2P
=
µˆP
bˆ
(47)
3.4.2 Beta distribution
The beta distribution is a continous two-parameter distribution which will be used for
runoff coefficients (which will be defined in section 2.1). It has the following PDF
fC(c) =
1
B(x, y)
cx−1(1− c)y−1, (48)
where x and y are the parameters and B(x,y) is the beta function defined by
B(x, y) =
∫ 1
0
cx−1(1− c)y−1dc (49)
That is, the beta function is a normalising constant which ensures that the value of
fC(c) stays between 0 and 1. It is the preferred distribution function to model variables
that varies in the range (0,1).
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The mean and variance of the PDF can be expressed by its parameters, as stated in
(Fristedt and Gray 1997, p 61):
µC = E[C] =
x
x+ y
(50)
σ2C = V ar[C] =
xy
(x+ y)2(x+ y + 1)
(51)
Using the method of moments, the parameters can be found by rearranging equations
50 and 51 and inserting the empirical mean and variance, µˆC and σˆC :
xˆ =
[
(1/µˆC − 1)
σˆ2C(1/µˆ
2
C)
− 1
]
µˆC (52)
yˆ =
xˆ
µˆC
− xˆ (53)
3.4.3 Generalised Pareto distribution
The generalised Pareto distribution is a continous extreme value distribution for ex-
cesses over a threshold u, E = X − u. The generalised Pareto distribution is the
distribution of the extremes of an exponentially distributed parent population (Hos-
king and Wallis 1987, p 339). In this thesis, the generalised Pareto distribution will be
used to describe the extreme rainfall.
It has three-parameters: u, α and κ. The PDF is given by
fR(r) =
1
α
(
1− κ(r − u)
α
) 1
κ
−1
, κ 6= 0 (54)
and the CDF is
FR(r) = 1−
[
1− κ(r − u)
α
] 1
κ
, κ 6= 0 (55)
The mean and variance of the PDF can be expressed by its parameters, as stated by
Hosking and Wallis (1987)
µR = E[R] =
α
1 + κ
(56)
σ2R = V ar[R] =
α2
(1 + κ)2(1 + 2κ)
(57)
Usually, the maximum likelyhood method is the preferred method of parameter esti-
mation. However,Hosking and Wallis (1987) found that is is not the best method for
parameter estimation of the generalised Pareto distribution, at least for data sets less
than 500. For positive values of κˆ, the method of moments is the better method; whe-
reas the probability weighted moments method is a better choice when κˆ is less than
-0.2.
Using the method of moments, the parameters can be found by rearranging rearranging
equations 56 and 57 and inserting the empirical mean and variance, µˆR and σˆR:
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κˆ =
1
2
( µˆ2R
σˆ2R
− 1
)
(58)
αˆ =
1
2
µˆR
( µˆ2R
σˆ2R
+ 1
)
(59)
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4 Analysis of the data set - Preliminary results
Before analysing extremes, the parent population which the data set is drawn from,
should be analysed. In subsection 4.1 a short description of the available discharge
data at Sæternbekken is found. A more comprehensive description of the precipitation
data is given in subsection 4.2. In section 4.3, modelling of the groundwater level is
described.
4.1 Daily discharge data
Time series The measurements at Sæternbekken cover the period 1.11.1971 until
today. The series used in this study cover 1972-2003, as this was the period most data
were available for the precipitation stations. There was a one-year gap from 1.1.1987
until 6.1.1988, and a nine month gap between 13.2.1988 and 11.11.1988. A few missing
data are found in April and June of 2001.
The resolution is 24 hours. A finer resolution could be obtained, as the data were
registered by a limnigraph until around 1985, and after that digitally. However, it
was chosen because the precipitation data at most stations were available at a daily
resolution.
Statistical moments and distribution The central moments of Sæternbekken are
reported in table 4. The mean was almost three times as high as the median, which
states asymmetry in the distribution. This is shown in figure 11 where the histogram
indicates the probability density function and the flow-duration curve shows 1-FQ(q).
The distribution FQ(q) was found to be lognormal, which is indicated by the figures
15, and 38 on page 100.
4.2 Daily precipitation data
Time series Precipitation data was not available for Sæternbekken 9. Instead, ten
meteorological stations close to Sæternbekken were used to interpolate areal precipita-
tion to the Sæternbekken catchment. Table 5 gives a list of the precipitation stations
and the periods they cover in this thesis, including NA values. Unfortunately, Try-
vasshøgda lacks 23 years of data between 1976 and 1999. Therefore, Tryvasshøgda was
not used in the interpolation. It is, however included in the analysis of the spatial
dependence and in the preliminary analyses in this section.
9Stavestrand (1979), Erichsen and Nordseth (1985) and Myrabø (1994) all mentioned precipitation
data measured in Sæternbekken, but these measurements did not cover the whole time period used in
this thesis and were not readily available
Mean m3/s Median m3/s Mode m3/s St.dev m3/s Cv Max m
3/s Cs
0.11 0.04 0.10 0.2 1.8 3.33 5.6
Table 4: Statistical moments of daily discharge data at Sæternbekken.
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Figure 11: Histogram and flow-duration curve of daily discharge at Sæternbekken
Station Abb. Start End # NA values
1 Asker ask 01.01.1972 31.12.2003 457
2 Bjørnholt bjo 01.01.1972 31.12.2003 0
3 Blindern bli 01.01.1972 31.12.2003 91
4 Dønski don 01.01.1972 31.12.2003 124
5 Gjettum gje 01.01.1972 31.12.2003 560
6 Kjels˚as i Sørkedalen kje 01.01.1972 31.12.2003 0
7 Maridalsoset mar 01.01.1972 31.12.2003 32
8 Nordstrand nor 01.01.1972 31.12.2003 0
9 Smestad II sme 01.01.1972 31.12.2003 488
10 Tryvasshøgda try 01.01.1972 31.12.2003 8980
Table 5: Observation period of precipitation stations, sorted alphabetically by the ab-
breviation, and number of missing values (NA values). Note that the station Kjels˚as is
the one located in Sørkedalen, not in Oslo.
What needs to be checked The choice of the extreme value distribution to describe
the areal precipitation depends on the parent population, that is, the daily precipita-
tion’s distribution. It also depends on how the extremes are extracted. In this study,
the peak over threshold (POT) method will be used to extract extremes. It allows the
generalised Pareto distribution to describe the extremes, but only if the parent popu-
lation is exponentially distributed. The preliminary analysis in this subsection seeks to
answer the following questions:
 is the precipitation data independent, if not, how long does the dependence last?
 which threshold should be used in the POT analysis?
 which distributions fits to the parent population of precipitation data?
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Figure 12: Independence of daily precipitation during 1.1.1972 to 31.12.2003: a) run-
test of 10 stations, and b) autocorrelation functions of 10 stations. In a), each line
corresponds to one station. The number of crossings are shown as dots in the middle
of the plot and the 95% confidence interval of number of crossings in an independent
data series is shown as dotted lines at the right in the plot. Note that each line in the
plot corresponds to one station; that is, the upper line shows the number of crossings of
Asker (shown as the dot in the middle of the plot) and the 95% confidence interval of
number of crossings in the independent data series (shown as a dotted line at the right
in the plot).
4.2.1 Independence
Analysis of extremes requires independent observations. A check of independence was
done in two parts, first by checking the crossing properties, and then by plotting auto-
correlation functions. Both plots are shown in figure 12. Figure a) shows that the data
are autocorrelated, with an integral scale (gray rectangle in figure b) of two days. This
indicates that the rainfall depends on the rainfall the two previous days.
Autocorrelation Plots of autocorrelation tells how far apart, or at which lag two ob-
servations are correlated. Figure 12a shows that the autocorrelation functions approach
0 (which indicates independence) as the lag reaches 15-20 days. A way to quantify the
dependence is to create a rectangle of height 1 and area equal to the area under the
autocorrelation curve. The side length along the lag axis is called the integral scale,
and is approximately two days.
Crossing properties A test of crossing properties answers whether the data are
independent or not. The test compares the number of upcrossings of a certain threshold
in the observed data with the number of upcrossings of the same threshold in an
independent data set of the same length (Gottschalk 2004).
The test used here returned a 95% confidence interval of the number of crossings of an
independent data series and the number of crossings of the observed data series. All
stations failed the test: the number of crossings were far less than in an independent
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data set. This means that the precipitation is autocorrelated, which means that there
is a correlation between rainfall on one day and rainfall falling a number of days days
apart.
4.2.2 Visualising the distribution of daily precipitation
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Figure 13: Histograms of daily precipitation at Gjettum (left) and Dønski (right).
Histograms As an indication of the shape of the probability density, PDF, a histo-
gram of daily precipitation was plotted. All stations except Dønski experienced zero
rainfall about 50% of the time (see table 7), and the zero values were eliminated be-
fore plotting to ease the interpretation. The maximum daily precipitation was more
than 70 mm/day, but the highest values appear so seldom that they are not visible
in the histogram. The left side in figure 13 is representative for most of the stations.
The histogram of Gjettum is shown because it is the precipitation station closest to
Sæternbekken, 5 kilometres away.
Dønski, which is located close to Gjettum, differed from the other stations by having
fewer zero values, and is shown on the right side. The other stations experienced
preciptiation less than 1 mm/day approximately 30% of the time, whereas this amount
was 35% at Dønski. Instead, values below 1 mm/day appeared more frequently: half of
the values at Dønski falls within the first bar. The reason for this anomaly is explained
by a careful and thorough observer: two measurements are taken each day at Dønski,
which reduces the evaporation (O. E. Tveito , pers comm. 8.11.2010).
Duration curves Duration curves are inverse empirical CDFs, that is, sorted obser-
vations plotted against the exceedence probability. Figure 14 shows the duration curves
of daily precipitation. All stations display approximately the same shape. A gray line
is drawn at exceedence probability 5%. This is called the fifth percentile, or P0.05. All
observations to the left of this curve occur only 5% of the time or less. This is a useful
way to defining a threshold of extremes which will be used in the POT analysis later.
The thresholds lie between 10 and 20 mm/day.
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Figure 14: Duration curves of all precipitation stations for daily measurements. Dura-
tion curves are found by taking 1 minus the empirical CDF.
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Figure 15: Cv-Cs plot of daily precipitation (circles) and daily discharge (filled square),
with theoretical curves of the normal, gamma and lognormal distribution.
Cv-Cs plot It is evident that the daily precipitation data are very skewed. The
theoretical distribution function chosen should also be skewed. Some candidates are
the gamma or lognormal distribution. A simple way to check the adjustment to these
distributions is to plot a Cs-Cv plot. A Cv-Cs diagram is shown in figure 15 along
with the theoretical curves of normal, gamma and lognormally distributed data. The
numbers used in the plot are given in table 8. According to the plot, the data fits best to
the gamma distribution. This is in accordance with what Gottschalk and Weingartner
(1998) found.
PP and QQ plots Another way of checking whether the daily data follow the gamma
or lognormal distribution is to plot probability plots (PP) and quantile plots (QQ). PP
and QQ plots are shown (figures 16 - 17 on page 50). It seems that the data forms
a straight line in the plots of the gamma distribution, at least for small precipitation
values. The extreme events deviate, which indicates that the extreme values follow a
different distribution, a superpopulation. The gamma distribution is accepted as the
parent distribution of daily point precipitation data in the Oslo area.
Parameter estimation After establishing that the gamma distribution best fits the
daily precipitation data, the parameters were found by using the method of moments
(see section refmom). It is evident from table 6 that the shape parameter a is ap-
proximately 1 at all stations. In this case, the distribution is exponential, which is a
special case of the gamma distribution for a = 1 (Rice 2007, p A2). In this case, the
distribution of daily point precipitation is reduced from the gamma distribution to the
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Station µˆ mmday σˆ
2 mm
day b =
σˆ2
µˆ a =
µˆ2
σˆ2
Asker 2.6 5.8 2.2 1.2
Bjørnholt 3.1 6.8 2.2 1.4
Oslo-Blindern 2.1 4.6 2.2 1.0
Dønski 2.5 5.4 2.2 1.2
Gjettum 2.3 5.2 2.3 1.0
Kjels˚as 2.7 5.9 2.2 1.2
Maridalsoset 2.4 5.1 2.1 1.1
Nordstrand 2.0 4.4 2.2 0.9
Smestad 2.0 4.6 2.3 0.9
Tryvasshøgda 3.1 6.4 2.0 1.5
Table 6: Parameters of the gamma distribution for daily point precipitation data.
Station p(0) Mean mmday Median
mm
day Mode
mm
day
Asker 0.52 5.4 2.4 0.1
Bjørnholt 0.50 6.2 2.9 0.1
Blindern 0.54 4.6 2.5 0.1
Dønski 0.35 3.9 0.9 0.1
Gjettum 0.58 5.4 3.0 0.1
Kjels˚as 0.54 5.8 3.0 0.1
Maridalsoset 0.53 5.1 2.9 0.1
Nordstrand 0.57 4.6 2.5 0.1
Smestad 0.59 5.0 3.0 0.1
Tryvasshøgda 0.51 6.3 3.0 0.2
Table 7: Relative frequency of zeroes, p(0), and central moments of daily precipitation
given precipitation (only rainy days: the zero values were removed before calculation).
Note that the median of Dønski is 0.9 mmday .
exponential distribution
fP (p) =
{
1
be
− p
b , p ≥ 0
0, p < 0
(60)
where p represents the point rainfall intensity and b is a parameter shown in table 6.
Central moments The central moments of the precipitation data are reported in
table 7. Column 2 states the relative frequency of zero values in the data set, that is,
portion of days without observed rainfall. Except for Dønski, more than half of the
observations were zero at all stations. The mean, median and mode in columns 3-5
are values found from the time series where the zero values were removed (otherwise,
the mode would be 0 mm/day). Mean precipitation on days which experienced rainfall
(zero values omitted) ranged between 4.6 and 6.3 mm/day.
Medians on days which experienced rainfall ranged from 2.4 to 3.0 mm/day, except for
Dønski. The median at Dønski is much lower because of its low frequency of zero values,
and the correspondingly larger amount of observations of low precipitation heights such
as 0.1 or 0.2 mm/day.
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Station Mean mmday St.dev
mm
day Cv Cs Max
mm
day
Asker 2.6 5.8 2.2 3.7 67.1
Bjørnholt 3.1 6.8 2.2 3.8 81.6
Blindern 2.1 4.6 2.2 3.7 59.8
Dønski 2.5 5.4 2.2 3.7 71.0
Gjettum 2.3 5.2 2.3 3.8 75.9
Kjels˚as 2.7 5.9 2.2 3.6 69.0
Maridalsoset 2.4 5.1 2.1 3.4 58.3
Nordstrand 2.0 4.4 2.2 4.1 70.0
Smestad 2.0 4.6 2.3 4.0 82.5
Tryvasshøgda 3.1 6.4 2.1 3.2 56.0
Table 8: mean, standard deviation, coefficient of variation (Cv), and coefficient of skew-
ness (Cs) for daily precipitation data (not only rainy days: zero values are included).
The maximum values are also shown in order to give an impression of the absolute
values.
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Figure 16: PP and QQ plots of the gamma distribution for daily data at Gjettum.
Higher-order moments Table 8 summarises the measures of spread and skewness.
All stations display practically the same variation, mainly because the stations are so
close that they often experience the same rainfall.
4.2.3 Summary of distributions
In this subsection, the parent population of discharge data and precipitation data were
analysed. The daily discharge data followed the lognormal distribution. The daily
precipitation data were not independent and were autocorrelated within two days. The
exponential distribution was accepted as the parent distribution (a gamma distribution
with a = 1). Thresholds for the POT analysis can be defined from the duration curve,
for instance by the fifth percentile of exceedance.
It was also found that Tryvasshøgda had too many missing values to be used for inter-
polation, and that Dønski deviated from the other stations by having fewer occurrences
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Figure 17: PP and QQ plots of the lognormal distribution for daily data at Gjettum.
of zero values and correspondingly more occurrences of low values.
4.2.4 Spatial trend - dependence on elevation
Any presence of spatial trends in the data must be surveyed before interpolation. Or-
dinary kriging interpolation assumes a constant mean, whereas a spatial trend can be
accounted for by using universal kriging interpolation. The spatial trend is examined
more thoroughly below.
Station Mean mmday m.a.s.l. Distance km
Nor 2.0 118 0.7
Sme 2.0 53 1.3
Bli 2.1 94 3.3
Gje 2.3 67 2.3
Mar 2.4 173 7.1
Don 2.5 59 2.3
Ask 2.6 163 3.5
Kje 2.7 319 13.5
Bjo 3.1 360 14.0
Try 3.1 514 7.8
Table 9: Stations sorted by mean daily precipitation, zeroes are not removed. Elevation
above sea level and approximate distance from the shore is stated, and their correlation
with the mean daily precipitation.
Spatial trend in precipitation data The spatial trend of mean daily precipitation
was first analysed by sorting the measurement stations from the lowest to the highest
mean value (see table 9). Now, the zero values are not removed, so the values differ a
bit from those in table 7. Not suprisingly, there is an increase of mean precipitation
with elevation above sea level. Similarly, the mean precipitation increases with the
distance from the Oslofjord. The mutual correlation between elevation and distance,
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Figure 18: Correlation between precipitation means and standard deviations to elevation
above sea level (upper plot) and distance from the Oslofjord (lower plot).
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Station St.dev mmday m.a.s.l. Distance km
Nor 4.4 118 0.7
Bli 4.6 94 3.3
Sme 4.6 53 1.3
Mar 5.1 173 7.1
Gje 5.2 67 2.3
Don 5.4 59 2.3
Ask 5.8 163 3.5
Kje 5.9 319 13.5
Try 6.4 514 7.8
Bjo 6.8 360 14.0
Table 10: Stations sorted by standard deviations of daily precipitation. Elevation above
sea level and approximate distance from the shore is stated along with their correlation
with the standard deviations. The distances were found at a map in the scale 1:25 000,
measured from the measurement station to the nearest point on the shoreline.
R2, is 0.76. When Tryvannshøgda was removed, the correlation between precipitation
mean and elevation and also between mean and distance became 0.82.
Table 10 shows the same as table 9, only for standard deviations. The order of the
stations differs a bit, but it is evident that the stations with a low mean also tend
to have a relatively low standard deviation and vice versa. This is easier to spot in
figure 18 on the preceding page.
The regression lines in the figure 18 on the previous page estimate mean daily pre-
cipitation as a linear function of elevation (upper plot) and distance from the coast
(lower plot). According to Førland (Førland 1979, p 4), a quadratic equation could in
some instances be a better model, but the linear is chosen in order to obtain a simple
expression for the universal kriging. The regression line is given by
µˆP (H) = P0 + ∆ ·H, (61)
where µˆP (H) is the mean precipitation (in millimetres) at elevation H (in metres above
sea level), and P0 is the mean precipitation at sea level, which is where the trend line
intersects the y-axis. ∆ is the vertical precipitation gradient (in mm/m) (Førland 1979,
p 4). ∆ is given by
∆ =
µˆP (H) − PB
H −HB (62)
where HB is the height (m.a.s.l.) of the most low-lying measurement, PB is the mean
precipitation at elevation HB. The most low-lying measurement station lies at 53
m.a.s.l. The measured mean value at this station is 2.0 mm/day. The regression line,
however, intersects x = 53 at 2.17 mm/day. This value, 2.17, will be used as PB.
Table 11 shows the corresponding values of start and end points of all regression lines.
The regression equations are
Mean precipitation against elevation:
µˆP (H) = 2.05 + 0.00225 ·H (r2 = 0.75, n = 10) (63)
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Elevation [m] µ [mm/day] Distance [m] µP (H) [mm/day]
Start point 53 2.17 700 2.17
End point 514 3.21 14000 3.02
Elevation [m] σP (H) [mm/day] Distance [m] σP (H)[mm/day]
Start point 53 4.84 700 4.79
End point 514 6.26 14000 6.50
Table 11: Start and end points of the regression lines, from which the ∆ is calcula-
ted. The values of µˆP (H) and σˆP (H) are found from the regression lines. σˆP (H) is the
standard deviation of the precipitation.
Standard deviation of precipitation against elevation:
µˆP (H) = 4.62 + 0.00416 ·H (r2 = 0.64, n = 10) (64)
Mean precipitation against distance:
µˆP (H) = 2.12 + 0.0000643 ·H (r2 = 0.60, n = 10) (65)
Standard deviation of precipitation against distance:
µˆP (H) = 4.71 + 0.000128 ·H (r2 = 0.59, n = 10) (66)
G0 gives the vertical gradient of precipitation as a percentage of the precipitation at
HB (Førland 1979, p 4)
G0 = 100% · ∆
P0
(67)
∆ [mm/m] P0 [mm] G0 [1/m]
Elevation, mean 0.00225 2.047 0.110
Elevation, st.dev. 0.00416 4.619 0.090
Distance, mean 0.0000643 2.121 0.003
Distance, st.dev. 0.000128 4.713 0.003
Table 12: Vertical precipitation gradient in percentage of P0 for all regression lines.
The calculations of the vertical gradient G0 are shown in table 12. It states that the
precipitation mean increases 0.11 mm/day per metre, or 11 mm/day per 100 metres.
From the sea level to the highest station at 514 m.a.s.l., the increase in mean precipita-
tion would therefore be 56.5 % and a 42 % increase was found when moving away 14000
m from the coast. The standard deviation increased similarly, though not as much.
This increase in rainfall is much higher than Stavestrand (1979, p 13) found in Sætern-
bekken. This is rather because Stavestrand found to a too low value, as his stations
were spatially closer than the ones used here, and his data set spans one summer, ins-
tead of 30 years. Stavestrand also comments that the average increase of rainfall which
was used by NVE in the late 1970s ranged between 5 and 10 %. The increase in rainfall
could possibly be a little overestimated.
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4.3 Modelling groundwater data
Before calibration - checking the assumptions Beldring (2002) calibrated KiWa
for the Sæternbekken catchment, though only for hourly time steps. In the following,
the process of calibrating the model for daily time steps is described. First, a check of
the above-mentioned assumptions:
The calibration period was chosen to be 1.1.1991-31.12.2000, with a warm-up period
from 1.9.1990. This period is longer than the period of 8 years which Yapo et al. (1996)
recommended.
The wettest period was contained in the calibration period. The wettest period was
the autumn of 2000. 390 mm of rainfall was measured in November, 230 mm/month in
October. As a consequence, four of the ten highest discharges were recorded in October
or November 2000. See the table of the ten highest floods shown in table 1.
However, the highest and second highest discharge within the record was not contai-
ned in the calibration period. Six of the ten highest discharges were represented in
the calibration period whereas the highest discharge was found before the start of the
calibration period (in 1984) and the second highest discharge was found after the cali-
bration period (in 2001).
Calibration procedure Although groundwater is the output of interest, KiWa was
calibrated with respect to runoff. The runoff yields an integrated response in the
catchment (Beldring 2002) and if it is not represented correctly, the other processes
will not be represented correctly either.
The calibration input consisted of ten years of precipitation and temperature data from
Gjettum and runoff measurements from Sæternbekken, from 1.9.1990 to 31.12.2000.
The parameter estimation software PEST, version 12.1, was used (Doherty 2005).
PEST minimises an objective function by using the Gauss-Marquardt-Levenberg me-
thod (Doherty 2005, p 1-4), which is a local automatic calibration method. The ad-
vantage of local optimisation methods is that they use fewer model runs than global
methods do, so the time of simulations is reduced. The disadvantage is that the opti-
misation might stop before a global minimum is reached (Blasone et al. 2006).
PEST is run with an initial parameter set, and produces an output. The output is
compared with simulated values. In the next step, PEST changes the input parameters
and checks if the new output gives a better result than the former parameters. If so,
the new parameter set is used.
Using PEST, a number of parameter sets were produced. The parameter sets which
gave the best Nash-Sutcliffe efficiency for runoff were kept. These parameter sets were
run through KiWa to check the performance of the groundwater data. The calibration
period ranged from 11.9.1993 to 14.7.1995 and spans 671 data points.
According to (Sorooshian and Gupta 1995), this amount should be sufficient. Unfortu-
nately, the iron tubes which were used to measure groundwater levels in Sæternbekken
were pushed only 80 cm into the ground, which might be shallower than the minimum
groundwater level. In which case, the whole variation range is not contained in the
groundwater measurements.
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Parameter set No. 11 No. 12 No. 18 No. 20
N-S, runoff 0.66 0.64 0.6 0.62
corr, runoff 0.67 0.67 0.63 0.65
N-S, hollow 0.46 0.69 0.39 0.61
corr, hollow 0.71 0.71 0.74 0.68
N-S, slope -4 -1 -5 -1
corr, slope 0.52 0.52 0.61 0.63
Table 13: Performance of KiWa for the four best parameter sets during the period of
no missing groundwater data: 11.9.1993 - 14.7.1995. N-S represents the Nash-Sutcliffe
efficiency, and corr gives the correlation between observed and simulated values. Ob-
served and simulated values were compared for runoff, groundwater in the catchment
bottom (hollow) and slopes of the catchment (slope).
Fixed parameters Value
Catchment area [m2] 6320000
Slope length [m] 300
Slope angle [◦] 5
Water contentsat [-] 0.7
Water contentwilt [-] 0.06
Snow acc. temp [◦C] 0
Meltradiation [(J/kg)
−1] 3.34E+08
Refreezemeltwater [-] 0.05
MAX REL [?] 0.08
Snow albedo [-] 0.9
ETsaturated [-] 0
ETunsaturated [-] 0.2
Warm-up period [d] 122
Increment [-] 1825
Table 14: Fixed parameters to be used in KiWa.
Calibration results The Nash-Sutcliffe efficiency of the 21 parameter sets were all
between 0.60 and 0.63 for the calibration period (Jan 91 - Dec 2000), see table 16. Only
four of these parameter sets yielded a Nash-Sutcliffe efficiency of 0.60 or higher for the
period of groundwater measurements (Sept 93 - July 95), as shown in table 13. Out of
these four sets, the parameter set with the best groundwater performance was chosen
as the best parameter set.
Figure 19 shows the performance of the simulated values produced by parameter set
12 and 20. It is clear that the fit between simulated and observed values is far from
perfect. Note, however, the limits that separates the groundwater levels into the classes
deep, middle and shallow. The simulated values tend to stay within the same class as
the observed value, which was the objective of the groundwater modelling. Parameter
set 12 gives a slightly better fit than set 20.
Hence, parameter set no 12 was chosen. Its variable parameters are shown in table 15,
along with the interval within which they were allowed to vary. Table 14 contains the
fixed parameters which did not change between the parameter sets.
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Variable parmeters Optimised parmeters Interval
Soil depth [m] 3.0 0.1-3.0
KiWa friction [m/d] 9221.3 10-10000
ov par 2 [?] 1.0 1-5
Porosity [-] 0.0922 0.01-0.5
Hyd. conductivity [m/s] 134.5 1-1000
K(u) decrease [m−1] -6.89 -20−-3
delta [m−1] -0.399 -30−-0.1
lambda [m−1] -0.672 -5−-0.01
Root depth [m] 1.0 0.001-1
Interceptionmax [m] 0.001 0.001-0.003
ETpot [m/s] 1.21E-04 0.00001-0.01
ETact [m/s] 0.895 0.5-1.0
Melttemp [m/(d ·◦ C)] 1.86 1-5
Meltrate [?] 0.0026 0.0001-0.01
Correctionprec [-] 0.916 0.1-2.0
Correctiontemp [-] -0.639 1-11
Table 15: Variable parameters to be used in KiWa, including optimised parameters. The
lower and upper boundaries for optimised parameters are taken from Beldring (2002,
table 1)
Parameter set No. 12, calib No. 20, calib No. 12, valid No. 20, valid
N-S, runoff 0.61 0.60 0.60 0.64
corr, runoff 0.61 0.60 0.61 0.65
Table 16: Performance of KiWa for the two best parameter sets during the calibration
period, 1.9.1990-31.12.2000 (left) and validation period, 1.1.1972-31.08.1990 (right).
N-S represents the Nash-Sutcliffe efficiency, and corr gives the correlation between ob-
served and simulated values. Observed and simulated values were compared for runoff,
groundwater in the catchment bottom (hollow) and catchment slope.
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Validation results The calibration period spanned ten years from 1.9.1990, which
cover the latter part of the runoff measurements. The validation period was chosen
to be ten years from the earliest part of the runoff series in order to match the length
and the start of the calibration period. The validation period ranged from 1.9.1973
to 31.12.1983. Table 16 shows the performance of parameter sets 12 and 20, for the
calibration and validation period. It only shows the performance for runoff because no
groundwater measurements available during the validation period.
The Nash-Sutcliffe efficiency value of runoff is also suprisingly low. Beldring (2002,
p 198) produced N-S values between 0.80 and 0.91 for runoff by using Monte Carlo
methods. However, for the intended use in this thesis, which is to use the groundwater
levels to separate the runoff coeffcients into groups, the efficiency of this model might
be good enough.
58
5 Analysis of extremes - Results
Flood-frequency analysis requires independent extreme values. In subsection 5.1 the
series of extreme areal rainfall is found by interpolating rainfall on days of extreme
events. In subsection 5.2 the runoff coeffcients are found from the extreme areal rainfall,
and separated into classes depending on the groundwater level on the day of the extreme
event. Subsection 5.3 investigates some properties of the runoff coefficient and answers
the research questions proposed in the introduction. A description of how a flash flood
prediction model should be developed is presented in subsection 5.4.
5.1 Extreme areal rainfall
The series of extreme areal precipitation was produced as follows:
1) selecting extremes from the series of point precipitation
2) selecting events (days) which might be extreme at Sæternbekken
3) interpolating rainfall on days which are assumed extreme at Sæternbekken
4) the areal rainfall is obtained by multiplying the representative point estimate with an
areal reduction factor. After having produced a series of extreme areal rainfall, their
return period is found, and later their cumulative distribution function. The return
periods will be important in understanding the relationship between extreme rainfall
and runoff, while the distribution will be used in the development of the prediction
model.
5.1.1 Selecting extreme point rainfall events (POTs)
Choosing extreme and independent measurements of point rainfall The
peak over threshold, or POT values of rainfall data were selected based on a chosen
threshold and run length. The threshold was set to a certain quantile of the exceedence
probability and the 2.5%, 5%, and 10% quantiles were investigated. The run length
was found from a plot of the autocorrelation function (ACF) of each station’s rainfall.
The run length makes sure that two events are separated by a certain amount of days.
It was determined to be the integral scale of the rainfall. All stations seemed to have
an integral scale between 1.5 and 2.0 days, so the higher value was chosen. Figure 8 on
page 30 gives an example of an ACF and its integral scale.
Table 17 shows the threshold corresponding to the 2.5%, 5% and 10% quantile and the
maximum amount of POTs which would be found per year for the different thresholds.
Tryvasshøgda was not included in the interpolation because of its short measurement
record, as seen in column 5.
The threshold was chosen to beQ0.05 because it was assumed to give sufficiently extreme
events (Q0.05 represents the 20-year rainfall) and because it results in a large amount
of data (on average 14.1 POTs per year). A large amount of data was necessary for
the statistical analysis and it was assumed that some of the chosen POTs would be
eliminated. This is discussed below.
Choosing extreme events to interpolate The POT data at the rainfall stations
were further used to interpolate rainfall to Sæternbekken. Only days of extreme events
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Prec. station Q0.025 Q0.05 Q0.10 Years of record λ0.025 λ0.05 λ0.1
Ask 20.1 14.5 8.7 30.8 7.2 13.6 24.7
Bjo 23.2 16.5 10.0 32.0 7.5 13.8 24.7
Bli 15.4 11.5 7.1 31.8 7.8 14.4 25.9
Don 18.8 13.4 8.5 31.7 7.5 14.2 24.7
Gje 18.0 12.6 7.7 30.5 7.6 14.0 24.6
Kje 20.0 14.7 9.0 32.0 7.5 14.1 24.4
Mar 17.5 13.0 8.0 31.9 7.5 14.3 26.1
Nor 15.0 10.5 6.5 32.0 7.2 14.1 25.2
Sme 15.0 11.0 7.0 30.7 7.5 14.2 25.0
Try 23.1 16.2 10.6 7.4 7.4 14.3 23.3
Table 17: Possible thresholds for rainfall data, depending on the threshold level Q0.025,
Q0.05 or Q0.10 (2.5%, 5% and 10% quantile). λ0.025, λ0.05 and λ0.1 gives the average
amount of POTs per year when using a run length of 2 days. The station Try was not
used in the interpolation due to short measurement record.
were interpolated. Due to the spatial variation of rainfall the extreme rainfall did not
neccesarily cover all stations on the same day. It was assumend that days of extremes
at Sæternbekken were found when the measurements at both Gjettum and Kjels˚as were
extreme. An event was defined as days when both of the two neighbouring stations
diametrically opposite of Sæternbekken: Gjettum and Kjels˚as, experienced a rainfall
higher than the threshold Q0.05. In that way, many of the POT values found above
were discarded.
Independence was already ensured by the POT extraction and it was checked that the
shortest time interval between two events in the POT series was 3 days. Events which
occured on days with temperatures −2◦ or below were eliminated because snow does not
give an immediate response in runoff. Because snowfall events are eliminated, events
of extreme precipitation will be called rainfall events. After elimination of snowfall
events, and some because of NA values at the runoff series, the resulting amount of
events was 240. The amount of extreme areal values per year λ, became
λ = 240 extreme events /32 years = 7.4 (68)
5.1.2 Areal rainfall: Interpolated POTs at Sæternbekken
The moments of the interpolated rainfall over Sæternbekken are shown in table 18.
During interpolation, the areal rainfall was averaged over 1000 values within a rectangle
as described in section 2.2. Due to averaging the variance should be lower for the
interpolated areal rainfall than for the point measurements. This seems not to be
the case. The two maximum values of the interpolated areal rainfall were 129 and
117 mm/day, which is unreasonable, considering that none of the point precipitation
stations have measured precipitation higher than 82.5 mm/day. The third highest
value was 79 mm/day, which seems reasonable. Due to this, the two highest values
were eliminated from the series.
Areal reduction factor A rainfall event does not always cover the whole catchment
of interest and moreover, it does not have the same intensity over the whole catchment.
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Min. Median Mean Max. St.dev. Number of POTs
Areal rainfall 9.8 22.5 27.0 79.4 13.6 238
Point rainfall 0.0 19.3 21.6 81.6 10.2 259
Table 18: Summary of the interpolated areal rainfall without the two highest values.
”Point rainfall” implies the observed rainfall used for interpolation at the nine stations
for all 259 events. ”The number of POTs” is the number of values above the threshold
for each of the data series. The areal rainfall was later reduced to 238 events due to
missing values in the runoff series.
Because of this, point measurements have a tendency to give higher estimates than
what is representative for a larger area. This is accounted for by areal reduction factors
(ARFs). They can be expressed as e−M/K , where M is the mean Ghosh distance within
the catchment, and K is the range parameter of a variogram for the area. For simple
shapes as rectangles and ellipses the mean Ghosh distance can be expressed by the
longest side length (for rectangles) or principal axis (for ellipses) (Gottschalk 1993).
A m l1(A) m(A) ARF
square l21 0.521 l1
√
A 0.521
√
A e
(
−0.521√A
K
)
rectangle l1l2 0.402 l1
√
A/2 0.402
√
A/2 e
(
−0.402
√
A/2
K
)
rectangle l1l2 0.357 l1
√
A/4 0.357
√
A/4 e
(
−0.357
√
A/4
K
)
circle pi
(
l1
2
)2
0.453 l1
√
4A
pi 0.453
√
4A
pi e
(
−0.453
√
4A
pi
K
)
ellipse, e=12 pi
(
l1
2
)2√
1− e2 0.349 l1
√
4A
pi
√
1−e2 0.349
√
4A
pi
√
1−e2 e
(−0.349√ 4A
pi
√
1−e2
K
)
ellipse, e=14 pi
(
l1
2
)2√
1− e2 0.309 l1
√
4A
pi
√
1−e2 0.309
√
4A
pi
√
1−e2 e
(−0.309√ 4A
pi
√
1−e2
K
)
Table 19: Areal reduction factors (e−m/K) of the geometrical shapes a) square with a
side length of l1, b) rectangle with side lengths l2 and l1 = 2l2, c) rectangle with side
lengths l2 and l1 = 4l2, d) circle with diameter l1, e) ellipse with principal axis l1 and
eccentricity 2 and f) ellipse with principal axis l1 and eccentricity 4.
For rectangles whose longest side length l1 is 1, 2 or 4 times the shortest side, respecti-
vely, the mean Ghosh distances are given in table 19. The same table shows expressions
for ellipses (including the circle). The last column gives the ARFs expressed by the
area of the shape.
In order to examine how the ARFs are affected by the geometry of the shape, figure
20 have been plotted. It shows quite a large difference between ARFs calculated from
rectangles and squares. The difference is smaller between circles and ellipses. In this
thesis, the variogram was found for a rectangle where the longest side length (l1) is
1.7 times the shortest one. In this case, the model b) (rectangle with side lengths l2
and l1=2l2) should be preferred. In order to calculate the ARF for Sæternbekken the
range K must be determined. Different values were used in the Kriging interpolation
from 16000 to 25000 m. The largest distance between precipitation stations was 25000
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Figure 20: Areal reduction factors as a function of geometry.
62
ll
l
l
l
l
l
l
l
5000 10000 15000 20000
0.
1
0.
2
0.
3
0.
4
0.
5
Variogram of event 104 (min.sum.sq=0.06)
Distance in metres
Se
m
iva
ria
nc
e
l
l
l
l
l
l
l
l
l
5000 10000 15000 20000
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
Variogram of event 81 (min.sum.sq=0.17)
Distance in metres
Se
m
iva
ria
nc
e
Figure 21: Variograms of the Kriging interpolation. The curves do not converge within
the diagram, so the range is larger than the maximum distance between precipitation
stations. The figure shows two of the clearest variograms, with low Kriging variance
(error).
m. However, few of the variograms converged and figure 21 shows that the range is
much larger than the largest distance between the stations. The range was chosen as
the largest distance between stations but this value is probably too low.
The area of Sæternbekken is 6.32 km2, which gives
ARF = e
(
−0.402
√
6.32/2
25
)
= 0.972 (69)
It is important to note that the concept areal rainfall in the following, refers to the
interpolated rainfall multiplied with the areal reduction factor.
Areal rai- rank exceedence prob. non-exceedence prob. Annual return period
nfall mmday m (POTs) qE =
m
L (AMS) pA = (1− qE)λ TA = 11−e(−mλ/L)
79.4 1 0.00 0.97 32
76.3 2 0.01 0.94 16
74.5 3 0.01 0.91 11
71.4 4 0.02 0.88 8
68.6 5 0.02 0.85 7
... ... ... ... ...
9.8 238 1.00 0.00 1
Table 20: Annual return periods of extreme areal rainfall. L = 238 (the highest rank)
and λ = 7.4.
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5.1.3 Return period
One of the research questions seeks to find the relationship between extreme areal
rainfall and runoff. Comparing the annual return period of each variable will give an
answer. Finding the return period is hence a part of the analysis of the relationship
between extreme rainfall and runoff which is discussed in subsection 5.3.
The annual return period of the extreme areal rainfall was found as explained in section
2.4.5. First, the events were sorted by areal rainfall from the highest to the lowest, and
given a rank accordingly (see table 20). The rank and the constants L (the total
number of events) and λ (average amount of POTs per year) gives enough information
to calculate the annual return period by equation 27, but the other columns are included
to get a better understanding of the calculations.
The exceedence probabilities of the POT values qE , are found by dividing the rank by
L. The corresponding non-exceedence probabilities of the AMS are calculated by the
formula pA = (1 − qE)λ. It seems that the exceedence probability of the POTs, qE is
overestimated. This is corrected for using λ.
5.1.4 Distribution of areal rainfall
The empirical return period cannot be used to find the n-year flood for n > 32. In order
to find the theoretical return period the probability density function of the extreme
rainfall must be found. This is the basis of the derived distribution approach which
predicts the peak runoff during a flash flood.
Choice of distribution Hosking and Wallis (1987, p 347) recommends that excesses
over a threshold (POT data) should be modelled by the Generalised Pareto distribution,
given that the excesses are independent and have a high enough threshold and that the
parent population from which they are extracted are exponetially distributed. It was
shown in paragraph 4.2.2 that the distribution of daily precipitation data is exponential.
The excesses should be independent, because two events are separated by at least two
days (the integral scale of the autocorrelation function). Therefore, excesses should
follow the generalised Pareto distribution. It was explained in section 3.4.3. PP and
QQ plots were plotted for validation of the choice.
PP and QQ plots of gamma and generalised Pareto distributions Figure 39 on page 101
in Appendix A shows the fit between empirical and theoretical probabilities and quan-
tiles of the interpolated rainfall. Data which plot a straight line in a 45◦ angle fit the
distribution well. The plots confirm that the extreme areal rainfall fits the generalised
Pareto distribution.
PP and QQ plots of the gamma distribution were also plotted, in order to check if the
extremes followed the same distribution as their parent population. It is evident that
they do not. It can therefore be assumed that the excesses really are extreme, that is,
that the threshold of 5% is high enough.
Parameter estimation As mentioned in section 3.4.3 the method of moments was
the chosen method of parameter estimation because they give better parameter esti-
mates for small data sets when κˆ is positive (Hosking and Wallis 1987). The parameters
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Generalised Pareto distribution µˆR σˆ
2
R αˆR κˆR
Rainfall excesses · ARF 16.9 177.6 22.2 0.308
Table 21: Parameters of the generalised Pareto distribution for areal rainfall excesses,
estimated with the method of moments.
were estimated in accordance with the equations 58 and 59 and κˆ and αˆ are stated in
table 21. The estimate of κˆ is positive, and there is reason to believe that the method
of moments was the best estimation method.
The table states two different parameter sets: one is for ordinary rainfall, and the other
for rainfall excesses. The difference lies in the x-axis, as shown in figure 22; the ordinary
rainfall (upper plot) has a potential range from 0 and up, and the extreme areal rainfall
starts at 9.5. The lower plot shows only the excesses, which is rainfall minus 9.5. This
is why the x-axis in this plot starts at 0.
Fitting a theoretical distribution function to excesses of areal rainfall The
threshold, u, of the extreme areal rainfall was chosen to be the lowest value of the
interpolated series, 9.5. The probability distribution of the excesses becomes
fE(e) =
1
α
(κe
α
) 1
κ
−1
, κ 6= 0 (70)
where E is the excesses above the theshold u: E = R−u, and u = 9.5, and the excesses
are multiplied with the areal reduction factor, ARF=0.972. The parameters are stated
in table 21.
In figure 22, the empirical cdf of areal rainfall excesses (multiplied with the ARF) is
plotted against the theoretical cdf of the generalised Pareto distribution.
Figure 22 shows that the choice of parameter estimation method does have an effect on
the fit between the empirical and theoretical distribution. The best fit is given by the
parameter set found by the method of moments. The figure also shows that when the
areal reduction factor, ARF, is as high as 0.972, it does not matter if the distribution
is found from the areal rainfall or the areal precipitation multiplied with ARF.
5.1.5 Summary
This beginning of subsection described how the series of extreme areal rainfall was
produced. It had to be calculated from other precipitation stations (interpolated)
because no measurements were available in the Sæternbekken catchment. Secondly,
the extremes had to be selected. This was done by a standard peak over threshold
extraction. The interpolated rainfall series was multiplied with an areal reduction
factor which takes into account that the rainfall is not equally high at all points within
an area.
Further on, the empirical return period of each extreme rainfall event was found. The
empirical return period is based on observations and cannot be used to find the n-year
event where n is larger than the length of the time series. In order to find the theoretical
return period the distribution function was found. The generalised Pareto distribution
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fall excesses by the generalised Pareto distribution. The parameters were estimated by
the method of moments.
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Amount Depth classes Amount Duration classes
High 208 0.00-0.32 m.b.g. 79 Between q0.66 and q0.99
Middle 23 0.32-0.64 m.b.g. 79 Between q0.33 and q0.66
Low 7 0.64-0.96 m.b.g. 80 Between q0 and q0.33
Table 22: Amount of data points obtained by dividing the groundwater level with respect
to depth (second column) and with respect to duration (fourth column) and the definition
of their classes. m.b.g. means metres below ground. qx refers to the x-th quantile (not
the exceedence probability).
was used to model the excesses (which start at 9.8 mm/day). The parameters were
estimated by the method of moments and is found in table 21.
5.2 Runoff coefficients on days of extreme rainfall
Runoff coefficients were calculated for each of the 238 events, simply by dividing the
observed runoff with the areal rainfall. They are therefore called simplified runoff
coeffcients because they do not require computation of the baseflow or rainfall losses.
In this first part, the runoff coefficients are grouped into days of high, middle and low
groundwater level. This will later help to answer whether the runoff coefficients give
different values for the different goundwater classes, which is an indication that they
depend on groundwater level. In the second part, their cumulative distribution function
is found, which will later be used in the development of the prediction model.
5.2.1 Grouping into groundwater classes
A part of the hypothesis was that the runoff coeffcient depends on antecedent soil
moisture conditions. This will be checked by dividing the groundwater into classes and
checking if there are differences in the runoff coefficients on days of high, middle or low
groundwater level. The groups were classified in two different ways: with respect to
groundwater depth and with respect to the duration. As table 22 shows, grouping by
depth resulted in 208 data points of groundwater level between 0 and 0.32 m below
ground; 23 points between 0.32 and 0.64 metres below ground and 7 points which lie
deeper than 0.64 m below the surface. Figure 23 shows their distribution functions.
Division with respect to duration means that the lowest 1/3 of the groundwater level
is defined as low (between the 0-th and 33-th quantile, q0 and q0.33); the highest 1/3
og the levels are defined as high, and the remaining levels fall in the middle class.
Dividing the groundwater by duration gave a very different view (figure 24). Now, the
amount of data points was either 80 (for the low groundwater level) or 79 (middle and
high groundwater level), which is stated in table 22. This probability definition ensures
that the amount of data in each class will always be similar, which avoids the problem
of having too few data for inference. It is also an advantage that the probability that
high/middle/low groundwater occurs is known. Hence, the grouping into groundwater
classes in the following will be done with respect to duration.
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groundwater level x y mean/2.5 variance/2.5
High 0.591 4.74 0.1107 1.55E-02
Middle 0.991 72.50 0.0135 1.79E-04
Low 1.063 235.34 0.0045 1.89E-05
High 0.874 4.40 0.1657 2.20E-02
Middle 0.697 6.09 0.1027 1.18E-02
Low 0.729 26.13 0.0272 9.48E-04
Table 23: Parameters of the beta distributions for three classes of groundwater, divided
by depth (rows 1-3) and duration (rows 4-6). Note that the runoff coefficients in this
case are normalised with respect to the largest Cr, in order to obtain runoff coefficients
in the sample space (0,1).
5.2.2 Distribution
Before the derived distribution approach is applied the probability density function
of the simplified runoff coefficients must be found. Ordinary runoff coefficients range
between 0 and 1, which makes the beta distribution a natural choice. As shown in
section 3.4.2, the beta distribution is a two-parameter distribution whose PDF is given
by
fC(c) =
1
B(x, y)
cx−1(1− c)y−1, (71)
where x and y are the parameters and B(x,y) is the beta function defined by
B(x, y) =
∫ 1
0
cx−1(1− c)y−1dc, (72)
that is, the beta function is a normalising constant which ensures that the value of
fC(c) stays between 0 and 1 which would be the case for ordinary runoff coefficients.
The simplified runoff coefficients C can in some instances exceed 1 (which is the point
at which 100% of the runoff originates from rainfall, at least by the original definition
of C). The simplified runoff coefficients in this work ranges from 0 to 2.5. In order to
use the beta distribution, C is standardised by its maximum value, Cm.
Cr = C/Cm, (73)
where Cr will be called the standardised runoff coefficient.
Fitting three theoretical distribution functions to the runoff coefficients for
three classes of groundwater level The empirical and theoretical CDF of the
simplifed runoff coefficient, separated by the groundwater duration is given in figure
24. The parameters were estimated by the method of moments, by the equations 52
and 53 on page 40. The estimated parameters for the two different separations of
the groundwater are given in table 23. Figure 25 shows the corresponding PDF. The
hypothesis that the runoff coefficient has different distributions for different classes of
groundwater level is supported by the figures. It was also found that a separation into
groundwater with respect to duration was superior to separation with respect to depth.
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Figure 23: Empirical and theoretical CDFs of standardised runoff coefficients Cr grou-
ped into groundwater classes based on depth.
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Figure 24: Empirical and theoretical cdfs of standardised runoff coefficients Cr grouped
into groundwater classes based on duration.
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Figure 25: Theoretical beta densities of the runoff coefficient grouped into groundwater
classes based on duration.
5.2.3 Summary
In this short subsection the runoff coefficients which appeared on days of extreme
areal rainfall were grouped into days of low, middle and high groundwater level. Two
methods were tested and separation by duration turned out to be a better method
than separation by depth, because the first definition ensured equally many points in
each class, and hence a quick and easy calculation of the probability that the runoff
coefficient falls within that class. In the proposed prediction model of flash floods, these
probabilities are identified as the weight of the distribution of each grundwater class.
The runoff coefficients were beta distributed and the parameters x and y are stated in
table 23.
5.3 Relationship between rainfall and runoff on days of extreme rain-
fall
In this subsection, the extreme areal rainfall will be compared with the runoff on
the same day. Our hypothesis is that extreme rainfall not necessarily causes extreme
runoff. It is important to confirm this because the prediction model which is described
in subsection 5.3 depends on the fact that the runoff coefficient is a random variable.
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Figure 26: Scatterplot of rainfall R against the simplified runoff coefficient C, grouped
into groundwater level.
5.3.1 Runoff on days of extreme rainfall
A quick check of the runoff data occuring on days of extreme rainfall showed that it
exceeded the 5% quantile of runoff (see the flow-duration curve in figure reffig:HIsaet)
only 1/3 of the time. That is, in most of the events the extreme rainfall did not cause
extreme runoff.
The correlation between extreme rainfall and extreme runoff was quantified by Spear-
man’s rank correlation, which finds a correlation between the order of one variable and
the other variable. Spearman’s rank correlation is 1 if the highest value in one data set
occurs simultaneously as the highest value in the other data set, and -1 if the highest
value in one data set (for instance rainfall) corresponds to the lowest value in the other
data set (for instance runoff). Here, the value of Spearman’s ρ was 0.31.
This result supports the hypothesis that the runoff coefficient must be a random variable
because it means that the distribution (and the return period) of extreme rainfall and
runoff is not the same. This will be further investigated below.
5.3.2 Return period of runoff
The return period of rainfall was found in subsection 5.1.3. In order to find the return
period of runoff on the same day, the rainfall events in table 20 were sorted back by
the event number, and including the runoff on the same day. Sorting by the runoff, the
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Runoff mmday rank, runoff areal rainfall
mm
day TA rainfall TA runoff
45.5 1 18.9 1.00 32
37.8 2 58 3.66 16
34.5 3 34.9 1.24 11
33.3 4 49.1 2.26 8
32.8 5 55.7 3.13 7
... ... ... ... ...
0 234 29.5 1.05 1
Table 24: Annual return periods of runoff on days of extreme areal rainfall, TA runoff.
The extreme areal rainfall and its annual return period also shown.
annual return period of runoff was found as explained in section 2.4.5. Table 24 shows
the result.
Note that these annual return periods are calculated as empirical return periods which
means that the largest return period equals the length of the observation record. The
highest observation in an N-year record has the return period of N. The second highest
has the return period of N/2, the third highest N/3 etc. This means that there are
very few high return periods and plenty of lower return periods. During the 32 years,
only 21 out of 238 events had a return period higher than 2 years.
In order to find the 50- or 100-year flood a theoretical return period would have to be
found from the CDF of peak runoff. This approach will be described in the end of the
results.
5.3.3 Comparison of return periods on the same day
A plot of the return period of runoff against the return period of rainfall is shown in
figure 27. As stated above, most return periods have a value below 2, which explains
the cluster around x=1 and y=1. The figure shows no relationship between extreme
runoff and extreme rainfall, in fact, the highest rainfall (return period of 32 years)
was only able to produce runoff with a return period slightly above 1. It is worth
noticing that this coincided with middle groundwater level, which indicates that much
of the rainwater could infiltrate. However, the second highest rainfall (return period
of 16 years) occured when the groundwater level was high, and nevertheless, it only
produced a two-year flood.
Note that the classification of groundwater levels is very rough, that is, we do not
know whether the middle groundwater level mentioned above is only sligthly lower
than the high groundwater level or if they are very different. Introducing a threshold
for the definition of high groundwater is no alternative because of the advantages of
separating the classes according to duration (it is preferable to have the same amount
of observations in each class). A finer partition could be obtained by introducing more
classes but the more classes, the more observations are needed. In this study, there are
79 or 80 observations in each class, which is more than absolutely necessary. A division
into five classes (a little less than 50 in each) would make it easier to conclude about
depencence between runoff and groundwater classes.
The highest runoff in the plot was caused by the 163rd highest rainfall intensity. One
possibility is of course that the interpolated rainfall is somewhat underestimated. Fi-
72
gure 29 shows the conditions one week before and one week after that event. The
catchment was saturated after many days of extreme rainfall, however, it seems odd
that the runoff should be that much higher than the rainfall.
5.3.4 Comparison of intensities on the same day
As most return periods are small, most of the points in figure 27 contract and cluster
around the lines x=1 and y=1. In order to get a clearer picture, the runoff intensity
(observations in mm/day) is plotted against rainfall intensity (figure 28), measured in
mm/day. The lack of correlation between rainfall and runoff is evident here as well, and
also the differences between groundwater classes. Few runoff intensities are higher than
the 5th percentile of the runoff (of approximately 6 mm/day) during low groundwater,
and really high runoff intensities only occur during high groundwater levels. However,
low runoff intensities are also present during high groundwater, which means that there
is no strict correlation between runoff and groundwater level.
Figure 30 shows the same as figure 28, only for runoff on the day after the extreme
rainfall. The coarse resolution in time makes it necessary to include this figure as well,
as the response time in Sæternbekken is at least 5 hours (Myrabø 1994). For extreme
rainfalls starting in the evening, the response would be registered the next day. The
striking feature in the plot is that the runoff is generally lower the next day. This is
not suprising, as most of the runoff in this plot occured a long time after the rainfall.
Some of the highest runoff intensities might be the response of a rainfall which fell late
in the previous evening, unfortunately, this can only be investigated using a data set
with finer resolution than one day.
5.3.5 What if the hypothesis was wrong?
As a finishing excercise let’s investigate what figure 27 would have looked like if our
hypothesis was wrong and that extreme rainfall would always produce runoff of the
same return period. Figure 31 tries to answer the following contrafactual question: If
the highest runoff had occured as a response to the highest rainfall, the second highest
runoff as a response to the second highest rainfall, and so on, within each groundwater
class, what would that look like? Clearly, there would be a linear relationship between
runoff and rainfall but the figure reveals clear distinctions between the groundwater
classes. This is another way of showing that the highest runoff events occur during
periods of high groundwater levels, and vice versa.
If the linear relationship shown in figure 31 was real, the runoff coefficient would be
regarded as a constant. The runoff coefficient is here defined as runoff divided by
rainfall, and by plotting figure 31 as intensities instead of return periods, the runoff
coefficient would be the slope of the line (which is y divided by x). This is shown in
figure 32. The slopes of the regression lines are stated, and the differences between
groundwater classes is clear; the runoff coefficient would be 0.67 for high groundwater,
0.35 for middle and 0.16 for low groundwater levels.
5.3.6 Summary
The main findings of this subsection was
73
1 2 5 10 20
1
2
5
10
20
Return period of areal rainfall [years]
R
et
ur
n
 p
er
io
d 
of
 ru
n
o
ff 
[ye
a
rs
]
High groundwater level
Middle groundwater level
Low groundwater level
Figure 27: Runoff return period against areal rainfall return period on the same day.
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Figure 28: Runoff intensity against areal rainfall instensity on the same day.
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Figure 29: Hydrograph, pluviograph, groundwater level and temperature one week before
and one week after event 98.
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Figure 30: Runoff intensity against areal rainfall instensity on the next day.
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Figure 31: Sorted runoff return periods against sorted rainfall return periods. Note that
the points in this plot did not occur on the same day, instead, the highest runoff is
plotted against the highest rainfall etc.
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1. The extreme areal rainfall did only produces extreme runoff one third of the time,
and there was little correlation between the return period of the two variables.
2. The separation of runoff coefficients into groundwater levels yielded sufficiently
different distributions of the runoff coefficient
The first finding implies that the runoff coefficient must be a random variable and the
second implies that the runoff coefficient depends on groundwater levels.
These findings answered the questions proposed in the introduction and the assump-
tions of using the derived distrubution approach for developing a prediction model are
satisfied: the runoff coefficient is a random variable which means that the prediction
model must be a product of two random variables. It remains to be seen whether the
runoff coefficients are sufficiently described by the grundwater level.
5.4 Peak runoff
An unfinished description a flash flood prediction model is found below. The model is
not complete and this subsection is only a tentative demonstration of how such a model
could be developed. It has some structural problems which are discusses at the end.
5.4.1 Deriving the probability density function, PDF, of peak runoff
In the derived distribution approach used here, the rational model form the foundation
of developing a prediction model for flash floods. It has been argued (in sections 5.3 and
3.2, respectively) that both the runoff coefficient and the rainfall are random variables.
Therefore the prediction model is a product of two random variables.
Q = CR (74)
The (simplified) runoff coefficient in this study was defined empirically as the observed
runoff divided by the areal rainfall. By this definition, C can in some instances exceed 1
(which is the point at which 100% of the runoff originates from rainfall, at least by the
standard definition of C). In section 5.2.2 it was found that C must be standardised by
its maximum value Cm in order be modelled by the beta distribution. The simplified
runoff coefficient C can be expressed as
C = CrCm, (75)
or in this case, Cr = C/2.5. The beta distribution corresponding to Cr will be used for
calculating the distribution of Q and equation 74 is turned into
Q = CrCmR, (76)
Another way of viewing it is that the product of CR gives the standardised runoff Q∗
CrR = Q/Cm = Q∗ (77)
Before calculating the product CrR, it is necessary to check the relationship between
Q∗ and CrR. A perfect linear relationship is shown in figure 33. This is expected, as
the runoff coefficient is defined by the two other variables.
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A check of the independence between C and R is also necessary. Figure 26 indicates
that this is the case. Distributions of the product of two random variables are available
for many distributions in the literature; see Nadarajah (2008) for further references.
Unfortunately, this is not the case here. Instead, the Mellin convolution was used to
find the product of areal rainfall and the simplified runoff coefficient. It is defined by
Springer (1979, p 91) as the PDF of the product Y = X1X2
h2
(
y
)
=
∫ ∞
0
1
x2
f1
( y
x2
)
f2(x2)d(x2), (78)
where f1(x1) is the PDF of X1, f2(x2) is the PDF of X2 and X1 and X2 are non-
negative independent random variables. The method takes advantage of the fact that
Cr =
Q
CmR
and it uses the right-hand side of this equation to express Cr. More generally:
one variable X1 is expressed by the other as
X1 = Y/X2
and this is inserted into the Mellin convolution.
We are interested in the product Q∗ = CrR, not Y = X1X2. Hence Y is replaced by
Q∗ = Q/Cm, (79)
X1 is replaced by the beta distributed standardised runoff coefficients Cr
f1(x1) = fCr(cr) =
1
B(x, y)
cx−1r (1− cr)y−1, (80)
and X2 is replaced by the generalised Pareto distributed areal rainfall excesses R. Note
that the R here reperesents rainfall excesses, that is, rainfall minus the threshold, as
explained in subsubsection 3.4.3.
f2(x2) = fR(r) =
1
α
(
1− κr
α
) 1
κ
−1
, κ 6= 0 (81)
The variable substitution
Cr =
Q
CmR
=
Q∗
R
(82)
is inserted into the beta distribution (that is, fCr(
Q∗
R )). The Mellin convolution becomes
h2(q∗) = fQ∗(q∗) =
∫ ∞
0
1
r
fCr
(q∗
r
)
fR(r)dr (83)
Inserting the PDF of the beta distributed runoff coefficients fCr , and the PDF of the
generalised Pareto distributed rainfall fR, yields
fQ∗(q∗) =
∫ ∞
0
1
r
[ 1
B(x, y)
(q∗
r
)x−1(
1− q∗
r
)y−1][ 1
α
(
1− κr
α
) 1
κ
−1]
dr, (84)
The constants can be taken outside the integral
fQ∗(q∗) = 1
B(x, y)α
q∗x−1
∫ ∞
q∗
1
rx
(
1− q∗
r
)y−1(
1− κr
α
) 1
κ
−1
dr (85)
and obtaining the probability density function of the runoff. In order to keep the argu-
ment q∗r between 0 and 1 in the beta distribution (see equation 80), r ≥ q∗, therefore,
the lower limit is changed from 0 to q∗. Equation 85 expresses the density of Q∗, which
equals Q/Cm. In order to find the density of Q, which is the objective, Q∗ must be
multiplied by Cm.
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Figure 33: Relationship between runoff Q∗ and CrR (circles) and between q and CrR
(plusses). The standardised curve shows a perfect fit, and Q∗ = CrR. Cr = 2.5C,
therefore the not-standardised curve is given by Q∗ = 2.5CR.
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5.4.2 Cumulative distribution function, CDF, of peak runoff
The CDF of the runoff is given as
FQ∗(q∗) =
∫ q∗
−∞
fQ∗(v)dv, (86)
where v is an integration variable which substitutes q∗. Inserting fQ∗(v) from equation
79 yields
FQ∗(q∗) = 1
B(x, y)α
∫ q∗
0
∫ ∞
q∗
vx−1
1
rx
(
1− v
r
)y−1(
1− κr
α
) 1
κ
−1
drdv (87)
The lower limit is changed from −∞ to 0, because the runoff q cannot be negative.
Again, the objective is to find the distribution of Q, not Q∗. Therefore, Q∗ must be
multiplied by Cm.
5.4.3 Validation against observed runoff
Equation 87 was found numerically using Matlab for each groundwater class. Tesult is
shown in figure 34. Here the empirical CDF is plotted against the theoretical CDF of
each class. It is evident that the curves do not fit very well to the observed peak runoff.
The reason for this discrepancy lies in the structure of the model. The reader was asked
to be aware of the variable R in equation 81 , which represents rainfall excesses and not
rainfall. The rainfall excess is calculated as rainfall minus the threshold, which in this
case is 9.8. This is not directly comparable with the runoff coefficient and by using the
generalised Pareto as a model for rainfall the equations break down. From equation 78
and on, the equations are not true.
There are at least two ways of solving this problem, by replacing the generalised Pareto
distribution or redifining the runoff coefficient. Inspired by Gottschalk and Weingartner
(1998) the gamma distribution was used in an attempt to give a better fit between the
empirical and theoretical CDF, but this was rejected due to numerical problems during
integration. The parameters were possibly not correct.
The solution might be a different definition of the runoff coefficient which takes the
ranfall excesses into account. This could make it possible to use the generalised Pareto
distribution. That is
C = Q/E, (88)
where E represents rainfall excesses. E < R which means that C will have to be
normalised with respect to its highest value Cm. Further development of this is required.
A second source of error is violation of the assumption that the grouping into groundwa-
ter levels describes the variation in runoff coefficients sufficiently. Other factors should
be included. Such factors are suggested in subsection 6.7.
5.4.4 Further development - a sketch
If a development of the prediction model is suceeded, the three conditional distributions
of peak runoff F (qclass) for low, middle and high groundwater can be summed up to
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Figure 34: Tentative empirical versus theoretical conditional cumulative distribution
functions of runoff for runoff on days of high, middle and low groundwater levels. The
gray line indicates the distribution before standardisation.
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give the total distribution of runoff.
F (Q) = wlowF (Qlow) + wmiddleF (Qmiddle) + whighF (Qhigh) (89)
Each of the conditional distributions must be weighted. wclass gives the probability
of falling within the current class. If the definition of classes given in section 5.2.1 is
chosen, the weights become 1/G, where G is the amount of classes (or groups).
= 1/G
(
F (Qlow) + F (Qmiddle) + F (Qhigh)
)
(90)
However, this formulation was proposed for the assumption that the runoff coefficient
could be described sufficiently by groundwater levels. If other factors are included, this
must be reflected in the resulting model.
5.4.5 Summary
In this subsection the development of a prediction model for flash floods was described.
The peak runoff distribution was modelled as a product of the rainfall distribution and
runoff coefficient distribution, by the derived distribution approach. Some structural
problems were encountered:
1. Which distribution of extreme rainfall can be used in the model in order to pre-
serve the definition of runoff coefficients, alternatively, can the runoff coefficient
be reformulated to include rainfall excesses?
2. Is groundwater level a sufficient explanatory variable to describe the variation of
the antecedent soil moisture conditions and is antecedent soil moisture conditions
a sufficient explanatory variable to describe the runoff coefficients?
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6 Discussion
This section comments the methods and results of this thesis; starting with a review of
the discharge and rainfall measurements. It continues with a discussion of the choices
made during interpolation, suggestions for a better definition of the runoff coefficient
and some explanations for the result of the groundwater modelling. The assumptions
and choices made in the extreme value analysis is taken care of in subsection 6.6, before
the shortcomings of the prediction model are examined in subsection 6.7. In addition a
short discussion of uncertainty is provided throughout the whole section.
6.1 Uncertainty
In time series of random variables, a certain amount of events will be extreme, and
in this thesis the highest 5% of observations were defined as extreme. As pointed out
by Yevjevich (1972, p 77), there is alwaya a risk of extremes and this is called the
basic risk. The flood risk also depends on the uncertainty due to measurement errors,
sampling errors and computing errors (among others).
Total risk = basic risk + uncertainty
The uncertainty has systematic and random components. The systematic errors are
hard to identify if the true population is not known. It can be evaluated by educated
guessing, but is hard to quantify. If several measurements are available for the same
variable the random errors can be quantified using the sample standard deviation σˆ
(which is an estimate of the true standard deviation of the underlying population) or by
calculating the standard error (which quantifies how well the sample mean estimates the
true mean). In hydrology and meteorology, only one measurement is available at one
place and one time (for instance, there are not several rainfall measurements at Smestad
for the maximum rainfall 6. August 1980). This makes it difficult to estimate even the
random errors. In the following, the uncertainty of the most influential parts of the
method will be discussed but not estimated. The exception is the Kriging interpolation,
in which the prediction error of each event is calculated as the minimalised sum of
squares.
6.2 Discharge measurements
The discharge measurements at Sæternbekken have a fine resolution and cover the
whole time period used in the study with the exceptions mentioned in paragraph 1.2.2.
In that sense, the measurements are satisfactory. Unfortunately, because the rainfall
measurements were available on the daily time scale, we have not benefited from the
fine resolution of the measurements.
The greatest uncertainty of the discharge measurements is due to recalculation from
water level to discharge by the rating curve (Sæterbø, Syvertsen, and Tesaker 1998) and
the construction of the V-notch (see figure 2). The rating curve gives the relationship
between water level and discharge, often on the form Q = iY j , where Q is the discharge,
Y is the depth of the river and i and j are coefficients found by regression. The V-notch
is a construction (an artificial control) at the measurement site which ensures a unique
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relationship between the water level and discharge, or critical flow. Asgeir Petersen-
Øverleir (pers comm. 11.12.2009) found that the discharge is underestimated at water
levels above approximately 1.15 m. The rating curve is shown in figure 35.
The highest mean daily discharge at Sæternbekken in the period under study was 3.33
m3/s. It is evident that water levels above 1.15 m correspond to discharges much higher
than the highest mean daily value. Hence, when using daily data the uncertainty of the
rating curve is not too large. However, if a finer resolution were to be used, the peak
flows would be much higher which could introduce great error to the highest discharge
measurements.
6.3 Rainfall
Precipitation measurements The rainfall at the stations used was measured using
standard raingauges which are read off manually once each day (O. E. Tveito, pers
comm. 28.1.2011). The exception is Dønski, which is recorded twice each day. Reading
errors and errors due to wind are the greatest sources of error.
6.3.1 Interpolation
Limited data set Only nine precipitation stations were available for interpolation
of the areal rainfall. A set of nine good records within the relatively small area is
infrequent, and we should not complain. However, this is a sparse amount when it
comes to interpreting variograms and the uncertainty of the theoretical variograms can
be substantial. Figure 36 shows one of the variograms with the largest minimalised sum
of squares (largest error) between the points and the curve. This value is composed of
the fit between the estimated mean and the true mean within the rainfall, as well as the
points’ deviation from the line, or the residuals, which reflects the variation between
the stations (Rice 2007, p 479):
Sum of squarestotal = sum of squareswithin stations + sum of squaresbetween stations
In this context, the minimalised sum of squares is called the Kriging variance, see
equation 10 on page 25. The lower the value, the better does the variogram describe
the spatial variation. Most variograms experienced a Kriging variance less than 1,
however, approximately 20% of the variograms experienced a Kriging variance higher
than one, and the highest Kriging variance was as high as 57! The reason for these bad
estimates is 1) few stations, which reduces the amount of information, 2) local rainfall
which does not vary smoothly and has an increasing variance with distance and 3) the
exponential model which was used is a three-parametric model which can only be fitted
to monotonically increasing, smooth curves.
In section 5.1.2 it was mentioned that the range of the variograms was larger than the
largest distance between precipitation stations (25000 m). This might have lead to too
low areal reduction factors. The ARF was 0.972 for a range of 25 km, but would be
increased to 0.986 for a range og 50 km (which is a better estimate, though possibly
still too short). In this case the difference was negligible but it should be aimed at using
the right range. It is also advicable to include precipitation stations which are placed
further apart. For Sæternbekken preciptiation stations found in Buskerud (Stovi and
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Horni) and at Romerike should have be included. This would solve the problem of too
few stations as well as making it easier to spot the interpolation range.
Another source of error on the areal reduction factors is that they are not constant.
In this thesis, the ARF was represented as a constant for all events. However, they
depend on the range parameter, which varies from event to event. In future studies
one value of the ARF should be calculated for each event.
Uncertainty of areal rainfall The Kriging variance gives the uncertainty of each
interpolated event. The average of these variances was used as an attempt to quantify
the uncertainty of the whole series. The resulting uncertainty became 0.87, or 87%,
which is very high. Much of this is attributed to the one extreme Kriging variance of 58
(event 12). Removing this single value reduces the uncertainty to 65%. This is still very
high and it must be concluded that the areal rainfall experiences a great uncertainty.
Variability of areal rainfall Something strange was discovered after interpolation.
The areal rainfall series in Sæternbekken was produced by interpolating values to 1000
random points within the rectangle defined by the Easternmost, Westernmost, Sou-
thernmost and Northernmost point in the Sæternbekken catchment. The areal precipi-
tation was taken as the average of all 1000 results. The variability of an average is less
than the variability of the individual observations. However, as shown in table 18, the
variability of the areal rainfall is higher than the variability of the point rainfall (σˆareal
= 13.6, whereas σˆpoint = 10.2).
A different series of areal rainfall was calculated by the arithmetic mean in order to
compare its variability to the variability of the interpolated values. The standard
deviation of the arithmetic areal rainfall was 7.0, almost half of the standard deviation
of the interpolated values. We cannot explain why the variability in the areal rainfall
is so large, and it could be a point of further studies.
Interpolation area The mentioned rectangle had sidelengths 2.51 km Eastwards
and 4.28 km Northwards. The area of this rectangle was 10.74 km2, which is almost
twice the area of the Sæternbekken catchment 6.32 km2. From section 5.1.2, analyti-
cal expressions of the areal reduction factor are derived for some geometrical shapes,
including a rectangle where one side length is twice the other. Keeping this in mind,
some unnecessary errors would be avoided if the rectangle was defined as the ”rectangle
whose area equalled the original area, and where one side length was twice the other”
instead of using the most Southeasterly and Northwesterly coordinates.
In addition, the elevations were assigned to the rectangle by using the hypsographic
curve (described in section 2.2). It is a simplified way to describe the height differences
within the catchment without using a topographic map. It is possible that this method
can give wrong distances from the precipitation stations to the elevated areas. However,
the distance from the stations to the catchment is relatively much larger than the
distance within the catchment, and the error due to this was assumed negligible.
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Figure 36: Variogram of event 27. Few and very scattered points leads to great uncer-
tainty of drawing the curve. The minimised sum of squares is 11.3, which indicates
large redsiduals, or large error.
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6.4 Runoff coefficient
The runoff coefficient is complex and depends on many factors, mentioned in section
2.1 and 6.5. Norbiato et al. (2009, p 322) found that the influence of antecendent
soil moisture on runoff coefficients can be separated into 1) the initial wetness status
(which can be described by the groundwater level) and 2) the subsurface water storage
capacity, which can be quantified by Q0.90/Q0.50. They found that for basins with a
small storage capacity the influence of soil moisture conditions was negligible. The
subsurface water storage capacity at Sæternbekken is found
Q0.90/Q0.50 = 0.01/0.04 = 0.25, (91)
(where the discharges are given in m3/s, not mm/day.) This value is smaller than any
of the catchments in the study of Norbiato et al., and Sæternbekken should by their
deifinition be regarded as a catchment with a small storage capacity. As opposed to
their conclusions, the groundwater levels do have an effect on runoff coefficients, as seen
in figures 28 and 31. What they say about ”the low subsurface water storage capacity
minimises the effect of initial soil moisture conditions” (Norbiato et al. 2009, p 324)
does not apply to Sæternbekken.
6.5 Modelling groundwater levels
Modelling The KiWa model was chosen to estimate groundwater levels, because it
describes the whole water balance in small, undisturbed catchments where soil depths
and -types are similar to the one found in Sæternbekken, and because groundwater
level is one of its outputs. The model has previously been calibrated for Sæternbekken
on an hourly basis (Beldring 2002), but an easy recalculation to daily time steps was
not possible. One alternative would be to downscale the precipitation to hourly data.
Downscaling was tried, but it was cumbersome and was therefore not completed. The
calibration procedure had to be done from scratch for daily time steps.
As mentioned in section 2.3, the success in the application of a model depends on (i)
the structural makeup of the model, (ii) having the required data available for both
the calibration and the application and (iii) the success in calibration of the model
(Sorooshian 1997, p 20).
i) The model structure of KiWa is described in Beldring et al. (2000), and the main
conclusions emphasised its ability to simulate the main parts of the water balance,
such as the interactions between subsurface moisture conditions and runoff in catch-
ments similar to Sæternbekken. KiWa is of course a simplification, but the dominating
groundwater and runoff components are described.
ii) Ten years of daily discharge measurements were used in the calibration, so the
amount of data was never a problem. This is well within the range of what is recom-
mended (Yapo et al. 1996, Sorooshian and Gupta 1995), and the data set contained
the wettest period on record. The quality of the data is improved when the sample
contains the most extreme events because knowledge about the possible outcomes is
used.
By this process the groundwater levels are described by a different variable, runoff.
Groundwater measurements are point observations and might not be representative
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for the whole catchment. Runoff measurements on the other hand, give an integrated
response of many variables within the catchment, and is representative for the whole
area. That is why the calibration of groundwater levels should be done with respect
to runoff. When KiWa calculates the groundwater level in the same observation points
this value is representative on a larger scale, so that the observed values might not
have been reproduced. Describing several variables at the same time is difficult (pers
comm. Stein Beldring 26.1.2011). A different problem regarding the groundwater
measurements is that the groundwater tubes might not be placed as deep into the
ground as necessary. The calibration was probably not influenced by this, but it does
influence the comparison between observed and calculated groundwater.
iii) The calibration did not yield as good result as desired. The Nash-Sutcliffe efficiency
was not much higher than 0.6 for groundwater levels in the catchment bottom and much
lower for groundwater levels in the hillslope. It is not known why the Nash-Sutcliffe
efficiency was so low. Some of the initial parameters might have converged to a local
minimum instead of a global minimum, which is a known problem with the PEST
estimation. As Blasone et al. (2006) writes, although local optimisation methods have
the advantage of fewer parameter simulations, they have to be started many times
using different parameter sets in order to find the global optimum. Blasone et al.
compared the results of one global method to PEST (local method) and found that
PEST has a low probability of converging to the global optimum, and also that the
PEST parameters had a higher correlation than the global method. In order to enhance
the calibration, a combination of a global and a local optimisation method might be
used (Blasone et al. 2006).
However, for the purpose of separating runoff coefficients into three groups of groundwa-
ter level, the relatively low Nash-Sutcliffe efficiency was sufficient, based on the overall
fit between modelled values and the three groups of groundwater level (see figure 19).
Grouping measurements into groundwater levels In order to examine the de-
pendence between runoff coefficients and antecendent soil moisture conditions, the areal
rainfall, runoff and runoff coefficients were grouped into three classes, depending on
the groundwater level at the day of the event. Two methods were tried: grouping into
groundwater depth and into groundwater duration. The latter proved to be the better
method because it ensured an equal amount of observations in each class. In addition
this method divides the observations into the duration of time it occurs, which by its
definition gives the probability that an observation falls within the class. Here, three
classes were used, and the observations had a chance of one third of falling within each
class. This is comparable to the classification that Norbiato et al. (2009) made when
dividing the initial soil moisture conditions into two classes: higher or lower than the
median. The mentioned probability is equal to the weights in equation 3. The definition
is practical because it makes it easy to determine the weights:
wlow = wmiddle = whigh = w = 1/G,
where G is the amount of groups.
In section 5.3.3 it was suggested to group the groundwater into more and finer classes.
If the events used in this study were divided into five classes there would be a little less
than 50 in each which is possibly enough points to make clearer conclusions about the
depencence between runoff and groundwater classes. However, figure 19 shows that the
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modelled groundwater level does not correspond very well with the observed ground-
water level. Using a division into three groundwater classes, the modelled groundwater
stays within the right class most of the time but it does fluctuate a lot. In case of five
groundwater classes the modelled groundwater would not stay in the right groundwater
class and the further analyses would be wrong.
The division into three groundwater classes is a rough classification and it would be
preferable to produce better groundwater data in order to make the division finer.
However, the classification did make it possible to conclude that the runoff coefficients
depend on soil moisture conditions, and for the time being the division is satisfactory.
6.6 Extreme value analysis
The generalised Pareto distribution assumes extreme values. This is provided by the
peak over threshold method if the events are independent and the threshold is high
enough.
Threshold and choice of distribution A low threshold was chosen in order to
have many data during the analysis. The resulting amount of POTs per year became
7.4 (equation 68). It can be argued that it is uncertain that as many as 7 values
per year can be extreme. One rule of thumb states that the threshold should be at
least µˆ + 3σˆ (Gottschalk and Krasovskaia 2001), which corresponded better with the
threshold Q0.025 than Q0.05. If this rule were followed, only halve of the Q0.05-events
would be available for analysis. This was necessary because it was (correctly) assumed
that many events would be eliminated due to NA values, snowfall (here defined as
temperatures below -2◦) and because the events needed to be extreme at Gjettum and
Kjels˚as at the same time. This was the rationale behind setting the threshold as low
as 9.8 mm/day.
The QQ plot in figure 16 clearly shows that the daily rainfall follows the gamma distri-
bution, whereas the extreme values makes up a superpopulation which follow a different
distribution. Hosking and Wallis (1987) recommends modelling excesses over a thre-
shold (POT data) by the Generalised Pareto distribution, which is shown in figure 22.
The fit in the latter figure is good, however, from the former figure it seems that the
superpopulation ranges from 35 mm/day and up. This is the value at Gjettum, but
other stations showed a similar, and even a bit higher value. This is an indication that
the threshold used in this thesis is far too low. It is always difficult to ensure really
extreme POT values from a short data series because it is a choice between having
enough data for analysis or having POT data which describe the superpopulation. In
the future, this can be met at the middle by setting the threshold to Q0.025. It would
possibly half the number of events, but it is the lesser of two evils where the other evil
is analysing a set of not-extreme events.
6.7 Prediction model
The prediction model was not completed, due to large structural problems. In the
procedure found in subsection 5.4, the runoff coefficient is defined from rainfall but the
generalised Pareto distribution describes the rainfall excesses. That is, the parameters
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α and κ are found from the rainfall excesses (rainfall minus the threshold) but no
threshold was subtracted when the parameters x and y in the beta distribution were
found.
Either a different rainfall distribution should be used, and/or a different definition of
the runoff coefficient. The first solution was tried by replacing the generalised Pareto
distribution by the gamma distribution, analogous to what Gottschalk and Weingartner
(1998) did. The gamma distribution was fitted to the POT values only, but without
subtracting the threshold. The gamma distribution hence modelled the rainfall POTs
(which start at 0 mm/day) without subtracting the threshold. The method of moments
generated the parameters a = 0.149 and b = 3.92 and the result is shown in figure 37.
Using the gamma distribution to solve equation 92 (which was derived in the same way
as equation 87)
FQ∗(q∗) =
∫ q∗
0
∫ ∞
q∗
1
B(x, y)βαΓ(α)r
(w
r
)x−1(
1− w
r
)y−1
rα−1e
−r
β drdw (92)
resulted in numerical problems and even more senseless CDFs than equation 87. This
result implies that there still are problems regarding the choice of distribution.
Due to short time, the definition of the runoff coefficient was not reformulated. It
does seem to be the most promising way to improve the prediction model. In addition
to reformulating the runoff coefficient, the runoff coefficient must be described more
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thoroughly. In this thesis the groundwater level was the only indicator of the variation
in the runoff coefficient. Other variables should be examined and included.
Merz and Blo¨schl (2009) stated that the temporal variability of runoff coefficients de-
pends on moisture conditions in the catchment indicated by event rainfall characteris-
tics and/or antecedent soil moisture conditions. The antecedent soil moisture played a
more important role than the rainfall depth and duration. However, the rainfall cha-
racteristics should be considered in the next formulation of the predicition model. The
maximum rainfall intensity can be difficult to determine when daily data are used, and
investigation of the rainfall duration requires a separation into specific events. Thus,
it requires a finer resolution of the data set.
It should also be mentioned that Norbiato et al. (2009) investigated the spatial variabi-
lity of runoff coefficients and found that the mean annual precipitation (MAP) explains
the runoff coefficients’ spatial variability well. Geological characteristics (permeability)
did also exert a certain influence, but this was linked to the MAP and could not give
any more information than MAP. In their study, the storage capacity did also have an
influence on the runoff coefficients, but this was found not to apply to Sæternbekken
(subsection 6.4). These factors might not contribute to the temporal variability of ru-
noff coefficients at all, but at they can provide a better understanding of the whole
process.
93
7 Conclusions
This section summarises the original hypothesis, the findings and an explanation of the
findings. Suggestions for future work is shortly described.
The prediction of flash floods in small catchments requires a totally different framework
than prediction of floods in larger catchments do. This thesis seeks to investigate some
properties of the runoff coefficient which are crucial in the development of a prediction
model that is proposed.
The model uses the simple relationship between rainfall and runoff given by the rational
model
Q = CR
In its original formulation the runoff coefficient C is a constant. In that case, the
distribution of the runoff and of the rainfall must be the same. This also applies to
return periods, because the return period is the inverse of the cumulative distribution
function. It is rather assumed that the runoff coefficient is not constant but varies
ransomly from event to event. The formulation of the prediction model requires the
runoff coefficient to be regarded as a random variable.
The first task was therefore to check whether the runoff coefficient at Sæternbekken
in 238 extreme rainfall events during 1972 and 2003 could be regarded as a random
variable. Investigation of the relationship between the extreme rainfall and runoff did
not display any correlation. It was also found that during all extreme rainfall events
the measured runoff on the same day was extreme in only a third of the cases. This
lead to the conclusion that the runoff coefficients were random variables.
It was further assumed that the runoff coefficients depended on antecedent soil moisture
conditions whose variation was assumed to be described by the variation in ground-
water levels. A separation of the runoff coefficient into three classes of groundwater
level resulted in very different distributions and it was temporarily concluded that the
groundwater level could be used as an indicator of the variation in the runoff coefficients.
The two requirements were fulfilled and a prediction model of flash flood peak runoff can
be developed as a product of the rainfall distribution and runoff coefficient distribution.
A tentative validation of this model against observed peak runoff showed a quite large
discrepancy. This is partly due to erroneous parameters which might be a result of a
wrong choice of rainfall distrubution, and partly due to an incomplete description of
the runoff coefficient. Instead of describing the runoff coefficient by groundwater level
alone, other factors such as slope, soil cover and/or vegetation etc should be used.
7.1 Further studies
This thesis did not succeed to develop a prediction model for flash floods and is not
fully concluded. In order to develop a functioning prediction model two areas need to
be looked into:
1. A different definition of the runoff coefficient (by rainfall excesses) should be loo-
ked into. The generalised Pareto distribution was models rainfall excesses which
was not included in this study’s definition of runoff coefficients. Alternatively, a
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different distribution could be used to model the extreme rainfall (not the rainfall
excesses).
2. The groundwater level was found to give a too simple description of the runoff
coefficients. Other explanatory variables should be included, such as event rainfall
intensity, depth and duration.
In addition, a number of improvements should be taken into account if a similar me-
thodology should be used in the future:
3. A finer resolution of the data set is required in order to investigate the event
rainfall. This is already available for discharge data and hourly rainfall data can
be obtained. It does require some computation which is why it was not used in
this thesis.
4. A finer resolution of the discharge data will lead to much higher peak flows, and
the uncertainty in the rating curve will play a larger role. It would therefore be
necessary to examine the v-notch at high discharges.
5. The variability of the areal rainfall was found to be greater than the point rainfall
variability. This could be examined.
6. Interpolation of the areal precipitation should contain many more precipitation
stations, also stations which are located far away from the catchment of interest.
7. If this is carried out it will be easier to find the range K and hence the correct
areal reduction factor
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A Appendix
A.1 Spatial variablility
No precipitation measurements were available in Sæternbekken. By interpolation, such
values can be estimated from existing values at neighbouring stations. Webster and
Oliver (2007) describe several interpolation methods, such as Thiessen polygons and
triangulation. These methods are weighted averages of measured data, given by
P ∗(x0) =
N∑
i=1
λiP (xi). (93)
These methods do not account for the spatial variation in the region and they give no
estimate of errors. Kriging interpolation is a stochastic interpolation method which
takes both of these problems into account. It was developed as one found that the
spatial variation is so irregular that it cannot be modelled by a smooth mathematical
function and should instead be treated stochastically (Burrough and McDonnell 1998,
p 133). Kriging uses geostatistical methods in order to describe this irregular variation.
A.2 Geostatistical methods
Following the definitions from Gottschalk (2005, pp 1-5), the extreme rainfall follows
a theoretical parent distribution, which is unknown to us. Samples from the parent
distribution (measurements) are called realisations and realisations which extend in
space but are frozen in time are called space processes. One realisation is available per
event, that is, for each day of extreme rainfall, one value of precipitation height was
recorded at each of the 9 stations. There were 259 events, days experiencing extreme
precipitation, which yieldes 259 realisations. The data set is limited: nine points cover
an area in the order of magnitude of 1000 km2. This makes it difficult to find a parent
distribution of the space process. Another complicating factor is that the scale of the
rainfall events is larger than that area so that the measurements are not independent
of each other. Instead of finding the theoretical distribution, this space process can be
partially characterised, by what Gottschalk calls the second-moment characterisation.
The name implies that the mean, variance and covariance are determined.
In nature, measured values of a variable (here: precipitation, P ) at two points will
be correlated if the distance between the points is not too large. The spatial variation
within the measured area can be desribed by the covariance, which measures the relation
between two paired observations. Following the derivation presented in Webster and
Oliver (2007, pp 51)
cov(xi,xj) = E[{P (xi)− µ(xi)}{P (xj)− µ(xj)}] (94)
P (xi) and P (xj) are precipitation at different points, xi and xj and µ(xi) and µ(xj)
are the mean values of P at the two locations. At each time step, there is only one
observation in each point, so that the means are not possible to calculate. This is solved
by assuming homogeneity, that is: µ(xi) = µ(xj) = µ. µ can be estimated by taking
the spatial average of all points in one realisation.
cov(xi,xj) = E[{P (xi)− µ}{P (xj)− µ}] (95)
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We have assumed homogeneity, that is, µ is assumed to be the same everywhere.
Further, the covariance only depends on the distance between the points, not on the
absolute location of the points. The points xi and xj are separated by a vector h and
can instead be written x and (x + h), respectively. Now that the absolute location of
the points does not count, the indices are ignored. The covariance is given by
cov[P (x), P (x + h)] = E[{P (x)− µ}{P (x + h)− µ}]. (96)
This covariance is constant for any chosen h (Webster and Oliver 2007, p 52). This
can also be written as
E[{P (x)}{P (x + h)− µ2}] = C(h). (97)
The assumptions of homogeneity (a constant mean in space) and also that covariances
only depend on the distance between points (constant variance and covariance) is called
second-order stationarity. The covariance of a spatial process is often called autocova-
riance because it is the covariance between one variable and the same variable located
a vector h apart. The autocovariance of equation 97 is simply denoted C(h). The
standardised autocovariance, C(h)/C(0) = ρ(h) is the autocorrelation of the process.
C(0) = σ2 is the variance of the process.
In many instances, there are few pairs of measurements which are separated excactly
by |h| (Isaaks and Srivastava 1989, p 141). This especially applies to small data sets,
and in this study only nine points were available. In order to get enough pairs of
points to calculate the semivariance, any pair which is separated by approximately h
were accepted. What is considered ”approximately” can be defined (both angle and
direction). Isaaks and Srivastava (1989) demonstrates a tolerance of ±20◦ and ±1m,
see figure 7 on page 23. In this thesis, the distance tolerance is more likely to be several
kilometers and the angle 365◦. Such a variogram which does not take the direction into
account is called an omnidirectional semivariogram.
Semivariance Unfortunately, the assumptions that make up the second-order sta-
tionarity are seldomly satisfied. The mean is usually not constant over the whole area,
and the covariance tends to increase without bounds when the distance between points
increases (Webster and Oliver 2007, p 54). Instead of assuming homogeneity over the
whole region, this will be true for small distances |h|.
E[P (x)− P (x + h)] = 0 (98)
and instead of finding the autocovariance, cov[P (x), P (x + h)], the variance of the
differences can be found.
var[P (x)− P (x + h)] = E[{P (x)− P (x + h)}2] = 2γ(h). (99)
This technique is called the intrinsic hypothesis and can be used even when there is no
second-order stationarity. γ(h) is called the semivariance 10 at lag(h).
10Equation 103 states that ”γ(h) is half the average squared difference between the paired data
values” (Isaaks and Srivastava 1989, p 60), that is, half the variance of the paired measurements, which
is why γ is called the semivariance.
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Let us leave the explanation from Webster and Oliver for a while, and move on to
Burrough and McDonnell (1998), pages 133-134. The spatial variation is described as
the sum of a structural, a random and a residual component:
P (x) = m(x) + ′(x) + ′′. (100)
The structural component, m(x), is the mean or the trend (a deterministic function);
the random component, ′(x), is the spatially dependent, but locally varying residuals
of m(x) (a stochastic function) and the residual, ′′, is a spatially independent noise
term. When homogeneity is assumed, m(x) = m(x + h). When the expression from
equation 100 is inserted into equation 99, it is written as
E[{[m(x) + ′(x) + ′′]− [m(x + h) + ′(x + h) + ′′]}2] (101)
where most of the terms are cancelled out to give
E[{′(x)− ′(x + h)}2] = var[′(x)− ′(x + h)] = 2γ(h) (102)
The semivariance is thus the variance of the random component of P (x): ′. This ran-
dom component is homogenous in its variation, which makes the differences dependent
on the distance between the points, not on their absolute location.
The semivariance can be estimated by
γˆ(h) =
1
2n
n∑
i=1
{p(xi)− p(xi + h)}2, (103)
where p(xi) are samples at point xi and n is the number of pairs of sample points.
As pointed out in Isaaks and Srivastava (1989), page 58, ”spatial dependence” in an
area can be described by the autocovariance C(h), the autocorrelation ρ(h) and the
semivariance γ(h). C(h) and ρ(h), require second-order stationarity, whereas γ(h) can
be used if the intrinsic hypothesis is satisfied. This makes γ(h), applicable in many more
situations than C(h) and ρ(h). Graph a in figure 6 on page 22 shows the relationship
between the semivariance and the autocovariance. The shape of the autocorrelation
function is equal to the autocovariance function, but their scales (y-axes) are different,
because ρ(h) is the standardised C(h).
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B Appendix
For the interested reader, some key PP and QQ plots are shown in this appendix.
B.1 PP and QQ plots of daily discharge
The PP and QQ plots in figure 38 show that the daily discharge data best fits the
lognormal distribution. The lognormal distribution was accepted as the parent distr-
bution of daily discharge data at Sæternbekken on the basis of these plots.
B.2 PP and QQ plots of extreme areal rainfall at Sæternbekken
Figure 39 shows the fit between the extreme areal rainfall and the gamma distribution
(upper plots) and generalised Pareto distribution (lower plots). The generalised Pareto
distribution fits best.
B.3 PP and QQ plots of the simplified runoff coefficient, on the same
day as the extreme rainfall
Figure 40 shows the fit between the runoff coefficient (grouped into three groundwater
classes) and the beta distribution. The plots on the right-hand side (divided by du-
ration) shows an acceptable fit, while the lower plot on the left-hand side contain too
few points to support any conclusions. This plot was an important part of determi-
ning which grouping method should be used (depth or duration). The choice fell on
duration.
Figure 41 shows quantile plots of the same. Apart from three outliers, the generalised
Pareto distribution gives an acceptable fit to the data.
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Figure 38: PP and QQ plots of the gamma distribution (upper plot), lognormal dis-
tribution (middle) and Generalised Pareto distribution (lower plot) for daily discharge
data at Sæternbekken.
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Figure 39: PP and QQ plots showing the fit between observed and theoretical values of
the gamma (upper plots) and generalised pareto distribution (lower plots) for extreme
areal precipitation.
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Figure 40: PP plots of runoff coefficients grouped by groundwater depth (left) and
groundwater duration (right) for high, middle and low groundwater, respectively.
102
llll
llll
llll
llll
lll
llll
lll
ll
ll
l
l
0.0 0.4 0.8
0.
0
0.
4
0.
8
QQ plot, Cr divided by groundwater depth
Beta distribution quantiles
O
bs
er
ve
d 
Cr
 q
ua
nt
ile
s,
 
hi
gh
 g
rw
   
   
lll
0.0 0.4 0.8
0.
0
0.
4
0.
8
Beta distribution quantiles
O
bs
er
ve
d 
Cr
 q
ua
nt
ile
s,
 
m
id
dl
e 
gr
w
l
0.0 0.4 0.8
0.
0
0.
4
0.
8
Beta distribution quantiles
O
bs
er
ve
d 
Cr
 q
ua
nt
ile
s,
 
lo
w
 g
rw
lll
llll
llll
llll
lll
llll
lll
ll
l
0.0 0.4 0.8
0.
0
0.
4
0.
8
QQ plot, Cr divided by groundwater duration
Beta distribution quantiles
O
bs
er
ve
d 
Cr
 q
ua
nt
ile
s,
 
hi
gh
 g
rw
   
   
llll
llll
lll
lll
l
lll
l
l
l
0.0 0.4 0.8
0.
0
0.
4
0.
8
Beta distribution quantiles
O
bs
er
ve
d 
Cr
 q
ua
nt
ile
s,
 
m
id
dl
e 
gr
w
lll
ll
llll
0.0 0.4 0.8
0.
0
0.
4
0.
8
Beta distribution quantiles
O
bs
er
ve
d 
Cr
 q
ua
nt
ile
s,
 
lo
w
 g
rw
Figure 41: QQ plots of runoff coefficients grouped by groundwater depth (left) and
groundwater duration (right) for high, middle and low groundwater, respectively.
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Index
B(x, y), see beta distribution
C, c, see runoff coefficient, simplified
Cm, see runoff coefficient, maximum
Cr, see runoff coefficient, standardised
Cs, see coefficient of skewness
Cv, see coefficient of variation
F (q), F (x), see cumulative distribution f u n c t i o n
G, see weight
K, see range
M , see Ghosh distance (mean)
Q, q, see runoff
Q∗, q∗, see standardised runoff
Q0.05, see quantile
R, r, see rainfall
T , see return period
Γ, see gamma distribution
α, see generalised Pareto distribution
γ, γˆ, see semivariance
κ, see generalised Pareto distribution
λ, see POTs per year
µ, µˆ, see mean
ρ, see Spearman’s rank correlation
ρ(t, t′), ρˆ, see autocorrelation function
σ, σˆ, see standard deviation
σ2, σˆ2, see variance
a, aˆ, see gamma distribution
b, bˆ, see gamma distribution
f(q), f(x), see probability density function
q, see runoff
u, see threshold
v, see integration variable
w, see weight
x, xˆ, see beta distribution
y, yˆ, see beta distribution
z, see integration variable
ACF, see autocorrelation function
AMS, see annual maximum series
annual maximum series, 29, 31
antecedent soil moisture conditions, 10, 94
areal rainfall, 60, 63–65, 67, 70, 72, 90
excesses, 65
areal reduction factor, 60
ARF, see areal reduction factor
autocorrelation, 29
autocorrelation function, 59
baseflow, 18
baseflow separation, 18
beta distribution, 39
CDF, see cumulative distribution function
coefficient of skewness, 36
coefficient of variation, 36
cumulative distribution function, 28, 72,
81
empirical, 37, 45
Cv-Cs diagram, 38
Dønski, 45
DC, see duration curve
derived distribution approach, 9, 32, 78
direct runoff, 18
distribution
beta, 39
exponential, 40, 48
gamma, 39
generalised Pareto, 40
duration curve, 37, 37, 45
effective rainfall, 18
event
amount, 60
extreme, 19, 60
snowfall, 60
exceedence probability, 64
flood-frequency analysis, 9
flow-duration curve, 37, 43
forecast, 9
gamma distribution, 37, 39, 92
generalised Pareto, 79
generalised Pareto distribution, 40, 64, 66,
91
Ghosh distance, 61
Gjettum and Kjels˚as, 60
GP, see generalised Pareto distribution
groundwater level, 10, 54, 56, 58, 67, 68,
71–73, 75, 89–91
modelling, 26
integral scale, 30, 59
interpolation, 18, 59
KiWa
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equations, 26
model, 26
Kriging, 19, 21, 24, 25, 96
equation, 25
ordinary, 24
universal, 19, 25
variance, 25, 63, 85
MAP, see mean annual precipitation
Matlab, 81
mean, 36
arithmetic, 87
mean annual precipitation, 18, 93
Mellin convolution, 79
method of moments, 38, 40, 65, 92
MOM, see method of moments
moments, 36
central moments, 36
sample moments, 37
n-year flood, 28, 31
Nash-Sutcliffe efficiency, 90
non-exceedence probability, 64
PDF, see probability density
peak over threshold, 30, 43, 59, 91
plotting position, 31, 37
POT, see peak over threshold
POTs per year, 60
PP plot, see probability plot
prediction, 9
prediction model, 78, 78
probability density function
areal rainfall, 64
peak runoff, 78
runoff coefficient, 68
probability distribution, 33
probability plot, 38
generalised Pareto distribution, 64
problem
structural, 83
QQ plot, see quantile plot
quantile, 19, 29, 38, 59
quantile plot, 38
generalised Pareto distribution, 64
R software, 19
rainfall, 60
areal, 79
excesses, 79
random variables, 33
continous, 35
discrete, 33
range, 21, 61, 61, 85, 95
rational model, 78
rectangle, 19
return period, 10, 28, 29, 31
annual, 31, 32, 64, 72
empirical, 9, 30, 64, 65, 72
theoretical, 9, 28, 64, 65
runoff, 10
runoff coefficient, 18, 67
event, 18
probability density function, 68
simplified, 18, 68, 78, 79
standard definition, 78
standardised, 68
Sæternbekken, 11
semivariance, 21
semivariogram, 21
spatial trend, 19
Spearman’s rank correlation, 71
superpopulation, 91
temperature, 60
threshold, 29, 43–45, 49, 59
V-notch, 14, 84
variance, 36
variogram, 21, 63, 85
weight, 11, 83, 90
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