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DEFINING MULTIPLICATION FOR POLYNOMIALS OVER A FINITE
FIELD
MICHEL RIGO AND LAURENT WAXWEILER
Abstract. Let P and Q be two non-zero multiplicatively independent polynomials with coef-
ficients in a finite field F. Adapting a result of R. Villemaire, we show that multiplication of
polynomials is a ternary relation {(A,B,C) ∈ F[X] | A.B = C} definable by a first-order for-
mula in a suitable structure containing both functions VP and VQ where VA(B) is defined as the
greatest power of A dividing B. Such a result has to be considered in the context of a possible
analogue of Cobham’s theorem for sets of polynomials whose P -expansions are recognized by
some finite automaton.
1. Introduction
All along this paper, F is a finite field and F[X ] is the ring of polynomials over F. Let P,Q
be two non-constant polynomials. If the only integers a, b such that P a = Qb are a = b = 0,
then P and Q are multiplicatively independent. Let P,Q be two polynomials. We write P ≺ Q,
if degP < degQ (, ≻ and  are defined accordingly). As usual, we set deg 0 = −∞. The
set of powers of P is PN := {Pn | n ∈ N}. Let P be a non-constant polynomial. The map
VP : F[X ]→ P
N is defined by VP (0) = 1 and, for all non-zero polynomials A, VP (A) is the largest
power of P dividing A.
We consider the structure 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP 〉. In particular, relying on techniques
based on automata, the first-order theory of this structure is known to be decidable [8] and similar
structures have been recently and independently considered by A. Sirokofskich in [10]. One can
notice that we equip the structure with multiplication by a fixed polynomial C, that is, maps of
the kind A 7→ C ·A.
Interestingly some sets of polynomials can be defined within such a first-order structure. We
can write well-formed formulas where variables are ranging over F[X ], using usual logical connec-
tives ∧,∨,¬,→,↔, existential and universal quantifiers (∃Q) and (∀Q) applied only to variables
and also the specific operations of the structure: addition of polynomials, comparison of degree,
multiplication by a fixed polynomial and the map VP defined above. Let ϕ(R1, . . . , Rk) be a for-
mula with k free variables, i.e., not in the scope of any quantifier. This formula defines a subset
of k-tuples of polynomials for which the formula is satisfied:
Mϕ = {(Q1, . . . , Qk) ∈ (F[X ])
k | 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP 〉 |= ϕ(Q1, . . . , Qk)}.
Note that if P and Q are multiplicatively dependent polynomials of degree at least one, then the
structures 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP 〉 and 〈F[X ],+,≺, (·C : C ∈ F[X ]), VQ〉 are equivalent:
they give exactly the same definable sets. Let us consider a few examples where F = Z/2Z. The
set of polynomials in (Z/2Z)[X ] which are divisible by X2 is defined by ϕ(A) ≡ (∃Q)(A = X2 ·Q).
The set of powers of X is definable in the structure 〈F[X ],+,≺, (·C : C ∈ F[X ]), VX〉 by the
formula ϕ(A) ≡ VX(A) = A.
It turns out that set of polynomials definable in the structure 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP 〉
are exactly the so-called P -recognizable sets, i.e., sets of polynomials whose P -expansions are finite
words recognized by some finite automaton over a finite alphabet, see again [8]. Indeed, if P is a




i with Cℓ 6= 0 and polynomials C0, . . . , Cℓ of degree less than the degree of P .
Hence this logical characterization provides us with a useful tool to studying these recognizable
sets of polynomials as initiated in [7].
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The main result of this paper appeared first in the unpublished Ph.D. thesis of the second
author [13] and is the following one.
Theorem 1. Let P and Q be two multiplicatively independent polynomials with coefficients in a
finite field F. Then multiplication of polynomials is a ternary relation
{(A,B,C) ∈ F[X ] | A.B = C}
definable by a first-order formula in 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP , VQ〉.
This means that adding multiplication to the structure 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP , VQ〉
does not lead to any new first-order definable set of polynomials. It also turns out that any map
VR can also be defined within this structure.
A result similar to Theorem 1 has been obtained in [12] for the integers and the structure
〈N,+, Vk, Vℓ〉 where Vk(n) is the largest power of k ≥ 2 dividing n ∈ N≥1. Our proofs and
guidelines rely on those originally developed by Villemaire. We consider that our work is not a mere
translation of the original ones: non-trivial adaptations, complements and slight corrections had
to be made. Furthermore, the extra arguments that we will present can also be translated to the
original context of integers. Also, such a result can provide some insight about the recognizability
of sets of polynomials over a finite ring which has still to be studied further.
1.1. Motivations. A set X of integers is said to be p-recognizable, if the set of base p expansions
of the elements in X is a regular language over the alphabet of digits {0, . . . , p − 1} (that is
accepted by some finite automaton). A set X is ultimately periodic if there exist N, q > 1 such
that, for all n ≥ N , n ∈ X ⇔ n + q ∈ X . Villemaire’s work can be related to the famous
theorem of Cobham [2]: if a set X of integers is both p-recognizable and q-recognizable with p
and q being multiplicatively independent integer bases, then X is ultimately periodic. Cobham’s
theorem has given a major impulse to studying recognizable sets of integers [1, 3]. In this context,
Villemaire’s work has led to interesting developments concerning p-recognizable sets in a logical
setting [5]. In this context, the work of Semenov and Muchnik have also to be mentioned [9, 6].
Therefore, as for the integer case, we hope that our result could shed some new light on a possible
analogue of Cobham’s theorem in the context of sets of polynomials over a finite field which
are P -recognizable for all polynomial base P . Up to now, p-recognizable or p-automatic sets of
polynomials over a finite field have reveal more properties than those observed for integers and
deserve further investigations [7, 8].
1.2. Organization. This paper is organized as follows. In Section 2, we give a few definitions
needed in the paper. Section 3 is devoted to the following construction. Given two multiplicatively
independent polynomials S, T , we define two multiplicatively independent polynomials P,Q which
are respectively power of S and T , some increasing map F : PN → PN and a finite partition
(Ei)i∈{1,...,c} of P
N such that for all i ∈ {1, . . . , c} and all A,B ∈ Ei, A ≺ B → ∃C ∈ (P
N \
F (PN)) : F (A) ≺ C ≺ F (B). Furthermore, we ensure that F and (Ei)i∈{1,...,c} are definable in
〈F[X ],+,≺, (·C : C ∈ F[X ]), VP , VQ〉. In Section 4 we assume the existence of such a map F and
partition (Ei)i∈{1,...,c} to define multiplication in a enlarged structure where F and (Ei)i∈{1,...,c}
have been added. Finally, we collect in Section 5 the results of the previous two sections ti get a
proof of the main theorem.
2. A few definitions
We denote respectively by SP and SP,Q the structures 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP 〉 and
〈F[X ],+,≺, (·C : C ∈ F[X ]), VP , VQ〉. The terms in SP are variables and constants (when the
structure contains the function VP then the constant 1 is easily defined by A = 1 ≡ VP (0) = A
and the constant 0 by A = 0 ≡ (∀B)(A ≺ B∨A = B)) ranging over F[X ] or if Q,R are terms and
C is a fixed polynomial, then Q+R, Q ·C, VP (Q) are terms. If Q,R are terms, then Q = R and
Q ≺ R are atomic formulas. Then one can construct arbitrary formulas using logical connectives
∨,∧,¬,→,↔ and quantifiers ∃Q and ∀Q where Q is a variable.
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Definition 1. Let P,Q ∈ F[X ] be non-constant polynomial. A subset T of (F[X ])d is P -definable
(resp. (P,Q)-definable) if there exists a first-order formula φ(A1, . . . , Ad) in the language SP (resp.
SP,Q) which is satisfied if and only if (A1, . . . , Ad) belongs to T . A k-ary relation T is simply
a subset of (F[X ])k and one can define P -definable (resp. (P,Q)-definable) relation accordingly.
A map from (F[X ])k to (F[X ])ℓ is a (k + ℓ)-ary relation. So P -definable (resp. (P,Q)-definable)
maps are defined accordingly.
Definition 2. Let k ∈ F be non-zero. The map lcmk : F[X ]× F[X ]→ F[X ] is defined as follows.
If A or B is zero, then lcmk(A,B) = 0. Otherwise, lcmk(A,B) is the least common multiple of
the polynomials A and B having k as leading coefficient.
Definition 3. Any non-zero polynomial A ∈ F[X ] can be written in a unique way as A =∑ℓ
i=0 CiP
i with Cℓ 6= 0 and polynomials C0, . . . , Cℓ of degree less than the degree of P . The word
Cℓ · · ·C0 over the finite alphabet of polynomials of degree less than deg(P ) is the P -expansion or
P -representation of A. It is denoted repP (A). We say that the P -expansion of A has coefficient
Cj occurring for P
j . By convention, the P -expansion of the zero polynomial is the empty word.
Definition 4. The binary relation XP,J(A,B) is true if and only if A is a power P and in the
P -representation of B, A occurs with J as coefficient, J ≺ P . It is P -definable by the formula
(VP (A) = A) ∧ (∃U)(∃V )(B = U + J ·A+ V ∧ V ≺ A ∧ (U = 0 ∨ A ≺ VP (U))).
Definition 5. Let k ≥ 1 be an integer. For all A ∈ F[X ], Degk(A) is true if and only if
deg(A) ≡ 0 mod k. Let C be a non-zero polynomial. For all A ∈ F[X ], PreC(A) is true if and
only repX(C) is a prefix of repX(A).
Proposition 2. [8] Let P be a non-constant polynomial. Let k ≥ 1 be an integer. Let C be a
non-zero polynomial. The unary relations Degk and PreC are P -definable.
3. A partition of PN
The aim of this section is to prove Theorem 6, namely that if S, T are two multiplicatively
independent polynomials, then there exist P and Q which are respectively power of S and T (or
T and S, see (5) for details), some (P,Q)-definable increasing map F : PN → PN and a finite
partition (Ei)i∈{1,...,c} of P
N such that for all i ∈ {1, . . . , c} and all A,B ∈ Ei,
A ≺ B → ∃C ∈ (PN \ F (PN)) : F (A) ≺ C ≺ F (B).
To that end, we consider decomposition of polynomials into a product of irreducible polynomials
and we mainly have to consider two particular cases depending on the decompositions discussed
in Propositions 3 and 4.
Lemma 1. Let k ∈ F be non-zero. Let P,Q be multiplicatively independent polynomials of the
kind P = P0R and Q = Q0R with P0, Q0, R pairwise coprime polynomials such that P0  Q0.
Then the map lcmk restricted to the domain P
N ×QN is (P,Q)-definable.
Proof. Consider the graph {(A,B,C) | (A,B) ∈ PN × QN, lcmk(A,B) = C} of the map lcmk
restricted to PN ×QN. This set can be defined by the formula:
VP (A) = VP (C) = A ∧ VQ(B) = VQ(C) = B
∧ (∀T )(VP (T ) = A ∧ VQ(T ) = B → T  C) ∧DebK(C)
where K is the constant polynomial corresponding to the element k ∈ F. 
Proposition 3. Let P,Q be multiplicatively independent polynomials of the kind P = P0R and
Q = Q0R with P0, Q0, R pairwise coprime polynomials such that P0  Q0. Then there exist a
constant c ∈ N≥1 and a (P,Q)-definable map F : P
N → PN increasing with respect to the order
relation ≺ and such that, for all k ∈ N,
P c+1 · F (P k)  F (P k+c).
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Proof. Let G : PN → QN mapping A ∈ PN to the smallest power Qk of Q such that Qk ≻ A. The
graph {(A,B) | G(A) = B} of this map is (P,Q)-definable by the formula:
VP (A) = A ∧ VQ(B) = B ∧B ≻ A ∧ (∀C)(VQ(C) = C ∧ C ≻ A→ C  B).
In the same way, the function H : F[X ] → PN mapping A ∈ F[X ] to the smallest power P k of P
such that P k ≻ A is also (P,Q)-definable.
Now using the above lemma and composing (P,Q)-definable maps, the map
F : PN → PN, A 7→ H(lcm1(A,G(A)))
is thus (P,Q)-definable.
Let v(k) be the smallest integer such that P k ≺ Qv(k). Since P = P0R  Q0R = Q, for all
k ∈ N, we have v(k) + 1 ≤ v(k + 1).
We write A ≃ B, if deg(A) = deg(B), i.e., A  B ∧ B  A. Let us first prove that F is
increasing, i.e., that, for all k, F (P k+1) ≻ F (P k). We have
F (P k+1) = H(lcm1(P
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F (P k+1) ≻ H(lcm1(P
k, Qv(k))) = F (P k).
To conclude with this proof, we have to show that there exists a constant c such that, for all k ∈ N,
P c+1 · F (P k)  F (P k+c). Observe that
P c+1 ·H(lcm1(P
k, G(P k)))  H(lcm1(P
k+c, G(P k+c)))
holds true whenever P c+2 · lcm1(P
k, G(P k))  lcm1(P
k+c, G(P k+c)). This latter condition is
equivalent to













v(k)+c. We have just shown that (1)
or 2 deg(P0) + 2 deg(R) ≤ c deg(Q0) imply P
c+1 · F (P k)  F (P k+c).
If deg(Q0) ≥ 1, then the condition is satisfied for any large enough c.
Now consider the case where Q0 is a constant in F. In that case, since deg(R) = deg(Q),
condition (1) becomes 2 deg(P0)+(v(k)+c+2) deg(Q) ≤ v(k+c) deg(Q). We have, by definition of
v, P k+c ≺ Qv(k+c) and Qv(k)−1  P k for all k, c. Therefore, we get (k+c) deg(P ) < v(k+c) deg(Q)
and (v(k) − 1) deg(Q) ≤ k deg(P ) for all k, c. From these two inequalities, we conclude that
(2) c deg(P ) = (k + c− k) deg(P ) < (v(k + c)− v(k) + 1) deg(Q).
Note that deg(P0) ≥ 1, because otherwise P = kR and Q = ℓR for some non-zero k, ℓ ∈ F and
one can conclude that P and Q are multiplicatively dependent. Therefore, for large enough c,
(3) c(deg(P )− deg(Q)) ≥ 2 deg(P0) + 3 deg(Q).
From (2), we obtain that
v(k + c) deg(Q) > c(deg(P )− deg(Q)) + (v(k) + c− 1) deg(Q)
and we conclude the proof. Using (3), we get v(k+c) deg(Q) ≥ 2 deg(P0)+(v(k)+c+2) deg(Q). 




















≤ · · · ≤
αi
βi
≤ · · · ≤
αℓ
βℓ
= θ, with θ > 1.
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Then the map F : PN → PN, P k 7→ P ⌈θk⌉ is increasing with respect to the order relation ≺ and
there exists a constant c ∈ N≥1 such that, for all k ∈ N, P
c+1 · F (P k)  F (P k+c).
Proof. For all c, k ∈ N, we have
F (P k+c) = P ⌈θ(k+c)⌉  P ⌈θk+⌊θc⌋⌉ = F (P k) · P ⌊θc⌋.
Taking c = 1, leads to F (P k+1) ≻ F (P k) showing that F is increasing. Fix any integer c such
that c ≥ 1/(θ−1). Hence we get ⌊θc⌋ ≥ ⌊1+ c⌋ and F (P k+c)  F (P k) ·P ⌊θc⌋  F (P k) ·P c+1. 
Proposition 5. Let P,Q be two polynomials satisfying the assumptions of Proposition 4. The
map F : PN → PN, P k 7→ P ⌈θk⌉ defined in Proposition 4 is (P,Q)-definable.
Proof. First the map G : PN → QN, P k 7→ Q⌈θk⌉ is (P,Q)-definable. We have B = G(A) if and
only if















Ri)  A ∧ VQ(T )  C → VP (T )  A
)
→ C  B
]
.



















i, ǫi are non-negative integers. Note
that






























The implication VP (T
∏ℓ
i=1Ri)  A ∧ VQ(T )  B → VP (T )  A is equivalent to
min
{










⌊γ′i/γi⌋, ⌊ǫj/αj⌋ | 1 ≤ i ≤ m, 1 ≤ j ≤ ℓ
}
≥ k
and it is satisfied, for all possible T0, γ
′




1, . . . , δ
′
n, ǫ1, . . . , ǫℓ describing the polynomial T ,
if and only if the following implication holds for all ǫ1, . . . , ǫℓ:
min
{









⌊ǫj/αj⌋ | 1 ≤ j ≤ ℓ
}
≥ k.
This is equivalent to the fact that there is no j ∈ {1, . . . , ℓ} and no ǫj such that (1 + ǫj)/αj ≥
k > ǫj/αj and ǫj/βj ≥ r, i.e., such that kαj − 1 = ǫj ≥ rβj . This latter inequalities occur for no
j ∈ {1, . . . , ℓ} and no ǫj if and only if r/k ≥ max{αj/βj | 1 ≤ j ≤ ℓ} = θ. In other words, the
middle part of the formula describes that B is a power of Q having an exponent at least kθ. In
the same way, the last part of the formula means that any polynomial C which is a power of Q
having an exponent at least kθ is such that C  B.
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Now consider the map H : QN → PN, Qk 7→ P k which is (P,Q)-definable because B = H(A) if
and only if















Ri)  A ∧ VP (T )  C → VQ(T )  A
)
→ C  B
]
.
The reasoning is the same as above. Indeed, A = Qk and B = P r for some integers k, r. Notice
that max{βj/αj | 1 ≤ j ≤ ℓ} = 1 and therefore B the smallest power of P having an exponent at
least k, that is, P k.
To conclude with the proof, the map F : PN → PN, P k 7→ P ⌈θk⌉ is defined by F (A) = B if and
only if (∃C)(G(A) = C ∧H(C) = B). 
We can now give the main result of this section.
Theorem 6. Let S, T be two multiplicatively independent polynomials. There exist two multi-
plicatively independent polynomials P,Q ∈ SN ∪ TN, an increasing map F : PN → PN and a finite
partition (Ei)i∈{1,...,c} of P
N which are (P,Q)-definable and such that, for all i ∈ {1, . . . , c} and
all A,B ∈ Ei,
(4) A ≺ B → ∃C ∈ (PN \ F (PN)) : F (A) ≺ C ≺ F (B).
Remark 1. In [12], R. Villemaire explains that condition (4) implies that the restriction of F to
Ei can be seen as a “skipping” function, i.e., it skips at least one element of P
N between any two
consecutive arguments.















where S1, . . . , Sm, T1, . . . , Tn, R1, . . . , Rℓ are irreducible pairwise coprime polynomials, k, k
′ are
non-zero elements in F and
0 < θ1 =
α1
β1
≤ · · · ≤
αi
βi




Our aim is to define suitable powers of S and T to be under the assumptions of either Proposition 3
or Proposition 4 where particular kind of decompositions are considered.
If ℓ ≥ 2 and θ1 < θ2, then we consider P = S
β1(#F−1) and Q = Tα1(#F−1) to be under the
assumptions of Propositions 4 and 5 (note that k#F−1 = k′#F−1 = 1).
If ℓ ∈ {0, 1} or θ1 = θ2 (if ℓ = 0, we set α1 = β1 = 1), then to be under the conditions of
Proposition 3, we consider
(5)
{
P = Sβ1(#F−1), Q = Tα1(#F−1), if Sβ1  Tα1 ;
P = Tα1(#F−1), Q = Sβ1(#F−1), otherwise.
Therefore there exists a constant c ∈ N≥1 and an increasing (P,Q)-definable map F : P
N → PN
satisfying P c+1 · F (P k)  F (P k+c) for all k. Observe that this latter property implies that, for
all k, there exists s such that F (P k) ≺ P s ≺ F (P k+c) and P s 6∈ {F (P k), F (P k+1), . . . , F (P k+c)}.
To conclude the proof, we have to show that the sets E1, . . . , Ec are (P,Q)-definable. Let
i ∈ {1, . . . , c}. A polynomial A belongs to Ei if and only if it satisfies the following formula:




P j · F (A) = F (P j · A)
)
∧ P i · F (A) ≺ F (P i ·A).
Indeed, VP (A) = A means that A = P
t for some t and P c · F (P t) ≺ P c+1 · F (P t)  F (P t+c).
Furthermore, for j ≤ c, since F is increasing, F (A) ≺ F (P · A) ≺ · · · ≺ F (P j · A) and we get
deg(F (P j ·A)) ≥ deg(F (A))+ j, i.e., F (P j ·A)  P j ·F (A). So (Ei)i∈{1,...,c} makes a partition of
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PN, roughly speaking A belongs to Ei if the first time we get a strict inequality when comparing
the degree of P j ·F (A) and F (P j ·A) is P i ·F (A) ≺ F (P i ·A) (and we know that it always occurs
for some i ≤ c). Now we show that condition (4) is satisfied. Observe that if P s belongs to Ei for
some i ≥ 2, then P s+1 belongs to Ei−1. Denote by µ(s) the unique integer i such that P
s belongs
to Ei. We have either µ(s) > 1 and µ(s + 1) = µ(s) − 1, or µ(s) = 1 and µ(s + 1) ≥ 1. Hence
if P s and P t belong to Ei, s < t and i ∈ {1, . . . , c}, then there exists j such that s ≤ j < t and
Pj ∈ E1. Therefore, we get F (P
s)  F (P j) ≺ P · F (P j) ≺ F (P j+1)  F (P t) and one can notice
that P · F (P j) belongs to PN \ F (PN). 
4. Multiplication is P-definable
In this section, we fix a triple P = (P, (Ei)i∈{1,...,c}, F ) where P is a polynomial of degree at
least 1, (Ei)i∈{1,...,c} is a finite partition of P
N and F : PN → PN is an increasing map such that
(4) is satisfied. As pointed out in [12], similar proof techniques are discussed in [4] and [11].
Definition 6. A subset T of (F[X ])d is P-definable if there exists a first-order formula φ(A1, . . . , Ad)
in the language 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP , F, (Ei)i∈{1,...,c}〉 which is satisfied if and only if
(A1, . . . , Ad) belongs to T . As usual we can extend this notion to relations and maps.
First we define some useful P-definable functions leading to the main theorem of this section
(Theorem 10) expressing that multiplication of polynomials is P-definable.
Definition 7. Let i ∈ {1, . . . , c}. The map Ki : P
N × Ei → P
N is defined by
Ki(A,B) = F
mA,B (S(F (B)))
where S(F (B)) is the polynomial of minimal degree in {C | deg(C) > deg(F (B))}∩ (PN \F (PN))
and mA,B is the smallest positive integer such that A  F
mA,B (S(F (B))). Note that such a
definition is legitimate, (4) implies that PN \ F (PN) is infinite. Hence the polynomial S(F (B))
exists. Furthermore, since F is increasing with respect to ≺, the integer mA,B exists too.
Proposition 7. Let i ∈ {1, . . . , c}. The map Ki is P-definable and, for all A ∈ P
N, the map
Ki,A : Ei → P
N, B 7→ Ki(A,B) is one-to-one and has A as a lower bound with respect to ≺.
Proof. From the definition of Ki, for all polynomials A ∈ P
N, we have
(6) A  Ki(A,B).
Let us show that the map Ki,A(B) : B 7→ Ki,A(B) = Ki(A,B) is one-to-one. Take B,B
′ ∈ Ei
such that Ki,A(B) = Ki,A(B
′). We have FmA,B (S(F (B))) = FmA,B′ (S(F (B′))) but since the
increasing map F is also one-to-one, we get
Fmax{mA,B−mA,B′ ,0}(S(F (B))) = Fmax{mA,B′−mA,B ,0}(S(F (B′))).
Since S and F have disjoint codomains, then S(F (B)) = S(F (B′)). Again (4) means that the
map S restricted to F (Ei) is one-to-one and therefore B = B
′.
Let i ∈ {1, . . . , c}. To conclude with the proof, let us show that Ki is P-definable. The fact that
S(B) = C, i.e., C is the polynomial of minimal degree in {C | deg(C) > deg(B)} ∩ (PN \ F (PN))
is P-definable by the formula
VP (C) = C ∧B ≺ C ∧ (∀A)(VP (A) = A→ C 6= F (A))
∧ (∀T )
[(
VP (T ) = T ∧B ≺ T ∧ (∀A)(VP (A) = A→ T 6= F (A))
)
→ C  T
]
.
Assuming A ∈ PN and B ∈ Ei, consider the following formula ϕ1(A,B,U) where XP,1 is intro-
duced in Definition 4
XP,1(S(F (B)), U) ∧XP,1(F (S(F (B))), U) ∧ (∀V )(V ≺ A ∧XP,1(V, U)→ XP,1(F (V ), U)).
If this formula holds true1, then the P -expansion of U has coefficient 1 occurring in particular
for the following powers of P : S(F (B)), F (S(F (B))), F (F (S(F (B)))), . . . , FmA,B (S(F (B))). Also
obverse that the polynomial Z = S(F (B))+F (S(F (B)))+F (F (S(F (B))))+· · ·+FmA,B (S(F (B)))
1The reader may notice that such a formula give also some insight about the coefficient of some other powers of
P in the P -expansion of U but our aim is to focus on some particular powers of P occurring in the P -expansion.
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is such that ϕ1(A,B,Z) holds true. Notice that for A,B given, such a polynomial Z is of minimal
degree.
Assuming A ∈ PN and B ∈ Ei, the formula ϕ2(A,B,U) ≡ (∀W )(ϕ1(A,B,W ) → U  W )
holds true if and only if ϕ1(A,B,W ) is satisfied for no polynomial W of degree less than U .
Hence the fact that the formula ϕ1 ∧ ϕ2 holds for (A,B,U) implies that U has the same degree
as FmA,B (S(F (B))).
Now consider the formula ϕ3(C,U) ≡ XP,1(C,U) ∧ (∀Y )(XP,1(Y, U)→ Y  C). It holds true
if and only if C is the largest power of P occurring in the P -expansion of U with a coefficient 1.
Finally observe that C = FmA,B (S(F (B))) is P-definable by the formula
VP (A) = A ∧B ∈ Ei ∧ (∃U)(ϕ1(A,B,U) ∧ ϕ2(A,B,U) ∧ ϕ3(C,U)).









[P j ∈ Ei → XP,Pj (Ki(U, P
j), Bi)]
where XP,Pj was given in Definition 4.
Proposition 8. The map K given above is P-definable.
Proof. The graph of K given by
{(U,B1, . . . , Bc, L) ∈ P
N × (F[X ])c+1 | K(U,B1, . . . , Bc) = L}
is P-definable with the following formula:




(V ∈ Ei ∧ V  U →
∧
J≺P




We now define a map sending a polynomial B onto the largest power of P not larger than
deg(B). The special case of the polynomial B = 0 is also taken into account.
Definition 9. We define the map L : F[X ]→ PN, B 7→ max({1} ∪ {Q ∈ PN | Q  B}).
Proposition 9. The map L given above is P-definable.
Proof. The fact that L(B) = C is defined by
(B = 0 ∧ C = 1) ∨ (VP (C) = C ∧ C  B ≺ C · P ).

Definition 10. In the language 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP , F, (Ei)i∈{1,...,c}〉, we consider





W ∈ Ei ∧XP,1(U, T ) ∧XP,1(V, T ) ∧ U ≻ V W → U ≻ Ki(V,W )
)
.
Assume that κ(T ) holds true. Let U and V be two arbitrary powers of P such that deg(U) >
deg(V ) and the P -expansion of T has a coefficient 1 occurring for U and V . Then the degree of
U is greater than the degree of all polynomials in
c⋃
i=1
{Ki(V,W ) |W ∈ Ei,W  V }.
Theorem 10. The multiplication of polynomials {(A,B,C) ∈ F[X ] | A.B = C} is a ternary
P-definable relation.
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Proof. We will build a formula ϕ(A,B,C) in 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP , F, (Ei)i∈{1,...,c}〉
such that ϕ(A,B,C) holds true if and only if AB = C. We may assume that A,B,C are non-zero




with BN 6= 0.
For all i ∈ {1, . . . , c}, there exists (at least) one polynomial Yi satisfying
XP,Bn(Ki(L(B), P
n), Yi)
for all Pn ∈ Ei such that n ≤ N . Indeed, the only constraint on Yi is that its P -expansion has
some specific coefficients Bn for some particular powers of P , namely the Ki(L(B), P
n) for all
Pn ∈ Ei such that n ≤ N . Hence these facts can be summarized by considering the following
formula
(∃Y1) · · · (∃Yc)[K(L(B), Y1, . . . , Yc) = B].
For each coefficient of the P -expansion of B corresponds exactly the same coefficient (for a power
of P determined by one of the Ki’s) in the P -expansion of one of the Yi’s. We say that the
coefficients of the P -expansion of B are coded in a part of the coefficients of the P -expansion of
the polynomials Y1, . . . , Yc. In the same way, we can code the coefficients of a P -expansion
2 of the
zero polynomial in a part of the coefficients of the P -expansion of the polynomials Z1, . . . , Zc with
(∃Z1) · · · (∃Zc)[K(L(B), Z1, . . . , Zc) = 0].
Consider the following two finite sequences of polynomials:
0,
A ·BN ,
A ·BN · P +A · BN−1,
A ·BN · P
2 +A · BN−1 · P +A ·BN−2,
...
A ·BN · P
N +A · BN−1 · P
N−1 +A · BN−2 · P
N−2 + · · ·+A · B0 = A · B
and
B,
B −BN · P
N ,
B −BN · P
N −BN−1 · P
N−1,
...
B −BN · P
N −BN−1 · P
N−1 − · · · −B0 = 0.
Observe that the two above formulas code the first term of these two sequences.
Assume that we have a polynomial satisfying
λ(T ) ≡ κ(T ) ∧ (∀E)(XP,1(E, T )→ L(B)  E) ∧XP,1(L(B), T ).
Consider two polynomials U, V such that V ≺ U , XP,1(U, T ) ∧ XP,1(V, T ) and (∀W )(V ≺ W ≺
U → ¬(XP,1(W,T ))). Recall that coefficients occurring in a P -expansion are exactly the polyno-
mial of degree less than deg(P ). Consider the following formula for some polynomial J of degree
less than deg(P ):
(7) XP,J [L(K(V,W1, . . . ,Wc)),K(V,W1, . . . ,Wc)]→ ξ1 ∧ ξ2 ∧ ξ3 ∧ ξ4 ∧ ξ5
where the polynomialsWi are used to code a third sequence of polynomials. Furthermore, we first
have to set
(∃W1) · · · (∃Wc)[K(L(B),W1, . . . ,Wc) = B].
2We can consider here any expansion of the kind 0 =
∑ℓ
t=0 CiP
i where all Ci = 0. Indeed, the greedy expansion
given in Definition 3 does not allow such an expansion.
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Let us describe the five formulas ξi’s. The first one is the case where the P -expansion of B does
not contain any 0.
ξ1 ≡
[
K(V, Y1, . . . , Yc) = K(V,W1, . . . ,Wc)∧
L(K(V,W1, . . . ,Wc))  P · (K(V,W1, . . . ,Wc)− J · L(K(V,W1, . . . ,Wc)))
]
→[
K(U,Z1, . . . , Zc) = K(V, Z1, . . . , Zc) · P + J · A∧
K(U, Y1, . . . , Yc) = K(V, Y1, . . . , Yc)− J · L(K(V, Y1, . . . , Yc))∧
K(U,W1, . . . ,Wc) = K(V,W1, . . . ,Wc)− J · L(K(V,W1, . . . ,Wc))
]
.
This means that if J is the leading coefficient in the P -expansion ofK(V, Y1, . . . , Yc), then the poly-
nomials K(U,Z1, . . . , Zc) and K(U, Y1, . . . , Yc) are respectively equal to K(V, Z1, . . . , Zc) ·P +J ·A
and K(V, Y1, . . . , Yc)− J ·L(K(V, Y1, . . . , Yc)). Hence if K(V, Z1, . . . , Zc) and K(V, Y1, . . . , Yc) are
two corresponding terms in the two sequences of polynomials defined above, then K(U,Z1, . . . , Zc)
and K(U, Y1, . . . , Yc) are the next terms in these sequences. Actually we are coding the coefficients
of some polynomials of these sequences in terms of the previous ones. Those codings are made
through some coefficients of Y1, . . . , Yc, Z1, . . . , Zc. Note that the successive iterations of the cod-
ing do not lead to any contradiction. It is a consequence of the fact that T satisfies κ(T ) and the
maps B 7→ Ki(A,B) has A as a lower bound with respect to ≺. Finally, the extra polynomials
W1, . . . ,Wc are of no real use in this situation where the P -expansion of B does not contain any
0.
The second case is the one where the P -expansion of the polynomial B has a zero coefficient
for L(K(V,W1, . . . ,Wc))/P . We use the polynomials Wi in particular to keep trace of J . Note
that (J − J/P ) · L(K(V,W1, . . . ,Wc)) exists because L(K(V,W1, . . . ,Wc)) is non-constant and
K(V,W1, . . . ,Wc) 6= J · L(K(V,W1, . . . ,Wc)) furthermore it is easily definable. Note that for the
next iteration K(U, Y1, . . . , Yc) 6= K(U,W1, . . . ,Wc). Here is the formula:
ξ2 ≡
[
K(V, Y1, . . . , Yc) = K(V,W1, . . . ,Wc)∧
L(K(V,W1, . . . ,Wc)) ≻ P · (K(V,W1, . . . ,Wc)− J · L(K(V,W1, . . . ,Wc)))∧
K(V,W1, . . . ,Wc) 6= J · L(K(V,W1, . . . ,Wc))
]
→[
K(U,Z1, . . . , Zc) = K(V, Z1, . . . , Zc) · P + J · A∧
K(U, Y1, . . . , Yc) = K(V, Y1, . . . , Yc)− J · L(K(V, Y1, . . . , Yc))∧
K(U,W1, . . . ,Wc) = K(V,W1, . . . ,Wc)− (J − J/P ) · L(K(V,W1, . . . ,Wc))
]
.
As a third case, we consider the case where the P -expansion of B has several consecutive zeros
and therefore we will deal several times with this case (after taking ξ2 into account). Note that
K(U,Z1, . . . , Zc) = K(V, Z1, . . . , Zc) · P and K(U, Y1, . . . , Yc) = K(V, Y1, . . . , Yc) because in the
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situation described here the coefficient at this stage is zero. Here is the formula:
ξ3 ≡
[
K(V, Y1, . . . , Yc) 6= K(V,W1, . . . ,Wc)∧
L(K(V,W1, . . . ,Wc)) ≻ P · (K(V,W1, . . . ,Wc)− J · L(K(V,W1, . . . ,Wc)))
]
→[
K(U,Z1, . . . , Zc) = K(V, Z1, . . . , Zc) · P∧
K(U, Y1, . . . , Yc) = K(V, Y1, . . . , Yc)∧
K(U,W1, . . . ,Wc) = K(V,W1, . . . ,Wc)− (J − J/P ) · L(K(V,W1, . . . ,Wc))
]
.
Now consider the case where we have dealt with ξ2 and possibly one or several times with ξ3
during the previous iterations but we are back to a simple situation where K(U, Y1, . . . , Yc) =
K(U,W1, . . . ,Wc). Observe that K(U,Z1, . . . , Zc) = K(V, Z1, . . . , Zc) · P and K(U, Y1, . . . , Yc) =
K(V, Y1, . . . , Yc) because in the situation described here the coefficient at this stage is again zero.
Here is the formula:
ξ4 ≡
[
K(V, Y1, . . . , Yc) 6= K(V,W1, . . . ,Wc)∧
L(K(V,W1, . . . ,Wc))  P · (K(V,W1, . . . ,Wc)− J · L(K(V,W1, . . . ,Wc)))
]
→[
K(U,Z1, . . . , Zc) = K(V, Z1, . . . , Zc) · P∧
K(U, Y1, . . . , Yc) = K(V, Y1, . . . , Yc)∧
K(U,W1, . . . ,Wc) = K(V,W1, . . . ,Wc)− J · L(K(V,W1, . . . ,Wc))
]
.
Finally, when K(V,W1, . . . ,Wc) = J · L(K(V,W1, . . . ,Wc)), we consider the following formula
where one can assume (as it will be discussed at the end of the proof) that VP (B) = 1. Indeed
as discussed below we can avoid the situation where K(V, Y1, . . . , Yc) 6= K(V,W1, . . . ,Wc) and
K(V,W1, . . . ,Wc) = J · L(K(V,W1, . . . ,Wc)). So we consider the formula:
ξ5 ≡
[
K(V, Y1, . . . , Yc) = K(V,W1, . . . ,Wc)∧
K(V,W1, . . . ,Wc) = J · L(K(V,W1, . . . ,Wc))
]
→[
K(U,Z1, . . . , Zc) = K(V, Z1, . . . , Zc) · P + J ·A ∧K(U, Y1, . . . , Yc) = 0
]
.
One has therefore to consider the formula (7) with a conjunction on all the possible J ≺ P and
quantifying over all polynomials U and V verifying the conditions described above. Proceeding
this way, we can code the two sequences as soon as we have a polynomial T satisfying λ(T ) and
having enough coefficients 1 in its P -expansion. But such conditions can always be fulfilled.
To conclude with the proof, we have two complementary cases to take into account. As a first
case, if B is not a multiple of P , then the second sequence (B,B − BN · P
N , . . .) is eventually
equal to zero only for the last term of the sequence. One has therefore to quantify the existence
of a polynomial T such that
K(U, Y1, . . . , Yc) = 0→ K(U,Z1, . . . , Zc) = C.
Let ω(A,B,C) be the formula we just have constructed. If B is not a multiple of P , the formula
holds true if and only if AB = C. Now, if B is a multiple of P , then the second sequence is equal
to zero before its last term. The trick is to replace B by B + 1 (hence B + 1 is not a multiple of
P ) and C by C+A. In that case, B+1 is non-zero and if C+A = 0 then we don’t have AB = C.
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We can thus consider the formula
[VP (B) = 1→ ω(A,B,C)] ∧ [VP (B) 6= 1→ ω(A,B + 1, C +A) ∧ C +A 6= 0].

Corollary 11. For all polynomials Q of degree at least 1, the map VQ is P-definable.
Proof. Assume that Q is written as Qα11 · · ·Q
αn
n where the Qi’s are non-constant irreducible pair-
wise distinct polynomials and the αi’s are positive integers. Recall that Q is given once and for
all. In particular, n and deg(Qαii ) are known constants for all i = 1, . . . , n. Thus the following
formula is finite and well-defined. For F = Z/2Z, the formula VQ(A) = A holds if and only if
(∃B1) · · · (∃Bn)
[
A = B1 · · ·Bn ∧
n∧
i=1















where D | E means that D divides E which can be defined using multiplication (and this operation
is P-definable thanks to Theorem 10) and recall that A ≃ B is a shorthand for deg(A) = deg(B),
i.e., A  B ∧ B  A. The central part of the formula stipulates that Bi is a power of Qi for
all i = 1, . . . , n. The extra condition DegdegQ(A) on the degree of A (see Definition 5 and note
that this predicate is P-definable) is to avoid a problem arising when gcd(α1, . . . , αn) = p > 1,
because therefore Q1/p is a polynomial whose powers are satisfied by the formula. As an example,
for Q = X2 (and n = 1), the formula without this extra condition would be satisfied not only for
1, X2, X4, . . . but also wrongly for X,X3, X5, . . ..
For an arbitrary finite field F, the formula described above can also be satisfied for polynomials
of the kind kQt where k ∈ F. This problem can easily be solved using again Degk and PreC .
It is now easy to consider the formula VQ(A) = B:
(VQ(B) = B) ∧B|A ∧ (∀C)((VQ(C) = C ∧ C | A)→ C  B).

5. Multiplication is (S, T )-definable
We are now able to prove the main result of this paper which was already stated in the intro-
duction as Theorem 1.
Lemma 2. Let P ∈ F[X ] be a non-constant polynomial and m > 0 be an integer. A subset of
(F[X ])n is P -definable if and only if it is Pm-definable.
Proof. In [7], it is proved that a set T is P -recognizable if and only if it is Pm-recognizable and
in [8], it is proved that T is P -recognizable if and only if it is P -definable. An alternative proof
(see [13]) is to show that VPm is P -definable and VP is P
m-definable. 
Theorem. Let S and T be two non-zero multiplicatively independent polynomials with coefficients
in a finite field F. Then multiplication of polynomials is a ternary relation
{(A,B,C) ∈ F[X ] | A.B = C}
definable by a first-order formula in 〈F[X ],+,≺, (·C : C ∈ F[X ]), VS , VT 〉.
Proof. Since S and T are two non-zero multiplicatively independent polynomials, by Theorem 6
there exist two multiplicatively independent polynomials P,Q ∈ SN ∪ TN, an increasing map
F : PN → PN and a finite partition (Ei)i∈{1,...,c} of P
N which are (P,Q)-definable and such that,
for all i ∈ {1, . . . , c} and all A,B ∈ Ei,
A ≺ B → ∃C ∈ (PN \ F (PN)) : F (A) ≺ C ≺ F (B).
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Considering the corresponding triple P = (P, (Ei)i∈{1,...,c}, F ), the multiplication is P-definable
by Theorem 10 and therefore definable in 〈F[X ],+,≺, (·C : C ∈ F[X ]), VP , VQ〉. We can con-
clude using the previous lemma: VP and VQ are respectively S-definable and T -definable. Hence
multiplication is (S, T )-definable. 
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