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Abstract. Given a sample of an abstract manifold immersed in some Euclidean space, we
describe a way to recover the singular homology of the original manifold. It consists in estimating
its tangent bundle—seen as subset of another Euclidean space—in a measure theoretic point of
view, and in applying measure-based filtrations for persistent homology. The construction we
propose is consistent and stable, and does not involve the knowledge of the dimension of the
manifold. In order to obtain quantitative results, we introduce the normal reach, which is a
notion of reach suitable for an immersed manifold.
Numerical experiments. A Python notebook at https://github.com/raphaeltinarrage/
ImmersedManifolds/blob/master/Demo.ipynb. Some animations are gathered at https://
youtube.com/playlist?list=PL_FkltNTtklDlIFg1djM5XprlL8Ys0hW4.
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1.1 Statement of the problem
Let M0 be a compact C2-manifold of dimension d, and µ0 a Radon probability measure on
M0 with support supp (µ0) = M0. Let E = Rn be the Euclidean space and u : M0 → E
an immersion. We assume that the immersion is such that self-intersection points correspond
to different tangent spaces. In other words, for every x0, y0 ∈ M0 such that x0 6= y0 and
u(x0) = u(y0), the tangent spaces dx0u(Tx0M0) and dy0u(Ty0M0) are different. Define the
image of the immersion M = u(M0) and the pushforward measure µ = u∗µ0. We suppose that
we are observing the measure µ, or a close measure ν. Our goal is to infer the singular homology
of M0 (with coefficients in Z2 for instance) from ν.
Figure 1: Left: The abstract manifold M0, diffeomorphic to a circle. Right: The immersion
M⊂ R2, known as the lemniscate of Bernoulli.
As shown in Figure 1, the immersion may self-intersect, hence the singular homology of M0
and M may differ. To get back to M0, we proceed as follows: let M(E) be the vector space of
n× n matrices, and ǔ : M0 → E ×M(E) the application








where pTxM is the matrix representative of the orthogonal projection on the tangent space
TxM ⊂ E. Define M̌ = ǔ(M0). The set M̌ is a submanifold of E ×M(E), diffeomorphic to
M0. It is called the lift of M0.
Figure 2: Two views of the submanifold M̌ ⊂ R2×M(R2), projected in a 3-dimensional subspace
via PCA. Observe that it does not self-intersect.
Suppose that one is able to estimate M̌ from ν. Then one could consider the persistent
homology of a filtration based on M̌—say the Čech filtration of M̌ in the ambient space E×M(E)
for instance—and hope to read the singular homology of M0 in the corresponding persistent
barcode.
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Figure 3: Left: Persistence barcode of the 1-homology of the Čech filtration ofM in the ambient
space R2. One reads the 1-homology of the lemniscate. Right: Persistence barcode of the
1-homology of the Čech filtration of M̌ in the ambient space R2 × M(R2). One reads the
1-homology of a circle.
Instead of estimating the lifted submanifold M̌, we propose to estimate the exact lifted
measure µ̌0, defined as µ̌0 = ǔ∗µ0. It is a measure on E ×M(E), with support M̌. Using
measure-based filtrations—such as the DTM-filtrations—one can also hope to recover the singular
homology of M0.
It is worth noting that M̌ can be naturally seen as a submanifold of E×Gd(E), where Gd(E)
denotes the Grassmannian of d-dimensional linear subspaces of E. From this point of view, µ̌0
can be seen as a measure on E ×Gd(E), i.e., a varifold. However, for computational reasons, we
choose to work in M(E) instead of Gd(E).











Getting back to the actual observed measure ν, we propose to estimate µ̌0 with the lifted measure








where Σν(x) is normalized local covariance matrix (defined in Section 3). We prove that Σν(x)
can be used to estimate the tangent spaces 1d+2pTxM ofM (Proposition 3.1), and that it is stable
with respect to ν (Equation 26). This estimation may be biased next to multiple points ofM, as
shown in Figure 4. However, we prove a global estimation result, of the following form: µ̌0 and ν̌
are close in the Wasserstein metric, as long as µ and ν are (Theorem 3.10). As a consequence, the
persistence diagrams of the DTM-filtrations based on µ̌0 and ν are close in bottleneck distance
(Corollary 4.5).
Figure 4: Left: The sets supp (µ) =M and supp (µ̌0) = M̌, where µ is the uniform measure on
the lemniscate. Right: The sets supp (ν) and supp (ν̌), where ν is the empirical measure on a
100-sample of the lemniscate. Parameters γ = 2 and r = 0,1.
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Figure 5: Persistence barcodes of the 0-homology (left) and 1-homology (right) of the DTM-
filtration of the lifted measure ν̌. Observe that the 1-homology of the circle appears as a large
feature of the barcode. Parameters γ = 2, r = 0,1 and m = 0,01.
1.2 Notations and hypotheses
Notations. We adpot the following notations:
• n, d > 0 integers.
• If x, y ∈ R, x ∧ y is the minimum of x and y.
• E = Rn the Euclidean space, M(E) the vector space of n× n matrices, Gd(E) the Grass-
mannian.
• A is a subset of E, med(A) its medial axis, reach(A) its reach. For every x ∈ E, dist (x,A)
is the distance from x to A.
• For x, y ∈ E, x⊥y denotes the orthogonality of x and y
• If x, y ∈ E, x⊗ y = xty ∈M(E) is the outer product, and x⊗2 = x⊗ x.
• ‖·‖ the Euclidean norm on E and 〈·, ·〉 the corresponding inner product, ‖·‖F the Frobenius
norm on M(E), ‖·‖γ the γ-norm on E ×M(E) (defined in Subsection 3.1).
• Wp(·, ·) the p-Wasserstein distance between measures on E, Wp,γ(·, ·) the (p, γ)-Wasserstein
distance between measures on E ×M(E) (defined in Subsection 3.1).
• Hd the d-dimensional Hausdorff measure on E or on a subspace T ⊂ E.
• If µ is a measure of positive finite mass, |µ| denotes its mass, µ = 1|µ|µ is the associated
probability measure, µ̌ denotes the associated lifted measure (Subsection 3.1).
• If T is a subspace of E, pT denotes the orthogonal projection matrix on T .
• B (x, r) and B (x, r) the open and closed balls of E, ∂B (x, r) the sphere. Vd and Sd−1
denote Hd(B (0, 1)) and Hd−1(∂B (0, 1)) (note that Sd−1 = dVd).
• M0 is a Riemannian manifold, and BM0 (x, r) and BM0 (x, r) denote the open and closed
geodesics balls. For x0, y0 ∈M0, dM0 (x0, y0) denotes the geodesic distance.
• If T is a subspace of E, BT (x, r) and BT (x, r) denote the open and closed balls of T for
the Euclidean distance .
• if f is a map with values in R and t ∈ R, f t denotes the sublevel set f t = f−1 ((−∞, t]).
Model. We consider an abstract C2-manifoldM0 of dimension d, and an immersion u : M0 →
E. We denote M = u(M0). Moreover, we write Tx0M0 for the (abstract) tangent space of M0
at x0, and TxM for dx0u(Tx0M0), which is an affine subspace of E. Let ǔ be the application
ǔ : M0 −→ E ×M(E)
x0 7−→ (x, pTxM) ,
where pTxM is the orthogonal projection matrix on TxM. We denote M̌ = ǔ(M0). We also
consider a probability measure µ0 on M0, and define µ = u∗µ0 and µ̌0 = ǔ∗µ0. These several












Moreover, we endow M0 with the Riemannian structure given by the immersion u. For every
x0 ∈M0, the second fundamental form of M0 at x0 is denoted
IIx0 : Tx0M0 × Tx0M0 −→ (TxM)⊥,
and the exponential map is denoted
expM0x0 : Tx0M0 −→M0.
We shall also consider the application expMx : TxM → M, the exponential map seen in M,
defined as u ◦ expM0x0 ◦(dx0u)
−1.
Notation convention. In the rest of this paper, symbols with 0 as a subscript shall refer to
quantities associated to M0. For instance, a point of M0 may be denoted x0, and a curve on
M0 may be denoted γ0. Symbols with a caron accent shall refer to quantities associated to M̌,
such as a point x̌, or a curve γ̌. Symbols with no such subscript or accent shall refer to quantities
associated to M, such as x or γ.
In order to simplify the notations, we consider the following convention:
Dropping the 0 subscript to a symbol shall correspond to applying the map u.
Dropping the 0 subscript to a symbol and adding a caron accent shall correspond to applying
the map ǔ.
For instance, if x0 is a point ofM0, then x represents u(x0), and x̌ represents ǔ(x0). Note that it
is possible to have x = y but TxM 6= TyM. Similarly, if γ0 : I →M0 is a map, then γ represents
u ◦ γ, and γ̌ represents ǔ ◦ γ.
Hypotheses. We shall refer to the following hypotheses:
Hypothesis 1. For every x0, y0 ∈M0 such that x0 6= y0 and x = y, we have TxM 6= TyM.
Hypothesis 2. The operator norm of the second fundamental form of M0 at each point
is bounded by ρ > 0.
Hypothesis 3. The measure µ0 admits a density f0 on M0. Moreover, f0 is L0-Lipschitz
(with respect to the geodesic distance) and bounded by fmin, fmax > 0.
Note that Hypothesis 1 ensures that ǔ is injective, hence that the set M̌ is a submanifold
of E ×M(E). The manifolds M0 and M̌ are C1-diffeomorphic via ǔ. Hypothesis 2 implies the
following key property: if γ0 : I →M0 is an arc-length parametrized geodesic of class C2, then
for all ∀t ∈ I we have ‖γ̈(t)‖ ≤ ρ (see Equation 1 in Subsection 2.2). Last, in Hypothesis 3,
we consider that M0 is endowed with the natural Hausdorff measure HdM0 , obtained by pulling
back the d-dimensional Hausdorff measure Hd on E via the immersion u.
In Subsection 2.3, we define an application λ0 : M0 → R+, called the normal reach. The
notation λr0 refers to the sublevel set λ
−1
0 ([0, r]). We consider the following hypothesis:
Hypothesis 4. There exists c4 ≥ 0 and r4 > 0 such that, for every r ∈ [0, r4), µ0(λr0) ≤ c4r.
The author thinks that this hypothesis is a consequence of Hypotheses 1, 2 and 3, but has not
been able to prove it yet. As a partial result, we prove that it holds when the dimension of M0
is 1 (Proposition 2.22).
5
1.3 Background on persistent homology
In the following, we consider interleavings of filtrations, interleavings of persistence modules and
their associated pseudo-distances. Their definitions, restricted to the setting of the paper, are
briefly recalled in this section. Let T = R+ and E = Rn endowed with the standard Euclidean
norm.
Filtrations of sets and simplicial complexes. A family of subsets V = (V t)t∈T of E is a
filtration if it is non-decreasing for the inclusion, i.e. for any s, t ∈ T , if s ≤ t then V s ⊆ V t.
Given ε ≥ 0, two filtrations V = (V t)t∈T and W = (W t)t∈T of E are ε-interleaved if, for every
t ∈ T , V t ⊆ W t+ε and W t ⊆ V t+ε. The interleaving pseudo-distance between V and W is
defined as the infimum of such ε:
di(V,W ) = inf{ε, V and W are ε-interleaved}.
Persistence modules. Let k be a field. A persistence module V over T = R+ is a pair
V = ((Vt)t∈T , (vts)s≤t∈T ) where (Vt)t∈T is a family of k-vector spaces, and (vts : Vs → Vt)s≤t∈T
a family of linear maps such that:
• for every t ∈ T , vtt : V t → V t is the identity map,
• for every r, s, t ∈ T such that r ≤ s ≤ t, we have vts ◦ vsr = vtr.
Given ε ≥ 0, an ε-morphism between two persistence modules V and W is a family of linear maps







An ε-interleaving between two persistence modules V and W is a pair of ε-morphisms (φt : Vt →










The interleaving pseudo-distance between V and W is defined as
di(V,W) = inf{ε ≥ 0,V and W are ε-interleaved}.
A persistence module V is said to be q-tame if for every s, t ∈ T such that s < t, the
map vts is of finite rank. The q-tameness of a persistence module ensures that we can define
a notion of persistence diagram [CdSGO16]. Moreover, given two q-tame persistence mod-
ules V,W with persistence diagrams D(V), D(W), the so-called isometry theorem states that
db(D(V), D(W)) = di(V,W), where db(·, ·) denotes the bottleneck distance between diagrams
[CdSGO16, Theorem 4.11].
Relation between filtrations and persistence modules. Applying the homology func-
tor to a filtration gives rise to a persistence module where the linear maps between homology
groups are induced by the inclusion maps between sets. As a consequence, if two filtrations
are ε-interleaved then their associated homology persistence modules are also ε-interleaved, the
interleaving homomorphisms being induced by the interleaving inclusion maps. Moreover, if the
modules are q-tame, then the bottleneck distance between their persistence diagrams is upper-
bounded by ε.
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1.4 Background on persistent homology for measures
In this subsection we define the distance to measure (DTM), based on [CCSM11], and the DTM-
filtrations, based on [ACG+18]. Let T = R+ and E = Rn endowed with the standard Euclidean
norm.
Wasserstein distances. Given two probability measures µ and ν over E, a transport plan
between µ and ν is a probability measure π over E×E whose marginals are µ and ν. Let p ≥ 1.











where the infimum is taken over all the transport plans π. If q is such that p ≤ q, then an
application of Jensen’s inequality shows that Wp(µ, ν) ≤Wq(µ, ν).
DTM. Let µ be a probability measure over E, and m ∈ [0, 1) a parameter. For every x ∈ E,
let δµ,m be the function defined on E by δµ,m(x) = inf
{














When m is fixed and there is no risk of confusion, we may write dµ instead of dµ,m. We cite two
important properties of the DTM:
Proposition 1.1 ([CCSM11, Corollary 3.7]). For every probability measure µ and m ∈ [0, 1),
dµ,m is 1-Lipschitz.
Theorem 1.2 ([CCSM11, Theorem 3.5]). Let µ, ν be two probability measures, and m ∈ (0, 1).
Then ‖dµ,m − dν,m‖∞ ≤ m−
1
2W2(µ, ν).
The following theorem shows that the sublevel sets dtµ,m of dµ,m can be used to estimate the
homotopy type of supp (µ).
Theorem 1.3 ([CCSM11, Corollary 4.11]). Let m ∈ (0, 1), µ any measure on E, and denote






d : ∀x ∈ K,µ(B (x, r)) ≥ ard. Let ν be another measure, and denote w = W2(µ, ν).













2w and choose t ∈ [4ε, τ − 3ε]. Then
dtµ,m and K are homotopic equivalent.
DTM-filtrations. We still consider a probability measure µ on E and a parameter m ∈ [0, 1).









where B (x, r+) denotes the closed ball of center x and of radius r if r ≥ 0, or denotes the empty
set if r < 0. The family W [µ] = (W t[µ])t≥0 is a filtration of E. It is called the DTM-filtration
with parameters (µ,m, 1). By applying the singular homology functor, we obtain a persistence
module, denoted W[µ]. If supp (µ) is bounded, then W[µ] is q-tame.
We close this subsection with a stability result for the DTM-filtrations. First, if µ is any




The term c(µ) is to be seen as a quantity controling the regularity of µ. In particular, if µ is the
uniform measure on a submanifold, it goes to 0 as m does, as shown by the following lemma.
7





d : ∀x ∈ supp (µ), µ(B (x, r)) ≥
ard. Then c(µ) ≤ c1.4m
1
d with c1.4 = a
− 1d .
Theorem 1.5 ([ACG+18, Theorem 4.5]). Consider two probability measures µ, ν on E with
supports X and Y . Let µ′, ν′ be two probability measures with compact supports Γ and Ω such
that Γ ⊆ X and Ω ⊆ Y . We have









′, ν) + c(µ′) + c(ν′).
We can restate Theorem 1.5 without mentioning the intermediate measures µ′ and ν′. The proof
is given in Appendix A.






d : ∀x ∈ supp (µ) , µ(B (x, r)) ≥ ard. Then








with c1.6 = 8diam(supp (µ)) + 5.
2 Reach of an immersed manifold
In this section, we introduce a new notion of reach, adapted to the immersed manifolds. We
start by reviewing known facts about the reach.
2.1 Background on reach
Let us recall the definition of the reach of a subset A ⊆ E, as done in [Fed59, Definition 4.1].
Let x ∈ E 7→ dist (x,A) = infa∈A ‖x− a‖ be the distance function to A. First, the medial axis
of A is defined as
med(A) = {x ∈ E, ∃a, b ∈ A s.t. a 6= b and ‖x− a‖ = ‖x− b‖ = dist (x,A)} .
In other words, med(A) is the set of points x ∈ E that admit at least two distinct projections
on A.
Definition 2.1. Let a ∈ A. The reach of A at a (or local feature size) is defined as reach(A, a) =





Figure 6: Medial axis and reach of a submanifold of R2.
In the context of Topological Data Analysis, the reach is a key quantity. For instance, if A is
closed subset with positive reach, then for every t ∈ [0, reach(A)), the t-thickening of A, denoted
8
At, deform retracts on A. Besides, if B is any other subset of E with Hausdorff distance not
greater than ε from A, then for any t ∈ [4ε, reach(A) − 3ε), the thickening Bt deforms retracts
on A [CCSL09, Theorem 4.6, case µ = 1]. Consequently, the thickenings of B allow to recover
the homology of A.
Among the other properties of a set A with positive reach, a useful one is the approximation
by tangent spaces. For a general set A, we define the tangent cone at x ∈ A as:
Tan(A, x) = {0} ∪
{
v ∈ E,∀ε > 0,∃y ∈ A s.t. y 6= x, ‖y − x‖ < ε,
∥∥∥∥ v‖v‖ − y − x‖y − x‖
∥∥∥∥ < ε} .
Note that if A is a submanifold, we recover the usual notion of tangent space.
Theorem 2.1 ([Fed59, Theorem 4.18(2)]). A closed set A ⊆ E has positive reach τ if and only
if for every x, y ∈ A,
dist (y − x,Tan(A, x)) ≤ 1
2τ
‖y − x‖2 .
Using this property, it is shown in [ACLZ17] that if A = M is a submanifold with positive
reach, one can estimate the tangent spaces of M via its local covariance matrices. The quality
of the estimation depends on reach(M). However, in our case, the immersion u : M0 →M may
be non-injective, and the set M may be of reach 0. We solve this issue in Subsection 2.3 by
introducing the normal reach.
A
med(A)
Figure 7: A subset of R2 with zero reach.
The reach is a quantity that controls both the local and global regularity of the set A. When
A =M is a compact submanifold, it can be shown that reach(M) is caused either by a bottleneck
structure or by high curvature:
Theorem 2.2 ([AKC+19, Theorem 3.4]). A closed submanifold M with positive reach must
satisfies at least one of the following two properties:
• Global case: there exist x, y ∈M with ‖x− y‖ = 2reach(M) and 12 (x+ y) ∈ med(M),
• Local case: there exists an arc-length parametrized geodesic γ : I → M with ‖γ̈(0)‖ =
reach(M)−1.
2.2 Geodesic bounds under curvature conditions
Before introducing the normal reach, we inspect some technical consequences of Hypothesis 2
that shall be used in the rest of the paper.
We consider the immersion u : M0 → M ⊂ E as in Subsection 1.2. The manifold M0
is equipped with the Riemannian structure induced by u. For every x0 ∈ M0, the second
fundamental form at x0 is denoted
IIx0 : Tx0M0 × Tx0M0 −→ (TxM)⊥.
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Let x0 ∈M0 and consider an arc-length parametrized geodesic γ0 : I →M0 such that γ0(0) = x0
and γ̇(0) = v0. The following relation can be found in [NSW08, Section 6] or [BLW19, Section
3]:
IIx0(v0, v0) = γ̈0(0).
According to Hypothesis 2, the operator norm of IIx0 is bounded by ρ. We deduce that
‖γ̈0(0)‖ ≤ ρ. (1)
Denoting γ = u ◦ γ0, we also have ‖γ̈(0)‖ ≤ ρ.
The following lemma is based on this observation. Its second point can be seen as an equiva-
lent of Theorem 2.1, where the Euclidean distance is replaced with the geodesic distance onM0,
and where the quantity 1ρ plays the role of the reach of M.
Lemma 2.3. Let x0 ∈ M0 and γ0 : I →M0 an arc-length parametrized geodesic starting from
x0. Let γ = u ◦ γ0 and v = γ̇(0). For all t ∈ I, we have
• ‖γ(t)− (x+ tv)‖ ≤ ρ2 t
2.
As a consequence, for every y0 ∈M0, denoting δ = dM0 (x0, y0), we have
• dist (y − x, TxM) ≤ ρ2δ
2,




Figure 8: Deviation of a geodesic from its initial direction.
Proof. Consider the application f : t 7→ ‖γ(t)− (x+ tv)‖. Since γ is a geodesic, it is of class
C2, and Equation 1 gives supI ‖γ̈‖ ≤ ρ. We can apply Taylor-Lagrange formula to get f(t) ≤
supI ‖γ̈‖ 12 t
2 ≤ ρ2 t
2. Therefore, for all t ∈ I, we have ‖γ(t)− (x+ tv)‖ ≤ ρ2 t
2, and the first claim
is proven.
Next, let δ = dM0 (x0, y0). By Hopf-Rinow Theorem [dC92, Theorem 2.8 p146], there exists
a length-minimizing geodesic γ0 from x0 to y0. Using the last inequality for t = δ yields
‖y − (x+ δv)‖ = ‖γ(δ)− (x+ δv)‖ ≤ ρ
2
δ2,
and we deduce that dist (y − x, TxM) ≤ ‖(y − x)− δv‖ ≤ ρ2δ
2.
We prove the last point by applying the triangular inequality:
‖x− y‖ ≥ ‖x− (x+ δv)‖ − ‖(x+ δv)− y‖ ≥ δ − ρ
2
δ2.
Remark 2.4. The last point of Lemma 2.3 implies the following fact: for all x0 ∈ M0, the map






. Indeed, if x0, y0 ∈ M0 are such that
δ = dM0 (x0, y0) <
2
ρ , we get 0 < (1−
ρ
2δ)δ ≤ ‖x− y‖, hence x 6= y.






such that y0 6= x0,
the vector y − x is not orthogonal to TxM nor TyM. To see this, notice that the inequality
δ < 1ρ and the second point of Lemma 2.3 yields








Besides, the third point gives δ < 2 ‖y − x‖, and we deduce that dist (y − x, TxM) < ‖y − x‖.
Equivalently, y− x is not orthogonal to TxM. Similarly, one proves that y− x is not orthogonal
to TyM.
Consider two points x0, y0 ∈ M0. We wish to compare their geodesic distance dM0 (x0, y0)
and their Euclidean distance ‖y − x‖. A first inequality is true in general:
‖y − x‖ ≤ dM0 (x0, y0) .
Moreover, if they are close enough in geodesic distance—say dM0 (x0, y0) ≤ 1ρ for instance—then
Lemma 2.3 third point yields
dM0 (x0, y0) ≤ 2 ‖x− y‖ .
However, without any assumption on dM0 (x0, y0), such an inequality does not hold in general.
Figure 9 represents a pair of points which are close in Euclidean distance, but far away with
respect to the geodesic distance. In the next subsection, we prove an inequality of the form
dM0 (x0, y0) ≤ c ‖x− y‖, but imposing a constraint on ‖x− y‖ instead of dM0 (x0, y0) (see
Lemma 2.10).
Figure 9: Pair of points for which the geodesic distance is large compared to the Euclidean
distance.
We now state a technical lemma. It gives how much time it takes for a geodesic to exit a
ball. Its proof is deferred to Appendix B.
Lemma 2.6. Let x0, y0 ∈M0 and γ0 : I 7→ M0 an arc-length parametrized geodesic with γ0(0) =
y0. Define v = γ̇(0). Define l = ‖y − x‖, and let r be such that l ≤ r < 1ρ . Consider the
application φ : t ∈ I 7→ ‖γ(t)− x‖2.
• If 〈v, y − x〉 ≥ 0, then φ > φ(0) on (0, T1), where T1 = 2ρ
√
1− ρl.








Let b be the first value of t such that ‖γ(t)− x‖ = r.
• For all t ∈ [0, b], we have φ̈(t) ≥ 2(1− ρr).
• If 〈v, y − x〉 ≤ 0, then b ≥ (1 + ρr)− 12
√
r2 − l2.















Figure 10: Illustration of Lemma 2.6 first point (left) and fourth point (right).
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We close this subsection by studying the exponential map of M0, denoted
expM0x0 : Tx0M0 →M0.








. We also have a quantitative con-
trol of its regularity. Let x0 ∈ M0 and v0 ∈ Tx0M0. The d-dimensional Jacobian of expM0x0 at




where A = dv0 exp
M0
x0 is the differential of the exponential map, seen as a d× n matrix.




, the Jacobian Jv of exp
M0










Proof. The proof is almost identical to [Aam18, Proposition III.22]. From the Gauss equation
[dC92, Theorem 2.5 p 130], we get that the sectional curvature K(v, w) of M0, with v and w
orthonormal vectors in Tx0M0, satisfies
K(v, w) = 〈IIx0(v, v), IIx0(w,w)〉 − ‖IIx0(v, w)‖
2
.
Using Hypothesis 2, we obtain
−2ρ2 ≤ K(v, w) ≤ ρ2.
Now, let v ∈ Tx0M0 and w ∈ Tv (Tx0M0) ' Tx0M0. As a consequence of the Rauch theorem






∥∥dv expM0x0 (w)∥∥ ≤ (1 + (ρ ‖v‖)2) ‖w‖ .
Next, denote A = dv exp
M0
x0 , the differential of the exponential map seen as a d× n matrix. The







1 + (ρ ‖v‖)2
)2
.
Since det(AtA) is the product of its d eigenvalues, we obtain the result.
2.3 Normal reach
We still consider an immersion u : M0 →M⊂ E which satisfies Hypothesis 2.
Definition 2.2. For every x0 ∈M0, let Λ(x0) = {y0 ∈M0, y0 6= x0, x− y⊥TyM}. The normal
reach of M0 at x0 is defined as:
λ0 (x0) = inf
y0∈Λ(x0)
‖x− y‖ .
Observe that if x0, y0 are distinct points of M0 with x = y, then x− y is orthogonal to any
vector, hence λ0(x0) = ‖x− y‖ = 0.
Moreover, note that Λ(x0) is closed, hence the infimum of Definition 2.2 is attained. Indeed,
we can write Λ(x0) = L\{x0}, with L = {y0 ∈M0, x−y⊥TyM}. L is a closed set since it is the
12
preimage of {0} by the continuous map y0 7→
∥∥pTyM(x− y)∥∥. Furthermore, {x0} is an isolated











Figure 11: The set Λ(x0) from Definition 2.2, for two different points x0.
Observe that if a point x ∈ M has several preimages by u, then for all x0 ∈ u−1 ({x}), we have







if x has only one preimage,
0 else.
It satisfies the relation λ0 = λ ◦ u.
Example 2.8. Suppose that M is the lemniscate of Bernoulli, with diameter 2. Figure 12
represents the values of the normal reach λ : M→ R. Note that λ is not continuous.
Figure 12: Values of the normal reach on the lemniscate of Bernoulli.
Here is a key property of the normal reach:



























, with r ≥ λ(x), may not be connected.
Proof. Denote Mx = B (x, r) ∩M and Mx0 = u−1(Mx). Let us prove that Mx0 is connected.
Suppose that it is not the case. Let C ⊂Mx0 be a connected component which does not contain
x0. Since C is compact, we can consider a minimizer y0 of {‖x− y‖ , y0 ∈ C}. Let us show that
x− y⊥TyM, which will lead to a contradiction.
Two cases may occur: y is in the open ball B (x, r), or y is on its boundary ∂B (x, r). If
y ∈ B (x, r), then there exists a neighborhood V0 ⊆M0 of y such that V0 ⊆Mx0 . Hence y satisfies
x−y⊥TyM, otherwise it would not be a local minimizer. Now, suppose that y ∈ ∂B (x, r). Since
y0 is a minimizer, there exists a neighborhood V0 ⊆ C of y0 such that V ∩B (x, r) = ∅. We deduce
the existence of a neighborhood V ′0 ⊆M0 of y0 such that V ′ ∩ B (x, r) = ∅. For instance, take a
ball B = BM0 (y0, s) such that B ∩ C ⊆ V0, and define V ′0 = B. We deduce that y − x⊥TyM.
To conclude, the properties x − y⊥TyM and x0 6= y0 imply that ‖x− y‖ ≥ λ(x), which
contradicts r < λ(x).
The following lemma is an equivalent of [NSW08, Proposition 6.3] for the normal reach. It
allows to compare the geodesic and Euclidean distance by only imposing a condition on the last
one.
Lemma 2.10. Let x0, y0 ∈ M0. Denote r = ‖x− y‖ and δ = dM0 (x0, y0). Suppose that
‖x− y‖ < 12ρ ∧ λ (x). Then









In other words, the following inclusion holds: u−1(B (x, r)) ⊆ BM0 (x0, c2.10(ρr)r).
Note that, for t < 12 , we have the inequalities 1 ≤ c2.10(t) ≤ 1 + 2t < 2.
Proof. Denote Mx = B (x, r) ∩M, Mx0 = u−1(Mx) and δ = dM0 (x, y).























t − r. Its discriminant is 1 − 2ρr > 0, and we deduce


























1− 2ρr, and Equation 2 gives ‖x− y‖ > r.
In other words, y /∈ B (x, r). This being true for every y0 ∈ ∂BM0 (x0, δmin + ε), we have
Mx0 ∩ ∂BM0 (x0, δmin + ε) = ∅.
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Step 2: Let us deduce that Mx0 ⊆ BM0 (x0, δmin). By contradiction, if a point z0 ∈ M0
with ‖z − x‖ > δmin were to be in Mx0 , it would be in the connected component of x0 in
Mx0 , since it is connected by Lemma 2.9. But since M0 is a manifold, this would imply the
existence of a continuous path from x0 to z0 inMx0 . But such a path would go through a sphere
∂BM0 (x0, δmin + ε), which contradicts Step 1.
The following proposition connects the normal reach to the usual notion of reach.








where ρ∗ is the supremum of the operator norms of the second fundamental forms of M0, and
λ∗ = infx∈M λ (x) is the infimum of the normal reach.
Proof. We first prove that τ ≥ 1ρ∗ ∧
1
2λ∗. According to Theorem 2.2, two cases may occur: the
reach is either caused by a bottleneck or by curvature. In the first case, there exists x, y ∈ M
and z ∈ med(M) with ‖x− y‖ = 2τ and ‖x− z‖ = ‖y − z‖ = τ . We deduce that x− y⊥TyM.
Hence by definition of λ (x),
λ (x) ≤ ‖x− y‖ = 2 ‖x− z‖ ≤ 2τ.
In the second case, there exists x ∈M and an arc-length parametrized geodesic γ : I →M such
that γ(0) = x and ‖γ̈(0)‖ = 1τ . But ‖γ̈(0)‖ ≤ ρ∗, hence
1
τ ≤ ρ∗.
This disjunction shows that τ ≥ 1ρ ∧
1
2λmin.
We now prove that τ ≤ 1ρ∗ ∧
1
2λ∗. The inequality τ ≤
1
ρ∗
appears in [NSW08, Proposition
6.1]. To prove τ ≤ 12λ∗, consider any x0 ∈ M0. Let y0 ∈ Λ(x0) such that ‖x− y‖ is minimal.
Using Theorem 2.1 and the property x− y⊥TyM, we immediately have
τ ≤ ‖x− y‖
2








In the case where u is not an embedding,M may have zero reach. However, as shown by the
following theorem, the normal reach gives a scale at which M still behaves well. Note that we
shall not make use of this result in the rest of the paper.
Theorem 2.12. Assume that M0 satisfies Hypothesis 2. Let x ∈M0 and r < 14ρ ∧ λ (x). Then






Figure 15: The set B (x, r) ∩M has positive reach.
Proof. Denote Mx = B (x, r) ∩M and Mx0 = u−1(Mx).
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Step 1: Let us prove that for every y0, z0 ∈Mx0 ,
dist (z − y, TyM) ≤
ρ
2(1− 2ρr)
‖z − y‖2 .
Let y0, z0 ∈ Mx0 , and δ = dM0 (y0, z0). Lemma 2.3 Point 3 gives δ ≤ 11− ρ2 δ ‖y − z‖. Moreover,









and we deduce that
δ ≤ 1√
1− 2ρr
‖y − z‖ . (3)
Besides, Lemma 2.3 Point 2 gives dist (z − y, TyM) ≤ ρ2δ
2, and combining these two inequalities
yields dist (z − y, TyM) ≤ ρ2(1−2ρr) ‖z − y‖
2
.
Step 2: Let us prove that
dist (z − y,Tan(Mx, y)) ≤ ρ
2(1− 2ρr)
‖z − y‖2 , (4)
where Tan(Mx, y) is the tangent cone at y of the closed set Mx.
If y ∈ B (x, r), then Tan(Mx, y) = TyM, and the inequality follows from Step 1. Otherwise,
suppose that y ∈ ∂B (x, r) and that z 6= y. Let δ = dM0 (y0, z0). According to Equation 3,
the inequality ‖y − z‖ ≤ 2r and the assumption r < 14ρ , we have δ <
1
ρ . Consider a length-
minimizing geodesic γ0 : [0, δ] → M0 from y0 to z0, and denote v = γ̇(0). Let us show that
v ∈ Tan(Mx, y), and we will conclude with Step 1.
Since Mx = B (x, r) ∩M, v ∈ Tan(Mx, y) is implied by 〈v, y − x〉 < 0. Suppose by contra-








ρ > δ, and
‖z − x‖ = ‖γ(δ)− x‖ > ‖γ(0)− x‖ = ‖y − x‖ = r.
We deduce the contradiction z /∈ B (x, r).
To conclude the proof, it follows from Theorem 2.1 and Equation 4 that Mx has reach at
least 1−2ρrρ .
2.4 Probabilistic bounds under normal reach conditions
We now consider M0 and µ0 which satisfy the hypotheses 2 and 3. The aim of this subsection
is to provide a quantitative control of the measure µ = u∗µ0 (Propositions 2.17 and 2.18). We
do so by pulling-back µ on the tangent spaces TxM, where it is simpler to compute integrals
(Lemma 2.15).
Recall that the exponential map of M0 at a point x0 is denoted
expM0x0 : Tx0M0 →M0.
To ease the reading of this subsection, we introduce the exponential map seen in M, denoted
expMx : TxM→M. It is defined as
expMx = u ◦ expM0x0 ◦(dx0u)
−1.








We also define the map expMx as the restriction of exp
M





injective by Lemma 2.7. The next lemma gather results of the last subsections. The d-dimensional




where A = dvexp
M
x is the differential of the exponential map seen as a d× n matrix.






We have the inclusions
BTxM (0, r) ⊆ B
T ⊆ BTxM (0, c2.10(ρr)r) .










and these terms are bounded by Jmin = (
23
24 )




Proof. The inclusions come from Lemma 2.10. The bounds on the Jacobian come from Lemma





when r < 12ρ .
We now study the measure µ. An application of the coarea formula shows that µ admits the





In particular, if x has only one preimage by u—i.e., if λ (x) > 0—then f(x) = f0 ◦ u−1(x). In
the rest of the paper, we shall only use f on points x such that λ(x) > 0.
Remark 2.14. Recall that, by Hypothesis 3, the density f0 is L0-Lipschitz with respect to the
geodesic distance: for all x0, y0 ∈M0,
|f0(x0)− f0(y0)| ≤ L0 · dM0 (x0, y0) .
We can deduce the following: for all x0, y0 ∈M0 such that ‖x− y‖ < 12ρ ∧ λ(x), we have
|f(x)− f(y)| ≤ L ‖x− y‖
with L = 2L0. To prove this, we start with the case where y has only one preimage by u. Since
‖x− y‖ < λ(x) by assumption, we have 0 < λ(x), hence x also has only one preimage. Now we
can write
|f(x)− f(y)| =
∣∣f0 ◦ u−1(x)− f0 ◦ u−1(y)∣∣




≤ 2L0 ‖x− y‖ ,
where we used Lemma 2.10 on the last inequality. Now we prove that ‖x− y‖ < 12ρ ∧λ(x) implies
that y has only one preimage. Let r = ‖x− y‖, and suppose by contradiction that y0, y1 are
two distincts preimages. According to Remark 2.4, dM0 (y0, y1) ≥ 2ρ . But Lemma 2.10 says that






, which contradicts dM0 (y0, y1) ≥ 2ρ .
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· Jv · 1BT (v).
Moreover, for all v ∈ BT , the map g satisfies
|g(v)− g(0)| ≤ c2.15r,










Figure 16: Measures involved in Lemma 2.15.
Proof. The expression of g comes from the area formula [Fed14, Theorem 3.2.5]. To prove the
inequality, observe that we can decompose























On the one hand, using Remark 2.14, we get∣∣f (expMx (v))− f (expMx (0))∣∣ ≤ L∥∥expMx (v)− expMx (0)∥∥
= L
∥∥u ◦ expM0x0 (v)− u ◦ expM0x0 (0)∥∥




= L ‖v‖ .





)d ≤ Jv ≤ (1 + (rρ)2)d yield |Jv − J0| ≤ d(ρr)2 ≤ d2ρr.
We eventually obtain






























Using the area formula, one shows that ν0 admits the following density over the d-dimensional





· Jv · 1BTx0M0(0, 1ρ )(v).
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Now we can use the density g of Lemma 2.15 to derive explicit bounds on µ.







∣∣∣µ(B(x,r))Vdrd − f(x)∣∣∣ ≤ c2.17r
• µ
(
B (x, r) \ B (x, s)
)
≤ c6rd−1(r − s)
with c5 = fminJminVd, c2.17 = c2.15 + fmaxJmaxd2











Figure 17: Representation of Proposition 2.17 first point (left) and third point (right).
Proof. Consider the map expMx and the measure νx as defined in Lemma 2.15. In the following,





)−1 (B (x, r)).

















































































Now, Lemma 2.15 gives |g(v) − g(0)| ≤ c2.15r, and we obtain
∣∣∣∫BT (0,r)(f(x)− g(v))dHd(v)∣∣∣ ≤
c2.15rVdr
d.
On the other hand, we bound Term (2) thanks to the inclusion BT ⊆ BT (0, c2.10(ρr)r).
Denote A = BT (0, c2.10(ρr)r) \ BT (0, r). We have B



























≤ d · (c2.10(ρr)− 1) · c2.10(ρr)d−1
≤ d · 2ρr · 2d−1.
We finally deduce the following bound on Term (2):∫
BT \BT (0,r)
g(v)dHd(v) ≤ fmaxJmaxVdrdd · ρr2d.
Gathering Term (1) and (2), we obtain∣∣µ(B (x, r))− f(x)Vdrd∣∣ ≤ r (c2.15 + fmaxJmaxdρ2d)Vdrd.
Point (3): Let us write
µ
(






















where a and b are defined as follows: for every v ∈ ∂BT (0, 1) ⊂ TxM, let γ0 be a arc-length
parametrized geodesic with γ(0) = x and γ̇(0) = v, and set a(v) and b(v) to be the first positive









Figure 18: Illustration of a(v) and b(v) in the proof of Proposition 2.17.
Let us show that
b(v)− a(v) ≤ 1
1− ρr
(r − s) (6)
Consider the application φ : t 7→ ‖γ(t)− x‖2. According to Lemma 2.6 Point 3 with l = 0, we








= (1− ρr)(b(v)2 − a(v)2).
Since r2 − s2 = φ(b(v))− φ(a(v)), we deduce that
r2 − s2 ≥ (1− ρr)(b(v)2 − a(v)2). (7)












But b(v) + a(v) ≥ r + s, hence (r − s) 11−ρr ≥ b(v)− a(v), as wanted.
Now, notice that we have b(v) ≤ 2r. Indeed, b < 1ρ by Lemma 2.6 Point 5 with l = 0, and we







Using Equation 6, we get∫ b(v)
t=a(v)
fmaxJmax(2r)

















(r − s)fmaxJmax(2r)d−1 · dVd.
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Going back to Equation 5, we obtain
µ
(






and we conclude with r ≤ 12ρ :
µ
(
B (x, r) \ B (x, s)
)
= 2ddVdfmaxJmax(r − s)rd−1.
The following proposition is a weaker form of Proposition 2.17, without normal reach condi-
tion. Its proof, based on the same ideas, is given in Appendix B.












2 (r − s) 12










2.5 Quantification of the normal reach
In this subsection, we suppose that the dimension of the manifold M0 is d = 1, and we assume
the Hypotheses 1, 2 and 3. We give an upper bound on the measure µ0(λ
t
0), i.e., the measure
of points x0 ∈ M0 with normal reach not greater than t. This proves a result announced in
Subsection 1.2: Hypothesis 4 is a consequence of Hypotheses 1, 2 and 3.
We shall use two quantities related to the immersionM0. Let D0 be the set of critical points
of the Euclidean distance on M0, that is,
D0 = {(x0, y0) ∈M0, x0 6= y0, x− y⊥TyM and x− y⊥TxM} . (8)
Also, let C0 be the set of self-intersections of M0:
C0 = {(x0, y0) ∈M0, x0 6= y0 and x = y} . (9)
As a consequence of Remark 2.4 and the compacity of M0, the set C0 is finite. For every




be the angle formed by the lines TxM and TyM. Define
Θ = inf {θ(x0, y0), (x0, y0) ∈ C0} . (10)
Note that, according to Hypothesis 1, we have Θ > 0. Besides, on the set D0 \ C0, consider the
quantity
∆ = inf {‖x− y‖ , (x0, y0) ∈ D0 \ C0} . (11)
Since C0 consists of isolated points of D0, the set D0 \ C0 is closed, hence the previous infimum
is attained. Therefore, ∆ > 0.
In order to bound the measure µ0 (λ
t
0), we first prove that the sublevel set λ
t
0 is included in a
thickening of C0 (Lemma 2.21). By bounding the measure of this thickening, we obtain the main
result of this subsection (Proposition 2.22). We start by a lemma which describes the situation
around self-intersection points of M0.
Lemma 2.19. Let (x∗0, y
∗
0) ∈ C0. Denote by θ the angle formed by the lines Tx∗M and Ty∗M.
Let x0, y0 ∈ M0. Denote δ = dM0 (x∗0, x0) and δ′ = dM0 (y∗0 , y0). If δ′ ≤ δ ≤
sin(θ)
2ρ , then
‖x− y‖ ≥ sin(θ)2 δ.
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Proof. Let γ0 be an arc-length parametrized geodesic connecting x
∗
0 to x0, and η0 connecting y
∗
0
to y0. Let v0 = γ̇0(0), and x = x










Figure 19: Situation in Lemma 2.19.
The triangular inequality yields
‖x− y‖ ≥ ‖x− y‖ − ‖x− x‖ − ‖y − y‖ .
According to Lemma 2.3, we have ‖x− x‖ ≤ ρ2δ
2 and ‖y − y‖ ≤ ρ2δ
′2 ≤ ρ2δ
2. Moreover, ‖x− y‖ is
not lower than ‖x− z‖, where z is the projection of x on the line Ty∗M. Elementary trigonometry
shows that ‖x− z‖ = sin(θ)δ. Hence the previous Equation yields












and we conclude using δ ≤ sin(θ)2ρ .
Remark 2.20. A similar proof leads the following result: let x0, y0, z0 ∈ M0. Denote δ =
dM0 (x
∗
0, x0) and δ
′ = dM0 (y
∗
0 , y0). Suppose that x0 and y0 are in opposite orientation around




If δ′, δ ≤ 1ρ , then ‖x− y‖ ≥
1









Figure 20: Situation in Remark 2.20.
The following lemma associates every point of M0 with small normal reach to a point with
zero normal reach.
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Lemma 2.21. Let x0 ∈M0 with λ0(x0) < ∆ ∧ sin(Θ)
2











Proof. Let y0 ∈ M0 such that ‖x− y‖ = λ0(x0) and x − y⊥TyM. In order to find a point x∗0,
consider the following vector field on M0 ×M0:










where pTxM and pTyM denote the orthogonal projection on TxM and TyM. We implicitely use
the identifications TxM ' Tx0M0. Since M0 is C2, this vector field is of regularity C1, and we
can apply Cauchy-Lipschitz theorem. Let u0 be a maximal integral curve for this field, with





. Since M0 ×M0 is compact, the solution u0 is global.
In order to study the convergence of u0, we shall consider a Lyapunov map. Let H : E → R
be defined as H(u) = ‖u‖2. A computation shows that
H (γ(t)− η(t))′ =− 2
〈




pTη(t)M (γ(t)− η(t)) , γ(t)− η(t)
〉
=− 2
∥∥pTγ(t)M (γ(t)− η(t))∥∥2 − 2 ∥∥pTη(t)M (γ(t)− η(t))∥∥2 . (12)
This quantity is nonpositive, hence the map t 7→ H (γ(t)− η(t)) is nonincreasing. Note that
for t = 0, we have H (γ(0)− η(0)) = λ0(x0). Note also that for every t ∈ R+, we have
H (γ(t)− η(t)) 6= 0, since the relation γ(t) = η(t) corresponds to a stationary point of the
system.
We divide the rest of the proof in five steps.
Step 1. Let us prove that dM0 (γ0(t), η0(t)) >
1
ρ for every t ∈ R
+. By contradiction, suppose that
dM0 (γ0(t), η0(t)) ≤ 1ρ for some t. As a consequence of Remark 2.5, we have dM0 (γ0(0), η0(0)) ≥
1
ρ . Therefore there exists a value s ∈ [0, t] such that dM0 (γ0(s), η0(s)) =
1
ρ .
Let z0 be a (geodesic) midpoint between γ0(s) and η0(s). We have




hence we can apply Remark 2.20 to get
‖γ(s)− η(s)‖ ≥ 1
2




Besides, we have seen that the map t 7→ ‖γ(t)− η(t)‖ is bounded above by ‖γ(0)− η(0)‖ =
λ0(x0). The inequality
1
2ρ ≤ ‖γ(s)− η(s)‖ ≤ λ0(x0) now contradicts the assumption λ0(x0) <
sin(Θ)2
4ρ .
Step 2. Let us show that γ(t) − η(t) goes to zero. Let v0 denote the map v0(t) = γ0(t) − η0(t),
and v(t) = γ(t)− η(t). It is enough to show that H is a strict Lyapunov map, i.e., there exists a
constant c > 0 such that
H (v(t))
′ ≤ −cH (v(t)) . (13)
According to Equation 12, we can write H (v(t))
′




(∥∥pTγ(t)M (v(t))∥∥2 + ∥∥pTη(t)M (v(t))∥∥2) (14)
=
∥∥∥∥pTγ(t)M( v(t)‖v(t)‖
)∥∥∥∥2 + ∥∥∥∥pTη(t)M( v(t)‖v(t)‖
)∥∥∥∥2 . (15)
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To prove Equation 13, it remains to show that c(t) is bounded below.
By contradiction, suppose that it is not the case. This implies that there exists an increasing
sequence (tn)n≥0 such that the sequence (c(tn))n≥0 goes to 0. By compacity of M0, we can




0 . By compacity

















. Note already the following facts: ‖v∗‖ = 1, and v∗ is included
in the 2-dimensional affine space spanned by Tx∗M and Ty∗M.
According to Step 1, we have x∗0 6= y∗0 . Let us prove that x∗ = y∗. By contradiction suppose
that it is not the case. Then (v(tn))n≥0 goes to the nonzero vector x
∗ − y∗. Using that c(tn)
goes to zero, Equation 14 yields
‖pTx∗M (x
∗ − y∗)‖ =
∥∥pTy∗M (x∗ − y∗)∥∥ = 0.
Hence the pair (x∗, y∗) is an element of D0 (defined in Equation 8). By definition of ∆ (Equation
11), we obtain ‖x∗ − y∗‖ ≥ ∆. Besides, since the map t 7→ ‖γ(t)− η(t)‖ is non-increasing, we
get ‖x∗ − y∗‖ ≤ ‖x− y‖, which is lower than ∆ by assumption. This is a contradiction.
Now, we have x∗ = y∗. Still using that c(tn) goes to zero, Equation 15 yields
‖pTx∗M (v
∗)‖ =
∥∥pTy∗M (v∗)∥∥ = 0.
But x∗ = y∗ implies that Tx∗M 6= Ty∗M, according to Hypothesis 1. In conclusion, v∗ is a
vector of the affine space spanned by Tx∗M and Ty∗M, and v∗ is orthogonal to both these lines.
Hence v∗ has to be zero, which is absurd since it has norm 1. We deduce that c(t) is bounded
below, and that H is a strict Lyapunov map.





when t→ +∞, with x∗0 6= y∗0 and x∗ = y∗. By
compacity of M0 ×M0, we can pick two accumulation points x∗0 and y∗0 of γ0 and η0. Let us
prove that, for every ε > 0, there exists a t ≥ 0 such that for every s ≥ t, the geodesic distances
dM0 (γ0(s), x
∗
0) and dM0 (η0(s), y
∗
0) are upper bounded by ε. This would imply that γ0 and η0
admit x∗0 and y
∗
0 as limits. Let ε > 0. We can assume that ε <
sin(Θ)
2ρ , where Θ is defined in
Equation 10.
According to Step 2, we have x∗ = y∗. Hence the tangent spaces Tx∗M and Ty∗M are




be the angle they form. Since the map t 7→ ‖γ(t)− η(t)‖ goes to zero,
there exists a t ≥ 0 such that for every s ≥ t, we have
‖γ(t)− η(t)‖ < sin(θ)
2
ε. (16)
Now, by definition of the accumulation points x∗ and y∗, there exists a t′ ≥ t such that
dM0 (γ0(t
′), x∗0) ≤ ε and dM0 (η0(t′), y∗0) ≤ ε. (17)
We shall deduce that for every s ≥ t′, we have
dM0 (γ0(s), x
∗
0) ≤ ε and dM0 (η0(s), y∗0) ≤ ε. (18)
Let us prove it by contradiction. From Equation 17 and the assumption that Equation 18 is
false, we deduce that there exist a first value s ≥ t′ such that δ = dM0 (γ0(s), x∗0) = ε or
δ′ = dM0 (η0(s), x
∗
0) = ε. Since ε <
sin(Θ)





But this contradicts Equation 16.
25








2ρ . By contradiction,








2ρ . According to the limits γ0 → x
∗
0 and






















In both cases, we can apply Lemma 2.19 to get








Since the map t 7→ ‖γ(t)− η(t)‖ is non-increasing, we have
‖γ(t)− η(t)‖ ≤ ‖γ(0)− η(0)‖ = ‖x− y‖ = λ0(x0).
But λ0(x0) <
sin(Θ)2
4ρ by assumption. Hence ‖γ(t)− η(t)‖ <
sin(θ)2
4ρ , which contradicts Equation
19.
Step 5. Let us show that dM0 (x0, x
∗








2ρ . Therefore, Lemma 2.19 gives











‖x− y‖ ≤ 2
sin(Θ)
λ0(x0).
We can now deduce the main result of this subsection: Hypothesis 4 holds in dimension 1.
Proposition 2.22. For every r < ∆ ∧ sin(Θ)
2




where c2.22 = |C0|fmaxJmaxc2.21 and |C0| is the number of self-intersection points of M0.
Proof. Let C0 denote the set of self-intersection points of M0, i.e.,
C0 = {x0 ∈M0, λ0(x0) = 0} .
Observe that C0 is closely related to the set C0 defined in Equation 9. Using Lemma 2.21, we
can pair every x0 ∈ λr0 to a point x∗0 ∈ C0 with dM0 (x0, x∗0) ≤ c2.21λ0(x0). In other words, the
sublevel set λr0 is included in the (geodesic) thickening
Cc2.21r0 = {x0 ∈M0,∃x∗0 ∈ C0,dM0 (x0, x∗0) ≤ r} .





Thanks to Hypothesis 3, we can relate the measure µ0 to the 1-dimensional Hausdorff measure






Therefore, if |C0| denotes the cardinal of C0, we obtain
Cc2.21r0 ≤ |C0|fmaxJmaxc2.21r.
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3 Tangent space estimation
In this section, we show that one can estimate the tangent spaces ofM based on a sample of it,
via the computation of local covariance matrices. We study the consistency of this estimation in
Subsection 3.2, which is based on the results of the last section. In Subsection 3.3 we prove that
this estimation is stable, based on lighter hypotheses than 1, 2 and 3.
3.1 Local covariance matrices and lifted measure
Definition 3.1. Let ν be any probability measure on E. Let r > 0 and x ∈ supp (ν). The local






We also define the normalized local covariance matrix as Σν(x) =
1
r2 Σν(x).
Note that Σν(x) and Σν(x) depend on r, which is not made explicit in the notation. The
normalization factor 1r2 of the normalized local covariance matrix is justified by Proposition 3.1.
Moreover, we introduce the following notations: for every r > 0 and x ∈ supp (ν),
• νx is the restriction of ν to the ball B (x, r),
• νx = 1ν(B(x,r))νx is the corresponding probability measure.
Thus the local covariance matrix can be written as Σν(x) =
∫
(x− y)⊗2dνx(y).
The collection of probability measures {νx}x∈supp(ν) is called in [MSW19, Section 3.3] the
local truncation of ν at scale r. The application x 7→ Σν(x) is called in [MMM18, Section 2.2]
the multiscale covariance tensor field of ν associated to the truncation kernel.
We remind the reader that the aim of this paper is to estimate the measure µ̌0, defined on
E×M(E) as µ̌0 = ǔ∗µ0 (see Subsection 1.2). We call it the exact lifted measure. In other words,
it can be defined as
µ̌0 = (u∗µ0)(x0)⊗ δ 1
d+2pTxM
by disintegration of measure. Here is another alternative definition of µ̌0: for any φ : E×M(E)→











In order to approximate µ̌0, we consider the following construction.
Definition 3.2. if ν is any measure on E, we denote by ν̌ the measure on E×M(E) defined by
ν̌ = ν(x)⊗ δΣν(x).
It is called the lifted measure associated to ν. In other words, for every φ : E ×M(E)→ R with








In accordance with the local covariance matrices, the lifted measure ν̌ depends on the pa-
rameter r which is not made explicit in the notation. In order to compare these measures, we
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consider a Wasserstein-type distance on the space E ×M(E). Fix γ > 0, and let ‖·‖γ be the
Euclidean norm on E ×M(E) defined as
‖(x,A)‖2γ = ‖x‖
2
+ γ2 ‖A‖2F , (21)
where ‖·‖ represents the usual Euclidean norm on E and ‖·‖F represents the Frobenius norm
on M(E). Let p ≥ 1. We denote by Wp,γ(·, ·) the p-Wasserstein distance with respect to this
metric. By definition, if α, β are probability measures on E ×M(E), then Wp,γ(α, β) can be
written as









where the infimum is taken over all measures π on (E ×M(E))2 with marginals α and β.
We subdivise the rest of this section in three subsections. They respectively consists in
showing that
• Consistency: if µ0 is a measure satisfying the Hypotheses 2 and 3, then Wp,γ(µ̌0, µ̌) is
small (Proposition 3.4),
• Stability: in addition, if ν is a measure on E such that Wp(µ, ν) is small, then so is
Wp,γ(µ̌, ν̌) (Proposition 3.6)
• Approximation: under the previous hypotheses, Wp,γ(µ̌0, ν̌) is small (Theorem 3.10).
The first point means that the lifted measure µ̌ is close to the exact lifted measure µ̌0. In other
words, construction we propose is consistent. If we are not observing µ but a close measure ν, the
second point states that the lifted measure ν̌ is still close to µ̌. Combining these two statements
gives the third one: the lifted measure ν̌ is close the exact lifted measure µ̌0.













where the maps g, fµ and fν : E → E ×M(E) are defined as
















Note that the map g is well-defined only on points x ∈ M that are not self-intersection points,
i.e., points x such that λ(x) > 0. Under Hypothesis 4, g is well-defined µ-almost surely. The
maps fµ and fν are defined respectively on supp (µ) and supp (ν).
3.2 Consistency of the estimation
In this subsection, we assume that M0 and µ0 satisfy the hypotheses 2 and 3.
The following proposition shows that the normalized covariance matrix approximates the
tangent spaces of M, as long as the parameter r is choosen smaller than the normal reach. A
similar result appears in [ACLZ17, Lemma 13] in the case where M is a submanifold and µ is
the uniform distribution on M. Based on this result, we deduce that the lifted measure µ̌ is
close to the exact lifted measure µ̌0. The quality of this approximation depends on the measure
of points with small normal reach, i.e., points where the tangent spaces are not well-estimated.
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Proposition 3.1. Let x0 ∈ M0 and r < λ (x) ∧ 12ρ . Denote by pTxM the orthogonal projection




Proposition 3.1 is a direct consequence of the two following lemmas.















‖Σµ(x)− Σ∗‖F ≤ c3.3r
3,





Proof. We use the notations of Lemmas 2.15 and 2.17. We write T = TxM, B = B (x, r) and




















g(0) · y⊗2 dH
d(y)
|µx|
Let us write the triangle inequality:
‖Σµ(x)− Σ∗‖F ≤ ‖Σµ(x)− Σ1‖F︸ ︷︷ ︸
(1)
+ ‖Σ1 − Σ2‖F︸ ︷︷ ︸
(2)
+ ‖Σ2 − Σ3‖F︸ ︷︷ ︸
(3)
+ ‖Σ3 − Σ∗‖F︸ ︷︷ ︸
(4)
.















∥∥∥∥(x− x′)⊗2 − ((expMx )−1 (x′))⊗2∥∥∥∥
F
.
Let x′ ∈ B (x, r) ∩M. According to Lemma 2.10, we have
∥∥∥(expMx )−1 (x′)∥∥∥ ≤ 2r. Moreover,
‖x− x′‖ ≤ r, and Lemma C.1 gives∥∥∥∥(x− x′)⊗2 − ((expMx )−1 (x′))⊗2∥∥∥∥
F
≤ (r + 2r)
∥∥∥(x′ − x)− (expMx )−1 (x′)∥∥∥ . (23)
Now, let us justify that ∥∥∥(x′ − x)− (expMx )−1 (x′)∥∥∥ ≤ ρ2dM0 (x0, x′0)2 . (24)
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where we used Lemma 2.3 for the last inequality. Hence Equation 24 is true. Combined with
Lemma 2.10, which gives dM0 (x0, x
′





To conclude, we use Equation 23 to deduce ‖Σµ(x)− Σ1‖F ≤ (r + 2r)2ρr
2 = 6ρr3.

















We deduce the majoration
‖Σ1 − Σ2‖F ≤
∫
BT
∣∣g(0)− g(y)∣∣ ∥∥y⊗2∥∥ dHd(y)
|µx|
.
According to Lemma C.1,
∥∥y⊗2∥∥ = ‖y‖2 ≤ (2r)2, and from Lemma 2.15 we get |g(y) − g(0)| ≤
c2.15r. Therefore,
‖Σ1 − Σ2‖F ≤ 4r











(as in Lemma 2.15), so we obtain ‖Σ1 − Σ2‖F ≤
4 c2.15fminJmin r
3.
Term (3): As for the previous terms, we use the majoration









One the one hand,
∥∥g(0) · y⊗2∥∥
F
≤ g(0)r2 ≤ fmaxr2, and we get









On the other hand, since BT ⊆ BT (x, c2.10(ρr)r), we have
Hd
(




The inequality Ad − 1 ≤ d(A− 1)Ad−1, where A ≥ 1, gives
(c2.10(ρr)r)
d
Vd − rdVd ≤ Vdrd · d(c2.10(ρr)− 1)2d−1.
Combined with the inequalities c2.10(ρr) ≤ 1 + 2ρr and |µx| ≥ fminJminVdrd, we get
















‖Σ3 − Σ∗‖F ≤
∫
BT (0,r)
∣∣∣∣ |µx|Vdrd − f(x)
∣∣∣∣ ∥∥y⊗2∥∥F dHd(y)|µx| .
According to Lemma 2.17 point 2,








We now deduce a result concerning the lifted measures µ̌ and µ̌0 (defined in Subsection 3.1).
We remind the reader that the notation λr refers to the sublevel set λ−1([0, r]). The quantity
µ(λr) is the measure of points x ∈M such that λ(x) ≤ t.
Proposition 3.4. Let r < 12ρ . Then







Proof. Define the map φ : M0 → (E ×M(E))× (E ×M(E)) as












and consider the measure π = φ∗µ0. It is a transport plan between µ̌ and µ̌0. By definition
of the Wasserstein distance, W pp,γ(µ̌, µ̌0) ≤
∫
‖(x, T )− (x′, T ′)‖pγ dπ ((x, T ) , (x′, T ′)), and we can
write
W pp,γ(µ̌, µ̌0) ≤
















We split this last integral into the sets A = λr and B = E \ λr.
On A, we use the majoration










≤ 1 + 1
to obtain ∫
A




On B, we use Proposition 3.1 to get∫
B











p , where a, b ≥ 0, we deduce the result:








3.3 Stability of the estimation
In this subsection we study the stability of the operator µ 7→ Σµ(·) with respect to the Wp metric
on measures. The results of this subsection only rely on the following hypotheses about µ:
Hypothesis 5. ∃c5 > 0,∀x ∈ supp (µ), ∀t ∈ [0, 12ρ ),
µ(B (x, t)) ≥ c5td.
Hypothesis 6. ∃c6 > 0,∀x ∈ supp (µ), ∃λ(x) ≥ 0, ∀s, t ∈ [0, λ(x) ∧ 12ρ ) s.t. s ≤ t,
µ(B (x, t) \ B (x, s)) ≤ c6td−1(t− s).
Hypothesis 7. ∃c7 > 0,∀x ∈ supp (µ), ∀s, t ∈ [0, 12ρ ) s.t. s ≤ t,
µ(B (x, t) \ B (x, s)) ≤ c7td−
1
2 (t− s) 12 .
Note that, as stated in Propositions 2.17 and 2.18, the inital hypotheses 2 and 3 imply the
hypotheses 5, 6 and 7 with λ (x) being the normal reach of M at x.
Let µ and ν be two probability measures, x ∈ supp (µ)∩ supp (ν), and consider the Frobenius
distance
∥∥Σµ(x)− Σν(x)∥∥F between the normalized local covariance matrices. One shows that
this distance is related to the 1-Wasserstein distance between the localized probability measures
µx and νx via the following inequality (see Equation 27 in the proof of Lemma 3.7):∥∥Σµ(x)− Σν(x)∥∥F ≤ 2rW1(µx, νx).
Without any assumption on the measures, it is not true that W1(µx, νx) goes to 0 as W1(µ, ν)
does. However, if we assume that µ satisfies the hypotheses 5 and 6, that x satisfies λ(x) > 0 and





d+1 ≤ r < λ (x) ∧ 12ρ , then we are able to prove (Lemma
C.5) that







In Remark C.7, we show that the exponent d − 1 on r is optimal. As a consequence of this
inequality, estimating local covariance matrices is robust in Wasserstein distance:




A stability result of this kind already appears in [MSW19, Theorem 4.3], where µ and ν are
two probability measures on a bounded setX, and satisfy the following condition: ∀x ∈ X,∀s, r ≤




d. The theorem states that, denoting D = diam(X), for all
x ∈ X,
W1(µx, νx) ≤ (1 + 2r)
W1(µ, ν) 12











When r ≤ D and W1(µ, ν) goes to zero, we obtain that W1(µx, νx) is of order







The exponent on r is greater here than in Equation 25.
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Another result in [MMM18, Theorem 3] bounds the distance
∥∥Σµ(x)− Σν(x)∥∥F with the
∞-Wasserstein distance W∞(µ, ν). Namely, if µ and ν are fully supported probability measures
with densities upper bounded by l > 0 and supports included in X ⊂ Rd, denoting D = diam(X),
we have ∥∥Σµ(x)− Σν(x)∥∥F ≤ lAW∞(µ, ν),










Remark 3.5. Let us show that in general, for x ∈ supp (µ) ∩ supp (ν), it is not true that∥∥Σµ(x)− Σν(x)∥∥F goes to zero as W1(µ, ν) goes to zero. Similarly, Wp,γ(µ̌, ν̌) does not have
to go to zero. For example, one can consider ε > 0, and the measures on R
µ = 12 (δ0 + δ1) and ν =
1
2 (δ0 + δ1+ε).
Choose the scale parameter r = 1. We have Σµ(0) = Σµ(1) =
1
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⊗2 and Σν(0) = Σν(1 + ε) = 0.




+ δ(1, 12 1⊗2)
)





A computation shows that







































Hence Wp,γ(µ̌, ν̌) ≥ γ2 > 0. Besides, we have W1(µ, ν) =
1
2ε. Hence Wp,γ(µ̌, ν̌) does not go to
zero as W1(µ, ν) does. However, under regularity assumptions on µ, the following proposition
states that it is the case.
Proposition 3.6. Let µ and ν be two probability measures on E. Suppose that µ statisfies the


















with c3.6 = 4(1 + c3.8) and c
′
3.6 = 4cC.6.
Proof. According to Lemma 3.7 stated below, we have







































Combining these inequalities yields
Wp,γ(µ̌, ν̌) ≤ 2
p−1








































where we used 2
p−1
















Wp,γ(µ̌, ν̌) ≤ 2
p−1





























2 , we obtain the result.
Let us interpret the inequality



















2 corresponds to the local errors W1(µx, νy) when comparing the normalized








4 stands for the error on points x such
that λ(x) ≤ r, where the stability is weaker.
As a consequence of this proposition, the application µ 7→ µ̌, seen as an application between
spaces of measures endowed with the Wassertein metric, is continuous on the set of measures µ
which satisfy 5, 6 and 7 with 12ρ ≥ r.
We now state the lemmas used in the proof of Proposition 3.6.
Lemma 3.7. Let π be an optimal transport plan for Wp(µ, ν). Then


















Proof. We first prove the following fact: for every x ∈ supp (µ) and y ∈ supp (ν),
‖Σµ(x)− Σν(y)‖F ≤ 2r (‖x− y‖+W1(µx, νy)) . (27)








(x− x′)⊗2 − (y − y′)⊗2
)
dρ(x′, y′). (28)
For any x′ ∈ B (x, r) and y′ ∈ B (y, r), we can use Lemma C.1 to get∥∥∥(x− x′)⊗2 − (y − y′)⊗2∥∥∥
F
≤ (r + r)(‖x− y‖+ ‖x′ − y′‖).
Therefore, Equation 28 yields
‖Σµ(x)− Σν(y)‖F ≤
∫
2r(‖x− y‖+ ‖x′ − y′‖)dρ(x′, y′)
≤ 2r (‖x− y‖+W1(µx, νy)) .
Now, a transport plan π for Wp(µ, ν) begin given, we build a transport plan π̌ for (µ̌, ν̌) as
follows: for every φ : (E ×M(E))2 → R with compact support, let π̌ satisfies∫








We have the majoration
W pp,γ(µ̌, ν̌) ≤
∫
‖(x,A)− (y,B)‖pγ dπ̌(x,A, y,B)
=
∫ (
‖x− y‖2 + γ2




∥∥Σµ(x)− Σν(y)∥∥F)p dπ(x, y) (29)
Besides, Equation 27 gives∥∥Σµ(x)− Σν(y)∥∥F ≤ 1r2 ‖Σµ(x)− Σν(y)‖F ≤ 2r (‖x− y‖+W1(µx, νy)) .
We can use the inequality (a+ b)p ≤ 2p−1(ap + bp), where a, b ≥ 0, to deduce
(
‖x− y‖+ γ
















By inserting this inequality in Equation 29 we obtain



























W p1 (µx, νy)dπ(x, y),
which yields the result.





2 . Suppose that r ≤ 12ρ and w ≤
(c5 ∧ 1)( r4 )
d+1. Let π be an optimal transport plan for Wp(µ, ν). Then(∫



















α+ (1 + cC.3)w
)
.
If we suppose that r ≤ 1, then(∫















with c3.8 = 3 + cC.3 + cC.4 + cC.5.





2 . Let us cut the integral as follows:∫









W p1 (µx, νy)dπ(x, y)
whereA = {(x, y), ‖x− y‖ ≥ α}, B = {(x, y), ‖x− y‖ < α and λ(x) > r} and C = {(x, y), ‖x− y‖ <
α and λ(x) ≤ r}.
Term A: We use the following loose majoration:
W1(µx, νy) ≤W1(µx, δx) +W1(δx, δy) +W1(δy, νy)
≤ r + ‖x− y‖+ r
35
to obtain W p1 (µx, νy) ≤ 2p−1
(














2p−1 ‖x− y‖p dπ(x, y)
= 2p−1(2r)pπ(A) + 2p−1wp.













= 2p−1(2rdα)p + 2p−1wp,
where we used rwα = r
dα on the last line.
Term B: On the event B, we write
W1(µx, νy) ≤W1(µx, µy) +W1(µy, νy).
Since λ(x) > r, Lemma C.3 and Lemma C.5 give W1(µx, µy) ≤ cC.3 ‖x− y‖ and W1(µy, νy) ≤
cC.5α. We deduce that∫
B
W p1 (µx, νy)dπ(x, y) ≤ 2p−1
∫
B
(cC.3 ‖x− y‖)p + (cC.5α)pdπ(x, y)
≤ 2p−1(cC.3w)p + 2p−1(cC.5α)p.
Term C: We proceed as for Term B, but using Lemmas C.4 and C.6 instead of Lemmas C.3 and
C.5. This yields










and we deduce that∫
C


































2 dπ(x, y) ≤ (wp) 12 .
On the other hand, by definition of C, we have π(C) ≤ µ(λr). Combined with Equation 30, we
obtain ∫
C

















To conclude the proof, we write∫







































































α+ (1 + cC.3)w
)






2 α on the the last line. This proves the first result.
If we suppose r ≤ 1, we can use the inequalities rd ≤ r d+12 ≤ 1 and w = αr d−12 w 12 ≤ α to














2 + (3 + cC.3 + cC.4 + cC.5)α
)
Remark 3.9. On Term C, we could have used the inequality W1(µx, νy) ≤ r + ‖x− y‖ + r to
obtain ∫
C
W p1 (µx, νy)dπ(x, y) ≤ 2p−1
∫
C
(2r)p + ‖x− y‖p dπ(x, y)
≤ 2p−1(2r)pπ(C) + 2p−1wp.












with c′3.8 = 4 + cC.3 + cC.5.
Note that in the term rµ(λr)
1







2 . However, we prefer to keep the term α
1
2 , for it goes to zero as w does.
3.4 An approximation theorem
Let us recall the definitions of Subsection 3.1: the exact lifted measure is µ̌0 = (u∗µ0)(x0) ⊗
δ 1
d+2pTxM
, and the lifted measure associated to ν is ν̌ = ν(x)⊗ δΣν(x). We are now able to state
that ν̌ is close to µ̌0, that is, ν̌ is a consistent estimator of µ̌0, in Wasserstein distance.
Theorem 3.10. Assume that M0 and µ0 satisfy the hypotheses 1, 2, 3. Let ν be any probability




Wp,γ(ν̌, µ̌0) ≤ γc3.10µ(λr)
1











Proof. It is a direct consequence of Propositions 3.4 and 3.6.
In order to simplify the results of the following section, we shall use a weaker result. Using
Hypothesis 4, we get rid of the term µ(λr).
Corollary 3.11. Let r > 0. Assume that M0 and µ0 satisfy the hypotheses 1, 2, 3 and Hy-
pothesis 4 with r4 ≥ r. Let ν be any probability measure. Denote w = Wp(µ, ν). Suppose that











with c3.11 = c3.10(c4)
1
p + c3.6 + c3.1.
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Proof. According to Theorem 3.10, we have
Wp,γ(ν̌, µ̌0) ≤ γc3.10µ(λr)
1

















)d+2 ≤ r4 ≤ r2 . Finally, Hypothesis 4 gives µ(λr) ≤ c4r, and we deduce the result thanks
to the rough majoration r ≤ r
1
p :
Wp,γ(ν̌, µ̌0) ≤ γc3.10(c4r)
1










4 Topological inference with the lifted measure
Based on the results of the last section, we show how the lifted measure ν̌ can be used to infer
the homotopy type of M̌, or to estimate the persistent homology of µ̌0.
4.1 Overview of the method
Let us recall the results obtained so far. Assume that the immersion u : M0 → M and the
measure µ0 satisfy the Hypotheses 1, 2 and 3. Our goal is to estimate the exact lifted measure
µ̌0 on E ×M(E), since its support is the submanifold M̌, which is diffeomorphic to M0.
To do so, we suppose that we are observing a measure ν on E. No assumptions are made on
ν. Our results only depends on the Wasserstein distance
w = Wp(µ, ν),
where µ = u∗µ0. Recall that the measure µ̌0 is defined as (Equation 20):
µ̌0 = (u∗µ0)(x0)⊗ δ 1
d+2pTxM
.
To approximate µ̌0, we pick a parameter r > 0 and consider the lifted measure ν̌ built on ν
(Definition 3.2):
ν̌ = ν(x)⊗ δΣν(x).
Choose γ > 0. Endow the space E ×M(E) with the norm ‖·‖γ (Equation 21), and consider the
Wasserstein distance Wp,γ(·, ·) between measures on E ×M(E) (Equation 22). We quantify the
quality of the approximation by the Wasserstein distance
Wp,γ(µ̌0, ν̌).
According to Theorem 3.10, we have
Wp,γ(ν̌, µ̌0) ≤ γc3.10µ(λr)
1













≤ r ≤ 1
2ρ
∧ 1.
















≤ r ≤ 1
2ρ
∧ r4 ∧ 1.
In the following subsections, we show how these results lead to consistent estimations ofM0
and its homology. Namely, we can estimate the homotopy type of M̌, and hence of M0, by
considering the sublevel sets of the DTM dν̌,m,γ (Corollary 4.3). The notation dν̌,m,γ corre-





Besides, we can estimate the persistent homology of the DTM-filtration Wγ [µ̌0] with the filtra-




Example 4.1. Let M be the lemniscate of Bernoulli of diameter 2. It is the immersion of a
circle M0. We observe a 100-sample X of M (Figure 21). Experimentally, we computed the
Hausdorff distance dH (M, X) ≈ 0,026. Let µ be the Hausdorff measure onM and ν the empirical
measure on X. We choose the parameter p = 2. Their Wasserstein distance is approximately
W2(µ, ν) ≈ 0,015.
Figure 21: Left: The lemniscate M. Right: The set X, a 100-sample of M.
For each point x of X, we compute the matrix Σν(x) with parameter r = 0,5 and 0,1. This
matrix is used as an estimator of the tangent space TxM. In order the observe the quality of this
estimation, we represent on Figure 22 (first row) the principal axes of Σν(x) for some x. On the
second row are represented the distances
∥∥∥Σν(x)− 1d+2pTxM∥∥∥
F
. One sees that r = 0,1 yields a
better approximation. However, the estimation is still biaised next to the self-intersection points
of M.
r = 0,5 r = 0,1
Figure 22: First row: The eigenvectors of Σν(x) for some x ∈ X, weighted with their correspond-




Now we choose the parameter γ = 2. For r = 0,5 and 0,1, we consider the lifted measures
built on ν, repectively denoted ν̌0,5 and ν̌0,1. They are measure on the lift space R2 ×M(R2),




























These sets are represented in Figure 23. Observe that, at the center of the graphs, the measures
ν̌0,5 and ν̌0,1 deviate from the set M̌.
Figure 23: Left: The lifted lemniscate M̌, projected in a 3-dimensional subspace via PCA.










Example 4.2. Let u : M0 → M be the figure-8 immersion of the torus in R3, represented in
Figure 24. It can be parametrized by rotating a lemniscate around an axis, while forming a full
twist. The self-intersection points of this immersion corresponds to the inner circle formed by
the center of the lemniscate. These are the points x of M such that their normal reach λ(x) is
zero.
Figure 24: Left: The immersion M of the torus. Right: A section of M. One sees the inner
lemniscate.
Let M̌ be the lift of M0. It is a submanifold of R3 ×M(R3). One cannot embed M̌ in R3
by performing a PCA. However, we can try to visualize M̌ by considering a small section of it.
Figure 25 represents a subset of M̌, projected in a 3-dimensional subspace via PCA. One sees
that it does not self-intersect.
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Figure 25: Left: A section of M. Right: The corresponding section of M̌, projected in a
3-dimensional subspace via PCA. Observe that it does not self-intersect.
In order to fit in the context of our study, let µ be the Hausdorff measure onM. We observe
a 9000-sample X of M, and consider its empirical measure ν. The set X is depicted in Figure
26. Choose the parameter p = 1. We compute the Wasserstein distance W1(µ, ν) ≈ 0,070 and
the Hausdorff distance dH (M, X) = 0,083.
Let r = 0,09. In order to observe the estimation of tangent spaces by local covariance
matrices Σν(x) with parameter r, we represent on Figure 26 the points x such that the distance∥∥∥Σν(x)− 1d+2pTxM∥∥∥
F
is greater than 2. Observe that the estimation is biaised next to the self-
intersection circle ofM. Last, let us choose the parameter γ = 2, and consider the lifted measure











4.2 Homotopy type estimation with the DTM
In this subsection, we use the DTM, as defined in Subsection 1.4, to infer the homotopy type of
M̌ from the lifted measure ν̌. We shall use the DTM on ν̌, which lives in the space E ×M(E)
endowed with the norm ‖·‖γ . It is denoted dν̌,m,γ .
In order to apply Theorem 1.3 in our setting, we have to consider geometric quantities as-
sociated to the submanifold M̌. For every γ > 0, we denote by reachγ(M̌) the reach of M̌.
Besides, note that the map ǔ itself satisfies the hypotheses 2 and 3, as the immersion u does.
The corresponding constants are denoted ρ̌γ , Ľ0,γ , f̌min,γ and f̌max,γ . We point out that the
constant ρ̌γ cannot be deduced from ρ: the first one can be arbitrary large or small compared to
the second one, even with γ being fixed. This remark holds for the other constants.
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However, we can use the results of Section 2 in this context. Proposition 2.18 applied to µ̌0
gives a constant č5,γ such that µ̌0(B (x̌, r)) ≥ č5,γrd for all r ≤ 12ρ̌γ . These constants being given,
we propose a way to tune the parameters r, γ, m and t in such a way that the t-sublevel set
dtν̌,m,γ of the DTM captures the homotopy type of M̌, i.e., of M0.
Corollary 4.3. Assume that M0 and µ0 satisfy the hypotheses 1, 2, 3 and 4. Let ν be any






d+2 ≤ r ≤ 12ρ ∧ r4 ∧ 1
• m ≤ c5,γ
(2ρ̌γ)
d and
• (1 + γc3.11)r
1




























Then the sublevel set of the DTM dtν̌,m,γ is homotopic equivalent to M0.
Proof. In order to fit in the context of Theorem 1.3, we have to consider the usual Euclidean
norm ‖·‖ on E ×M(E). It corresponds to the norm ‖·‖γ with γ = 1. For a general parameter
γ > 0, consider the application iγ : E ×M(E)→ E ×M(E) defined as
iγ : (x,A) 7→ (x, γA).
A computation shows that, for every probability measures α, β on E ×M(E), we have





where W2(·, ·) denotes the 2-Wasserstein distance on E×M(E) endowed with the usual Euclidean








M̌γ = iγ(M̌) = {(x, γA), (x,A) ∈ M̌}.
It is direct to see that
reachγ(M̌) = reach(M̌γ),
where we recall that reachγ(M̌) is the reach of M̌ with respect to the norm ‖·‖γ , and reach(M̌γ)
is the reach of M̌γ with respect to the usual norm ‖·‖ on E×M(E). Finally, consider the DTM
d(iγ)∗ν̌,m with respect to the usual Euclidean norm. Observe that, for every t ≥ 0, the sublevel






In particular, they share the same homotopy type.
Now we obtain the result as a consequence of Theorem 1.3 applied to (iγ)∗µ̌0 and (iγ)∗ν̌. Let







































≤ (1 + γc3.11)r
1
2 by Corollary 3.11.
Example 4.4. Let M be the lemniscate of Bernoulli, as in Example 4.1. Suppose that µ is the
uniform distribution on M, and ν is the empirical measure on a 500-sample of M. We choose
the parameters γ = 2, r = 0,03 and m = 0,01. Let ν̌ be the lifted measure associated to ν.
Figure 27 represents set the supp (ν̌), and the values of the DTM dν̌,m,γ on it. Observe that
the anomalous points, i.e., points for which the local covariance matrix is not well estimated,
have large DTM values.
Figure 27: Left: The set supp (ν̌) ⊂ R2 ×M(R2), projected in a 3-dimensional subspace via
PCA. Right: The set supp (ν̌) with colors indicating the value of the DTM dν̌,m,γ .
4.3 Persistent homology with DTM-filtrations
In this subsection, we aim to estimate the DTM-filtration of µ̌0, as defined in subsection 1.4,
from ν. We shall use the DTM-filtration on ν̌, denoted Wγ [ν̌], with respect to the ambient norm
‖·‖γ on E ×M(E). We use the notations ρ̌γ and c5,γ of the previous subsection.
Corollary 4.5. Let m ∈ (0, 1). Assume that M0 and µ0 satisfy the hypotheses 1, 2, 3 and 4.







d+2 ≤ r ≤ 12ρ ∧ r4 ∧ 1,









p ≤ 14 .
Then we have a bound on the interleaving distance between the DTM-filtrations:













Proof. As in the proof of Corollary 4.3, let iγ be the map iγ : (x,A) 7→ (x, γA). Let W [·] denotes
the DTM-filtration on ν̌ with respect to the usual Euclidean norm. That is, the filtration W [·]
corresponds to Wγ [·] with γ = 1. A computation shows that the filtration W [(iγ)∗ν̌] and Wγ [ν̌]
are linked via
W [(iγ)∗ν̌] = iγ (Wγ [ν̌]) .
Now let w̌ = W2((i
γ)∗µ̌0, (i


























and c1.4,γ = (c5,γ)









≤ diam(M) + γ



















p ≤ 14 yields w̌ ≤
1
4 .














Now, using the definition of an interleaving of filtrations, one proves that
di(Wγ [µ̌0],Wγ [ν̌]) = di(W [(i
γ)∗µ̌0],W [(i
γ)∗ν̌]),
and we obtain the result.
Example 4.6. Say that µ is the uniform measure on the union of five intersecting circles of
radius 1. We observe ν, the empirical measure on the point cloud X drawn in Figure 28. It
consists in 300 points per circle, and 100 points of clutter noise. Let p = 1. Experimentally, we
have W1 (µ, ν) ≈ 0,044.
Figure 28: Left: the set M = supp (µ). Right: The set X = supp (ν).
Let γ = 1. Observe that the barcodes of the DTM-filtration W [(iγ)∗µ̌0], represented in Figure
29, reveal the homology of the disjoint union of five circles—which is the set M0. Only bars of
length larger than 0,1 are displayed. We consider the construction of ν̌ with parameter r = 0,03,
and the DTM-filtration with m = 0,01. The barcodes of the DTM-filtration W [(iγ)∗ν̌] are close
to the barcodes of W [(iγ)∗µ̌0]. To compare, we also plot the persistence diagrams on the usual
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Čech filtration on supp (ν̌). Observe that the five connected components do not appear clearly
anymore.
Figure 29: First row: Persistence barcode of the 0- and 1-homology of the DTM-filtration on
µ̌0. Second row: Same for ν̌. Third row: Persistence barcodes of the usual Čech filtration on
supp (ν̌).
5 Conclusion
In this paper we described a method to estimate the tangent bundle of a manifoldM0 immersed
in the Euclidean space, based on a sample of its image. This estimation is stable in Wasserstein
distance. Using the DTM, we are able to estimate the homotopy type ofM0. Moreover, via the
DTM-filtrations, we can define a filtration of the space E ×M(E), whose persistence module
contains information about the homology of M0.
The robust estimation of tangent bundles of manifolds opens the way to the estimation of
other topological invariants than homology groups—such as characteristic classes—a problem
that will be addressed in a further work.
A Supplementary material for Section 1
Proof of Lemma 1.4. By definition,
δµ,t(x) = inf
{












Using the assumption µ(B (x, r)) ≥ ard for all x ∈ supp (µ), we get δµ,t(x) ≤ ( ta )
1

















Proof of Corollary 1.6. Let π be an optimal transport plan for w = W2(µ, ν). Denote α = w
1
2
and D = diam(supp (µ)). Define π′ to be π restricted to the set {x, y ∈ E, ‖x− y‖ < α}.
We denote its marginals µ′ and ν′. By Markov inequality, 1 − |π′| ≤ w
2
α2 = w. Consider the
probability measures µ′ and ν′. Let us show that we have
W2(µ, µ′) = 2Dα, W2(µ′, ν′) ≤ α and W2(ν, ν′) ≤ 2(1 +D)α. (33)
45
The first inequality is an application of Lemma C.2:
W2(µ, µ′) ≤ 2(1− |µ′|)
1
2D = 2(1− |π′|) 12D ≤ 2w 12D.












‖x− y‖ dπ(x, y).









and the assumption w ≤ 14 yields
w
1−w ≤ α. This proves the second point. Finally, we obtain the
third inequality by applying the triangular inequality:
W1(ν, ν′) ≤W1(ν, µ) +W1(µ, µ′) +W1(µ′, ν′).
Next, let us deduce that






2 2D + 1
)
α. (34)




















dµ′(x) + α = c(µ
′) + α
and we deduce
c(ν′) ≤ c(µ′) + α+m− 12W2(µ′, ν′)
≤ c(µ) + (m− 12 +m− 12 2D + 1)α.
To conclude, Theorem 1.5 gives
di(W [µ],W [ν]) ≤ m−
1
2W1(µ, µ′) +m
− 12W1(µ′, ν′) +m





2 (4D + 1) + 4(D + 1)
)
α+ 2c(µ),
where we used Equations 33 and 34 on the last line. Since m ≤ 1, we can simplify this expression
into
di(W [µ],W [ν]) ≤ m−
1
2 (8D + 5)α+ 2c(µ).




B Supplementary material for Section 2
Proof of Lemma 2.6. Point (1): We use the triangle inequality, the Pythagorean Theorem and
Lemma 2.3 to get
‖γ(t)− x‖ ≥ ‖(y + tv)− x‖ − ‖γ(t)− (y + tv)‖
≥
√





t2 + l2 − ρ
2
t2.
Now, a computation shows that the function t 7→
√
t2 + l2 − ρ2 t





1− ρl. Hence for t ∈ (0, T1), we have φ(t) = ‖γ(t)− x‖2 > l2 = φ(0).
Point (2): Observe that φ̇(t) = 2 〈γ̇(t), γ(t)− x〉, and that
φ̈(t) = 2 〈γ̇(t), γ̇(t)〉+ 2 〈γ̈(t), γ(t)− x〉 .
By Cauchy-Schwarz inequality, 〈γ̈(t), γ(t)− x〉 ≥ −‖γ̈(t)‖ ‖γ(t)− x‖. Note that 〈γ̇(t), γ̇(t)〉 = 1
and ‖γ̈(t)‖ ≤ ρ. Hence we get
φ̈(t) ≥ 2(1− ρ ‖γ(t)− x‖). (35)
Now, since 〈v, y − x〉 = 0, we have
‖γ(t)− x‖ ≤ ‖(y + tv)− x‖+ ‖γ(t)− (y + tv)‖
≤
√









A computation shows that the function t 7→
√
t2 + l2 + ρ2 t








3 + ρ2l2. Hence for t ∈ (0, T2), we have φ̈(t) ≥ 0. And since φ̇(0) = 0, we have
that φ is increasing.
Point (3): For all t ∈ (0, b), it holds that ‖γ(t)− x‖ ≤ r, hence Equation 35 gives φ̈(t) ≥ 2(1−ρr).
Point (4): Assume that 〈v, y − x〉 ≤ 0. We still have the inequality
‖γ(t)− x‖ ≤
√




Consider t∗, the first non-negative root of
√
t2 + l2 + ρ2 t
2 = r. According to Equation 36, b ≥ t∗.






1 + ρr −
√













(B −A), where A < B, we get
1 + ρr −
√
(1 + ρr)2 − ρ2(r2 − l2) ≥ 1
2(1 + ρr)
ρ2(r2 − l2),




Point (5): Assume that 〈v, y − x〉 ≥ 0 In the same vein as Point 4, we have ‖γ(t)− x‖ ≥√
t2 + l2 − ρ2 t
2, and we deduce b ≤ t∗, where t∗ is the first positive root of
√
t2 + l2 − ρ2 t
2 = r.








(1− ρr)2 − ρ2(r2 − l2).
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(B −A) ≤ 1√
B
(B −A), where A < B, to get
1− ρr −
√
(1− ρr)2 − ρ2(r2 − l2) ≤ 1
1− ρr
ρ2(r2 − l2)






Proof of Proposition 2.18. Let Mx = M ∩ B (x, r) and Mx0 = u−1(Mx). Lemma 2.10 does
not apply: it is not true that Mx0 ⊆ BM0 (x0, c2.10(ρr)r). However, we can decompose Mx0 in









Figure 30: The connected components Ci0.
For every i ∈ I, let zi0 be a minimizer of z0 7→ ‖z − x‖ on Ci0. We have x− zi⊥TziM, hence






. For all i ∈ I, consider µi0, the measure µ0


















· Jv · 1(expM0z0 )−1(Ci0)(v).
Point (1): We can write






Let i∗ ∈ I be the index of the connected component of Mx0 which contains x0. We have

















Therefore, µ(B (x, r)) ≥ fminJminVdrd.
Point (2): We now prove the second point.
Step 1: Let us show that the cardinal of I is lower than 1fminJminVd (
2ρ
α )
















0, with γ(0) = z
i, γ(T ) = zj , and γ̇0(0) = v0. Consider
the application φ : t 7→ ‖γ(t)− x‖2. Since Ci0 and C
j
0 are disjoint connected components, there
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must be a t∗ < T such that ‖γ(t∗)− x0‖ > r. Moreover, according to Lemma 2.6 Point 2, φ







3 + ρ2l2. Since φ(T ) ≤ r, we deduce that T is
greater than T2. Note that the assumption r ≤ 12ρ yields T2 ≥
α
ρ .











































Figure 31: Illustration of the cases li ≥ s and li < s.
First, assume that li < s. Let γ be a geodesic starting from z
i
0, denote v = γ̇(0) and
consider the application φ : t 7→ ‖γ(t)− x‖2. Let a(v), b(v) be the first values of t ≥ 0 such that
‖γ(t)− x‖ = s and ‖γ(t)− x‖ = r. As in the proof of Proposition 2.17 Point 3, we still have
Equation 7:
r2 − s2 ≥ (1− ρr)(b(v)2 − a(v)2),
from which we deduce b(v) − a(v) ≤ 11−ρr
1
b(v)+a(v) (r
2 − s2). According to Lemma 2.6 Point 4,
b(v) + a(v) ≥ b(v) ≥ (1 + ρr)− 12
√




r2 − s2, and we obtain































We can now conclude as in the proof of Proposition 2.17 Point 3. We still have b(v) ≤ 2r, and








Using Equation 37, we obtain∫ b(v)
t=a(v)
fmaxJmax(2r)















































and Lemma 2.6 Point 5 gives b(v) ≤ ( 1−ρr2 )
− 12
√
r2 − l2 ≤ ( 1−ρr2 )
− 12
√
r2 − s2. Note that ( 1−ρr2 )
− 12
is not greater than 2 when r < 12ρ . One deduces that
µ0(D
i
0) ≤ fmaxJmax2d−12dVd · rd−1
√
r2 − s2.




0, Step 1 and 2 yield























r − s yields












C Supplementary material for Section 3
In this subsection, we suppose that µ and ν are probability measures on E.
Lemma C.1. For every x, y ∈ E, we have
∥∥x⊗2 − y⊗2∥∥
F
≤ (‖x‖+ ‖y‖) ‖x− y‖.








≤ ‖x− y‖ ‖x‖+ ‖y‖ ‖x− y‖
= (‖x‖+ ‖y‖) ‖x− y‖ .
50
Lemma C.2. Let µ′ be a submeasure of µ with |µ′| > 0, and consider the corresponding proba-








More generally, let µ be any measure of positive mass (potentially with |µ| 6= 1), and let µ′ be a













Proof. We start with the first inequality. Consider the intermediate probability measure ω =
µ′ + (1 − |µ′|)δx. We shall use the triangular inequality W1(µ, µ′) ≤ W1(µ, ω) + W1(ω, µ′). We
can write
• µ = µ′ + (µ− µ′),
• ω = µ′ + (1− |µ′|)δx,
• µ′ = µ′ + (µ′ − µ′).
µ µ′ω
Figure 32: The measures involved in the proof of Lemma C.2. A hatched area represents the
support of the measure, and a point represents a Dirac mass.
Observe that µ and ω admits µ′ as a common submeasure of mass |µ′|. Therefore we can
build a transport plan between µ and ω where only a mass 1− |µ′| of µ is moved to x. In other
words,
Wp(µ, ω) ≤ (1− |µ′|)
1
p r.







Now let us prove the second inequality. Since µ′ is a submeasure of µ of mass |µ′|, then 1|µ|µ
′
is a submeasure of µ = 1|µ|µ of mass
1
|µ| |µ
′|. We then apply the first inequality.
Lemma C.3. Let x ∈ supp (µ). Suppose that x satisfies the Hypotheses 5 and 6 with λ(x)∧ 12ρ >
r. Let y ∈ E such that ‖x− y‖ < r4 . Then |µx|, |µy| > 0, and
W1 (µx, µy) ≤ cC.3 ‖x− y‖
with cC.3 = 2
(







Proof. It is clear that |µy| > 0 since µ(B (y, r)) ≥ µ(B (x, r − ‖x− y‖)) and x ∈ supp (µ). Let
us show the inequality W1(µx, µy) ≤ cC.3 ‖x− y‖ by studying the measure µ on the intersection
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B (x, r)∩B (y, r). Let µx,y be the restriction of µ to B (x, r)∩B (y, r), and µx,y the corresponding
probability measure. The triangular inequality gives:
W1(µx, µy) ≤W1(µx, µx,y)︸ ︷︷ ︸
(1)
+W1(µx,y, µy)︸ ︷︷ ︸
(2)
.
Term (1): Let us show that W1(µx, µx,y) ≤ 2 c6c5 ‖x− y‖. Note that µx,y is a submeasure of µx.
According to Lemma C.2, we have









We know from Hypothesis 5 that |µx| ≥ c5rd. On the other hand,
|µx| − |µx,y| = µ(B (x, r))− µ(B (x, r) ∩ B (y, r))
≤ µ(B (x, r))− µ(B (x, r − ‖x− y‖)),
hence we can apply Hypothesis 6 to get |µx| − |µx,y| ≤ c6rd−1 ‖x− y‖. We finally obtain








Term (2): Similarly, Lemma C.2 yields




Let us show that we still have |µy| ≥ a′rd and |µy| − |µx,y| ≤ b′rd−1 ‖x− y‖ with the constants
a′ = ( 34 )
dc5 and b
′ = 2( 54 )
d−1c6. The first inequality comes from Hypothesis 5:
µ(B (y, r)) ≥ µ(B (x, r − ‖x− y‖)) ≥ c5(r − ‖x− y‖)d
and ‖x− y‖ ≤ r4 . The second inequality comes from Hypothesis 6:
µ(B (y, r))− µ(B (x, r) ∩ B (y, r)) ≤ µ(B (x, r + ‖x− y‖))− µ(B (x, r − ‖x− y‖))
≤ c6(r + ‖x− y‖)d−12 ‖x− y‖
and ‖x− y‖ ≤ r4 . To conclude,











Lemma C.4. Let x ∈ supp (µ). Suppose that x satisfies the Hypotheses 5 and 7 at x with 12ρ > r.
Let y ∈ E such that ‖x− y‖ < r4 . Then |µx|, |µy| > 0, and

















Proof. The proof is similar to Lemma C.3 with slight modifications. We still consider
W1(µx, µy) ≤W1(µx, µx,y)︸ ︷︷ ︸
(1)
+W1(µx,y, µy)︸ ︷︷ ︸
(2)
.
Term (1): We have W1(µx, µx,y) ≤ 2 |µx|−|µx,y||µx| r. Hypothesis 5 still gives |µx| ≥ c5r
d. But
Hypothesis 7 now yields












Term (2): In order to bound W1(µy, µx,y) ≤ 2 |µy|−|µx,y||µy| r, Hypothesis 5 still gives |µx| ≥
( 34 )
dc5r
d, and Hypothesis 7 yields
|µy| − |µx,y| ≤ µ(B (x, r + ‖x− y‖))− µ(B (x, r − ‖x− y‖))
≤ c7(r + ‖x− y‖)d−
1
2 (2 ‖x− y‖) 12 ,
which is not greater than c7(
5
4r)
d− 12 (2 ‖x− y‖) 12 .





















Lemma C.5. Let w = Wp(µ, ν). Let y ∈ E. Suppose that there exists x ∈ supp (µ) such that




2 , and that µ satisfies the Hypotheses 5 and 6 at x with λ(x)∧ 12ρ > r.
Assume that w ≤ (c5 ∧ 1)( r4 )
d+1. Then












Proof. Let π be an optimal transport for Wp(µ, ν). Define πy to be the restriction of the measure
π to the set B (y, r) × B (y, r) ⊂ E × E. Its marginals p1∗πy and p2∗πy are submeasures of µy
and νy. We shall use the triangular inequality:
W1(µy, νy) ≤W1(µy, p1∗πy)︸ ︷︷ ︸
(1)
+W1(p1∗πy, p2∗πy)︸ ︷︷ ︸
(2)
+W1(p2∗πy, νy)︸ ︷︷ ︸
(3)
Before examinating each of these terms, note that we have












The first equation can be proven as follows:
µ(B (y, r − α)) = π(B (y, r − α)× E)
= π(B (y, r − α)× B (y, r)) + π(B (y, r − α)× B (y, r)c)
On the one hand, π(B (y, r − α) × B (y, r)) ≤ π(B (y, r) × B (y, r)) ≤ |πy|. On the other hand,
Markov inequality yields
π(B (y, r − α)× B (y, r)c) ≤ π({(z, z′), ‖z − z′‖ ≥ α}) ≤ 1
α
∫
‖z − z′‖ dπ(z, z′),




‖z − z′‖dπ(z, z′) ≤ 1
α
(∫







We deduce that µ(B (y, r − α)) ≤ |πy| + wα , which gives Equation 38. Equations 39 and 40 can
be proven similarly.













We now study the terms (1), (2) and (3).
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Term (2): Since πy =
πy
|πy| is a transport plan between p1∗πy and p2∗πy, we have
W1(p1∗πy, p2∗πy) ≤
∫






‖z − z′‖ dπ(z, z′).
Moreover, Jensen inequality yields
∫





Let us prove that |πy| ≥ c52 (
r
2 )
d. According to Equation 38, |πy| ≥ µ(B (y, r − α)) − wα . Now,
remark that µ(B (y, r − α)) ≥ c5
2d
rd. Indeed, using Hypothesis 5,
µ(B (y, r − α)) ≥ µ(B (x, r − α− ‖x− y‖)) ≥ c5(r − α− ‖x− y‖)d,
and we conclude with ‖x− y‖ ≤ α ≤ r4 . Now, using Equation 42, we get









































Term (1): According to Lemma C.2, we have




We can use Equation 38 to get
|µy| − |p1∗πy| ≤ µ(B (y, r))− µ(B (y, r − α)) +
w
α




µ(B (x, r + ‖x− y‖))− µ(B (x, r − α− ‖x− y‖)) ≤ c6(r + ‖x− y‖)d−1(2 ‖x− y‖+ α),
which is not greater than c6(
5
4r)















Finally, thanks to Hypothesis 5, we write
|µy| = µ(B (y, r)) ≥ µ(B (x, r − ‖x− y‖))


























W1(µy, p1∗πy) ≤ 2
12 · 5d−1c6 + 1
3dc5
α.
Term (3): It is similar to Term (1). First, one shows that




Using Equations 38 and 39 we get
|νy| − |p2∗πy| ≤ µ(B (y, r + α)) +
w
α
− µ(B (y, r − α)) + w
α
≤ µ(B (x, r + ‖x− y‖+ α))− µ(B (x, r − α− ‖x− y‖)) + 2w
α
.
By Hypothesis 6, we have
µ(B (x, r + ‖x− y‖+ α))− µ(B (x, r − α− ‖x− y‖))
≤ c6(r + ‖x− y‖+ α)d−1(2 ‖x− y‖+ 2α)
which is not greater than c6(
3
2r)










We have seen that





























and we finally obtain

















Lemma C.6. Let w = Wp(µ, ν). Let y ∈ E. Suppose that there exists x ∈ supp (µ) such that




2 , and that µ satisfies the Hypotheses 5 and 7 at x with 12ρ > r.
Assume that w ≤ (c5 ∧ 1)( r4 )
d+1. Then























Proof. The proof is similar as Lemma C.5. Let us highlight the modifications. Since α ≤ r4 and
w
α = r

















We still write the triangular inequality:
W1(µy, νy) ≤W1(µy, p1∗πy)︸ ︷︷ ︸
(1)
+W1(p1∗πy, p2∗πy)︸ ︷︷ ︸
(2)
+W1(p2∗πy, νy)︸ ︷︷ ︸
(3)
where π is an optimal transport plan for Wp(µ, ν).
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Term (2): The argument to obtain W1(p1∗πy, p2∗πy) ≤ 2
d−1
c5















Term (1): Using Hypothesis 7, we have
µ(B (x, r + ‖x− y‖))− µ(B (x, r − α− ‖x− y‖))
≤ c7(r + ‖x− y‖)d−
1

















2 , we get






















|µy| = µ(B (y, r)) ≥ µ(B (x, r − ‖x− y‖))







































W1(µy, p1∗πy) ≤ 2
|µy| − |p1∗πy|
|µy|












Term (3): We use Hypothesis 7 to get
µ(B (x, r + ‖x− y‖+ α))− µ(B (x, r − α− ‖x− y‖))
≤ c7(r + ‖x− y‖+ α)d−
1















2 , we get


















|µy| = µ(B (y, r)) ≥ µ(B (x, r − ‖x− y‖))






































W1(µy, p1∗πy) ≤ 2
|µy| − |p1∗πy|
|µy|











Remark C.7. Let us comment the inequality of Lemma C.5 with p = 1, valid for all r such that
w ≤ (a ∧ 1)( r4 )
d+1:






If r is assumed to be constant, the behavior of W1(µy, νy) when w goes to 0 is
W1(µy, νy) . w
1
2 .
On the other hand, if r is supposed to follow the worst case, i.e. r is of order w
1
d+1 , then
















2 is optimal. More precisely, we show that, for every
d ≥ 1, r > 0 and ε > 0 fixed, there exists measures µ and ν on Rd that satisfies the assumptions
of Lemma C.5, but such that













. We consider the following example. Let µ = Hd[0,1]d be the Lebesgue
measure on the hypercube [0, 1]d. Denote y = ( 12 , ...,
1
2 ) its center, B = B (y, r) the open ball,
and A the annulus defined as
A = B (y, r + ε) \ B (y, r)
where 0 < ε < r < 14 . In the following, r stays fixed, and ε shall go to zero. Consider the
probability measure





Let µy and νy be the localized probability measures associated to µ and ν with parameter r. We
shall show that
W1(µ, ν) is of order r
d−1ε2 and W1(µy, νy) is of order ε
when ε→ 0.
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r + ε r
y
µ ν µy νy
Figure 33: The measures involved in the example. A hatched area represents the d-dimensional
Hausdorff measure Hd, and a bold circle represents the (d − 1)-dimensional Hausdorff measure
Hd−1.
Step 1: Study of W1(µ, ν). An optimal transport plan between µ and ν is given by transporting




Hd−1∂B(y,r) of ν via the application









∥∥∥∥ Vd(r + ε)d − VdrdSd−1rd−1 dHd(x)



































































































Consider the Wasserstein distance W1(µy, νy). As before, an optimal transport plan is given by
transporting the submeasure Vd(r+ε)
d−Vdrd
Vd(r+ε)dVdrd










∥∥∥∥ Vd(r + ε)d − VdrdVd(r + ε)dVdrd dHd(x)
A change of coordinates yields ∫
B
∥∥∥∥x− r‖x‖x
















































































and since W1(µ, ν)
1
2 = O (ε), we deduce














[Aam18] Eddie Aamari. Vitesses de convergence en inférence géométrique. PhD thesis, Uni-
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