DEEPSAM is a relatively new global optimization algorithm aimed to predict the structure of biomolecules from sequence, without any additional preliminary assumption. It is an evolutionary algorithm whose mutation operators are built by hybridizing the diffusion equation method, molecular dynamics simulated annealing, and a quasi-Newton local minimization method. The goal of this study was to evaluate the structure prediction capabilities of DEEPSAM by running it upon NMR structures of linear peptides (10-20 residues). The results indicate that DEEPSAM successfully predicted the conformations of these peptides, using modest computing resources.
Introduction
Peptides are attractive drug candidates due to their high selectivity and potency (Fosgerau and Hoffmann, 2015) . Additionally, peptides are also used as important components in other therapeutic agents such as drug delivery (Aguirre et al., 2016) and targeting components (Vivès et al., 2008) . Peptides and peptides derivatives are considered promising candidates for the inhibition of protein-protein interactions (PPI) because peptides mimic natural protein-protein contacts by providing multiple amino-acid side chains interactions. In such cases, there is a need to find a peptide sequence (or a synthetic modification of a peptide) that have a desired fold, and a large combinatorial space needs to be explored. Computational methods for peptide tertiary structure prediction may be valuable tools in the design of such peptides.
There are computational tools for de-novo structure prediction of peptides such as PEP-FOLD (Lamiable et al., 2016; Maupetit et al., 2009; Thévenet et al., 2012; Shen et al., 2014) , ROSETTA (Alford et al., 2017) , PEPStr (Kaur et al., 2007) and PEPStrMod (Singh et al., 2015) , among others. These methods rely on predefined sub-structure fragments.
On the other hand, pure ab-initio methods, such as conventional molecular dynamics and replica exchange molecular dynamics (REMD), rely only on the peptide's amino-acid sequence and on standard empirical forces fields (FFs). Instead of using all such methods, which are very CPU intensive, we use a relatively new pure abinitio method called DEEPSAM (Diffusion Equation Evolutionary Programming Simulated Annealing Method) (Goldstein et al., 2011; Goldstein, 2016) , which was developed by the second author of this article.
In previous studies, DEEPSAM's structure prediction capabilities were successfully tested upon five short cyclic peptides (5-7 residues) in the gas phase and in (implicit) aqueous solution (Goldstein et al., 2011; Goldtzvik et al., 2013) . DEEPSAM was also successfully tested upon Ubiquitin +13 ions, in the gas phase .
In the present study we further evaluate DEEPSAM's structure prediction capabilities, upon more challenging structure prediction of linear peptides of 10-20 residues in (implicit) aqueous solution. This range of peptide length is common in many applications.
Method
The DEEPSAM algorithm is implemented upon the TINKER (Pappu et al., 1988; Ponder, 2003) Molecular Modeling package. It is an evolutionary algorithm (EA) (Eiben and Smith, 2007; De Jong, 2006) in the style of evolutionary programming (EP). By using an ensemble of conformations of a bio-molecule (a 'population' of conformations, in EA terms), EP allows a simultaneous parallel exploration of widely distributed sub-regions of the potential energy surface (PES). The only evolutionary operator used by EP is mutation, and it is applied upon every one of the conformations in the population. DEEPSAM's mutation operators, which are called DEMSA (Diffusion Equation Method with Simulated Annealing), are described below.
Starting from the amino-acid sequence of a peptide, or a protein, a MD-based algorithm (Fredj and Goldstein, 2014) creates the initial population of a DEEPSAM run. This initial population is composed by a randomly chosen ensemble of N local minima conformations which are physically feasible and structurally dissimilar. As soon as the initial population is created, DEEPSAM's actual run starts.
A DEMSA operator is the hybridization of the smoothing of the PES provided by the diffusion equation method (DEM) (Piela et al., 1989 ) with molecular dynamics simulated annealing (MDSA) (Lelj et al., 1991) and/or L-BFGS (a quasi-Newton local minimization algorithm) (Liu and Nocedal, 1989 ). As will be described below, PES smoothing has a central role in the DEMSA operators. PES smoothing works according to principles that will be briefly described here.
Given a PES function V x ( ), and a symbolic function deformation (or smoothing) operator T t e t ( ) = ∆ , where Δ is the Laplacian, and t is some smoothing (or rate of function deformation) level, a smoothed PES function F x t T t V x , ( ) = ( ) ( )may be obtained, which has less minima than V x ( ). See that when t F x V x 0, , 0 = ( )= ( ). Given an arbitrarily chosen high smoothing level t max , a series of
is generated by successively applying the operator T t ( ), while every specific smoothing level t i is determined by a smoothing protocol such as
. An approximation for the highest possible smoothing level t max has been proposed (Nakamura et al., 1995) . It is clear that using it is a disadvantage, because the physical meaning of the smoothed PESs is gradually lost, relative to that of the un-smoothed PES. Because of that, and also taking into account that DEEPSAM dynamically changes the smoothing levels at the end of each iteration, the initial t max smoothing level actually used in our DEEPSAM runs was chosen with cautiousness. After several trial runs, with different initial t max values, and different sequence lengths, it was decided that the arbitrarily chosen default initial t max value, will be 900. By smoothing the potential function, DEM contributes to search space reduction because every F x t , i i ( ) has less minima than the less smoothed PES function F x t , .
MDSA contributes the ability to provide long jumps over PES energy barriers, and L-BFGS contributes its ability to provide short jumps over PES energy barriers. Both together allow energy barriers at the un-smoothed PES to be overcome because of minima sampling reduction at the smoothed PES. As can be seen in Fig. 1 , two steps of minimization are executed by a DEMSA operator upon a given replica of a parent conformation C: (i) at the smoothed PES, MDSA (or L-BFGS) is run upon the parent conformation, and (ii) at the un-smoothed PES, MDSA (or L-BFGS) is run upon the conformation computed in (i). This is the way that a DEMSA operator produces an offspring conformation C′ which is a local minimum in the un-smoothed PES.
At the beginning of each iteration, the N conformations of the current population are sorted in ascending order of energy values, and a given range of smoothing levels [t 0 , t max ] is divided into a set of N disjoint sub-ranges of smoothing levels which are sorted in descending order of smoothing levels. Those N conformations are, accordingly, assigned to those N smoothing sub-ranges, allowing (i) a conformation with relatively low energy value to be the parent of offspring conformations computed using relatively high smoothing levels, and (ii) a conformation with relatively high energy value to be the parent of offspring conformations computed using relatively low smoothing levels. For each of those N conformations, five replicas are created, together with five different DEMSA operators which will be, accordingly, applied to those five replicas (Fig. 2) . Each one of those five DEMSA operators is generated based on a specific smoothing level which is chosen from the corresponding smoothing sub-range. Inspired by the probabilistic method used in LEP (Lee and Yao, 2004) , those five smoothing levels are chosen using five different probability distributions. Finally, those five generated DEMSA operators are run in parallel upon the five replica, producing five local minima of the unsmoothed PES. Each one of those local minima is calculated by its corresponding DEMSA operator. Hence, at each iteration, DEEPSAM generates N families of five offspring-conformations, each.
For each one of those N families, a survivor selection operator is used to choose which conformation will pass to the next iteration's Fig. 1 Given a replica C of a conformation C i of the current population, C is minimized twice: at a smoothed PES and then at the un-smoothed PES. C′ 1 , C′ 2 and C′ 3 are the results of applying three different DEMSA operators upon C, at three correspondingly different smoothing levels. Fig. 2 At each DEEPSAM iteration, for each conformation C i of the current population, five different DEMSA operators are created by probabilistically picking five different smoothing levels, producing five offspring conformations from which one of them is selected as the new C' i population: the energetically deepest offspring conformation is chosen if it is deeper than the parent conformation; if not, a Metropolislike selection criterion is applied to choose between them. The set of N selected conformations becomes the new population.
For each survivor conformation, the algorithm adapts itself by deciding the minimization methods (MDSA or L-BFGS) to be used in the DEMSA operators in the next iteration-each one of the DEMSA operators to be applied upon the N conformations of the new population is selected depending on energetic and geometric considerations.
It is worth noting that because of the population-oriented approach, this algorithm provides us not only with the deepest minimum found, but also with an ensemble of deep lying minima structures that includes the deepest one. All those minima structures are close to each other energetically and perhaps geometrically as well.
EAs do not have well established stop criteria (Ong and Fukushima, 2011) . Because of that, an external parameter, which is an arbitrary number of iterations, is commonly used in order to determine when an EA run should stop. For each peptide in this study, DEEPSAM was run for 40 iterations. During each iteration, DEEPSAM runs only 25 DEMSA structure optimization calculations in parallel.
Experimental data set
We collected NMR experimental structures from the protein data bank, by the following characteristics: linear peptides with natural amino acids of 10-20 residues length in an aqueous solution. Our experimental set consisted of eleven peptides with diverse conformations: three beta-hairpin peptides (PDB codes: 1uao (Honda et al., 2004) , 2rvd (Honda et al., 2008) and 2evq (Andersen et al., 2006) ), three alpha-helix peptides (PDB codes: 2i9m, 2lx4 and 2mj1 (Fonar and Samson, 2014) ), one 3 10 -helix peptide (PDB code: 1lcx), three peptides with no defined secondary structure: (PDB code: 2mq5 (Mohanram and Bhattacharjya, 2014) ), (PDB code: 2jrv (Hyun et al., 2007) ) and (PDB code: 2n0x (Zirafi et al., 2015) ), and the Trp-cage mini-protein (PDB code: 1l2y (Neidigh et al., 2002) ). Since each of these PDB structures is an NMR ensemble of several conformations, we related only to the representative structure determined by the PDB authors.
Structural optimization
All DEEPSAM runs were started from initial peptide structures constructed from their primary sequence, using TINKER's protein program. This program builds the peptide in extended linear conformation. All the residues were modeled in their default protonation states at neutral pH. We optimized these initial structures with DEEPSAM using the AMBER99 force field and GBSA implicit solvent model In addition, we compare DEEPSAM predictions to the well-known PEP-FOLD method. We used the newest PEP-FOLD 3.1 version server (Lamiable et al., 2016) , using the maximal 200 number of simulations (see below).
Results and discussion
At the end of a DEEPSAM optimization run, all the calculated models (200 structures) were sorted according to their energy and the lowest 25 models were chosen for superimposition with the experimental structures. For the peptide sizes (10-20 residues) used in this study, the average run time of a DEEPSAM iteration, was 36 min, running in an HP Z400 Workstation with Intel Xeon CPU W3550 @ 3.07 GHz (4 cores-8 threads), under the Ubuntu Linux 16.04 LTS operating system (a detailed information about CPU run-time is provided in Table 2S , in the Supporting Information). We calculated the root-mean-square deviation (RMSD) of the Cα between the representative NMR structure and DEEPSAM lowest 25 conformers by using the PDB.Superimposer module of the Biopython package. Additionally, we wanted to identify a set of superimposable amino acids in better alignment than the overall structure. For this purpose, we used the MaxCluster (Herbert, 2008) program which implements the well-known structure comparison algorithm-MaxSub (Siew et al., 2000) which has been adopted by CASP as one of its structure comparison tools. MaxSub measures structural similarity by identifying maximal superimposable sub-structures (MAXSUBs) within an arbitrarily determined distance cutoff (only the backbone's heavy atoms are considered for the structural superposition).
In order to compare DEEPSAM's predictions with those produced by PEP-FOLD 3.1, we took the centroid structures of the first 25 clusters (according to the default sOPEP energy rank) and calculated the RMSD for them. Residue range excluding terminals and random coil parts. c RMSD of DEEPSAM predictions calculated by the ranges presented in the fifth column. MaxSub: maximal sub-structure with the best superimposition, relative to some cutoff. e Model: the rank of the predicted model from the lowest energy one. f RMSD of the best centroid among the centroids of the 25 first clusters of the PEP-FOLD 3.1 predictions calculated by the ranges presented in the fifth column.
The number in parenthesis is the rank of the cluster.
The results, presented in Table I , and depicted in Figs 3-5, show consistent and overall good agreement with the experimental structures. Generally, most of the deviations from the experimental structures occurred at the terminal residues of the peptides. The average RMSD of the full structure was 3.2 Å compared with average RMSD of 2.4 Å excluding terminals and random coil parts (this is also reflected in the MaxSub sub-structures depicted in Table 1S , in the Supporting Information). The maximal superimposable substructures did not consist of the terminal residues. The predictions of the helical peptides reproduced their helical conformation, including the rather rare 3 10 helix of the 1lcx peptide. In the predictions of the β hairpin peptides, the turn regions of these peptides showed the best agreement with the experimental structures. However, the predictions of the β hairpins failed to reproduce the hydrogen bonds along the entire backbone. The prediction of the challenging Trp cage mini-protein resulted in an overall good agreement with the experimental structure, albeit the indole ring of Trp6, which was not properly encaged. Additionally, the salt-bridge between Asp9 and Arg16 (depicted in Fig. 5 ) was correctly reproduced. The average number of iterations needed to reach these predictions was 21 (for details, see Table 2S , in the Supporting Information).
Comparing DEEPSAM with PEP-FOLD 3.1, showed that DEEPSAM's predictions were better at four peptides (1lcx, 2lx4, 2mj1 and 2n0x). In two of them (2mj1 and 2nox), DEEPSAM's predictions were better in more than 1.2 Å (for details, see Table I ).
As we already discussed above, the PES smoothing range, the size of the population, the number of replicas per parent conformation at each iteration, and the preference of using MDSA rather than local minimization, are the main parameters that affect DEEPSAM's sampling. If we would like to run DEEPSAM upon larger peptides or proteins, we may need to allow an expansion of the PES sampling. This will be achieved by adjusting those parameters accordingly. It should be noted that DEEPSAM was successfully used to predict the structure of the 76-residue Ubiquitin +13 ion .
Concluding remarks
The results indicate that DEEPSAM successfully predicted the native conformations of linear peptides with stable native structures. The average RMSD of the predictions is 3.2 Å. The predictions were less accurate at the terminal residues of the peptide. This pure ab-initio method showed consistent and reasonable predictions by using relatively modest computational power and sampling. Future work will be done on the incorporation of more modern force fields (Maier et al., 2015) and peptides containing non-natural residues and peptides with disulfide bonds.
Supplementary data
Supplementary data are available at Protein Engineering, Design and Selection online. The experimental structures (green in the online version, dark-gray in the print version) and the calculated structure (magenta in the online version, light-gray in the print version). The left structure shows the salt-bridge between Asp9 and Arg16 (the calculated residues with CPK coloring scheme). The right structure shows the central Trp6.
