We propose a new approach to sequential testing which is an adaptive (on-line) extension of the (off-line) framework developed in [10] . It relies upon testing of pairs of hypotheses in the case where each hypothesis states that the vector of parameters underlying the distribution of observations belongs to a convex set. The nearly optimal under appropriate conditions test is yielded by a solution to an efficiently solvable convex optimization problem. The proposed methodology can be seen as a computationally friendly reformulation of the classical sequential testing.
Introduction
Let ω i ∈ Ω, i = 1, 2, ... be a sequence of independent and identically distributed (iid) observations with a common density w.r.t. a given measure P on the observation space Ω, known to belong to a given parametric family {p µ (·) : µ ∈ M}. Assume that we are given a (finite) number I of subsets X i , 1 ≤ i ≤ I, of the parameter space M; these sets define hypotheses H i on the density p(·) underlying our observation, H j stating that the parameter of this density belongs to H j : p(·) = p µ (·) with µ ∈ X i . We are interested in the problem of multiple testing of composite hypotheses: our goal is, given observations ω i to decide on the hypotheses H 1 , ..., H I . When the size K of the observation ω K = (ω 1 , ..., ω K ) is fixed, the performance of a test T K (·) -a measurable mapping of Ω K into {1, ..., I} -can be quantified by the maximal error probability of rejecting the true hypothesis:
where Prob µ,K is the probability w.r.t. the distribution of the observation ω K corresponding to the "true" parameter µ ∈ M. Then the problem of optimal testing can be approached through minimization of the risk over the class of tests. Yet, in many practical applications, especially in those where observations come at a price, such approach may be too conservative.
The sequential approach to testing, introduced in the pioneering papers of Barnard [2] and Wald [19, 20] is now a reach area of statistical theory and offers many strong results (see also [8, 9, 1] for references or [13] for a recent review). For the problem of interest this approach can be summarized as follows: given an upper bound of the risk the problem is reexamined sequentially, when new observations are available. The test terminates when either a decision with the risk ≤ is possible, or when maximal allowed observation count K is reached (in which case the test produces no decision). Usually, the sequential test is based on the Generalized Likelihood or Mixture Likelihood statistics, and its performance is evaluated by its asymptotical, as → +0 and K → ∞. The approach we pursuit in this paper is of completely different spirit. It originates from [12] and was applied to the testing problem in [10] in the case where the size of the observation sample is fixed. The main "building block" of this approach is a construction, based on Convex Programming (and thus computationally efficient) allowing, under appropriate assumptions, to build a provably nearly optimal test for deciding, given observation ω K , between a pair of composite hypotheses of the sort H 1 : µ ∈ X and H 2 : µ ∈ Y where X and Y are convex compact subsets of M. This approach is applicable in several important situations, namely where (a) p µ is Gaussian density on R n with expectation µ and fixed covariance matrix, (b) p µ is the distribution of the Poisson vector in R m with independent components with parameters µ i , and (c) is a distribution of a discrete random variable taking values in {1, ..., m} with µ ∈ R + being the vector of probabilities of the corresponding distribution. As a compensation for rather restrictive assumptions on the families of densities p µ , the approach in question is extremely permissive as far the structure of the sets X and Y is concerned: what we require (apart from compactness and convexity) is the efficient tractability of X and Y . While the analytical expressions for the test characteristics are not available in the proposed approach, rather detailed information about performance guarantees of the resulting decisions can be obtained by efficient situation-oriented computation. In [10] we introduced a calculus of pairwise tests to design nearly optimal testing procedures in the situation where the sets X i corresponding to different hypotheses H i are unions of (not too large number of) convex sets with the risk of the test defined as in (1) (in the minimax setting). 1 What follows can be seen as an adaptive version of the testing procedure from [10] -when the "true distribution" of observations corresponds to the value µ of the parameter which is "deeply inside" of some X i , the correct decision (H i is accepted) can be taken much faster (using a smaller observation sample) than in the case of µ close to some "wrong" H i 's. On the other hand, it is nothing but a "computationally friendly" application of the classical Sequential Analysis methodology to the problem in question. The paper is organized as follows. In section 2 we give a summary of the results of [10] on hypothesis testing in good observation schemes and discuss the construction of quasi-optimal "off-line" test. Then in section 3 we introduce the sequential problem setting and construct a generic test aggregation procedure which allows to reduce multiple testing to pairwise testing. Finally, in section 4 we consider in detail a particular implementation of the proposed approach and present some very preliminary simulation results. The proofs missing in the main body of the paper are postponed to the appendices.
Preliminaries
What follows is the summary of the approach of [12] as applied to hypotheses testing; for detailed presentation of the constructions and results of this section, same as for the related proofs, see [10] .
Good observation schemes
We start with introducing good observation schemes, those with which we intend to work. Recall that we are interested to make inferences from a random observation ω taking values in a given observation space Ω and obeying probability density w.r.t. a given measure P on Ω; this density is known to belong to a given parametric family {p µ (·) : µ ∈ M} of probability densities, taken w.r.t. P , on Ω. We intend to work under the following assumptions on our "observation environment:" 1. M ⊂ R m is a convex set which coincides with its relative interior; 2. Ω is a Polish (i.e., separable complete metric) space equipped with a Borel σ-additive σ-finite measure P , supp(P ) = Ω, and distributions P µ ∈ P possess densities p µ (ω) w.r.t. P . We assume that
• p µ (ω) is continuous in µ ∈ M, ω ∈ Ω and is positive;
• the densities p µ (·) are "locally uniformly summable:" for every compact set
3. We are given a finite-dimensional linear space F of continuous functions on Ω containing constants such that ln(p µ (·)/p ν (·)) ∈ F whenever µ, ν ∈ M. Note that the latter assumption implies that distributions P µ , µ ∈ M, belong to an exponential family.
4. For every φ ∈ F, the function F φ (µ) = ln Ω exp{φ(ω)}p µ (ω)P (dω) is well defined and concave in µ ∈ M.
In the just described situation, where assumptions 1-4 hold, we refer to the collection O = ((Ω, P ), {p µ (·) : µ ∈ M}, F) as good observation scheme (o.s.).
Basic examples
Basic examples of good o.s.'s are as follows:
Here Ω = R m , P is the Lebesque measure on Ω, M = R m and p µ (ω) = N (µ, I m ) is the density of Gaussian random vector with the unit covariance matrix 2 and expectation µ. The space F is comprised of all affine functions on Ω = R m , and because
2 of course, we could replace the unit covariance with any other positive definite covariance matrix, common for all distributions from the family in question Poisson o.s. Here Ω = Z m + is the discrete set of m-dimensional vectors with nonnegative integer entries, P is the counting measure on Ω, M = R m ++ is the set of positive m-dimensional vectors, and p µ (·), µ = [µ 1 ; ...; µ m ] > 0, is the probability distribution of a random vector ω = [ω 1 ; ...; ω m ], where ω i is Poisson random variable with parameter µ i , and with independent of each other ω 1 , ..., ω m . The space F is comprised of all affine functions on Ω. Note that
is concave in µ, and thus Poisson o.s. is good.
Discrete o.s. Here Ω = {1, ..., m} is a finite set, P is a counting measure on Ω, and M is comprised of all non-vanishing probability densities taken w.r.t. P , that is, the parameter space M is comprised of all m-dimensional vectors µ = [µ 1 ; ...; µ m ] > 0 with entries summing up to 1, and the random variable ω distributed according to p µ (·) takes value ω ∈ Ω with probability µ ω . The space F is comprised of all real-valued functions on Ω = {1, ..., m}. Since for φ ∈ R m , 
We can associate with this collection a new o.s. -their direct product, which, informally, describes the situation where our observation is ω K = (ω 1 , ..., ω K ), with ω t drawn, independently across t, from the o.s.'s O t . Formally, the direct product is the o.s.
and this o.s. turns to be good provided all factor O t are so. Note that with this definition, the parameter µ K underlying the distribution of observation ω K is the collection of parameters µ t , t = 1, ..., K, underlying distributions of the components ω 1 ,...,ω K of ω K . Now consider the special case of this construction where all factors O t are identical to each other:
In this case we can "shrink" the direct product O K of our K identical o.s.'s to the o.s. O (K) by passing to observations ω K = (ω 1 , ..., ω K ) with ω 1 , ..., ω K drawn, independently of each other, from the same density p µ (·), rather than being drawn from their own densities p µt,t (·). The formal description of O (K) is as follows:
• for O (K) , the observation space Ω K = Ω×...×Ω and the reference measure P K = P ×...×P are exactly the same as for O K ;
• the family of probability densities
• the family
Note that O (K) is a good o.s., provided O is so. We shall refer to the just defined O (K) as to stationary K-repeated observations associated with O.
Pairwise hypothesis testing
Detectors and their risks. Let Ω be a Polish space and X 1 , X 2 be two nonempty sets of Borel probability distributions on Ω. Given a detector -a real-valued Borel function φ on Ω, we define the risk (φ|X 1 , X 2 ) of this detector w.r.t. (X 1 , X 2 ) as the smallest such that
The sets X 1 , X 2 give rise to two hypotheses, H 1 , H 2 , on the distribution of a random observation ω ∈ Ω, with H χ stating that the distribution p(·) of this observation belongs to X χ , χ = 1, 2, while a detector φ gives rise to the test T φ which, given an observation ω, accepts H 1 (and rejects H 2 ) when φ(ω) ≥ 0, and rejects H 1 (and accepts H 2 ) otherwise. We define the risk of a test T deciding between H 1 and H 2 as a maximal p(·)-probability of the test rejecting the hypothesis H χ , χ = 1, 2, when it is true:
where T (ω) = 1 when the test T , as applied to observation ω, accepts H 1 , and T (ω) = −1 otherwise. Clearly, the risk of the test T φ associated with detector φ is ≤ := (φ|X 1 , X 2 ). Indeed, denoting by p(·) the distribution of the observation, when H 1 is true, the test rejects this hypothesis when φ(ω) < 0, and p(·)-probability of this event, by the first inequality in (2) and due to the definition of := (φ|X 1 , X 2 ), is at most ; when H 2 is true, the test rejects H 2 and accepts H 1 when φ(ω) ≥ 0, and p(·)-probability of the latter event is ≤ due to the second inequality in (2) . Note that if we have at our disposal a test, say T , which decides between H 1 and H 2 with the risk bounded with¯ ∈ (0, 1/2), we can associate with it the detector
One can easily see that the risk ofφ(·) satisfies the bounds of (2) with = 2 ¯ (1 −¯ ).
As we will see in an instant, tests associated with detectors satisfying (2) allow for a simple calculus -one can "propagate" the the tests properties to the case of repeated observations and multiple testing. Our first goal is to describe a systematic construction of detectors satisfying (2) in the situation where the underlying o.s. is good.
Near-optimal tests. As far as testing pairs of hypotheses is concerned, the main result of [10] -and the starting point of our developments in this paper -is as follows:
µ ∈ M}, F) be a good o.s., and let X 1 , X 2 be two nonempty convex compact subsets of M. Consider the optimization problem
The function ψ(µ, ν) : M × M → R is concave and continuous, so that (3) is a convex optimization problem. This problem is solvable, and every optimal solution (µ * , ν * ) to this problem gives rise to the detector
with the following properties:
Denoting by X χ the set of all probability distributions on Ω with densities, w.r.t. P , of the form p µ (·) with µ ∈ X χ , χ = 1, 2, the risk of the detector φ w.r.t.
consequently, the risk of the test T φ induced by the detector φ, when deciding on the hypotheses H 1 , H 2 associated with X 1 , X 2 , as at most exp{Opt}.
(ii) [near-optimality] Assume that for some ∈ (0, 1/4), "in the nature" there exists a test T (a deterministic Borel function T (ω) of ω ∈ Ω taking values 1 ("H 1 accepted, H 2 rejected") and -1 ("H 2 accepted, H 1 rejected") with risk in deciding on
We interpret (ii) as a statement of near-optimality of the test T defined in (i) -whenever the hypotheses H 1 , H 2 associated with X 1 , X 2 can be decided upon with small risk, the risk of our test T φ also is small. Note that (ii) also suggests that (maximal) degradation of the test performance when passing from the optimal test to the near-optimal one associated with detector (4) may be significant in the setting of Theorem 1, when the decision is taken on the basis of one observation. When repeated observations are available, the sub-optimality of the proposed tests is expressed by a moderate absolute factor, when measured in terms of the length of the observation sample necessary to attain the desired testing accuracy.
µ ∈ M}, F), X 1 , X 2 be as in Theorem 1, and K be a positive integer. Assume we have at our disposal stationary K-repeated observation ω K stemming from O, and let H χ , χ = 1, 2, be the hypotheses on the density
The optimal solution (µ * , ν * ) to the problem (3) associated with O, X 1 , X 2 , is optimal for the same problem associated with O (K) , X 1 , X 2 , and
moreover, the detectors φ and φ (K) associated with this optimal solution by Theorem 1 as applied to (O, X 1 , X 2 ) and (O K , X 1 , X 2 ), respectively, are linked by the relation
(ii) Assume that for some ∈ (0, 1/4) and some positive integerK, there exists a test which decides on the hypotheses H 1 , H 2 via stationaryK-repeated observation ωK with risk ≤ . Setting
we ensure that the risk of the test based on detector φ (K) (·) when deciding on the hypotheses H χ , χ = 1, 2, is ≤ as well. Note that K/K → 2 as → +0.
Testing multiple hypotheses
The completing "building block" from [10] we need is a simple technique for passing from pairwise tests to tests deciding on N ≥ 2 hypotheses.
The situation we are interested in is as follows. We are given a Polish observation space Ω along N ≥ 2 nonempty families X j , 1 ≤ j ≤ N , of Borel probability distributions on Ω, and have at our disposal pairwise detectors -real-valued Borel functions φ ij (ω) : Ω → R and risk
Our goal is, given a positive integer K, to decide via stationary
Note that the present setting is a straightforward extension of the situation considered in section 2.2. In particular, given what was called in this section "a detector φ with (X 1 , X 2 )-risk ≤ ," and setting φ 1,2 = φ, φ 2,1 = −φ, φ 1,1 ≡ φ 2,2 ≡ 0, 1,2 = 2,1 = , 1,1 = 2,2 = 1, we meet the requirements (5) corresponding to the case N = 2. Vice versa, given detectors and risks satisfying (5) for the case N = 2 and setting φ = φ 1,2 , = 1,2 , we get a detector φ with (X 1 , X 2 )-risk ≤ .
We are about to "aggregate" detectors φ ij into a testing procedure deciding on the hypotheses H 1 , ..., H N via stationary K-repeated observations ω K . It makes sense to consider a slightly more general problem, specifically, as follows: assume that on the top of the setup data X j , φ ij (·), ij , we are given an N × N symmetric (proximity) matrix C with zero-one entries and zero diagonal. We interpret the relation C ij = 0 as closeness of hypotheses H i and H j 3 , and we refer to indices i, j (and hypotheses H i , H j ) such that C ij = 0 as C-close. We expect our testing procedure not to reject the true hypothesis, while rejecting all hypotheses which are not not C-close to it. On the other hand, we do not care about distinguishing the true hypothesis from C-close alternatives.
The construction. Given X j , φ ij (·), ij satisfying (5) along with positive integer K, let us set
and let X K j , j = 1, ..., N be a family of probability distributions of ω K = (ω 1 , ..., ω K ) where ω t are i.i.d. with distribution p(·) ∈ X j . Clearly, (5) implies that
Now, let α = [α ij ] be a skew-symmetric N × N matrix, and let
We associate with φ the test T K which, given observation ω K , builds the N × N matrix with the entries φ ij (ω K ) and accepts all hypotheses H i which satisfy the condition
and rejects all remaining hypotheses. Note that T K can accept no hypotheses at all, or can accept more than one hypothesis. The properties of T K are summarized in the following simple statement (see [10, section 2.3.1]):
Let ω K = (ω 1 , ..., ω K ) be sampled independently from the distribution p * (·) ∈ X i * , for some i * ∈ {1, ..., N }. Then (i) the p * (·)-probability of T K rejecting the true hypothesis H i * is ≤ ε;
(ii) the p * (·)-probability of the event "among the hypotheses accepted by T K , there are hypotheses which are not C-close to the true hypothesis H i * ," is ≤ .
The risk bound ε, as given by (6), depends on the "shifts" α ij = −α ji , and we would like to use the shifts resulting in as small as possible value of ε in (1). It is shown in [10, section 3] that the corresponding shifts solve the convex optimization problem Opt = min
the optimal ε in (6) being exactly Opt. Moreover, from [10, Proposition 3.3] it immediately follows (see below), that Opt is nothing but the spectral norm D 2,2 of the entry-wise nonnegative symmetric matrix
Moreover, it is immediately seen (cf. [10, section 3.2] ) that if the Perron-Frobenius eigenvector g of the entrywise nonnegative symmetric matrix D is positive, an optimal solution to (7) is given by
In the general case the Perron-Frobenius eigenvector of D can have zero entries, and, moreover, (7) may happen not to have optimal solutions at all; we, however, can easily find -optimal, with a whatever small > 0, solutions to the problem by utilizing in (8) in the role of g the Perron-Frobenius eigenvector of a matrix D with the entries
In fact, Proposition 3.3 from [10] states that if E = [e ij ] is a symmetric N × N matrix with zero diagonal and positive off-diagonal entries, then the optimal value in the optimization problem
and let e ij = > 0 for i = j such that C ij = 0, so that all off-diagonal entries of E are positive. Note that when ↓ 0, both the spectral norms of E 2,2 and D 2,2 , and the optimal values Opt and Opt E become arbitrarily close to each other. Since for the "perturbed" matrix E the spectral norm E 2,2 coincides with the optimal value Opt E , the same holds true for the "unperturbed" matrix D.
Sequential Hypothesis Testing

Problem setting
Let us consider the situation of section 2.3. Specifically, assume that we are given N ≥ 2 nonempty families X j of Borel probability distributions on a Polish observation space Ω. Let, further,
be a partition of the set of indices of X j 's into I ≥ 2 non-overlapping nonempty groups J 1 , ..., J I . We associate with the sets X i = j∈J i X j the hypotheses H i , stating that the elements ω 1 , ..., ω K of the K-repeated stationary observation sample ω K are drawn independently from the common distribution p ∈ X i , and our goal is to decide from observation ω K on the hypotheses H 1 , ..., H I .
It is convenient to think about the (values of the) indices i = 1, ..., I of the sets X i as of the colors of these sets. 4 We also assume that we have at our disposal pairwise detectors -Borel functions φ ij : Ω → R -for the sets X j , j = 1, ..., N which satisfy relations (5) . From now on, we make the following assumption:
A: When the indices j and j ∈ J are of different colors (in other words, do not belong to the same group J i ), the risk jj (= j j ) of the detector φ jj (same as the detector φ j j ) satisfies jj < 1.
Note that assumption A implies that for j and j of different colors the sets of distributions X j and X j are at positive Hellinger distance from each other:
This implies that our color assignments are unambiguous, and our goal may be reformulated as that of identifying the color of the distribution underlying the observations. From the results of section 2.3 it easily follows that if assumption A holds then for any given > 0, we can decide on the hypotheses H 1 , ..., H I with risk ≤ (meaning that the probability to reject the true hypothesis, same as the probability to accept a wrong one, is ≤ ), provided that the number K of observations is large enough. This being said, the "large enough" K could be indeed quite large for the pairs j ∈ J i , j ∈ J i with i = i , with small value of jj . As a tradeoff, we can switch from decision rules based on K observations to sequential decision rules, for which the decision is made on the basis of on-line adjustable number of observations. We can expect that if we are lucky and the distribution p * underlying our observation is "deeply inside" of some X i * and thus is "far" from all X i , i = i * , the true hypothesis H i * will be accepted much sooner than in the case when p * is close to some of "wrong" X i 's. Our objective now is to build sequential tests utilizing the results of section 2.
Sequential test: construction
The setup for our "generic" sequential test is given by To avoid messy notation, we enumerate, for every s ≤ S, the sets X jιs , 1 ≤ j ≤ N, 1 ≤ ι ≤ ι js , and call the resulting sets Z 1s , ..., Z Lss . Thus, Z qs is one of the sets X jιs , and we assign to Z qs and the index q the same color as that of j.
Detectors. We suppose for every s ≤ S and every pair (q, q ), 1 ≤ q < q ≤ L s , we are given pairwise detectors φ,s and reals,s ∈ (0, 1] associated with Z qs and Z q s and satisfying the relations Tests T s . Now let us apply to the collection of hypotheses {H qs : 1 ≤ q ≤ L s }, detectors {φ,s (·) : 1 ≤ q, q ≤ L s } and the just defined matrix C s the construction from section 2.3, assuming that when deciding upon hypotheses H 1s , ..., H Lss , we have at our disposal k-repeated observation ω k , with a given k. Specifically, consider the optimization problem
as was shown in section 2.3, the value Opt(k, s) is nothing but the spectral norm of the entry-wise nonnegative symmetric matrix with the entries k,s C s. Since,s ≤ δ s ∈ (0, 1) when C s= 1, Opt(k, s) goes to 0 as k → ∞, so that the smallest k = k(s) such that Opt(k, s) < s is well defined. And since Opt(k(s), s) < s , problem (9) with k = k(s), whether solvable or not, admits a feasible solutionᾱ (s) 
qq and to C = C s the construction from section 2.3, we get a test T s deciding on the hypotheses
, with properties as follows:
Let ω 1 , ..., ω k(s) be drawn, independently of each other, from common distribution p * (·) obeying the hypothesis H q * s for some 1 ≤ q * ≤ L s . Then 1. the p * -probability for T s not to accept H q * s is at most s ; 2. the p * -probability of the event "among the accepted hypotheses, there is a hypothesis H qs with q not s-close to q * " is ≤ s .
S-th setup component. We assume that when s = S, the partition of X j is trivial: ι jS = 1 and X j1S = X j for all j ≤ N . Furthermore, we define K = k(S) such that δ S ≥,S whenever q, q are of different colors, implying that q and q are S-close if and only if q and q are of the same color. 5 For the reasons which will become clear in a moment, we are not interested in those components of our setup for which k(s) > K; if components with this property were present in our original setup, we can just eliminate them, reducing S accordingly. Finally, we can reorder the components of our setup to make k(s) nondecreasing in s. Thus, from now on we assume that
Sequential test T corresponding to the outlined setup when applied to the observation ω K works by stages s = 1, 2, ..., S: at stage s we apply test T s to the initial fragment ω k(s) of ω K . If the outcome of the latter test is acceptance of a nonempty set of hypotheses H qs and all these hypotheses are of the same color i, test T accepts the hypothesis H i and terminates, otherwise it proceeds to stage s + 1 (when s < S) or terminates without accepting any hypothesis (s = S). Note that by construction T never accepts more than one of the hypotheses H 1 , ..., H I . 
Sequential test: analysis
In particular, the latter condition definitely takes place when s = S, since, as we have already seen, q and q are S-close if and only if q and q are of the same color. Hence for s = S the conclusion in (10) The main result of this section is as follows.
Proposition 2 Let ω 1 , ..., ω K be drawn, independently of each other, from a distribution p * ∈ X (= N j=1 X j ), so that p * ∈ X j * for some j * ≤ N , and let i * be such that j * ∈ J i * (i.e., i * is the color of p * ). Then p * -probability of the event
T , as applied to ω K , terminates not later than at the stage s[p * ] and accepts upon termintation the true hypothesis H i * is at least 1 − .
Implementing sequential test
Observe that in order for the just described sequential test to recover the "non-sequential" test from section 2.3, it suffices to utilize setup with S = 1 (recall that our construction fully specifies the setup component with s = S). This being said, with our sequential test the running time (the number of observations used to make the inference) depends on the true distribution underlying the observations, and we can use several degrees of freedom in our setup in order to save on the number of observations when the true distribution is "deeply inside" the true hypothesis. We are about to illustrate some of the options available for the basic good o.s.'s presented in section 2.1.
Preliminaries
Assume that our o.s. is either Gaussian, or Poisson, or Discrete, see section 2.1.1. We denote by n the dimension of the associated parameter vector µ: µ = [µ 1 ; ...; µ n ]. Assume that we are given the risk level ∈ (0, 1) and a collection of J nonempty compact convex sets X j ⊂ M painted in I ≥ 2 colors (i.e., the set of indices {1, ..., J} is split into I ≥ 2 non-overlapping nonempty sets J 1 , ..., J I , i being the common color of all sets X j , j ∈ J i ). Sets X j give rise to the sets X j of probability distributions defined by the corresponding densities p µ (·), µ ∈ X j . Note that for all considered o.s.'s different values of the parameter µ ∈ M correspond to different probability densities p µ . We assume that the sets X j , X j of different colors do not intersect thus giving rise to non-intersecting sets of distributions X j and X j . Given this input, we intend to specify the setup for sequential test deciding on the associated hypotheses H i , 1 ≤ i ≤ I.
Let ψ(µ, ν) : M × M → R be the rate function For j ∈ {1, ..., J}, we set
Since ψ(µ, ν) is concave in µ, ν ∈ M, and X j is a convex compact set, the functions ψ j (·) are concave and continuous on M.
Let now O be the set of all ordered pairs (j, j ), 1 ≤ j, j ≤ J, with j, j of different colors; note that (j, j ) ∈ O if and only if (j , j) ∈ O.
For a pair j, j , 1 ≤ j, j ≤ J, let
Note that for (j, j ) ∈ O the convex compact sets X j , X j do not intersect, thus ψ jj < 0, and the objective in the optimization problem on the right hand side of (11) is negative on the compact feasible set of the problem. We set
so that d > 0. Finally, for (j, j ) ∈ O and a nonnegative r we say that a linear inequality (µ) ≤ 0, µ ∈ M, defines a (jj r)-cut if for all µ ∈ X j such that (µ) ≤ 0,
Example: default cuts. For (j, j ) ∈ O, let (µ jj , ν jj ) be (µ, ν)-components of an optimal solution to the optimization problem (11) . Setting
and invoking optimality conditions for (11) along with concavity of ψ(·, ·), we get for all (j, j ) ∈ O:
We conclude that setting
we get an affine function of µ ∈ M which upper-bounds ψ jj (·) − r on X j .
Indeed, for any
(we have used (13.c,b) ). Taking in the resulting inequality the supremum over ν ∈ X j , we arrive at jj (µ) ≥ ψ j (µ) − r, µ ∈ X j .
The bottom line is that jj (µ) ≤ 0 is a (jj r)-cut; we shall refer to this cut as default.
Specifying the setup
The setup for our sequential test is as follows.
1. We select a sequence of positive integers {k(s)} ∞ s=1 satisfyinḡ
and specify S as the smallest positive integer such that
(S is well defined due tok(s) ≥ s).
2. For every j ∈ {1, ..., J} and every s ∈ {1, ..., S}, we specify closed convex subsets X jιs , 1 ≤ ι ≤ ι js , of X j as follows. For every pair (j, j ) ∈ O, we select somehow a (jj r(s))-cut jj s (·) ≤ 0 and set
where for 1 ≤ j ≤ J the set J j contains all indices 1 ≤ j ≤ J of the color different from that of j. Eliminating form this list all sets which are empty, we end up with a number ι js ≤ J of nonempty convex compact sets X jιs , 1 ≤ ι ≤ ι js , with X j being their union.
Observe that r(S) < d by (15), and for (j, j ) ∈ O we clearly have
implying that jj S (µ) ≡ −1 are legitimate (jj S)-cuts. These are exactly the cuts we use when s = S.
We claim that the just defined entities form a legitimate setup for a sequential test. All we need in order to justify this claim is to verify that the S-component of our setup is as required, that is, that (a) for every j ∈ {1, ..., J}, ι jS = 1, whence X j1S = X j and L S = J, and that (b) q, q ∈ {1, ..., L S } 2 (recall that L S = J) are S-close if and only if q and q are of the same color.
To verify (a), note that jj S (·) ≡ −1 whenever (j, j ) ∈ O, implying that X j jS = ∅ when j ∈ J j and X j jS = X j , as claimed in (a). To verify (b), note that as it was already mentioned, for j, j of different colors, the risk of the detector yielded by Theorem 1 as applied to the sets X = X j , Y = X j , is exp{ψ jj }, that is, this risk is ≤ exp{−d}. Invoking the already verified (a), we conclude that,S ≤ exp{−d} whenever 1 ≤ q, q ≤ L S = J and q, q are of different colors. As we have seen, r(S) < d, whence δ S = exp{−r(S)} > exp{−d}. The bottom line is that whenever 1 ≤ q, q ≤ J and q, q are of different colors, we have,S < δ S ; this observation combines with the definition of S-closeness to imply that q, q are S-close if and only if q, q are of different colors, as claimed in (b).
The legitimate setup we have presented induces a sequential test, let it be denoted by T . We are about to analyse the properties of this test.
Analysis
Our first observation is that for the sequential setup we have presented one has k(s) ≤k(s), 1 ≤ s ≤ S. To verify this claim, we need to check that when k =k(s), we have Opt(k, s) < s = 2S .
As we have already mentioned (see the comment after the definition (9) of Opt(·, ·)), Opt(k, s) is the spectral norm of the entrywise nonnegative symmetric matrix D ks of the size L s × L s with entries not exceeding δ k s . Since, by construction, L s ≤ J 2 the spectral norm of D ks does not exceed J 2 δ k s . The latter quantity indeed is < s when k =k(s), see (16) .
Worst-case performance. In the analysis to follow, we assume that ∈ (0, 1 4 ). By Proposition 2, the sequential test T always accepts at most one of the hypotheses H 1 , ..., H I , and the probability not to accept the true hypothesis is at most ; moreover, the number of observations used by T never exceeds k(S) ≤ K :=k(S). On the other hand, from the definition (12) of d and Corollary 1 it follows that in order for a whatever test to decide on the hypotheses H 1 , ..., H I with risk via stationary repeated observations, the size of the observation sample should be at least 6
As a result, unless d is "astronomically small", K is within logarithmic factor of K + , implying quasi-optimal worst-case performance of the test T . The precise statement is as follows:
Then
For proof, see the appendix. For all practical purposes we can assume that d ≥ 10 −6 , otherwise the lower bound K + on the number of observations required by (1 − )-reliable test would be impractically large. Assuming d ≥ 10 −6 , (19) is satisfied with κ = 5 (recall that ≤ 1 4 and J ≥ 2). Thus, for all practical purposes we may treat the quantity κ from the premise of Proposition 3 as a moderate absolute constant, implying that the upper bound K on the worst-case observation time of our (1 − )-reliable sequential test T indeed is within a logarithmic factor O(1)
ln(1/ ) of the lower bound K + on the worst-case observation time of an "ideal" (1 − )-reliable test.
Remark 1 It is easily seen that whenk(s) grows with s as rapidly as allowed by (14):k(s) = 2 s−1 , the result completely similar to the one of Proposition 3 holds true in a much wider than (19) range of values of d, specifically, in the range ln(1/d) ≤ CJ 2 / , for a whatever constant C ≥ 1; and in this range, one has K ≤ C max[1,
], with C depending solely on C.
Actual performance. For µ ∈ X := J j=1 X j let s * (µ) be the smallest s ≤ S such that for some j ≤ J it holds µ ∈ X j js (see (17) ). Equivalently:
Note that s * (µ) is well defined -we have already seen that X j jS = ∅ whenever j ∈ J j , so that s = S is feasible for the right hand side problem in (21).
Let us denote X ι js (Z qs ) the set of densities p µ such that µ ∈ X ι js (µ ∈ Z qs = X ι js ), and let Q s (µ) be the set of the indices q of all sets Z qs p µ . For µ ∈ J j=1 X j , we define s[µ] := s[p µ ], i.e. s[µ] is the smallest s such that there is a set, say, Z q * s containing µ such that all sets Z qs of distributions p ν such that ν ∈ Z qs which are s-close to Z q * s are of the same color.
Proposition 4 One has
Assume that the observations are drawn from density p µ (·), µ ∈ j X j . By Proposition 2, with p µ -probability ≥ 1 − our sequential test T terminates in no more than s[µ] ≤ s * (µ) steps and upon termination recovers correctly the color i[µ] of µ (i.e., accepts the true hypothesis H i [µ] , and only this hypothesis). Thus, if µ is "deeply inside" one of the sets X j , meaning that s * (µ) is much smaller than S, our sequential test will, with reliability 1 − , identify correctly the true hypothesis H i[µ] much faster than in S stages.
Selecting the cuts
Defining the cuts jj s (·) is one of principal "degrees of freedom" of the just described construction. Informally speaking, we would like these cuts to result in as small sets X j js , j ∈ J j as possible, thus increasing chances for the probability density underlying our observations to belong to X j js for a small value of s (such a value, as we remember, with probability 1 − upper-bounds the number of stages before termination). Thus, to improve over the basic option represented by the default cuts one may look, for instance, for cuts which minimize, given s and (j, j ) ∈ O, the m j -dimensional volume of the set X Problem (*) seems to be heavily computationally intractable. We are about to present a crude suboptimal solution to (*). We can assume w.l.o.g. that Y intersects with the interior of X. 7 Let us equip X with a ϑ-selfconcordant barrier F (·). 8 Then the minimizerx of F on Y is uniquely defined, belongs to int X and can be found efficiently by solving the (solvable) convex optimization problem min x∈Y F (x). By optimality conditions for the latter problem, the affine function¯ (x) = ∇F (x), x −x is nonnegative on Y and thus is a feasible solution to (*). Further, from the basic facts of the theory of self-concordant barriers it follows that A. The Dikin ellipsoid of F atx -the set D = {x ∈ X :
7 Indeed, otherwise we can specify (·) as an affine function separating Y and X, so that (x) ≥ 0 when x ∈ Y and (x) ≤ 0 on X and (·) is nonconstant on X. Clearly, (·) is a feasible solution to (*) with Size(X (·) ) = 0.
8 That is, F is a three times continuously differentiable strictly convex function on int X which is an interior penalty for X (i.e., diverges to +∞ along every sequence of interior points of X converging to a boundary point of X), and, in addition, satisfies specific differential inequalities; for precise definition and related facts to be used in the sequel, see [18] . A reader will not lose much when assuming that X is a convex compact set given by a strictly feasible system fi(x) ≤ bi, 1 ≤ i ≤ m, of convex quadratic inequalities, F (x) = − m i=1 ln(bi − fi(x)) and ϑ = m.
B. The set X¯ (·) = {x ∈ X : x −x, ∇F (x) ≥ 0} is contained in the set 9
From B it follows that
On the other hand, if (·) is a feasible solution to (*), then the set X (·) contains Y and thus containsx, implying that (x) ≥ 0. Consequently, by A we havē
Since ( Thus, for every feasible solution (·) to (*) it holds
where the concluding ≥ is due to (22). We see that the feasible solution¯ (·) to (*) (which can be found efficiently) is optimal within the factor 2 1/m ρ = 2 1/m [ϑ + 2 √ ϑ]. This factor is moderate when X is an ellipsoid (or the intersection of O(1) ellipsoids), and can be unpleasantly large when ϑ is large. However, this is the best known to us computationally tractable approximation to the optimal solution to (*).
Application in the Gaussian case
Comparing cut policies: illustration To get impression on the effect of different cut policies (default cuts vs. cuts based on self-concordant barriers), let us consider the Gaussian case with J = 2,
e., the color of X 1 is 1, and color of X 2 is 2), and letk(s) = 2 s−1 , s = 1, 2, .... We have
a 1,2 = b 2,1 = e := [1; 0; ...; 0], b 1,2 = a 2,1 = 0 ∈ R n , e 1,2 = f 2,1 = e, f 1,2 = e 2,1 = 0.
9 What is ϑ + 2 √ ϑ below is 3ϑ in [18] ; refinement 3ϑ → ϑ + 2 √ ϑ is due to F. Jarre, see [17, Lemma 3.2.1].
cuts n = 2 n = 3 n = 4 n = 5 n = 6 n = 20 default 0.32 0.32 0.32 0.32 0.32 0.32 smart 3.8e-2 7.6e-3 1.4e-3 2.2e-4 3.4e-5 <1.3e-18 Table 1 : n-dimensional volumes of "bad" sets Z qs for s = 11 [ = 0.01, δ = 0.1, S = 14, r(11) = 0.0092].
Further,
where is the target risk, and S is the smallest positive integer such that r(S) as given by the above formula is < d = δ 2 /8 Now, the default cuts are 
color # 2:
The "good" sets here are Z 1s and Z 3s , meaning that if a single observation is distributed according to N (µ, I d ) with µ belonging to Z 1s or Z 3s , our sequential test T with probability at least 1 − terminates in course of the first s stages with correct conclusion about the color of µ. We see also that when δ 1 and s is "moderate," meaning that δ r(s) δ 2 , the bad sets Z 2s , Z 4s , in terms of their n-dimensional volume, form O(1)r(s)/δ-fractions of the respective boxes X 1 , X 2 , provided default cuts are used. When using "smart" cuts -those induced by self-concordant barriers for X 1 , X 2 -it is immediately seen that in the range 1 δ r(s) δ 2 (what exactly means, depends on n), the bad sets Z 2s and Z 4s become simplexes:
where c i = c i (n, s) are of order of 1; the good sets Z 1s , Z 3s are the closures of the complements of these simplexes to the respective boxes X 1 , X 2 . The new bad sets are much smaller than the old ones; e.g., their volumes are of order of r n/2 (s) -much smaller than volumes O(r(s)/δ) of the old bad sets, see Figure 1 and Table 1 . Now let ρ(µ) be the largest ρ such the · 2 -ball of radius ρ centered at µ is contained in certain X j . We claim that
meaning that the deeper µ is "inside" one of X j (the larger is ρ(µ)), the smaller is the number of observations needed for T to identify correctly the color of µ.
Justification of (23) is as follows. The first inequality in (23) is nothing but Proposition 4.
To prove the second inequality, observe, first, thats :=s(µ) is well defined (indeed, as we have seen, r(S) < d). Let j * be such that the · 2 -ball B of radius ρ(µ) centered at µ is contained in X j * , and let j ∈ J j * . By (13.a), we have e T j * j [µ − a j * j ] ≤ 0 for all µ ∈ X j * and thus for all µ ∈ B, and therefore e T j * j [µ − a j * j ] ≤ −ρ(µ) e j * j 2 , whence for all j ∈ J j * we have
Denoting by (μ,ν) an optimal solution to the problem min µ∈Xj * ,ν∈Xj µ − ν 2 , we clearly have ψ j * j = − μ −ν 2 2 /8, e j * j 2 = μ −ν 2 /4, and μ −ν 2 /8 ≥ d whenever j ∈ J j * by the origin of d. Thus, (24) implies that
Numerical illustration. The following numerical experiment highlights the power of sequential testing in the Gaussian case with default cuts. In this experiment, we are given J = 4 sets X j ⊂ R 2 ; X 1 is the square {0.01 ≤ x 1 , x 2 ≤ 1}, X 2 , X 3 , X 4 are obtained from X 1 by reflections w.r.t. the coordinate axes and the origin. The partition of the index set into groups J i is trivial X i , = 0.01.
-these groups are the elements of J = {1, 2, 3, 4}, so that our goal is to recognize which of the sets X j contains the mean µ of the observation. X j at random according to the uniform distribution, the empirical average of the number of observations before termination is as large as 1.6 · 10 5 , reflecting the fact that X j are pretty close to each other. At the same time, the median number of observations before termination is just 154, reflecting the fact that in our experiment µ, with reasonably high probability, indeed is "deeply inside" the set X j containing µ.
From the just outlined properties of T s it follows that p * -probabilities of E s 1 and E s 2 do not exceed s . Now let E * = {ω K : no one of the events E s 1 , E s 2 , 1 ≤ s ≤ S, takes place.}, so that p * -probability of E * is at least 1 − 2 S s=1 s = 1 − . All we need is to verify that E ⊃ E * , which is immediate. Indeed, let s * = s[p * ], q * = q[p * ] (so that q * = q s * due to q s[p * ] = q[p * ]), and let ω K ∈ E * . By the latter inclusion, E s * 1 does not take place, what implies that (a) T s * as applied to ω k(s * ) accepts H q * s * . Besides this, since ω K ∈ E * , we have ω k(s * ) ∈ E s * 2 , implying, by definition of E s * 2 , that all hypotheses H qs * accepted by T s * as applied to ω k(s * ) are such that q is C s * -close to q * = q[p * ]. By definition of s * = s[p * ] and q * = q[p * ], for all q which are C s * -close to q * , the hypotheses H qs * are of the same color as the accepted by T s * , by (a), hypothesis H q * s * . Thus, when ω K ∈ E * , we have (b) the set of hypotheses H qs * accepted by T s * is nonempty, and all these hypotheses are of the same color, equal to the color of µ. Invoking the description of T , we conclude that when ω K ∈ E * , the test T terminates not later than at step s * = s[p * ] and the termination is productive -some of the hypotheses H i indeed are accepted (in fact, in this case exactly one of the hypotheses H i is accepted, since, as it was already mentioned, T never accepts more than one hypothesis). Now let ω K ∈ E * , and lets be the step at which T terminates. As we have already seen, s ≤ s * = s[p * ] and T terminates accepting exactly one hypothesis Hī, whereī is a deterministic function of ω k(s) . Since p * obeys hypothesis H qss (by definition of qs) and ω K ∈ Es 1 , the test Ts as applied to ω k(s) accepts the hypothesis H qss (which, by construction, has the same color i * as p * ). The latter observation combines with the termination rule for T to imply that the outcome of T in the case of ω K ∈ E * is the hypothesis H i of the same color i as H qss , that is, the hypothesis i with the same color as the color i * of p * , that is, the true hypothesis H i * , and that the outcome is obtained not later than at the stage s[p * ].
B Proof of Proposition 3
Let d > 0, J ≥ 2, ∈ (0, 1 4 ), κ > 2, and κ ≥ 1 satisfy (19) . Relation (20) is trivially true when S = 1 and thus K =k(1) = 1. We denote ϑ = J 2 / , and assume from now on that S > 1, so that (15) is not satisfied when S =k(S) = 1 and therefore d ≤ ln(ϑ).
1 0 . We claim that S ≤S := σ = 4κ ln(ϑ) 3d .
To justify this claim, it suffices to verify that ln(ϑS)/k(S) < d.
Indeed, we have σ ≥ 4/3, whence σ ≤S ≤ , In its turn, the latter relation, due to Z q s * ⊂ X j and that ψ j (·) = max ν∈X j ψ(µ, ν), implies that max µ∈Zq * s * ,ν∈Z q s * ψ(µ, ν) ≤ −r(s * ), which contradicts (27).
