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Abstract –We use dynamical generating functionals to study the stability and size of communities
evolving in Lotka-Volterra systems with random interaction coefficients. The size of the eco-system
is not set from the beginning. Instead, we start from a set of possible species, which may undergo
extinction. How many species survive depends on the properties of the interaction matrix; the
size of the resulting food web at stationarity is a property of the system itself in our model,
and not a control parameter as in most studies based on random matrix theory. We find that
prey-predator relations enhance stability, and that variability of species interactions promotes
instability. Complexity of inter-species couplings leads to reduced sizes of ecological communities.
Dynamically evolved community size and stability are hence positively correlated.
Introduction. – One of the most controversial de-
bates in ecology concerns the question whether complexity
of species communities begets stability. Early studies sug-
gested that densely connected food webs can cope better
with the loss of a single link or an external perturbation
than poorly interwoven networks with only a small num-
ber of links or energy flow pathways [1, 2]. Theoretical
analyzes by Gardner and Ashby [3] and May [4, 5] in the
1970s however suggested that complex community mod-
els may not always be more stable than less diverse ones.
But ‘if increased diversity does not necessarily result in
greater stability’, as Rooney et al put it [6], then ‘why
do diverse food webs seem to be more stable than depau-
perate ones’ in ecological field studies? Advances in this
so-called diversity-stability debate are often, as in Ashby’s
and Gardner’s and in May’s work, based on random com-
munity models, in which the coefficients describing inter-
actions between species are drawn at random [7]. Species
are then often assumed to follow a community dynamics
described e.g. by Lotka-Volterra or replicator equations
[8, 9]. The issue of stability versus complexity is then ad-
dressed by studying the properties of fixed-points of these
dynamics in dependence on model parameters such as the
mean interaction strength, their variance, the mean con-
nectance and the size of the community under considera-
tion.
In the present work we use methods from statistical me-
chanics and the theoretical physics of disordered systems
[11–16] combined with concepts of non-linear dynamics
and the theory of stochastic processes to study random
community models and to make mathematically exact pre-
dictions regarding the stability or otherwise of their dy-
namics. Conceptually this is similar to May’s approach
[4, 5] in that we address models with random interaction
matrices. Recent work on random communities includes
[17–21].
The difference of our approach compared to this exist-
ing work is as follows. Much work on random commu-
nity Lotka-Volterra models in the ecological literature is
concerned with eco-systems of a given pre-arranged fixed
size. It then assumes a random Jacobian matrix of that
size, and uses random matrix theory to study the eigen-
values of these matrices [3–5,17–20,22,23]. In many cases
no actual dynamics are specified – the starting point is
the Jacobian of the surviving species. In our approach,
the size of the resulting eco-system is not set from the be-
ginning. Instead, we start from a set of possible species,
specify its dynamics (Lotka-Volterra) and assume random
interaction coefficients. The species in our model may un-
dergo extinction and hence some species will not survive in
the long-term limit. How many species go extinct or sur-
vive depends on the properties of the interaction matrix.
Crucially, the size of the resulting food web at stationar-
ity is a property of the system itself in our model, and not
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a control parameter as in most studies based on random
matrix theory.
Furthermore, the bulk of the existing literature on ran-
dom community models in theoretical ecology is restricted
to stability analyses. Stable and unstable regimes are iden-
tified from the application of random matrix theory to
presumed random Jacobians, but only few statements are
made about the properties of stable fixed points. As part
of our study, we also pursue a linear stability analysis and
investigate in detail how e.g. the presence of predator-prey
pairs in the community affect the stability of the under-
lying dynamics. But the techniques we use allow us also
to calculate fixed-point properties and the statistics of the
ecological community at stationarity. In particular we ob-
tain results for species abundance and rank distributions,
the fraction of surviving species and the total biomass con-
tained in the system. No approximations need to be made
(except for assuming the community under consideration
to be large). Our theoretical predictions are confirmed
convincingly in numerical simulations.
Our work build on a a number of existing studies. In
the statistical physics community replicator models with
random couplings have first been proposed by Opper and
Diederich [24,25], and stable and unstable regimes of such
model systems have been identified and characterised an-
alytically within the theory of phase transitions of statis-
tical mechanics, see also [26–33]. Similar tools can also be
used to study game learning [34] and the distribution of
Nash equilibria in games [35–37].
These existing non-equilibrium statistical physics stud-
ies of random community models are restricted to repli-
cator models in which the total concentration of species
is conserved. Furthermore, results have been expressed
mostly in dependence on a so-called co-operation pressure;
an intra-species interaction term suppressing the growth
of individual species, and driving the system to a state of
diversity. In the present paper we address Lotka-Volterra
systems and focus the effects of complexity and variabil-
ity on the level of inter-species interactions and address
questions of feasibilty as well. While a formal mathe-
matical equivalence between replicator systems and Lotka-
Volterra systems (of a different dimensionality) can be es-
tablished (see e.g. [8]) replicator systems are inherently
bounded by definition, and do not allow for runaway solu-
tions. In Lotka-Volterra systems, on the contrary, the to-
tal biomass is a dynamical quantity, and can be computed
analytically from the statistical physics theory. Further-
more, as we will see below, Lotka-Volterra systems show
an instability, distinctly different from that of replicator
systems, separating stable fixed-point regimes from phases
in which characteristic quantities such as the biomass and
individual species concentrations diverge in time. No such
regime is found in random replicator systems, where in-
stead bounded and potentially chaotic trajectories are ob-
served in the unstable regime [25, 28, 29].
Lotka-Volterra random community model. –
We consider a generalized Lotka-Volterra model describing
the dynamics of an interacting community of N species,
labeled by i = 1, . . . , N . The time-dependent number den-
sity of individuals of species i is denoted by xi(t), and
evolves in time according to
dxi(t)
dt
= rixi(t)
Ki + N∑
j=1
αijxj(t)
 . (1)
The intra-specific interaction coefficients αii will be set to
αii = −1, following for example [4, 22]. For simplicity,
we set the basic growth rates ri to unity. The quantities
Ki denote carrying capacities; if there are no interactions
between species (αij = 0 for i 6= j) then x˙i = xi(Ki − xi).
We focus on the case Ki = 1 for all i. The interaction
coefficients αij (i 6= j) finally represent the (per capita)
effect of species on one another. A negative coefficient αij
indicates a competitive effect of species j on species i.
In our setup the couplings αij (i 6= j) are drawn from
a Gaussian random distribution [4,5,24,25,29] character-
ized by its mean and covariance matrix. We introduce a
model parameter controlling the correlation between the
interaction coefficients αij and αji, and hence the fraction
of prey-predator pairs in the artificial ecological commu-
nity. A prey-predator pair consists of two species i and j
for which αij and αji have opposite signs, i.e. a pair in
which the presence of say species i has a detrimental effect
on species j, whereas the presence of species j is beneficial
for individuals of species i, see also [17].
Specifically for any pair i < j of species we set
αij =
µ
N
+
σ√
N
zij , αji =
µ
N
+
σ√
N
zji, (2)
where zij and zji are drawn from a Gaussian distribution
with zij = 0, z2ij = 1, and zijzji = γ. The overbar
describes averages over the Gaussian ensemble. The
scaling of the moments of the αij with N is necessary
to produce a well defined limit N → ∞ in which the
statistical mechanics theory applies. The parameter
−1 ≤ γ ≤ 1 characterizes the correlations between zij and
zji. For γ = 1 one has αij = αji with probability one. For
γ = 0, zij and zji are uncorrelated, and for γ = −1 one
has zij = −zji with probability one. In the limit of large
system size, N → ∞, a given pair of species i 6= j form a
predator-prey pair (αijαji < 0) if and only if zij and zji
are of opposite sign. The percentage p of predator-prey
interactions can hence be worked put by performing a
suitable Gaussian integral over the joint distribution of
zij and zji. This leads to an explicit, non-linear and
decreasing dependence of p on γ. In particular one has
p = 1 for γ = −1 (for γ = −1 the system consists fully of
predator-prey interactions and in the limit of large N);
one has p = 1/2 for γ = 0 (50% predator-prey pairs),
and p = 0 for γ = 1 (i.e. no prey-predator pairs are
present for γ = 1). In all cases, the remaining fraction of
p-2
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1− p interaction pairs are non-predator-prey. In the limit
N → ∞, half of these will be of a mutualistic interaction
type (αij and αji both positive), and the other half of a
strictly competitive type (αij and αji both negative).
Path-integral analysis. – We study the random
community Lotka-Volterra model, Eq. (1), in the limit
of a large number of interacting species (N → ∞) using
dynamical methods from spin-glass physics [11–14,16].
The starting point of the path-integral analysis are the
N -species Lotka-Volterra equations
dxi(t)
dt
= rixi(t)
Ki + N∑
j=1
αijxj + h(t)
 , (3)
where we have added a perturbation field h(t), which will
be used to generate dynamical response functions and sus-
ceptibilities. This field is a theoretical device and is set to
zero at the end of the calculation. The dynamical moment
generating functional is given by
Z[ψ] =
∫
[Dx]
∏
it
exp
(
i
∑
i
∫
dt ψi(t)xi(t)
)
×δ
(
x˙i − xi(t)[1 +
N∑
j=1
αijxj + h(t)]
)
, (4)
where δ(· · ·) denotes the (functional) Dirac delta-
distribution, and restricts the integral to all paths allowed
by the Lotka-Volterra dynamics. The notation [Dx] indi-
cates a functional integral over trajectories of the system.
The variables ψi(t) represent external source fields; Z[ψ]
hence describes the (functional) Fourier transform of the
measure generated by the Lotka-Volterra dynamics in the
space of possible trajectories. Performing the average over
all possible realizations of interaction matrix entries {αij}
along the lines of [24,25,29] leads, in the limit N →∞, to
the following stochastic process for the concentration x(t)
of a representative species
dx(t)
dt
= x(t)
[
1− x(t) + µM(t)
+γσ2
∫ t
0
G(t, t′)x(t′)dt′ + η(t) + h(t)
]
, (5)
see also the Supplementary Material. We now describe
the different ingredients of this process. We have coloured
Gaussian noise η(t), with temporal correlations given self-
consistently by 〈η(t)η(t′)〉 = σ2 〈x(t)x(t′)〉, where 〈. . .〉
denotes an average over the process in Eq. (5). The
effective-species concentration x(t) thus is a random pro-
cess itself. A further component of the effective dynamics
is the non-Markovian term coupling back in time through
the integral over t′. This term and the coloured noise
η are remnants of the initial randomness of the species
interactions {αij}. The key quantities describing the dy-
namics of the model are the correlation function C(t, t′),
the response function G(t, t′) and the average species con-
centration M(t), or equivalently the total biomass in the
system at time t. These order parameters are to be ob-
tained self-consistently as averages over realizations of the
effective-species process as
C(t, t′) = 〈x(t)x(t′)〉 ,
G(t, t′) =
〈
δx(t)
δh(t′)
〉
,
M(t) = 〈x(t)〉 . (6)
A fixed-point ansatz limt→∞ x(t) = x∗, limt→∞ η(t) = η∗,
with both x∗ and η∗ static random variables then leads to
M(t) ≡ M , and C(t, t′) ≡ σ2q, where q = 〈(x∗)2〉. This
is similar to the procedure in [25, 29]. Within this fixed-
point ansatz G(t, t′) becomes time-translation invariant,
i.e., G(t, t′) is a function only of τ = t − t′. Causality
dictates G(τ) = 0 for τ < 0. We write χ =
∫∞
0
dτ G(τ).
This ansatz leads to
x∗
[
1− x∗ + µM + γσ2χx∗ + η∗] = 0, (7)
so that fixed points can take values x∗ = 0 and x∗ =
(1 + µM + η∗)/(1 − γσ2χ). The latter solution is only
physical if it is non-negative, so that we have
x∗(η∗) =
1 + µM + η∗
1− γσ2χ H
(
1 + µM + η∗
1− γσ2χ
)
, (8)
where H(x) is the Heaviside function, H(x) = 1 for x > 0,
and H(x) = 0 else. Note that η∗ is a Gaussian random
variable, as indicated above, so x∗ is a random quantity
as well. These results re-iterate that a fraction of the N
initial species dies out during the transients of the Lotka-
Volterra dynamics, and are no longer present at the fixed
points.
Following the lines of [25, 29] to perform the average
over the ensemble of fixed points one finds closed non-
linear integral equations (see Supplementary Material),
χ =
1
1− γσ2χ
∫ ∆
−∞
dz√
2pi
e−z
2/2, (9)
M =
√
qσ
1− γσ2χ
∫ ∆
−∞
dz√
2pi
e−z
2/2(∆− z), (10)
1 =
σ2
(1− γσ2χ)2
∫ ∆
−∞
dz√
2pi
e−z
2/2(∆− z)2, (11)
for q,M and the dynamic susceptibility χ. We have used
the abbreviation ∆ = (1 + µM)/(
√
qσ). The nature of
the fixed point ansatz is such that it disregards any de-
pendence on initial conditions. Similar to [25, 29] it ap-
plies under the assumption that the initial Lotka-Volterra
equations (1) have a stable fixed point, and that his fixed
point is unique for any given realisation of the {αij}, see
the Supplement for further details.
Equations (9,10,11) can be solved by Newton-Raphson
methods, and deliver q, χ andM as a function of the model
parameters σ, µ and γ. The fraction of surviving species is
obtained from these solutions as φ = 12
(
1 + erf(∆/
√
2)
)
.
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Stability and phase diagram. – A linear stability
analysis of the fixed point solution can be performed along
the lines of [25]. We here only summarise this briefly, and
relegate details to the Supplement. One starts from
dy(t)
dt
= x∗
[
−y(t) + γσ2
∫ t
0
G(t, t′)y(t′)dt′
+v(t) + ξ(t)] , (12)
where y(t) denotes fluctuations about a (non-zero) fixed
point x∗, and where v(t) is the corresponding deviation
in the noise in the effective process. The quantity ξ(t)
is Gaussian white noise of unit amplitude, generating the
fluctuations about the fixed point. Self-consistently one
has 〈v(t)v(t′)〉 = σ2 〈y(t)y(t′)〉. One converts into Fourier
space and obtains
iωy˜(ω)
x∗
=
(
γσ2G˜(ω)− 1
)
y˜(ω) + v˜(ω) + ξ˜(ω).(13)
Focusing on long-time behaviour (i.e., ω = 0) leads to〈|y˜(0)|2〉 = φ [γσ2χ− 1]−2 [σ2 〈|y˜(0)|2〉+ 1] . (14)
From this one finds that
〈|y˜(0)|2〉 diverges when φσ2 =
(1 − γσ2χ)2. This then leads to ∆ = 0 in Eqs. (9, 10,
11), i.e. in particular φ = 1/2. From this we find that
the stable fixed point ansatz is valid (in the sense that
perturbations about it do not diverge) for σ < σc, where
σc depends on γ via
σ2c (γ) =
2
(1 + γ)2
. (15)
The theory, based on a stability assumption, hence self-
consistently predicts its own breakdown, and the onset
of instability. In the regime σ < σc we therefore expect
the original Lotka-Volterra dynamics to have stable fixed
points in the limit of large N . One obtains σ2c = 0.5 for
γ = 1 (no predator-prey pairs), σ2c = 2 for γ = 0 (50%
predator-prey pairs), and σc = ∞ for γ = −1. In this
latter case, in which all species pairs are of the predator-
prey type, the system is thus predicted to be stable at any
finite variance σ2 of interaction strengths.
The resulting phase diagram is shown in Fig. 1. We
identify two different regimes of the Lotka-Volterra sys-
tem: one stable phase with a unique fixed point of the
dynamics for variances of the couplings strengths smaller
than a threshold value σ2c , and an unstable phase in which
the total biomass produced by the dynamics tends to infin-
ity in the long run for large variability in the interaction
matrix (σ2 > σ2c ). Our analysis hence up to this point
confirms the findings of May [4], but allows for further
analysis of the effects of the interaction matrix on the sta-
bility properties of the ecological network. As seen in Fig.
1, the threshold value σ2c depends on the correlation struc-
ture of the interaction matrix, in particular an increased
fraction of predator-prey pairs leads to an increase in σ2c ,
0 0.2 0.4 0.6 0.8 1
fraction of predator-prey pairs
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Fig. 1: (Color on-line) Phase diagram. The critical standard
deviation σ2c of interaction strengths obtained from the sta-
tistical physics analysis as a function of relative frequency of
predator-prey pairs at the start of the dynamics.
i.e. the presence of predator-prey pairs promote stability,
in line with finding from random matrix theory [17]. In-
deed we find that the threshold value σ2c tends to infinity
if all interaction pairs in the system are of the predator-
prey type, and that the eco-system is stable irrespective of
the variance of interactions in this case. Our theory thus
supports e.g. the findings by Bascompte et al. [38] and
suggests that predator-prey pairs and asymmetric inter-
action may be crucial for the stability and maintenance
of ecological communities. Our results are also in-line
with [10] who studied random community models in which
the interaction matrices contain only predator-prey pairs.
Their computer simulations show that ‘when the interac-
tion between species is constrained to consumer-resource
relationships, large and very interconnected communities
exhibit a high probability of stability compared to the ran-
dom case’ [10], and that the region in parameter space in
which stability is likely ‘grows dramatically’ when the re-
lation between species is constrained to be predator-prey.
Community properties. – Our approach allow us to
carry the mathematical analysis of the model further, and
to investigate its properties in the stable phase. While the
Lotka-Volterra dynamics start from a community with N
species, individual species may become extinct over time,
and the system may hence evolve towards a state in which
fewer than N species survive asymptotically. The ratio
φ = NS/N of the number of surviving species (NS) over
the number of species initially present (N) can be obtained
from the theory as explained above. It is depicted in Fig.
2a. As seen in the figure an excellent agreement between
theoretical predictions (lines) and results from numerical
simulations (markers) is obtained, confirming the validity
of our analytical approach. The computer simulations of
the Lotka-Volterra dynamics, Eq. (1) have been carried
out using a first-order Euler-forward integration scheme
with dynamical time-stepping as well as a discrete-time
formulation in terms of exponential functions as described
for example in [39]. Both methods lead to identical results.
Initial species concentrations are set to unity, xi(t = 0) =
p-4
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Fig. 2: (Color on-line) a Fraction φ = NS/N of surviving
species as a function of the variance of interaction coefficients
and for different percentages of predator-prey interactions in
the community. Markers are data from numerical simulations
(N = 300 species, averages over 20 runs), solid lines repre-
sent the results from the statistical physics theory. Vertical
dashed lines show the border to instability for the eco-systems
with 0% and 50% predator-prey interactions as predicted by
the theory (σ2c = 0.5 and σ
2
c = 2 respectively); b Biomass M
versus variance of interaction strengths.
1 for all i = 1, . . . , N . Results presented in all figures are
for initial community sizes of typically N = 200− 300, all
data is averaged over multiple (10 − 200) realizations of
interaction matrices to reduce statistical errors.
Fig. 2 reveals a second central result of our analysis: the
size of the eco-system in the asymptotic state, NS = φN ,
is a decreasing function of the variance σ2 of interaction
strengths. Complexity in the interaction matrix (as mea-
sured by σ2) hence leads to a reduced complexity of the
remaining community of species (measured by NS). This
finding is valid irrespectively of the correlation character
of the interaction matrix, i.e. independent of the per-
centage of predator-prey pairs (see Fig. 2a). An increase
of the complexity of interaction thus tends to destabilize
the eco-system, while at the same time reducing the size
of the food-web of survivors. Size of the remaining eco-
system and stability are thus positively correlated. As
seen above in the analytical calculation, the random com-
munity model is stable whenever more than 50 per cent
of the initially present species survive, and unstable oth-
erwise (see also [25]).
To illustrate the behavior of the model further we depict
the biomass M of the eco-system in Fig. 2b, as measured
by the average concentration, M = N−1
∑
i xi. While
species diversity is reduced with increasing complexity of
interactions (panel a), effects on the total biomass depend
on the composition of the community, and in particular
on the relative frequency of predator-prey interactions.
If only few predator-prey pairs are present, biomass pro-
duction is enhanced by diversity in the interaction ma-
trix. For an ecosystem composed entirely of predator-prey
pairs, however, effects of interaction strength variability
are minute and confined to a small reduction of biomass
generated.
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Fig. 3: (Color on-line) Probability for the system to end up
in a stable feasible stationary state versus the variance σ2 of
interaction matrix entries. Symbols are from simulations of
communities with N = 200 species, vertical dashed lines mark
the threshold variance σ2c as obtained from the theory. The
system is predicted to be unstable above σ2c . Predictions of
the theory are hence confirmed by the simulations, in which
stable communities of surviving species are found for σ2 < σ2c ,
and where unstable behavior is observed above the threshold
variance of interactions. We set µ = −1, the percentage of
predator-prey pairs is 33.3%, 50% and 66.6% for the left, centre
and right curves respectively, corresponding to predicted values
σ2c = 0.88, σ
2
c = 2 and σ
2
c = 8 of the threshold variance of
interaction strengths.
Feasibility. – Feasibility has been seen to be one of
the bottlenecks limiting the ability of species to co-exist
[23]. A Lotka-Volterra community is said to be ‘feasible’
if all species have positive equilibrium concentrations, and
locally stable if it returns to equilibrium after small exter-
nal perturbations. We have already examined the stability
of the N -species Lotka-Volterra dynamics, and now turn
to its feasibility properties. To this end we have, in numer-
ical simulations, examined the eigenvalue properties of the
community formed by the NS survivors of the dynamics
(all of which have positive concentrations by definition).
This community is subject to a dynamics restricted to the
NS non-extinct species, and gives rise to a NS × NS sta-
bility matrix, of which we have obtained the eigenvalues
and stability properties numerically. In detail, labeling
the NS = φN ≤ N surviving species by i = 1, . . . , NS and
upon writing xi(t) = x
∗
i +
√
x∗i δi(t) with x
∗
i > 0 the con-
centration of species i at the fixed point, and with δi(t)
a small fluctuation, a linearisation of the Lotka-Volterra
dynamics leads to
d
dt
δi(t) =
NS∑
j=1
Sijδj(t) (16)
with Sij =
√
x∗iαij
√
x∗j . See [40] for a similar calcula-
tion. The stability of the community of surviving species
is hence governed by the eigenvalues of the NS ×NS sta-
bility matrix S. To analyze it, we have first integrated
the Lotka-Volterra dynamics, and have then identified sur-
viving species. For each sample generated we have then
p-5
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numerically computed the eigenvalues of the so-obtained
stability matrix S. A feasible sample is then identified
as stable if the real parts of all NS eigenvalues of S are
negative.
Results are shown in Fig. 3. The data confirms that
the community of survivors is robust against perturbations
throughout the stable phase predicted by the path-integral
theory. A feasible stable community hence exists for σ2 <
σ2c . Above the threshold value σ
2
c of interaction strengths
the community of survivors is unstable, and there is no
well-defined equilibrium state of the system, but instead
persistent exponential growth is found, and the stability
matrix is characterized by a positive real eigenvalue.
To generate the data of Fig. 3, simulations have been
stopped in the unstable phase once the total asymptot-
ically diverging biomass M exceeded a threshold of the
order of 105. Such samples are identified as unstable. Ex-
tinction of species in Eq. (1) occurs exponentially, species
hence become extinct only asymptotically at infinite time.
Surviving species in simulations are identified as those for
which xi(tf ) > ϑ, where tf denotes the time up to which
the integration was performed. The threshold is chosen as
ϑ = 0.01.
Using results from random matrix theory [41, 42] and
neglecting correlations between x∗i and the {αij} the
relevant eigenvalue of S can be identified analytically as
λmax = −1 +
√
φσ(1 + γ). The stability condition hence
reads
√
φσ < 1/(1 + γ). Since the generating functional
analysis reveals that φ = 1/2 at the onset of instability,
one recovers the above condition (15). Note that random
matrix theory alone is not sufficient to determine σ2c as
given in Eq. (15), as knowledge of the precise functional
dependence of φ on the model parameters σ, µ, γ is
required. To our knowledge the path-integral method as
sketched above is the only available analytical tool which
allows one to calculate φ(σ, µ, γ).
Species and rank abundance. – The statistical me-
chanics theory is also able to predict species-abundance
and rank abundance distributions. This was first car-
ried out for the case of replicator models with symmetric
random interaction matrices based on equilibrium tech-
niques in [30, 31], and subsequently extended to the non-
equilibrium case of couplings of a general asymmetry in
[33]. The off-equilibrium path-integral technique used
in this paper can be used to calculate species and rank
abundance for the Lotka-Volterra model. As opposed to
the case of replicator models the overall biomass (closely
related to the average concentration of individuals per
species) is not held constant, but a dynamical property
of the model.
The fraction of survivors as well as the distribution of
concentrations of the surviving species can be computed
from our analysis in the limit of large system size, with-
out making any approximations at any stage and compares
excellently with results from numerical simulations of sys-
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Fig. 4: (Color on-line) Species abundance and rank abundance
distributions. The main panel shows the distribution of species
concentrations. Solid line is from the statistical mechanics the-
ory, the histogram depicted by vertical bars and shaded area
from numerical simulations. Excellent quantitative agreement
between theory and numerical experiment is observed. As pre-
dicted by the fixed-point theory a certain percentage of species
(31.9% for the model parameters chosen in this figure) dies out
asymptotically. In simulations these are found at small asymp-
totic densities (left-most bin). Parameters are µ = −1, σ = 1,
αij and αji drawn independently for each pair i 6= j, i.e. 50% of
all species pairs are of the predator-prey type (see Supplemen-
tary Information). The inset shows the corresponding rank-
abundance distribution (solid line from theory, markers from
simulations). Species are ordered according to descending con-
centration, x1 ≥ x2 ≥ ... ≥ xN , the plot shows abundance of
the n-th species in this ranking as a function of the relative
rank n/N . Agreement between numerical experiment (mark-
ers) and simulation (solid line) is again excellent. Numerical
simulations are performed at N = 200, averaged over 400 sam-
ples.
tems with N = 200 species (Fig. 4). Our results thus
improve on the analysis in [43], who computed abundance
relations via so called ‘target concentrations’. The latter
may a priori come out negative, and to circumvent this
technical problem Wilson et al. applied a heuristic cut-off,
for which there is no need in our exact approach. Still re-
sults reported in Fig. 4 are qualitatively similar to those
shown in [43] (see e.g. their Figure 1). For the present
model with uniform carrying capacities across all species
(Ki = 1 for all i = 1 . . . , N), the abundance distribution
is found to be of a Gaussian shape restricted to the pos-
itive axis. However, generalization to species-dependent
carrying capacities Ki is straightforward and inherently
non-Gaussian species-abundance relations are then to be
expected.
Discussion. – We have shown how concepts from the-
oretical spin glass physics and disordered systems theory
reveal the combined effects of asymmetric interactions,
predator-prey pairs and interaction strength variability on
the behavior of random community Lotka-Volterra mod-
els. As a key finding our analysis provides mathemati-
cal evidence that predator-prey have a stabilizing effect
on random community Lotka-Volterra dynamics, whereas
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increased variability of the inter-species interaction co-
efficients generally reduces stability. At the same time,
increasing the complexity of couplings leads to smaller
asymptotic foodwebs (due to extinction of species in the
transient dynamics). Communities with a large number of
surviving species are hence more likely to be stable than
smaller ones.
Further application of the methods used here to related
models of theoretical ecology might provide mathemati-
cal underpinning of some central issues of the diversity-
stability debate. Studies of random community models
with heterogeneous species properties (e.g. species-specific
carrying capacities), compartmental structure [45] or more
complex interaction graphs [44] and dynamically evolving
topologies will be envisaged and may allow progress to-
ward a further understanding how complexity affects di-
versity and stability of ecological systems, and what prop-
erties of the underlying interaction matrix and foodweb
topology are crucial to sustain diversity. The path-integral
approach goes beyond analysing random Jacobian or com-
munity matrices, and allows one to study the stability and
diversity of dynamically generated fixed points in random
ecosystems, including the extinction of species. Therefore,
we think that these methods are able to make useful con-
tributions to realising for example the research programme
on random community models outlined in [18].
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— Supplementary Material —
Generating functional analysis. – The calculation is based on the principles of [11,12,14–16]. It was originally
developed in the context of random replicator models in [25], and then used for example also in [28, 29, 34].
The dynamical generating functional is defined as
Z[ψ] =
∫
D[x]δ(equations of motion)ei
∑
i
∫
dt xi(t)ψi(t). (S1)
The source field ψ generates correlation functions, and will eventually be set to zero at the end of the calculation.
The notation δ(equations of motion) indicates that the integral in Eq. (S1) is over paths of the dynamics of the
Lotka-Volterra equations.
Expressing the delta-functions as Fourier transforms, we have
Z[ψ] =
∫
D[x, x̂] exp
(
i
∑
i
∫
dt
[
x̂i(t)
(
x˙i(t)
xi(t)
− [1− x(t) +
∑
j 6=i
αijxj + h(t)]
)]
× exp
(
i
∑
i
∫
dt xi(t)ψi(t)
)
. (S2)
Next, we look at the terms containing the disorder (the {aij}), and perform the Gaussian average over these random
variables, keeping in mind that for any pair i < j of species we have
αij =
µ
N
+
σ√
N
zij , αji =
µ
N
+
σ√
N
zji, (S3)
where zij and zji are drawn from a Gaussian distribution with zij = 0, z2ij = 1, and zijzji = γ.
We find, to leading order in N ,
exp
−i∑
i6=j
∫
dt x̂i(t)aijxj(t)

= exp
(
−µN
∫
dt P (t)M(t)
)
× exp
(
−1
2
Nσ2
∫
dt dt′ [L(t, t′)C(t, t′) + γK(t, t′)K(t′, t)]
)
, (S4)
where we have introduced the short-hands
M(t) = 1N
∑
i xi(t),
P (t) = i 1N
∑
i x̂i(t),
C(t, t′) = 1N
∑
i xi(t)xi(t
′),
K(t, t′) = 1N
∑
i xi(t)x̂i(t
′),
L(t, t′) = 1N
∑
i x̂i(t)x̂i(t
′). (S5)
These quantities can formally be introduced into the generating functional as delta-functions in their integral repre-
sentation, e.g.
1 =
∫
D[C]
∏
t,t′
δ
(
C(t, t′)− 1
N
∑
i
xi(t)xi(t
′)
)
=
∫
D[Ĉ, C] exp
(
iN
∫
dt dt′Ĉ(t, t′)
(
C(t, t′)−N−1
∑
i
xi(t)xi(t
′)
))
, (S6)
and similarly for the other order parameters. We have chosen the scaling of the conjugate parameter Ĉ(t, t′) such
that the overall exponent contains a prefactor N .
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The disorder-averaged generating functional can be written as follows
Z[ψ] =
∫
D[M,C,L,K, P, M̂ , Ĉ, L̂, K̂, P̂ ] exp
(
N
[
Ψ+Φ+Ω +O(N−1)]) . (S7)
The term
Ψ = i
∫
dt [M̂(t)M(t) + P̂ (t)P (t)]
+i
∫
dt dt′
[
Ĉ(t, t′)C(t, t′) + K̂(t, t′)K(t, t′) + L̂(t, t′)L(t, t′)
]
(S8)
results from the introduction of the macroscopic order parameters. The contribution
Φ = −1
2
σ2
∫
dt dt′ [L(t, t′)C(t, t′) + γK(t, t′)K(t′, t)]
−µ
∫
dt M(t)P (t) (S9)
comes from the disorder average, and Ω describes the details of the microscopic time evolution
Ω = N−1
∑
i
log
[ ∫
D[xi, x̂i]p
(i)
0 (xi(0)) exp
(
i
∫
dt ψi(t)xi(t)
)
× exp
(
i
∫
dt x̂i(t)
(
x˙i(t)
xi(t)
− [1− x(t)] − h(t)
))
× exp
(
−i
∫
dt dt′
[
Ĉ(t, t′)xi(t)xi(t′) + L̂(t, t′)x̂i(t)x̂i(t′) + K̂(t, t′)xi(t)x̂i(t′)
])]
× exp
(
−i
∫
dt [M̂(t)xi(t) + P̂ (t)ix̂i(t)]
)
. (S10)
The quantity p
(i)
0 (·) describes the distribution from which the initial values of the {xi} are drawn.
We next use the saddle-point method to carry out the integrals in Eq. (S7). This is valid in the limit N → ∞,
and amounts to finding the extrema of the term in the exponent. Setting the variation with respect to the integration
variables M,P,C,K and L to zero gives
iM̂(t) = µP (t),
iP̂ (t) = µM(t),
iĈ(t, t′) =
1
2
σ2L(t, t′),
iK̂(t, t′) = γσ2K(t′, t),
iL̂(t, t′) =
1
2
σ2C(t, t′). (S11)
Next we extremise with respect to M̂, P̂ , Ĉ, K̂, L̂. We find
M(t) = lim
N→∞
N−1
∑
i
〈xi(t)〉Ω ,
P (t) = lim
N→∞
N−1
∑
i
〈ix̂i(t)〉Ω ,
C(t, t′) = lim
N→∞
N−1
∑
i
〈xi(t)xi(t′)〉Ω ,
K(t, t′) = lim
N→∞
N−1
∑
i
〈xi(t)x̂i(t′)〉Ω ,
L(t, t′) = lim
N→∞
N−1
∑
i
〈x̂i(t)x̂i(t′)〉Ω , (S12)
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where the average 〈. . .〉Ω is to be taken against a measure defined by the exponent of the expression in Eq. (S10) in
the limit h→ 0, see e.g. [14–16,25, 29] for similar calculations.
From Eq. (S2) (and taking the thermodynamic limit) one also notices that
C(t, t′) = − lim
N→∞
N−1
∑
i
δ2Z[ψ]
δψi(t)δψi(t′)
∣∣∣∣∣
ψ=0,h=0
,
K(t, t′) = lim
N→∞
N−1
∑
i
δ2Z[ψ]
δψi(t)δh(t′)
∣∣∣∣∣
ψ=0,h=0
,
L(t, t′) = − lim
N→∞
N−1
∑
i
δ2Z[ψ]
δh(t)δh(t′)
∣∣∣∣∣
ψ=0,h=0
,
P (t) = − lim
N→∞
N−1
∑
i
δZ[ψ]
δh(t)
∣∣∣∣∣
ψ=0,h=0
, (S13)
Given that Z[ψ = 0, h] = 1 for all h due to normalisation we conclude that L(t, t′) = 0 for all t, t′, and P (t) = 0
for all t. We now set ψ = 0. We will also assume that initial conditions are chosen from identical distributions for all
components xi (i.e. p
(i)
0 (·) does not depend on i). Then we have
Ω = log
[ ∫
D[x, x̂] p0(x(0)) exp
(
i
∫
dt x̂(t)
(
x˙(t)
x(t)
− [1− x(t)]− h(t)− µM(t)
))
× exp
(
−σ2
∫
dt dt′
[
1
2
C(t, t′)x̂(t)x̂(t′) + iγG(t′, t)x(t)x̂(t′)
])]
(S14)
where we have used the above saddle-point results, and where we have introduced G(t, t′) = −iK(t, t′).
The final result for the generating functional post disorder average is therefore
Zeff =
∫
D[x, x̂] p0(x(0)) exp
(
i
∫
dt x̂(t)
(
x˙(t)
x(t)
− [1− x(t)] − µM(t)− h(t)
))
× exp
(
−σ2
∫
dt dt′
[
1
2
C(t, t′)x̂(t)x̂(t′) + iγG(t′, t)x(t)x̂(t′)
])
. (S15)
This is is recognised as the generating function of the effective dynamics
x˙(t) = x(t)
[
1− x(t) + γσ2
∫
dt′G(t, t′)x(t′) + µM(t) + η(t) + h(t)
]
, (S16)
where
G(t, t′) =
〈
δx(t)
δh(t′)
〉
∗
,
〈η(t)η(t′)〉∗ = σ2 〈x(t)x(t′)〉∗ ,
〈x(t)〉∗ = M(t), (S17)
and where 〈· · ·〉∗ denotes an average over realizations of the effective dynamics (S16). Given that this is to be evaluated
at h = 0 we can equivalently write
x˙(t) = x(t)
[
1− x(t) + γσ2
∫
dt′G(t, t′)x(t′) + µM(t) + η(t)
]
, (S18)
with
G(t, t′) =
〈
δx(t)
δη(t′)
〉
∗
,
〈η(t)η(t′)〉∗ = σ2 〈x(t)x(t′)〉∗ ,
〈x(t)〉∗ = M(t). (S19)
Eqs. (S18) and (S19) determine G(t, t′), C(t, t′) = 〈x(t)x(t′)〉 and M(t) self-consistently.
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Fixed point analysis. – We now assume that the system reaches a stationary state and that this stationary
state does not depend on the initial condition (i.e., we assume absence of long-term memory, see also [29]). The
response function G is then a function of time differences only, i.e. G(t, t′) = G(τ), where τ = t− t′. Causality dictates
G(τ < 0) = 0. Assuming further that the dynamics reaches a fixed point, C(t, t′) is constant (independent of t and
t′); we write C(t, t′) ≡ q.
Fixed points of the effective dynamics are given by the solutions of
x∗
[
1− x∗ + γσ2χx∗ + µM∗ + η∗] = 0, (S20)
where we have written χ =
∫∞
0
dτ G(τ). We note that η(t) becomes static Gaussian randomness, η
∗, at the fixed
point, due to the self-consistency relation 〈η(t)η(t′)〉∗ = σ2 〈x(t)x(t′)〉∗ ≡ σ2q. We write η∗ =
√
qσz with z a static
Gaussian random variable of mean zero and unit variance.
Eq. (S20) always has the solution x∗ = 0. The second solution,
x∗ =
1 + µM∗ +
√
qσz
1− γσ2χ (S21)
is physical when this expression is non-negative. In the following we use
x(z) =
1 + µM∗ +
√
qσz
1− γσ2χ H
(
1 + µM∗ +
√
qσz
1− γσ2χ
)
, (S22)
where H(x) is the Heaviside function, H(x) = 1 for x > 0, and H(x) = 0 else. The zero solution can be seen to be
unstable when the expression in the Heaviside function is positive, see below.
The order parameters χ, q and M are to be determined from the self-consistency relations
χ =
1√
qσ
〈
∂x(z)
∂z
〉
∗
,
〈x(z)〉∗ = M∗,
q =
〈
(x(z))2
〉
∗ . (S23)
This can be expressed as follows
χ =
1√
qσ
∫ ∞
−∞
Dz
∂x(z)
∂z
,
M∗ =
∫ ∞
−∞
Dz x(z),
q =
∫ ∞
−∞
Dz x(z)2, (S24)
where Dz = dz√
2pi
e−z
2/2.
Only the non-zero fixed points contribute to these integrals. We proceed under the assumption 1 − γσ2χ > 0 (see
below for further discussion). The range x(z) > 0 is then equivalent to 1 + µM∗ +
√
qσz > 0, i.e. z > −∆, where
∆ = (1 + µM∗)/(
√
qσ). This means that the fraction of surviving species is given by φ =
∫∞
−∆Dz, which — due to
symmetry of the Gaussian integrand — can also be written as φ =
∫∆
−∞Dz. In the integration range we have
x(z) =
√
qσ
∆+ z
1− γσ2χ (S25)
Eqs. (S24) then turn into
χ =
1
1− γσ2χ
∫ ∞
−∆
Dz,
M∗ =
√
qσ
1
1− γσ2χ
∫ ∞
−∆
Dz (∆ + z),
1 =
σ2
(1 − γσ2χ)2
∫ ∞
−∆
Dz (∆ + z)2. (S26)
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Changing the integration variable z into −z this is
χ =
1
1− γσ2χ
∫ ∆
−∞
Dz,
M∗ =
√
qσ
1
1− γσ2χ
∫ ∆
−∞
Dz (∆− z),
1 =
σ2
(1− γσ2χ)2
∫ ∆
−∞
Dz (∆− z)2. (S27)
These are the expressions given in Eq. (9-11) of the main paper.
Along the way, we have made the assumption 1−γσ2χ > 0. This can be checked retrospectively from the numerical
solution. It is also required self-consistently in the third relation in Eq. (S27), as M∗ ≥ 0. We also note that the first
relation in Eq. (S27) then implies χ > 0, which we will use below.
Linear stability analysis. – We proceed along the lines of [25]. We add white noise ξ(t) of unit variance to the
effective process
x˙(t) = x(t)
[
1− x(t) + γσ2
∫
dt′G(t, t′)x(t′) + µM(t) + η(t) + εξ(t)
]
. (S28)
We study fluctuations y(t) about a fixed point of Eq. (S18), i.e. we write x(t) = x∗ + εy(t), and denote the resulting
additional term in the self-consistent noise by εv(t) (i.e., η(t) = η∗ + εv(t)). We use 〈ξ(t)〉 = 0, 〈v(t)〉 = 0 and
〈y(t)〉 = 0. We linearise in ε, i.e. in y(t), v(t) and ξ(t).
We first consider the case x∗ = 0. Linearising the effective process one has
dy(t)
dt
= y(t) [1 + µM∗ +
√
qσz] . (S29)
Within our ansatz, the object in the square brackets is negative for fixed points at zero [see Eq. (S22), and noting again
that 1 − γσ2χ > 0]. We conclude that perturbations around zero fixed points decay. We also note that converseley
the zero fixed point is not stable if the object in the square brackets is positive, justifying retrospectively that we use
the non-zero solution x∗ in this case — see again Eq. (S22)].
For non-zero x∗ we have, to linear order in y, v and ξ,
dy(t)
dt
= x∗
[
−y(t) + γσ2
∫ t
0
G(t, t′)y(t′)dt′ + v(t) + ξ(t)
]
. (S30)
Self-consistently one has 〈v(t)v(t′)〉 = σ2 〈y(t)y(t′)〉. One converts into Fourier space and obtains
iωy˜(ω)
x∗
=
(
γσ2G˜(ω)− 1
)
y˜(ω) + v˜(ω) + ξ˜(ω). (S31)
This leads to [
iω
x∗
+
(
1− γσ2G˜(ω)
)]
y˜(ω) = v˜(ω) + ξ˜(ω), (S32)
We note that
〈|y˜(ω)|2〉 is the Fourier transform of 〈y(t)y(t+ τ)〉, assuming a stationary state in which this correlation
function only depends on τ . Then
〈|y˜(ω = 0)|2〉 = ∫ dτ 〈y(t)y(t+ τ)〉. If this quantity diverges, perturbations do
not decay to zero, signalling an instability of the fixed point. Hence we focus on ω = 0. Using G˜(ω = 0) = χ and〈|v˜(0)|2〉 = σ2 〈|y˜(0)|2〉 this leads to〈|y˜(0)|2〉 = φ [γσ2χ− 1]−2 [σ2 〈|y˜(0)|2〉+ 1] . (S33)
The factor φ on the right-hand side arises because Eq. (S32) only applies to non-zero fixed points (fluctuations about
zero fixed points decay, as demonstrated above, and so they do not contribute to
〈|y˜(ω = 0)|2〉).
Eq. (S33) can be re-written as 〈|y˜(0)|2〉 = φ
[γσ2χ− 1]2 − φσ2 . (S34)
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This indicates that
〈|y˜(0)|2〉 diverges when φσ2 = (1 − γσ2χ)2. One finds φσ2 < (1 − γσ2χ)2 in the stable phase,
consistent with a well-defined (positive) quantity
〈|y˜(0)|2〉.
The condition φσ2 = (1 − γσ2χ)2 leads to ∆ = 0 in Eqs. (9-11) of the main paper. To see this we insert this
condition into 1 = σ
2
(1−γσ2χ)2
∫ ∆
−∞Dz(∆− z)2 and find
φ =
∫ ∆
−∞
Dz (∆− z)2. (S35)
On the other hand we also have φ =
∫∆
−∞Dz. Comparing the two expressions gives ∆ = 0, and hence φ = 1/2.
Using this, we have
2χ =
1
1− γσ2χ,
2 =
σ2
(1 − γσ2χ)2 , (S36)
from which we find χ2 = 1/(2σ2). Using χ > 0 we have χ = 1/(
√
2σ). Substituting this in the first relation in Eq.
(S36) in turn leads to
σ2c (γ) =
2
(1 + γ)2
. (S37)
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