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Abstract 
We use the affine transformation technique proposed in Padberg and Sung (1991) to ‘sym- 
metrize’ the maximum capacitated (s, t)-flow problem and the minimum weighted (s, t)-cut prob- 
lem in a directed network and derive analytically a version of the max flow-min cut theorem 
for undirected graphs. This symmetric max flow-min cut theorem turns out to be a capacitated 
version of the problem studied by Lehman (1979). 
How about this, Mr. Clementi ? 
(from Boris Blather: Trois pi&es pour piano, Wien 1946) 
0. Introduction 
The maximum capacitated (s,t)-flow problem is defined on a (directed, connected) 
network N=(VUsUt,E), where V={l,...,n}, s is the source, t is the sink and each 
arc (i,j)~E has a nonnegative integer capacity cij. The problem is to ‘pack’ as many 
(s, t)-paths as possible into (N,c) such that the overall flow from the source s to the 
sink t is maximized without violating any constraint on the arc capacities. 
A (s, t)-cut on the network N is an arc set {(i,_j) E E ) i E 5’ U s, j E (V - S) U t} 
for any S 2 V. A (s, t)-cut disconnects the underlying network with the source and 
the sink in different components or equivalently, a (s, t)-cut ‘blocks’ all flow from s 
to t. The minimum weighted (s, t)-cut problem on N with an arc weight cij for each 
arc (i,j), as the name suggests, is to find a minimum weighted (s, t)-cut in (N, c). 
The celebrated max flow-min cut theorem [5,6] states that for any connected network 
the maximum capacitated (s, t)-flow value equals the weight of a minimum (s, t)-cut. 
While usually stated for directed networks the theorem also holds in undirected or 
mixed networks; see e.g. [7, p. 231. We are interested here in deriving a symmetric 
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(undirected) version of this theorem analytically using the technique of affine trans- 
formations described in [ 133. 
For ease of reference we summarize in Section 1 the affine transformation tech- 
nique and some properties of polyhedral cones, which have been discussed in [13]. 
In Section 2 we state linear programming formulations for both problems and ‘sym- 
metrize’ them. In Section 3 we derive a symmetric version of the max flow-min 
cut theorem which turns out to be a capacitated version of the problem studied by 
Lehman [l l] and Johnson [9]; see also Fulkerson [8]. Lehman and Johnson derive 
their results by quite different ad hocmethods, while the technique of linear transfor- 
mations utilized here to symmetrize the problem has applications for other problems as 
well. The underlying theme is thus more general than it may appear at first sight and 
awaits elaboration for related problems that have been posed on directed and undirected 
graphs or networks. 
We use the following standard notation: S+(i) = {(i,j) E E} for i E V, 3;-(i) = 
{(j,i)EE} for iEV, S = V-S for SCV, (Si :&) = {(i,j)EEIiESl, jG$} for 
SICK S2CV-S1,x(E’)=CeEE’X, for E’ C E. We use e, to denote the vector of 
size m with all components equal to 1, U’ (or sometimes wi, 5’) to denote the ith unit 
vector and 0 to denote the zero vector. Rn is the n-dimensional Euclidean space and 
8” the lattice of integer points in R”. Furthermore, we write RV and RE rather than 
RI”1 and RIEl, and eE and IE rather than elE1 and 11~1. For any UE R” and w ERR we 
denote us and wF the characteristic vectors of SC V and F C E respectively, i.e. us 
and w F are defined by 
us 1 1 YiES, w: = 1 YeEF, I 
0 YiGS, 0 Ye’eE-F. 
The support S(x) of x E RE is defined by S(x) = {e E E 1 x, # 0). We do not distinguish 
row and column vectors unless necessary for clarity. 
1. Affine transformations of polyhedra 
We consider affine transformations of full rank that map R” into RM where m <n. 
Any such transformation maps a polyhedron in R” into a polyhedron in Rm. Let 
2 = {zER” IAz = b, Dz<d}, (1) 
X={x~R*/3z~Zsuchthatx=f+Lz}, (2) 
where f E R”, A is a p x n matrix, D is a q x n matrix and L is a m x n matrix of 
full row rank. We are interested in finding a linear description of X. To this end, we 
partition L into L1 and L2 such that L1 is a m x m matrix of rank m which corresponds 
to the first m columns of L. The matrices A, D are partitioned as A = (Al,Az) and 
D = (Dl,D2) according to the partitioning of L. The following results from [ 131 state 
the linear description of X for the two different cases that we will use later on. 
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Theorem 1. Let Z and X be defined as in (1) und (2), respectively. Then X = Xc., 
where 
Xc={xERm 1 (UAI + UD1)Ll’x<ub+ od + (uA~ + I.D~)L,‘~’ V(u,~j)EC}, (3) 
C={(~,Z:)ER”+~IU(A~ -AlL;‘LZ)+u(D2 -D,L;‘L7) =o, D>o}. (4) 
Corollary 2. Let Z = {z E R” ) AZ = b, Dz <d, z >O}, bcherc A is a p x n und D 
LI q x n mutris und let X be defined as in (2). Then X = Xc, where 
Xc = {xER” 1 (uA, + UD, - w)L,‘x<ub + l:d + (uA, + CD, - w)L,‘J 
V’( II, c, Iv) E C}, (5) 
C = {(u, ~1, w ) E Rpiq+ 1 u(A2 -AIL&) + c(D> - D,L;‘L?) + wL;‘L> 20, 
c30, w30). (6) 
In order to find a linear description of X, we thus need to find a full generator 
system of the cone C. To be specific, a halfline (or ray) (r) is the set of points 
{ i.v E R” 1 V’i, 30). A halfline (tl) is called an extreme ray of C if for any zl’, t.I E C, 
L’ = i,v’ + ( 1 - %)v2 with 0 < 1, < 1 implies that u’, u2 are positive multiples of I’. 
A set of generators of a cone is a set of halflines which span C and which is such that 
no halfline of the set is in the convex hull of the others. A cone for which there exists 
a jinite set of generators is called polyhedral. All cones considered in this paper are 
polyhedral. By Weyl’s Theorem of 1935 (see e.g. [ 121 for more detail) any polyhedral 
cone can be written as 
C = {xER’ (Ax&O}, 
where A is an mxn matrix. A set of generators of the cone consists of (i) the vectors 
that span the linearity space L = {x E R” 1 Ax = 0} of C and of (ii) the vectors that 
span the conical part of C, i.e. extreme rays of the cone Co = C n Ll, where L’ = 
{y E R” / XY = 0 Vx E L}. The generators (ii) can be obtained by solving systems 
of homogeneous equations consisting of II - dim L - 1 linearly independent rows of 
A where dimL is the dimension of L. In actual computation, we determine nonzero 
solutions of minimal support, i.e. nonzero solutions with the least number of nonzero 
components, to such equation systems. Once we have obtained a set of generators, we 
can replace the requirement of ‘for all (u, V) E C’ in the linear description of X in (3) 
with the requirement ‘for all (u,c) in a set of generators of C’. 
In most applications of this transformation technique, the matrix .4 defining the cone 
C is a block diuyonal matrix. We use the following ‘intersection property’ of cones 
to work on lower-dimensional cones: Let 
CI = {x’ E RP ( A,x' >O}, c’z = {x2~R91A2x2>0} 
534 M. Padberg, T.-Y. Sung IDiscrete Mathematics 16Sl166 (1997) 531-545 
and C3 be the intersection of the cones Ct and Cz embedded naturally in the RP+q, i.e. 
C, = {(x’,x~)ER P+qA~X1~O, A2X2>0}. 
Denote Ri the set of generators of Ci for i = 1,2,3. Then 
R3 = {(u,O)ER P+q(Vu~R1}u{(0,~)~RP+4~V~~R2}. 
Thus we can work on the lower-dimensional cones defined by the blocks of A in order 
to find a set of generators for C. 
The next two propositions give a sufficient condition for linear programs over 2 and 
X to be ‘comparable’ (for a proof see [13]) and an integrality result, respectively. 
Proposition 3. Let ZJ be dejned as in (1) and (2). Zf c=dL, then min{cz ] ZEZ} = 
min{dx (x EX} - df. 
Proposition 4. Let Z,X be deJined as in (1) and (2) and assume that f EST and 
LE 3mxn. Zf Z is integral, i.e. if all extreme points of Z are integer valued, then X 
is integral. 
Proof. It suffices to show that for every extreme point x E X, there exists an extreme 
point of z E Z such that x = f + Lz. Let x E X be an extreme point of X and suppose 
that x does not have an extreme point of Z as its pre-image. Since x E X it follows 
that there exists a z E Z such that x = f + Lz. Since z is not an extreme point of Z 
we can write z = AZ’ + (1 - A)z2 where z1 E Z is an extreme point of Z, z2 E Z and 
0 < 1< 1. Consequently, we have 
x = f + ALZ’ + (1 - 1)Lz2 = Ax’ + (1 - 1)x2, 
which is a contradiction to the extremality of x since by assumption x1 # x. ??
The material of this section generalizes the projection technique of Balas and 
Pulleyblank [2,3], see also Balas [l], to arbitrary affine transformations. For a complete 
treatment, see Ch. 7.3 of Padberg [12]. 
2. A symmetrization of max flow-min cut 
The max flow problem is the following linear programming problem: 
(MF) max z 
s.t. C Xsi - Z = 0, c - Xjl + z = 0, 
iEV iEV 
C xij-j~*Xji=OViEV, z20, O<Xq<cij Y(i,j)E& 
jEV* 
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where Xij denotes the BOW from node i to node j and V* = V U s U t. Since xlj > 0 
for all (i, j) E E, the constraint z >/O is redundant. We include it in the formulation 
to simplify the exposition. Moreover, we note that x = 0, z = 0 is always a feasible 
solution to the constraint set of (MF). We write this problem in matrix notation as 
max z 
s.t. Ax + bz = 0, (7) 
z>o, O<xbc, (8) 
where A is the node-arc incidence matrix of the network N and b = [ - 1, 1, OIT. The 
columns of A correspond to all the arcs in N in the natural order implied by 6+(s) U 
fi-(t)UE, UE2, where El ={(i,j)EE ( 1 <i < j<n} and E2 = {(j,i)EE 1 1 di <j<n}. 
We denote &r the (s, t)-flow pofytope which consists of all feasible solutions to (MF). 
The dual problem to (MF) is given as follows: 
(MC) min LX 
s.t. ATu+u>O, (9) 
b*ua 1, (10) 
u30. (11) 
This dual problem is the minimum weighted (s, t)-cut problem since every basic feasible 
solution of (MC) corresponds to an (s, t)-cut in the network. We denote PMC the 
(s, t)-cut polyhedron which consists of all feasible solutions of (MC). 
Since PMF is a nonempty polytope, it follows from linear programming duality that 
the objective function values for (MF) and (MC) coincide which is the content of the 
max flow-min cut theorem; see e.g. [4,7, lo], for a proof of the theorem in this vein. 
As stated there one can ‘asymmetrize’ an undirected network (or graph) by replacing 
an edge with two oppositely directed arcs having the same capacity and derive a 
symmetric version of the max flow-min cut theorem this way. 
In order to derive the symmetric version of the max flow-min cut theorem ana- 
lytically, we ‘symmetrize’ the maximum capacitated (s,t)-flow problem and the min- 
imum (s, t)-cut problem, respectively, by way of appropriate (linear) transformations 
and derive the relationship between these two problems. To simplify the exposition, we 
add the arcs (i,j) $Z E to the network and assign capacities of zero to them. This arc- 
weight assignment does not change the underlying problems and we obtain a complete 
network this way which simplifies the analysis. 
2.1. Symmetrization of max Jaw 
To symmetrize the problem (MF) we consider the transformation cp which maps z 
into itself and is otherwise given by 
y,i = X,i, _Vir = Xif Vi E V, yij = ]Xij -xii\ v(i,j)EEl. (12) 
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The transformation q is a many to one, but not a linear mapping. It is evidently 
motivated by the idea of ‘cancel(ing) arc flows in opposite directions’ (see [7, p. 231). 
Defining dsi = csi, di, = tit for all i E V and dlj = max{cij,cii} for all (i,j) E El it 
follows that the image (z, y) of any (z, x) E PMF satisfies 0 d y d d where d is the vector 
with components dij. Denote by 
QMF = {(~,Y)I~(~,~)EJ'MF such that (z,~) = cp(z,x)} (13) 
the image of PMF under cp. For any (z,x) E&F we define Xij = max{O,xij -xji} for all 
(i,j) EE. It is well-known (see [7, p. 231) that (z, X) E&C. It follows that cp(z, X) = 
cp(z,n) and moreover, (z, 2) satisfies the ‘complementarity condition’ iijXji = 0 for 
all (i,j) E El. For all points (z,x) E P MF satisfying the complementarity condition the 
nonlinear transformation (12) can be replaced by a linear transformation L that is 
defined by 
_Ysj = X,yij Yif = Xit Vi E V, yij = Xij + Xji V(i,j) EEL (14) 
and that maps z into itself. Denote by 
Q& = ((2, y) 1 ~(z,x) E PMF such that (z, y)T = L(z,x)~} 
the image of PMF under the transformation L and let 
From the preceding it follows that QMF C Qh, and furthermore, that QM~ is a polytope. 
The latter part follows because PMF is a polytope and so is the convex hull PGF 
of the extreme points of PMF that satisfy the complementarity condition. We do not 
know the linear description of PGF nor the one of QMF which is the image of PGF 
under L and thus an integral polytope. The affine transformation technique permits us, 
however, to calculate the linear description of QhF and hence the one of Q&,. Since 
by Proposition 3 max{z ) (z,x) E PMF} = max{z 1 (z, y) E Qh,} it follows that 
(15) 
This suffices to derive a symmetric version of the maximum (s,t)-flow problem. Before 
doing so consider the network having csi = ~$2 = cir = czt = cl2 = ~21 = 2 and define 
x, y and z as x,1 = x,2 = xl1 = xzt = 2, xi2 = x21 = 1, ysr = ys2 = yi, = yzt = ~12 = 2, 
z = 4. Thus we have XEPMF, (z,y)~ QiF, but (z, y) @ QMF. Consequently, QMF is a 
proper subset of Q&r. 
To calculate the linear description of Qh, we decompose the matrix L of the linear 
transformation given by (14) as (L1 ,L2) and note that Lr ,L2 and A are given by 
U 0 
0 0, 
M -M I 
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where M is the node-arc incidence matrix of the acyclic digraph G = (V, El). The 
matrices (b, A ) and (0, ZE) defining the constraint system (7) and (8) are partitioned 
according to (Li,L2) as (Ai,A2) and (Di,D2) where 
It follows that 
A2 - A,L;‘L2 = D2 -~ D, L,‘L2 = 
The cone associated with this linear transformation of PMF is given by 
C={(u’,<,w)) -2tlM-5’i<2+w130, (20, w30}, 
where 11’ = (L~,,u(,u) with us,ut E R, u E R”, l = (t,‘,<‘, <‘,t2) with cs, ii t R”, 
i :‘,<z E REI, and w= (wa,w”,wf,w’) with WOER, M”,w~ER”, MJ’ER~I and thus we 
have 
Pi& = {(Z,Y)l(-4 + ut - ~0); + (use, - u + 4” - d)_vs 
+(-u,e,+u+l’ - M”)4” t- (uhf + i” -w’)y’ 
< <sc” + <‘d-t 5’2 + t2c2 ti’(u’,~,w)EC} 
The linearity space of the cone C is given by (i) u,~ = i 1, uI = 0, 11 = 0, < = O., 
w = 0, (ii) u, = 0, ut = *l, u = 0, l = 0, w = 0, (iii) u, = uf = 0, u = e,l, t = 0. 
w = 0 and yields the following equations: 
(16) 
The last equation of (16) is redundant since it is implied by the first two. The 
unit vectors associated with t”, t’,n’a,w and wf are generators of C and yield the 
inequalities 
230, 0 < y,; < CSi , 0 < yj, < Cif Vi E V. 
Using the intersection property of cones, we can work on the smaller cone 
the remaining generators of C: 
c, = {(u,<‘&w’) 1 - 2uM - c’ -t 52 + w’ 20, 5’ 20, t2>o, w’ 
(17) 
Ci to derive 
30). 
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The inequalities of &r generated by the extreme rays of the cone Cr are given by 
-Uu’ + UJ+ + (uA4 + (1 - w’)y’ d 51c’ + &2. 
Applying the results of Section 4.2 of [13] we obtain the nonzero solutions hav- 
ing minimal support to the equation systems that define extreme rays of Cl be- 
cause the proof arguments there apply to the digraph considered here. Hence, the 
remaining generators of Cl are given by (i) u = 0, c1 =O, c2 = ui, w1 =0, (ii) u = 0, 
t1 = c2 ~0, w1 = ui, (iii) u=O, t1 = t2 = ui, w1 ~0, (iv) u=O, t1 =wl = ui, c2 ~0, 
(v) u= -us, (1 =2tH’, (2=2{fi, w1 =2u@:S)--H2, (vi) u=$, l’=25Hz, 52=2rHl, 
w1 = ~IV@:~)-~I, where S s V, 1 < (SI <n - 1, Ht C (S : 3) and I& 5 (3 : S). The above 
generators produce the following inequalities: 
O<Cji,Cij V(i,j)EEl, 
O<_YijGCij +Cji V(i,j)EEl, (18) 
-y(s : S) + y(S : t) - y(S : S) - y(S : S) + 2y(Ht ) + 2y(H2) 
< 2c’(H2) + 2c2(H;“), 
where the sets are specified above and we make the convention that (i, j) E H;” if and 
only if (j, i) E Hz. The first inequalities are clearly redundant. The last two inequalities 
are equivalent using the substitution ,? = V - S. Furthermore, using (16) we can write 
these inequalities as 
z-y[sUS:~Ut]+2y(H~)+2y(H2)<2c1(H~)+2c2(H,*), (19) 
where [s U S : 3 U t] is the corresponding undirected (s, t)-cut and hence, 
&I~, = {(GY) I (z,Y) satisfies (16)-(W). (20) 
The polytope Q& is obtained by intersecting (20) with the constraints 0 d y <d which 
render the inequalities (18) redundant. Suppose now that we have symmetric edge 
weights in the network (N,c), i.e. 
Cij = Cji V(i,j) EEl. (21) 
Then for any S c V inequalities (19) with HI # 0 # H2 are redundant for the polytope 
Q&r since they are implied by the one with HI = H2 = 0 and by the inequalities 
0 < y <d. Thus if (2 1) is satisfied the inequality (19) simplifies to 
z-y[sUS:SUt]60 VS~V, (22) 
and the symmetric (s, t)-flow polytope Q& is given by 
Q&r = {(z,y))(z.y) satisfies (16),(17),(22) and O<y<d}. 
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2.2. Symmetrization of min cut 
539 
In the min cut problem every basic feasible solution satisfies the complementarity 
condition Ui,U,i = 0 for all (i,j) E El. Therefore, we define the linear transformation for 
the min cut problem as follows: 
Wsi = Usi, Wit = Vit Vi E V, Wij = Vii + Uji V(i,j) E El, (23) 
and we also project out the u-variables. The matrix defining this linear transformation 
is given by L = (Li, L2) where 
Ll = Ll, L2 = 
and m = 2n + [El 1. L1 has columns corresponding to the u-variables associated 
with 6+(s) U d-(t) U El and L2 has columns corresponding to the set of variables 
{Vii 1 V(i,j) E Ez} and the u-variables. Let D be the matrix defining the constraints 
(9)-(11). We partition D according to (L,,L*) as (D1,D2) and calculate D2-DIL;‘Lz 
where 
D, = 
0 
-&I 
0 
-&I 
0 
> Dz = 
1 
T 
- 0 
0 -e; 
0 0 
0 D2 I& - D,L;‘Lz = 
-IE, 0 
0 0 
IE, 0 
_-IE, 0 
0 
0 
0 
0 
-IE, 
0 
-IE, 
1 -1 0 
-ef 0 I?2 
0 e;f -I, 
0 0 -MT 
0 0 MT 
0 0 0 
0 0 0 
-1 o- 
0 Ill 
er -I n 
on -MT 
0 MT’ 
0 0 
0 0 
0 o_ 
The cone defined in (4) is then given by . .._ ._ 
C’ = {<A 5, y) 1 - enp + 2 = 0, e,(’ - I. = 0, 4’ - t2 + y1 - y2 = 0, 
4” - r-ML? +he2=o, Lao, (s-0, y20}, 
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where %E R, i” =(5”, r’,<‘,t2) and y=(ys,y’,y’,y2) with p,y”, tt,yf E R” and 
<‘, t2,y1,y2 E RE1. It follows that the linear description of QMc is given by 
for all (A, t, y) E C’}. 
C’ is a pointed cone. The unit vectors associated with ys and yf are extreme rays of C’ 
and yield the constraints 
W,yi, W;t 3 0 vi E V. (24) 
Using the intersection property of cones, we can eliminate yS,yf and work on the 
smaller cone 
where p= IEl + 21Eil + 1 and Y = ($, y2). The vectors tk and yk are indexed by 
(i,j)EEk for k= 1,2. 
Proposition 5. A vector (2, [, y) is an extreme ray of C if and only if it is given by 
one of the following statements: (i) II = 0, r” = 0, I? = 0, 5’ = t2 = u’, y = 0, (ii) A = 0, 
4 ~0, y1 =y* =ui, (iii) i=O, [= <“I, y=yQ, (iv) /1= 1, r= tp, y= yH, where ~1 and 
7c2 are oppositely directed simple cycles on nodes S C V, P = {(s, il), (il, iz), . , 
(ik-l,ik),(ik,t)} is any directed (s,t)-path and H equals {(ik,ik_l), . . ,(iz,il)} for 
k 22 and the empty set for k = 1. 
Proof. Let (A, 5, y) be any extreme ray of C having minimal support and B* be a 
(p - 1) x p matrix of rank p - 1 defining (A, 5, y), i.e. 
B*(1,, 5, ,/)T = 0. (25) 
Suppose that (1 # 0 # $ or yh. # 0 # $ or both for some (i, j) EE,. Then it 
follows that (A, <, y) is of the form (i) and (ii), since (i) and (ii) are solutions of 
minimal support to a possibly larger equation system that includes all equations (25). 
So we can assume that tbtji = 0 and yh.$ = 0 for all (i, j) E El in the extreme ray 
considered. 
Case i: A >O. We can assume without loss of generality that 3, = 1. Intersecting 
(25) with the equation A = 1 it follows from the total unimodularity of the constraint 
matrix defining C and the equations e,,? = e,t’ = 1 that there exist il, ik E V such 
that &, = (iAt = 1 and all other components of 4” and [‘, respectively, are zero. Since 
r” - 4’ - Ml’ + M5* = 0 it follows by transitivity that the support graph of (tl, l*) 
contains a directed (ii,&)-path. Since (55,~) has minimal support we have < = 5’ 
where P is the directed (s, t)-path defined in the proposition. Since [’ - t2 + y’ - y2 = 0 
and yb$ = 0 for all (i, j) EEL it follows that (A, 5, y) has the form (iv). 
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Cuse ii: i, = 0. It follows that 5” = <’ = 0 and thus -M<’ + Mt2 = 0. By e.g. Propo- 
sition 3 of Padberg and Sung [13] it follows that the support graph of (t’, f2) is 
a directed simple cycle on some node set S 2 V with JSI 33 since <,!,$, = 0 for all 
(i,j) E El. From <’ - t2 + ?/’ - y2 = 0 and yh.$ = 0 it follows that the. support graph 
of (y’, r2) is the same simple cycle directed in the opposite way and thus (i_ c. 7) is 
of the form (iii). 
To show the sufficiency of the condition of the proposition, we use the definition 
of an extreme ray. Since the network is connected, (i), (ii), (iii) and (iv) are well 
defined and exist. Let (jb, 5,~) be defined by (i), (ii), (iii) or (iv) and assume (A, <,;:) = 
PL”’ + (1 - ,~)t’~ for some u’, u2 E C and 0 <p < 1. One verifies that both ~j’ and r12 are 
positive multiples of (IL, 4, y) by considering each case separately and the proposition 
follows. 3 
The above extreme rays generate the following inequalities which we interpret on 
the associated undirected graph: 
w,, 30 Wi,j) EEI, (26) 
w(P) 3 1 V undirected (s, t)-paths P, (27) 
W(Z) 3 0 V undirected cycles n on node sets S c V. 
The last inequalities are implied by the nonnegativity constraints and thus redundant. 
It follows that the symmetric (s, t)-cut polyhedron is given by 
QMC = {w E R” 1 w satisfies (24),(26),27)}. 
3. A symmetric max flow-min cut theorem 
Let (G, d) = (Y U s U t,F) be an undirected connected graph, s and t two ‘special’ 
nodes and d a vector of nonnegative integer edge weights. Denote (N, c) = (V UsU t, E) 
the directed graph obtained from (G, d) by directing all edges (s, i) and (i, t ) for all 
i E V in the obvious manner and replacing each edge (i,j) E F other than the previous 
ones by a pair of oppositely directed arcs with weights cij = cjl = dlj. The arcs (s, i) 
and (i, t) get the weights d,; and drt, respectively, for all i E V. Nodes s and t are the 
source and the sink of N, respectively, and V = { 1,. . , n}. 
Applying the results of Section 2 to the max flow problem (MF) in the network 
(N, c) we obtain the following symmetrized muximum (s, t)-pow problem 
(SF) max z 
s.t. z - c y,i = 0, z - c yj, = 0, 
IEV IEV 
z- y[sUS:SUt]<O KS~V, O<y,j<dij ‘d(i,j)EF, 
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where [s U S : 3 U t] is any (s, t)-cut in the graph G. Likewise, we get the following 
symmetrized minimum weighted (s, t)-cut problem: 
(SC) min dw 
S.t. (, FEY Wij > 1 VP E % 
2, 
WV20 4&A EC 
where 9 is the family of all (s, t)-paths in the graph G. We denote ZMF the maximum 
(s, t)-flow value and ZMc the weight of a minimum (s, t)-cut in (N,c). Likewise, denote 
Zsr and zsc, respectively, the optimal values of the corresponding symmetrized problems 
(SF) and (SC), respectively. Then we have by Proposition 3, relation (15) and the max 
flow-min cut theorem 
ZSF = ZMF = ZMC = ZSC, (28) 
which is in essence the symmetric version of the max flow-min cut theorem. As we 
are working with the polytope Q&r rather than &r we need, however, some more 
results about @Mr. 
By Proposition 4 it follows from the integrality of the polyhedron PMC that the 
symmetric polyhedron QMC is integral as well. Consequently we can show now quite 
directly the following. 
Theorem 6. The extreme points of QMC are the incidence vectors of the (S, t)-cuts 
in G. 
By the same argument it follows that the image PM, of the polytope PMF under the 
linear transformation (14) is integral. The polytope PM, is defined by the following 
linear relations: 
0 d ysi d dsi, 0 < yir d di, Vi E V, (29) 
O<yij<2dij Vl <i<j<n, (30) 
Z - C ysi = Z - C Yif = 0, (31) 
iEV iEV 
z-y[sUS:Sut]+2y(H)<2d(H), (32) 
where S C V, H C[S : s] is an arbitrary subset and [S : f] = {(i, j) E F 1 i ES, j E V-S}. 
By Proposition 4 the system (29)-(32) has integer extreme points only for all d E 3:. 
The polytope Q$F is defined by 
O<yijQdij V(i,j)EF, (33) 
’ - C Ysi = Z - C yi, = 0, 
IEV iEV 
z-y[sUS:SUt]<O VSCV. (35) 
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To show that Q$, has integer vertices only we need the following definition: 
(z,y) E Q&r is called (i,j)-reducible (or simply, reducible) if (z,y) - s(O,njj) E QdMF 
for some E > 0 where uij E RF is the unit vector having a one in component (i, j) E F. 
A point (z, Y) E Q$, is called irreducible if none of its components is reducible. 
Proposition 7. The extreme points of Q& are integer oalued for all d E 3’:. 
Proof. Let (z, y) be any extreme point of Q&r. If (z, y) is (i,j)-reducible then yij > 0 
and (i,j) $6(s) U d(t). Assume that yij < dij. Then (z,Y) + ~(0, u”) E Q& for some 
E > 0 and a contradiction to the extermality of (z, y) is obtained. So we have yi, = dij. 
Thus all reducible components of a reducible extreme point (z, y) of Q&r are integer 
valued since d is integral. On the other hand, to every reducible extreme point (z, y) 
there corresponds (at least) one irreducible extreme point of Q& which is obtained 
from (z, y) by decreasing its reducible components one by one to a maximum ex- 
tent while staying feasible. Extremality of the reduced point is clear if E = dij. To 
prove extremality if E < dij we observe that an (i,j)-reducible extreme point (z, y) 
satisfies all constraints (35) such that (i, j) E [S: s] as strict inequalities. Reducing 
component (i, j) to its maximum extent renders one of these constraints tight. The 
rank of the system of equations satisfied by the reduced point equals the rank of the 
tight system for (z, y) and we can repeat the argument. Thus we can assume without 
loss of generality that (z, y) is an irreducible vertex of Q&r. We claim that every 
(z,x) E PMF in the pre-image (under L) of an irreducible vertex (z, y) E PM, satisfies 
the complementarity condition. Assume to the contrary that there exists (2,x) E Pt,,r 
such that XiiXji > 0 and (z, Y)~ = L(z,x)~. Then we construct (z,X) E &F by set- 
ting 
Xlj = maX{O,xij - Xji}, Xji = max{O,Xj, -Xij}, 
and leaving all other components unchanged. 
(~2 V) E Q&F, 
Yij - Yij = Xij + Xjl - IXij - Xji 1 > 0, 
But then (z,J)~ = L(z,X)~ satisfies 
yk[ = yk, otherwise and thus (z,y) is (i, j)-reducible, contrary to our assumption. If 
there exists an extreme point (z,x) E PMF such that (z, Y)~ = L(z,x)~ then integrality 
of (z, y) follows from the integrality of (z,x) and the integrality of L, like in the 
proof of Proposition 4. So assume the contrary and let (z,x) E PMF be such that 
(z, Y)~ = L(z,x)~. Since (z,x) is not extreme, there exist extreme points (z’,xi) E PMF 
such that for some pa2 
(2,x) = fy /?tj(Zi,XL) forsomepL,>O, 2pi=1. 
i=l i=l 
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Since (z,x) satisfies the complementarity condition so does every (z’,~‘). Since (z’,x’) E 
PI\?F it follows that xi/ +xfk <dkt for all (k, I) E F and thus the image of (z’,x’) under L 
is an integral point (z’, y’) E Q&r. Consequently, 
k Y> = 5 l4.d Y’) 
i=I 
and by the extremality of (z, JJ) it follows that (z, v) = (z’, y’) for i = 1,. . . , p. Hence 
(z, y) is integer-valued and Proposition 7 follows. 0 
Let (z, y) be an irreducible extreme point of Q&r, From the integrality of (z, y) one 
shows quite directly that the support graph of S(y) consists of one or several (s,t)- 
paths in G. Of course, since d E 9“: is arbitrary we may select any (s, t)-path any 
integral number of times while staying feasible, i.e. such every edge e E F is met in 
total by at most d, (s,t)-paths. 
Theorem 8. An irreducible extreme point (z, y) of QhF corresponds to a feasible 
collection of z (s, t)-paths (with repetition) in (G,d). 
Since the optimum of problem (SF) is attained at some irreducible extreme point of 
Qd MF, we thus have from (28) the symmetric max flow-min cut theorem: 
Theorem 9. The maximum number of (s, t)-paths that one can pack (with repetition) 
into a connected weighted graph (G, d) equals the weight of a minimum (s, t)-cut in 
(G,d) for all d E S!‘““,. 
Choosing all weights de to be zero or one such that the partial graph induced by the 
l-valued edges contains s and t and is connected we have in particular: 
Corollary 10. The maximum number of edge-disjoint (s, t)-paths in a connected graph 
G equals the minimum cardinality of a (s, t)-cut in G. 
Going to the ‘other extreme’, i.e. setting d, = 0 or d, = co for all e E F while main- 
d taining connectedness, the polytope QMF becomes a pointed cone. Intersecting this cone 
with the hyperplane z = 1 we obtain 
Cysi=Cyit=l, y[sUS:SUt]>l b’h’~V 
iEV iEV 
which is the symmetric min cost (s, t)-flow polyhedron that we derive in Section 5 
of [13] by symmetrizing the minimum cost (s, t)-flow problem in a network using 
the same affine transformation technique. The extreme points of Qgr are precisely the 
incidence vectors of the (s, t)-paths in G and thus, in the terminology introduced by 
Fulkerson [S], we have in particular: 
Corollary 11. QMC and QgF are a blocking pair of polyhedra. 
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The theorems and corollaries of this section, with the possible exception of the in- 
tegrality of Q&r for which we could not locate any reference, are, of course, all well- 
known from the works of Lehman [1 11, Fulkerson [8] and Johnson [9]. The salient 
point in their work is to establish the integrality of the polyhedra QMC and Q& und 
the max-min equality. Consequently, the original proofs require quite different methods. 
The proof technique that we have employed to rederive these results puts the graphical 
notion of ‘replacing two oppositely directed arcs by an edge’ into a precise analyti- 
cal setting and can be described quite simply as follows: we use linear programming 
duality and the total unimodularity of the original problems and apply linear transfor- 
mations. We are confident that this technique is applicable to other problems related to 
‘integer programs on graphs’ as well and that it will, hopefully, play a unifying role 
in this interesting and ever-expanding field where until now many different, sometimes 
ingenious ad hoc proof methods have been employed in order to derive integrality 
results about polyhedra. 
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