This paper attempts to define a generalisation of the standard Einstein condition (in conformal/metric geometry) to any parabolic geometry. To do so, it shows that any preserved involution σ of the adjoint Tractor bundle A gives rise, given certain algebraic conditions, to a unique preferred affine connection ∇ with covariantly constant rho-tensor P, compatible with the algebraic bracket on A. These conditions can reasonably be considered the generalisations of the Einstein condition, and recreate the standard Einstein condition in conformal geometry. The existence of such an involution is implied by some simpler structures: preserved metrics when the overall algebra g is sl(m, F), preserved complex structures anti-commuting with the skew-form for g = sp(2m, F), and preserved subbundles of the tangent bundle, of a certain rank, for all the other non-exceptional simple Lie algebras. Examples of Einstein involutions are constructed or referenced for several geometries. The existence of cone constructions for certain Einstein involutions is then demonstrated.
Introduction
The study of Einstein manifolds -spaces whose Ricci tensor is a multiple of the metric -has been popular ever since Einstein first published his equations [?] , Einstein manifolds being solutions to the vacuum equations of general relativity with a cosmological constant. Many explicit constructions of Einstein spaces have been developed over the years, and it was realised that some metric holonomy groups [?] force the metric to be Einstein. Conformal and projective parabolic geometries have very close links with Einstein manifolds. When the Ricci-tensor is non-vanishing, these result in an involution of the adjoint Tractor bundle. In this paper, we will find similar constructions for all simple, non-exceptional, parabolic geometries.
Parabolic geometry is a generalisation to non-homogeneous manifolds M of the homogeneous quotient space G/P where G is a semi-simple Lie group and P a parabolic subgroup. The non-homogeneous information is encoded in a principal P -bundle P → M and the Cartan connection, a one-form ω ∈ Γ(P, g) for g the Lie algebra of G. Using a regular Cartan connection to define the geometry, paper [?] shows the existence of a unique regular normal Cartan connection in that geometry (similar to the way in which the Levi-Civita connection is the unique Torsion-free connection preserving a given metric).
The Cartan connection generates a Tractor connection − → ∇ on a principal G-bundle G, which contains P. Given P, the Tractor connection − → ∇ and the Cartan connection ω are equivalent. The standard representation space W of G generates the standard Tractor bundle:
on which − → ∇ acts as a vector bundle connection. Parabolic geometry incorporates many examples of standard geometries. Some of these are given in table 1, characterised by g and p (it is generally simpler, to avoid issues of connectivity, coverings and centres in G, to characterise geometries locally by the Lie algebras rather than globally by the Lie groups). Complexifications and alternative real forms of there geometries are also parabolic geometries, as are many others. The Cartan connection formalism links all of them, but there were few theorems that were truly general. The results of this paper, however, apply to all parabolic geometries, possibly after restricting to an open, dense set of M .
Type algebra g algebra p Conformal geometry so(p + 1, q + 1) co(p, q) ⋊ R (p,q)
Projective geometry sl(n + 1) gl(n) ⋊ R n Contact-projective geometry sp(2n + 2, R) (R ⊕ sp(2n, R)) ⋊ R 2n ⋊ R Almost Grassmannian geometry sl(m + n) (R ⊕ (sl(n) ⊕ sl(m))) ⋊ (R n ⊗ R m ) CR geometry su(p + 1, q + 1) (R ⊕ u(p, q)) ⋊ C (p,q) ⋊ R Geometry of free n-distributions so(n + 1, n)
Path geometry sl(n + 2) (R ⊕ gl(n)) ⋊ (R ⊕ R n ) ⋊ R n Table 1 : Examples of parabolic geometries
In conformal geometry, g = so(p + 1, q + 1), so the standard Tractor bundle T has a metric h on it. It was known for a long time [?] that in this case, a preserved non-degenerate Tractor was locally equivalent to the existence of an Einstein metric in the conformal class. A result by Felipe Leitner [?] and by the author [?] demonstrated that a preserved, non-degenerate subbundle of T implies that the manifold is conformal to a direct product of Einstein manifolds with opposite signs on the Einstein constant. Such subbundles can be characterised by the existence of a preserved metric g = h on T .
Further work by the author in projective geometry [?] and [?] demonstrated that there exists an Einstein connection in the projective class (understood to be an affine connection ∇ that preserves a metric and is Einstein for that metric -equivalently, that Ric ∇ is non-degenerate and ∇Ric ∇ = 0), if and only if − → ∇ preserves a metric g on T . A similar result was unearthed in the geometry of free m-distributions [?]: a certain preserved metric g on T generates a condition very close to the Einstein condition. This paper aims to generalise this result to any parabolic geometry.
Let A be the algebra bundle
Via the Cartan connection, there is an inclusion i : T * ֒→ A and a surjective projection π 2 : A → T . Let σ be an involution of A -a map σ : A → A such that σ 2 = Id A -with the algebraic condition that π 2 • σ • i is an isomorphism T * → T . Note that this is automatically the case if σ is a Cartan involution (an involution such that B(σ−, −) is positive definite).
The main result of this paper is that if there exists such a σ, this implies the existence of a unique preferred connection ∇ such that the rho tensor P ∈ Γ(⊗ 2 T * ) of ∇ is symmetric, non-degenerate, respects the algebraic bracket on A, and satisfies ∇P = 0.
(1)
Since P is constructed algebraically from the Ricci tensor for normal conformal and projective structures, (and all normal |1|-graded geometries) this explains why these structures are referred to as Einstein. The similarity is reinforced by the fact that Equation (1) implies that ∇ must be a metric connection, using P as the metric. The involution σ is then called an Einstein involution.
To get these results, there must be ways of dealing with T without knowing the details of the subgroup P . The main tools to do so is to note that the action of g on the standard representation V of G is 'nearly transitive' -specifically, that the span of any non-zero v ∈ V under the action of g is of co-dimension zero, one or two in V , depending on G. This bundleises to an equivalent statement of the action of A on T , and homogeneity considerations allow analysis of the action of T ⊂ A on T , without knowing the details of P .
These results are very general, but lack one essential ingredient: an existence proof. If we want the Cartan connection to be normal (see [ČG02] ), the full existence problem can often be simplified. For simple, non-exceptional Lie algebras g, the existence of such an involution σ is implied -on an open, dense subset of M -by the existence various simpler structures. A metric on T in the cases where g is sl(m, F), a complex structure anti-commuting with the skew form for g = sp(2m, F), and a nondegenerate subbundle of T of a certain rank in the case where g = so(p, q), so(m, C), so * (2m), su(p, q), or sp(p, q). In all cases we ask this extra info be compatible with any complex structures on T (commuting or anti-commuting for the metrics and skew-forms).
This implies that, on an open, dense set of M , all the holonomy reductions detailed in table 2 generate an Einstein involution. Those in table 3 imply the existence of an Einstein involution only for certain signatures in the reduced holonomy. Which signatures are valid is dependent on the details of the parabolic inclusion P ⊂ G -however for all such geometries, there will be at least one compatible signature generating an Einstein involution. For instance, a preserved subbundle K ⊂ T of rank r(K) = r(T )/2 or k = r(T )/2 − 1/2 always generates an Einstein involution in this case. algebra g holonomy reduction algebra g holonomy reduction 
′′
These various structures become equivalent with the existence of solutions of a series of invariant differential equations. Without attempting to solve these equations explicitly, this paper will instead give existence results for conformal, projective, contact-projective, CR, path, almost quaternionic and almost Grassmannian geometries. Moreover if the Einstein involution is also a Cartan involution, it generates Einstein involutions on all its correspondence spaces (see [?] for more details on correspondence space). That can generate many more examples, as, for instance, projective and conformal structures with preserved Cartan involutions exist, and these have a vast amount of correspondence spaces.
The final section deals with a generalisation of the cone construction that exist for projective geometries and conformally Einstein conformal geometries. Though the presence of an Einstein-involution does not guarantee the existence of a cone construction, it does make it more likely that such a construction exists. An example of this construction in the case of conformal, m-distribution, path and almost Grassmannian geometries is given in the last section.
to parabolic geometries; [?] and [?] are also good sources.
A homogeneous space is a space M = G/P , where G and P are Lie groups. This makes G into an P -bundle over M . The left invariant vector fields on G define an isomorphism between the tangent space T G g for all g ∈ G and T G id , the tangent space at the identity. Since T G id ∼ = g, the Lie algebra of G, this isomorphism is equivalent with a section ω of T G * ⊗ g. It is easy to see that this is P -equivariant. A Cartan connection ω on a manifold M is a generalisation of this idea to non-homogeneous manifolds M . Specifically, it is provided by a principal P -bundle P → M and a section ω of T P ⊗g with the following properties:
1. ω is P -equivariant.
2. At any point u ∈ P, ω u : T P u → g is an isomorphism.
3. If A ∈ p, the Lie algebra of P , and ξ A is the vector field on P generated by A, ω(ξ A ) = A.
The second property shows that ω is not a connection on a principal bundle in the standard sense (it does not define a horizontal subspace of T P), and thus cannot be used for differentiating on bundles associated with P. However, the inclusion P ⊂ G generates a bundle inclusion i :
This is a connection on the principle bundle G, the so-called Tractor connection. The Cartan geometry is provided by P and ω (since ω and ω ′ are equivalent given P, we will suppress the distinction between them). If V is any representation of G, we can form the bundle
and ω generates a connection on V, designated by − → ∇. Since any representation of G is, a fortiori, a representation of P , we have
giving us extra structure on V. We shall call these bundles -bundles associated to P via the restriction to P of a representation of G -Tractor bundles. The standard Tractor bundle is that generated by the standard representation of G, and is designated T . The adjoint Tractor bundle is that generated by the adjoint representation of G, and is designated A.
Parabolic geometries
A parabolic geometry is one where the inclusion P ⊂ G is parabolic. There are invariant ways of seeing this property [?] , but a simple characterisation will suffice here: Definition 2.1. A subgroup P of a connected semi-simple Lie group G is parabolic if the Lie algebra g of G admits a grading:
This grading is not uniquely defined; it changes by the action of P . The filtered subspaces g (i) = k j≥i g j however, are well defined; this will be a general characteristic of structures associated to parabolic geometries. The Tractor bundles, for instance will have a filtration. Define
These give a filtration of the adjoint Tractor bundle A as
Note that these filtered bundles are not Tractor bundles -the action of P on g (j) does not come from a restriction of the action of G.
Since ω maps the vertical vectors of P to elements of p, we may use ω to identify the pull back of T M to P at each point u ∈ P with g/p. Since ω is P -equivariant, we may divide out by the action of P and get the relation:
The Killing form on g identifies g j with g * −j . Passing to the bundle, this implies that
We may further define the associated graded bundles A j = A (j) /A (j+1) . Gradings are generally easier to handle than filtrations; but the Tractor connection does not operate on these gradings. What we would want is an isomorphism between the graded algebra bundles and the filtered ones. This is done through the choice of a Weyl structure: Definition 2.2. A Weyl structure is given by a filtration preserving algebra isomorphism
There are other ways of looking at Weyl structures, such as the existence of the grading section. Since the endomorphism θ : g → g, ξ j → jξ j for ξ j ∈ g j is an inner endomorphism, there must exist an element e ∈ g such that ad e e = θ. Since ad e e e = [ e, e] = 0, we must have e ∈ g 0 . The above construction implies that e defines the grading; it shall be called the grading element.
Lemma 2.3. The image e of e under the projection g (0) → g 0 is the same for all splittings of g compatible with P .
Proof of Lemma. The compatible splittings of G change under the action of P , and e changes in the same way. Since ad e e (p) ⊂ g (1) acts trivially on g 0 under the quotient action, the result follows. This unique element e allows us to define a section E of A 0 , E = P × P e, with P (1) acting by trivial quotient action on e. Now a Weyl structure is equivalent with a P -equivariant map from P to g (0) that projects to e under the quotient projection g (0) → g 0 . This map defines a section E of A (0) which we shall call the grading section. By construction, it is a lift of E from A 0 to A (0) .
If G 0 is the subgroup of G whose Lie algebra is g 0 , the projection P → G 0 (dividing out by the group generated by g (1) ) defines a bundle projection P → G 0 . Now, given a Weyl structure, we have a grading of the Tractor connection:
Since ω j is preserved by the (trivial) quotient action of A (1) , these ω j descend to forms on G 0 . Under our identification A/A (0) = T M , ω − is simply the identity on T M (though the particular form of ω − = ω −k + . . . + ω −1 does give us a grading on T ). This makes G 0 into a principal bundle for T M . The central term is G 0 equivariant and maps vertical elements of G 0 to g 0 , making it into a principal connection on G 0 , hence an affine connection ∇ on T M .
These connections ∇ are called preferred connections, and are equivalent with both the Weyl structure and the grading section E. Finally the last piece ω + is a section of T M * ⊗ T M * dependent on ∇ and designated P, the rho tensor. Thus we may define, for each preferred connection ∇, a splitting of the adjoint Tractor bundle
and express the Tractor connection as:
Given a grading section E, we may split any Tractor bundle V into eigenspaces of E, with eigenvalue j. These eigenbundles will be designated H j , and are said to have homogeneity j. The action of homogeneous elements of A interchanges these bundles. Since the homogeneities of A are all integers, if V comes from an irreducible representation V of G, then the homogeneities of V must differ by integers. These bundles do depend on the choice of Weyl structures, but the filtered bundles
are well defined, independently of E. Well defined also is the highest homogeneity subbundle H (l) = H l .
Preserved involutions: generalised Einstein manifolds

Einstein involutions
Theorem 3.1. Let σ be an involution of the algebra bundle A such that − → ∇σ = 0 and
. Then the holonomy of − → ∇ is contained in the +1 eigenspace of σ, and there is a unique preferred connection ∇ defined by σ. This ∇ has the following properties: -P is non-degenerate and symmetric, hence is a metric on M , -using the splitting defined by ∇ to decompose
-σ restricts to an involution of A 0 , and on that bundle it is minus the action of P acting by conju-
And conversely, any such ∇ defines an involution σ. In the splitting defined by ∇, the +1 eigenspace of σ is an algebra bundle generated by elements of the form
for X any section of T . The holonomy algebra of − → ∇ must then reduce to this eigenspace.
Any involution that obeys property (2) is called an Einstein involution. Let F + be the +1 eigenspace of σ, F − the −1 eigenspace. Since σ is an involution, A = F + ⊕ F − . Since σ preserves the Lie bracket, F + is an algebra bundle. Moreover, both F + and F − are of locally constant rank -this can be seen by parallel transport using − → ∇, which, since − → ∇σ = 0, must preserve F + and F − . Proof of this theorem will come from the following two lemmas:
There is an subbundle C of A (0) that projects bijectively onto A 0 such that σ(C) = C. This allows us to defined an involution σ on A 0 .
Proof of Lemma. Let a be the rank of A 0 , and n the dimension of M . By definition, A is of rank a + 2n, A (0) of rank a + n and A (1) = T * of rank n. Let r 1 be the rank of F + , and r 2 = 2n + a − r 1 the rank of F − . By equation (2), r 1 and r 2 are less than or equal to n + a (otherwise, they would have an intersection with T * , giving a section of T * stabilised by σ). This also implies that they are both greater than or equal to n.
Define
where
Consequently C is of rank r 1 + r 2 − 2n = a. We now need to show that the projection π 0 :
Let t ∈ Γ(C) be a local section such that π 0 (t) = 0. This means that t is a section of T * and t = t + +t − , where t + and t − are sections of C + and C − respectively. Applying σ to t defines σ(t) = t + − t − , a section of A (0) . Then equation (2) implies that t = 0.
Since π 0 is an algebra homomorphism, C ∼ = A 0 is an algebra bundle and σ descends to an involution of A 0 . Now consider the algebra g 0 with an involution s on it. Let ξ be any element of g 0 and a any element of the centre of g 0 . Then
Thus s preserves the centre of g 0 , and, shifting to the bundle point of view, σ preserves the centre of C.
Let E be the grading section of A 0 . We can lift E to the corresponding grading section E of C ⊂ A (0) . This gives us a Weyl structure, hence a preferred connection ∇ and a splitting of A. Since all of C commute with E, C is precisely the A 0 component in A in the splitting defined by E.
Lemma 3.3. σ( E) = − E and in the splitting defined by ∇, the algebra F + is generated by X + P(X) for sections X of T , while F − is the span of elements of the form
Furthermore, P follows all the properties of Theorem 3.1.
Proof of Lemma. The proof will proceed by proving a series of interim results.
• σ E = − E.
Note that σ sends the centre of C = A 0 to itself. Let π be the projection A → A/A (0) ∼ = T . By definition, π • σ is bijective T * → T . Let v j be a section of T * j in this given splitting. Then:
Since σ( E) must be a section of the centre of A 0 , it preserves the grading, implying that
Thus the eigenvalues of ad σ( e E) on T are all strictly positive (as the eigenvalues of ad e E on T * are all strictly positive. Now let w be a local section of T * j that is an eigensection of ad σ( e E) . Then there exists a local eigensection X of T −j such that {w, X} is a nowhere zero section of A 0 . Since σ( E) commutes with all of A 0 , the Jacobi identity gives:
Consequently the eigenvalues of ad σ( e E) on T * are all strictly negative. Since ad σ( e E) acts by multiplication by zero on A and σ(v j ) is an eigensection of ad σ( e E) with strictly positive eigenvalue, then σ(v j ) must be a section of T -in other words, in this splitting, σ(T * ) = π • σ(T * ) and thus σ is a Lie algebra homomorphism T * → T . By definition, T * 1 generates the whole of T * by Lie algebra action. Consequently σ(T * 1 ) must be a generating bundle for T . Since the bracket preserves homogeneity and all sections of T have strictly negative homogeneity, this means that the map
Implying that ad σ( e E) acts by multiplication by one on all of T −1 . This is the same action as that of ad − e E ; since T −1 is a generating bundle for T , this means that the action of ad σ( e E) and ad − e E match up on all of T , hence on all of T * and (trivially) on all of A 0 . So ad σ( e E) = ad − e E , and since A is a semi-simple algebra bundle,
This means that E is a section of F − , and consequently that ad e E maps F − to F + and vice-versa. Thus (ad e E ) 2 must maps F − and F + to themselves.
• P is non-degenerate.
By the above, E is a section of F − . This bundle must be preserved by − → ∇. Now if P(X) = 0 for a section X of T , then in this splitting,
Note that ∇ X E = 0, as ∇ comes from a connection on a G 0 principal bundle. This implyes that {X, E} is a section of F − . Consequently σ must map a subbundle of T to itself: impossible as σ is a bijection between T and T * .
• Splitting T into homogeneous components, if X −a ∈ Γ(T −a ), then P(X −i , X −j ) = 0 whenever j = i.
If the above statement fails, then there exist a section X −j of T −j and an i = j such that P(X −j ) i = 0. If this is the case,
is a section of F − , since − → ∇ X−j E is a section of F − and (ad e E ) 2 must map F − to itself. It is non-vanishing since it must have i( i 2 j 2 − 1)P(X j ) i as the homogeneity i component. However, its homogeneity −j component is j(1 − j 2 j 2 )X −j = 0, and it is easy to see that all the other non-positive homogeneities vanish. This makes it into a non-vanishing section of T * ∩ F − , again contradicting the fact that σ is a bijection T * → T .
• σ acts as P : T → T * , {P(X), P(Y )} = P({X, Y }) and P is symmetric.
Note that the previous results imply that
In other words, F + contains all sections of the form X +P(X), while F − contains all sections of the form X − P(X). This means that the map σ : T → T * is given by X → P(X), and the fact that σ is an algebra involution gives the relation {P(X), P(Y )} = P({X, Y }).
Now consider the Killing form B. By definition, B(τ, ν) = trace ad τ ad ν . Since σ preserves the Lie bracket, it must also preserve the invariant B, so B(στ, σν) = B(τ, ν). Inserting X and Y into this and using σ = P on T ,
So P is symmetric.
• The algebra F + is generated by X + P(X) for sections X of T , while F − is the span of elements of the form {X + P(X), Y − P(Y )}.
T ⊕ T * generates all of A by the Lie bracket, hence the result follows since we have fully defined the action of σ on T ⊕ T * .
• P defined an involution on A 0 by conjugation on T ⊗ T * . This involution is the same as the restriction of −σ.
We know that σ maps C = A 0 to itself. Then let A be a section of A 0 ; since σ is an algebra involution, {σ(A), X} = σ({A, σ(X)} = P(A(P(X))).
Note that this construction also works for the conjugation action of P j for any subbundles T −j ⊗ T * j on which A 0 acts faithfully -T −1 ⊗ T * 1 , for instance.
• ∇P = 0, and the holonomy algebra bundle of ∇ is contained in B = F + ∩ A 0 .
− → ∇ preserves F + , and X + P(X) evidently do so as well. Thus ∇ X must preserve
This implies that the holonomy algebra bundle of ∇ is contained in so(P) ∩ A 0 = F + ∩ A 0 = B. This also means that ∇ must preserve a volume form (in this instance, det P).
Transitivity of Tractor bundles
We take a pause now from Einstein involutions, to analyse some of the properties we will be needing later. For we will be generalising from the properties of G, while using as little as possible the properties of P . To do so, we need some universal properties of T , not dependent on the choice of parabolic subalgebras. The most used will be the concept of cotransitivity. One immediate consequence of cotransitivity will be a restriction on the size of of the standard Tractor bundle T .
Definition 3.4 (Cotransitivity). Let g be a Lie algebra, and V a representation of dimension m. For an element v ∈ V , denote by v g the orbit of v under g -it is a vector space, since g is. We say that g is
Proposition 3.5. Assume that g is d-cotransitive on V , and denote r(V ) the real dimension of V . If V l is the subbundle with highest homogeneity in V (equivalently, the smallest subbundle in the natural filtration of V ), then
Proof. Given an element v of V l , the span v g of v under the action of g is of co-rank at most d in V . However, g (0) maps V l to itself; only the action of g/g (0) = g − can map v non-trivially to V /V l . The two inequalities
then give the result.
Corollary 3.6. If we shift to the vector bundle point of view, with V = P ⊗ P V , V l = P ⊗ P V l and (of course) T = P ⊗ P g − , and where r now denotes the real rank of a bundle, the preceding proposition implies that: All the other algebras (so(p, q), so(m, C), so * (2m), su(p, q), and sp(p, q)) preserve a metric h of some form on their standard representation W . And their corresponding groups all act transitively on connected components of the sets W λ = {w ∈ W |h(w, w) = λ}, again after excluding the origin (the proof of this in the so * (2m) case will be detailed later; in the other cases the result is known, and with strictly simpler proofs).
There is an underlying real metric h R = Re(h). Except for so(m, C) and so * (2m), h(w, w) is always real, so h R (w, w) = h(w, w). Consequently, differentiating this local transitivity on W λ , we get the result that g will map w = 0 to all of w ⊥ , where ⊥ is taken with respect to h R . Hence these algebras are 1-cotransitive on their standard representations.
For so(m, C) the same result applies, except that we need to use h to define ⊥ rather than h R . Consequently so(m, C) is 2-cotransitive.
The algebra so * (2m) is a bit more subtle. It can be seen as the algebra that acts on a quaternionic space V ∼ = H m , preserving the quaternionic multiplication i, j and k, as well as a real metric h that is hermitian with respect to j and symmetric with respect to i and k (neither h, nor the choices of i, j and k are canonical). Fix a orthonormal basis of the form {e 1 , ie 1 , je 1 , ke 1 , e 2 , ie 2 , . . . , ke n }, and use the multiplication by i to set an isomorphism V ∼ = C 2m . Then this algebra is expressed, in matrix form, as:
with
for real numbers a ll and complex numbers α lm and β lm . To get a more invariant definition, let us definẽ h, a non-degenerate bilinear form on V with values in H. It is defined as:
This is hermitian, ash(av, bw) = ah(v, w)b for any quaternions a and b. Moreover,h(v, w) = −h(w, v) (notice the contrast with the standard quaternionic-hermitian metric, where that relationship would be g(v, w) = g(w, v)). This ensures that Im(h) is symmetric, while Re(h) is skew -thush(v, v), theh norm-squared of v, is imaginary for all v in V . The above properties ensure that for any v ∈ V , v = 0, then the map
is surjective. Now let u be an element of V , and assume thath(u, u) = z = 0. By real scaling of u, we may assume that z is of unit norm (hence z −1 = −z). We may now define a new real metric by replacing h with
Replace i, j and k with j ′ = z and i ′ and k ′ any unit imaginary quaternions that anti-commute with z and each other (hence that are orthogonal to z and each other in the standard norm). Under these conditions, u, i ′ u, j ′ u and k ′ u are orthonormal, and can be extended to an orthonormal basis of V such that so * (2m) is of the form detailed in equation (3). In this basis, u = (1, 0, . . .) t . This demonstrates that the span of u under so * (2m) maps u onto u ⊥ , with ⊥ being taken viah. Now assumeh(u, u) = 0, u = 0. Let u ′ be any other null vector in V that is not orthogonal to u. Then the vectors v = u + u ′ and w = u − u ′ are orthogonal, and have the property thath(v, v) = −h(w, w) = 2h(u, u ′ ). By scaling u, we may ensure that v and w are of unit norm. Then we may set z =h(v, v) and use the same procedure as previously to get the orthonormal set {v,
Extending this to a suitable orthonormal basis of V , as before, we now have u = (1, 0, 0, 0, 0, 1, 0, . . .) t . Inserting this into the matrix form of so * , and a little work, reveals that this algebra maps u onto u ⊥ . Since u ⊥ is of co-dimension three, we are done. Note that by integrating the above action, we can see that the group SO * (2n) is transitive on connected components with constanth-norm.
The remaining non-exotic simple algebras with are not 0-cotransitive will be called metric (for obvious reasons).
By these preceding results, we can affirm:
For all other non-exotic simple g, apart from so(h, C) and so * (2m),
and for so * (2m)
Existence of Einstein involutions for certain holonomy reductions
There are several possible involutions that can be defined on the bundle A; for instance, conjugation by a complex structure. Some preserved structures, however, generate Einstein involutions in a natural way. To define them (especially for metric algebras), we shall need the technical concept of the image degree:
Definition 3.9. Let H (k) be the filtration component of minimal homogeneity k of a Tractor bundle V (see the end of section 2.2). Then H (k) is called an image bundle of T * ⊂ A if for all local never-zero sections v of T * , there exists local ξ ∈ Γ(V) such that v · ξ is a never-zero local section of H (k) . The full bundle V is always an image bundle as A is a simple algebra bundle, so has a faithful action on all bundles associated to it. This shows that image bundles exist for every Tractor bundle.
The image degree of V is the (unique) r such that H (r) is an image bundle of T * while H (r+1) is not (recall that these filtered subbundles are indexed by the lowest eigenvalue of a given grading section E acting on them; this number does not depend on the choice of grading section).
Example 1. In the projective case, the subbundle E[µ] ⊂ T (see [?] ; µ = n n+1 ) is an image subbundle, as the action T * · T → E[µ] is given by the trace of T * with T , evidently surjective for all sections of T * . Since E[µ] is the filtered subbundle of highest homogeneity, −µ is the image degree for the standard Tractor bundle in projective geometry (the fact that it is −µ not µ come from conflicting conventions: the actions of a grading section on E[λ] is via multiplication by −λ).
Example 2. In conformal geometry, let E[−1] ⊂ T be the highest homogeneity bundle. The map
] is given by contracting T * with T , and is thus surjective for all sections of T * . Again, because of the sign convention, the image degree of T for conformal geometry is +1.
Lemma 3.10. If the algebra bundle A preserves a metric h on V, then the image degree of V is strictly positive.
Proof of Lemma. Pick a Weyl structure ∇, and a consequent splitting of V and A. Let v be a never-zero local section of T * k ⊂ A. Since A is a simple algebra bundle, v has a non-trivial action on V. Consequently there exists a homogeneous local section ξ of H j ⊂ V such that v · ξ is never-zero, and of homogeneity j + k. Since h has homogeneity zero and is non-degenerate, there exists a local section η of homogeneity −(j + k) such that
Consequently v · η is a never-zero local section of H −j . Since k > 0, one at least of j + k and −j is strictly positive, so one of v · ξ and v · η is of strictly positive homogeneity. As the homogeneity degrees of V are discreet (indeed, their difference are integers), this implies that the image degree of V is strictly positive.
We are now able to phrase the major result on creating Einstein involutions in the simple, nonexceptional cases:
Theorem 3.11. Let T be the standard Tractor bundle coming from the standard representation of G.
For g = sl(m, R), and sl(m, 
)), let K be non-degenerate subbundle K ⊂ T , that is preserved − → ∇ and preserved by any complex structures associated to g. If the rank and co-rank of K in T are both higher that the rank of T (r) , for r the image rank of T , then K defines an Einstein involution on an open, dense subset of M .
This section will be devoted to proving that.
• g = sl(m, F) If F = R, then conjugation by g defines an involution of A = T ⊗ 0 T * . If F = C, then g is either J-symmetric or J-hermitian, since it is in an irreducible component of ⊙ 2 T . If Ψ is a section of A, then
This implies that gΨg −1 is also a section of A, so conjugation by g does preserve A. If F = H, then ⊙ 2 T * splits into two irreducible bundles. The smallest one is T ⊙ H T , which is the bundle of totally hermitian metrics. By the above argument, the requirements we have put on I, J and K guarantee that conjugation by g preserves all these complex structures, hence preserves A.
Remark. Note that the requirements that be there exist complex structures I, J and K, compatible with the quaternionic structure and obeying the quaternionic identities, such that g is hermitian with respect to I and symmetric with respect to J and K, is not a strong one. Given any g, I, J and K, we can form the projection
which has the desired properties. The projection in non-degenerate on an open dense set of this irreducible component, and anything that preserves g and the complex structures will preserve this projection.
Let σ be this involution generated by conjugation, and we now appeal to the following lemma:
Lemma 3.12. If a metric g is non-degenerate on T (k) for all k ≥ r for r the image degree of T , then σ is an Einstein involution.
. Proof of Lemma. We merely need to show that σ(T * )∩A (0) = 0. This will be proved by contradiction. Let ν be non-zero section of T * such that A = σ(ν) is a section of A (0) . We will demonstrate that the image of T under ν does not intersect T (r) , contradicting the definition of the image degree. The proof will proceed by induction down the homogeneity degrees of the bundles T (j) ⊂ T . Let l be the maximal homogeneity degree of T .
Let P j be the proposition that:
1. the image of T under ν does not intersect T (l−j) , and 2. A has a trivial action on T (l−j) .
Note that since ν has strictly positive homogeneity, the first statement implies that ν has trivial action on T (l−j) . We need to show that if l − j > r, P j implies P j+1 . Let u and v be sections of T (l−j−1) and t be any section T (l−j) . The relation
demonstrates that ν has a trivial action on T (l−j−1) (since ν must increase homogeneity, it must map sections of T (l−j−1) into T (l−j) ). Then the relation
shows that A itself must have trivial action on T (l−j−1) . Now let η be any section of T ; the relation
gives the final condition that the image of T under ν does not intersect T (l−j−1) .
The above proof also demonstrate that P −1 implies P 0 , thus completing the induction, since P −1 is trivially true as T (l+1) = 0. Now, to demonstrate that we have an Einstein involution on an open dense subset of M , we require: Reasoning by contradiction, let x ∈ M − M k , and let η be a local non-vanishing section of T (k) such that g(η, τ ) = 0 for all sections τ of T (k) in a neighbourhood of x. Then for any section X of T :
Since η is orthogonal to T (k) , g(−, η) descends to a section of T /T (k) . In that setting, g(∇ X η, η) descends to g(X · η, η), for the well defined action T = A/A (0) : T (k) → T /T (k) . However, since A is transitive on T (as sl(m, F) is 0-cotransitive, and since A (0) maps T (k) to itself, T ⊗ η must map surjectively to T /T (k) . Consequently, g(−, η) = 0, which is contradicted by the non-degeneracy of g. This implies that M k must be an open dense subset of M .
Thus the conditions of Lemma 3.12 hold on the open dense set ∩ l k=r M k .
• g = sp(2n, C).
Let w be the underlying real skew-form on T . Since J anti-commutes with w, g = w • J is a symmetric bilinear form on T . Since w is non-degenerate and J is an automorphism, g is a metric. Furthermore,
so conjugation by w and g commute. Since furthermore g must be complex linear or complex hermitian, conjugation by g must be complex linear, implying that conjugation by g is an involution of A. Then since the action of A on T is still transitive in this case, the proof proceeds exactly as in the special linear case.
Remark. For F = C, if J is complex hermitian, the holonomy algebra of − → ∇ reduces to sp(p, q). If it is complex linear, the holonomy algebra of − → ∇ reduces to gl(n, C).
• g is one of the metric non-exceptional algebras, preserving an underlying real metric h on T .
These g are so(p, q), so(m, C), so * (2m), su(p, q), and sp(p, q). In all these cases, A is defined as the subbundle of T ⊗ T * commuting with conjugation by h and with the complex structures. We will use the bundle K to generate another metric g such that conjugation by g commutes with conjugation by h and with the complex structures; this is enough to demonstrate that conjugation by g preserves A and thus define an involution σ on it.
Let K ⊥ be the orthogonal complement of K using the bilinear form h; the non-degeneracy of K implies that K ⊕ K ⊥ = T and that K ⊥ is preserved by the complex structures. The bilinear form splits as h 1 + h 2 , h 1 a section of ⊙ 2 K, and h 2 a section of ⊙ 2 K ⊥ . Since − → ∇ must preserve K and K ⊥ and − → ∇h = 0,
And since the K are preserved by the complex structures, each h j must be hermitian or symmetric with respect to the complex structures. Then define g = h 1 − h 2 . Since g is hermitian or symmetric with the complex structures, conjugation by g on T ⊗ T * commutes with complex multiplication. Moreover:
so conjugation by h and g commute. Lemma 3.12 still applies for this g. Since we have the natural bilinear form h, Lemma 3.10 implies that the image degree r of T is positive. We shall prove that if g cannot degenerate on H (k) , for k ≥ r > 0.
Lemma 3.14. Assume the metric g is degenerate on H (j) for any j > 0. Let ξ be a section of H (j) on which g degenerates. Then ξ is a section of K or K ⊥ .
Proof of Lemma. By definition,
The map g(−, ξ) descends, by the degeneracy of ξ, to a section of (T /H (j) ) * . So only the T /H (j) component of − → ∇ X ξ matters in the previous equation. This is simply X acting algebraically on ξ. Only the T component of A reduces homogeneity, and A maps ξ onto ξ ⊥ by Lemma 3.7. Here, we have usedh = h to define ⊥, apart from the algebras so(m, C), where we have used the complex metrich(v, w) = h(v, w) − ih(v, iw), and so * (2m), where we have used the quaternionic 'metric'
This means that as X varies,
. Consequently, g(η, ξ) = 0 whenever h(η, ξ) = 0. Ifh = h, this implies that g(−, ξ) is a multiple ofh(−, ξ). Hence ξ is an eigensection of h −1 g, thus a section of K or K ⊥ . For so(m, C), we may defineg(v, w) = g(v, w) − ig(v, iw). Now the complex structure is preserved by A, hence multiplication by i must be of homogeneity zero, implying that i is an isomorphism of H (j) (by definition it is an isomorphism of K and K ⊥ ). In particular g must degenerate on iξ, and thus g(η, iξ) = 0 wheneverh(η, iξ) = ih(η, ξ) = 0. This implies thatg(−, ξ) is a complex multiple ofh(−, ξ) = 0, and thus that g(−, ξ) is a real multiple of h(−, ξ) = Re(h(−, ξ)). Thus, as above, ξ is a section of K or K ⊥ . For so * (2n), we may similarly defineg(v, w) = −g(v, jw) + jg(v, w) + ig(v, kw) − kg(v, iw). Now g is i and k linear, and j hermitian, so g must degenerate on iξ, jξ and kξ on H (j) . Thusg degenerates on ξ. Differentiatingg(ξ, ξ) implies thatg(η, ξ) = 0 wheneverh(η, ξ) = 0. Sinceg =h 1 −h 2 (using the evident definitions ofh 1 andh 2 ), what we have is the relation
However, if ξ is not a section of K or K ⊥ (thus ξ 1 = 0 and ξ 2 = 0), fix any η 1 in K such that h 1 (η 1 , ξ) =h 1 (η 1 , ξ 1 ) = i. We may do this ash 1 is non-degenerate on K andh 1 (−, ξ 1 ) maps surjectively onto H (see the proof of Lemma 3.7). Then the equationh 2 (η 2 , ξ 2 ) = −i must have a solution for a certain η 2 of K ⊥ . Then η = η 1 + η 2 gives us a violation of the above condition, hence a contradiction. Thus ξ must be a section of K or K ⊥ . From the previous Lemma, it suffices to show that K and K ⊥ do not intersect H (r) . The conditions on the rank and co-rank of K, demonstrate that this is equivalent with them being transverse on an open dense subset of M . The next Lemma establishes that fact. Proof of Lemma. Let ξ be a never-zero local section of H (j) . For any section X of T , the operator − → ∇ X operates on ξ. The only component of − → ∇ X that maps ξ non-trivially into sections of T /H (j) is X itself, acting algebraically. Since T is the only component of A that reduces homogeneity, and since the action of A on T maps any section to itsh-orthogonal complement, the span of ξ and its Tractor derivatives, quotiented out by
Sinceh is of homogeneity zero, if j ≤ 0, this is just T /H (j) . If not, then the span of ξ under sections X of minimal homogeneity ≥ −j is H (0) /H (j) . The span of this under a second iteration of − → ∇ X is then T /H (j) .
So, the span under iterated Tractor derivatives for any non-zero section ξ of H (j) , projects surjectively onto T /H (j) . Now assume that K and H (j) are not transverse on some open set of M . This means that there exists a local nowhere-zero section ξ of K ∩ H (j) and that the projection of K to T /H (j) is not surjective. But this is contradicted by the fact that iterated derivatives of ξ must be sections of K, as − → ∇ preserves K.
Remark. The results of this section give the results for holonomy reduction cited in tables 2 and 3.
Examples of Einstein involutions for various geometries
The normality condition is detailed in both [?] and [ČG02] ; it means that the curvature
There is a unique regular normal Tractor connection for each parabolic geometry, making it a uniqueness condition similar to torsion-freeness for a metric connection. In this section, we will seek to build examples of normal Tractor connections preserving an Einstein involution. This is the case, of course, for conformal and projective geometries: [?] demonstrates that there exists (on an open, dense set) an Einstein connection in the projective class of a projective manifold if and only if the Tractor connection preserves a metric on T . Here we define an Einstein connection as a connection ∇ with Ric ∇ non-degenerate and
This makes ∇ into an Einstein connection for the metric g = Ric ∇ . The metric on T the generates the Einstein involution by Theorem 3.11.
In the conformal class, there are of course standard Einstein metric generating a preserved Tractor, and hence an extra preserved metric on T . But the Einstein conformal product decomposition [?] also generates preserved bundles and hence an extra preserved metric on T , and thus an Einstein involution. The conditions on the magnitude of the Einstein coefficients in paper [?] can be naturally interpreted as equivalent with the condition that P defines the involution σ on A 0 by minus conjugation.
Normal contact-projective geometries are equivalent with normal projective geometries such that − → ∇ preserves a skew-form ν on the T (see [?] and also [?] ). Thus if the projective holonomy algebra of − → ∇ reduces to su(p, q) (which is the case for projectively Sasaki-Einstein manifolds), then it generates an Einstein involution for a contact-projective geometry. This is particularly significant, as this is an Einstein involution on a |2|-graded geometry.
For CR geometries (g = su(p + 1, q + 1), p = cu(p, q) ⋊ C p,q ⋊ R), the standard Tractor bundle splits as C ⊕ C p,q ⊕ C * . The bundle of strictly positive homogeneity is of complex rank one, so must be the image bundle. Let τ be a non-isotropic section of T such that − → ∇τ = 0. This implies that − → ∇Jτ = 0 and that the space K spanned by τ and Jτ is non-degenerate. Because of its rank and co-rank, [Kos61] , for almost Grassmannian geometries of degree two, the harmonic piece of ∧ 2 T * ⊗ A has two components, one in ∧ 2 T * ⊗ T , the second in ∧ 2 T * ⊗ A (0) .
If we have no curvature in the first component, − → ∇ is a torsion-free Tractor connection [ČG02] . In particular, since this geometry it is |1|-graded and non-projective, the preferred connections are precisely those torsion-free connection with structure bundle G 0 . We will construct the Einstein involution using the following theorem: Proof. Let H be the Lie group Sp(p, q).Sp(1) and let ∇ be the Levi-Civita connection of µ. Because of its holonomy algebra, ∇ must preserve both bundles in the tensor product
where L is a left-quaternionic line bundle and U a right-quaternionic bundle of same real dimension as T . Let H be the frame bundle for ∇, and define A 0 = H × H g 0 and, via the Weyl structure ∇,
The differential ∂ is well-defined as a map T * ⊗ A → ∧ 2 T * ⊗ A; homogeneity considerations means that it restricts to a map T * ⊗ T * → ∧ 2 T * ⊗ A. The composition ∂ * • ∂ is bijective as a map from T * ⊗ T * to itself. If R is the curvature tensor of ∇, then ∂ * R ∈ Γ(T * ⊗ T * ), so we define P to be the section of T * ⊗ T * such that P = −(∂ * • ∂) −1 (∂R). This implies that
Now ∂R is just the Ricci-trace of R (see [ČG02] in the |1|-graded case). All quaternionic Khäler manifolds are Einstein (see [?] [?]), so ∂R is a multiple of µ. Since ∂ * • ∂ are G 0 -module isomorphisms, this implies that P must also be a multiple of µ, as this is the only irreducible line subbundle of T * ⊗ T * . Consequently ∇P = 0. We then define a Tractor connection on A as
The curvature of this connection is (0, R + ∂P, 0). This is ∂ * -closed, so − → ∇ is normal. By the uniqueness result for normal Cartan connections [?] , this is the unique normal Cartan connection for this geometry.
We now aim to show that there is an Einstein involution on A, generated by P : T → T * , P −1 : T * → T and by the conjugation action of P on A ⊂ T * ⊗ T . This will be a direct consequence of the fact that ∇P = 0 and the following lemma: The same results hold for almost Grassmannian manifolds, for the other real and complex forms of g, sl(4m, R) and sl(2m, C). In those cases, we need to use (Einstein) metrics g with holonomy algebra in sp(4m − 2, R) · sl(2, R) and sp(2m − 2, C) · sl(2, C) (see [?] ), and apply the results of Lemma 3.17 for µ = ν 1 ⊗ ν 2 .
Proposition 3.18. There exists Einstein involutions for path geometries.
Proof. Let M be a manifold. Then if ∇ is the Levi-Civita connection of a positive-definite metric Einstein metric on M with positive Einstein coefficient, then the projective Cartan connection generated by ∇ has an Einstein involution σ on it, generated by a positive-definite metric g on T (see [?] ). Since g is positive-definite, σ is a Cartan involution, meaning that the bilinear form Similarly, we can extend Cartan involutions to correspondence spaces whenever they exist. Putting all these results together, we have the theorem: General existence issues depend upon the existence of metrics g, complex structures J or subbundles K ⊂ T satisfying the required properties and preserved by − → ∇. The general construction of such invariant structures is highly non-trivial. One way of constructing these may be to look at the formalism of BGG sequences ([?] and [?]), which may allow us to build some examples of Einstein involutions. Unfortunately, though any Einstein involution will show up in the BGG sequence as the solution to an invariant differential operator, the converse is not true -simply solving that invariant differential operator will not automatically produce an Einstein involution. However, these considerations are beyond the scope of this paper.
Non-normal examples
If we drop the normality condition, existence is trivial. For example, we may pick any splitting of A = T ⊕ A 0 ⊕ T * compatible with the projections of A, and define − → ∇ as
We then call this splitting the one determined by the Weyl structure ∇, and all the other Weyl structures and the splittings they define are determined by the action of T * on A (see [ČG02] ). Then if we've simply picked a P with the required properties, and a connection ∇ on G 0 such that ∇P = 0, we have generated a Tractor connection with a preserved Einstein involution. This construction has no real ties with the underlying geometry, but may be usefull for some existence results.
Cone construction and the Einstein condition 4.1 The cone construction
The cone construction is an attempt to generalise the projective cone construction [?] and the Einstein cone construction in confromal geometry to other settings. The idea is ultimately the same: calculate the holonomy of − → ∇ by replacing it with an equivalent affine connection ∇, with minimal torsion and hence (hopefully) a holonomy group that is easier to calculate.
Definition 4.1 (Cone construction). A cone construction for a parabolic manifold (M n , P, − → ∇), and a Tractor bundle V is a manifold N = C(M ) with an affine ∇ and a submersion π : N → M . These must obey the following conditions:
1. There is an action of the abelian group R n on N , such that the orbits of R n are exactly the fibres of π.
2. There is a subbundle V of T N , preserved by ∇, which has contains the vector fields generated by the R n action.
3. ∇ is invariant under the action of R n , hence so is V. This means that V descends to a bundle on M , and ∇ to a connection on that bundle.
4. V/R n = V and there is an isomorphism ∇ ∼ = − → ∇ on V.
5. The holonomies of − → ∇ on V and ∇ on the V are the same.
6. If Q is a vertical vector field on N , and T or is the torsion of ∇ on V, then T or(Q, −) = 0. Consequently for vector fields X and Y on M , T or(X, Y ) is well defined independently of the lifts of X and Y .
Definition 4.2 (Cone decomposition). Let V be any Tractor bundle on which A acts faithfully. If it admits a decomposition as
such that each V j is preserved by − → ∇ and admits a cone construction, we say that (M, P, − → ∇) admits a cone decomposition. The point of the cone decomposition is that it allows us to use the cone construction in cases where V 1 is preserved by − → ∇ but is not a Tractor bundle (which is the case for most reduced holonomy examples we have been looking at).
These are the criteria for general cone construction, see for instance the projective cone [?], which always exists. Also relevant is the conformal double cone construction in conformal geometry [?] . The double cone is instructive, as it is a cone only for a preferred connection with vanishing Cotton-York tensor. There are reasons to hope that a properly Einstein connection in the sense of Theorem 3.1 will make the existence of a cone more likely -since such a connection will trivially satisfy any Cotton-Yorklike conditions, suppresses the difference between T and its dual and may result in a decomposition of certain Tractor bundles into simpler pieces (thus making a cone decomposition more likely). Moreover, the preferred connection generated by the Einstein involution preserves a volume form on T , thus suppressing the distinction between density bundles for T and sections of R × M . The examples of the next section demonstrate that this is indeed the case. Then there exists a cone construction for C(M ), the total space of the bundle L.
Proof. Let π be the projection C(M ) → M ; the R action is evident. Define let i as the embedding T ⊂ T ⊕ T * , sending the section X of T to X + P(X).
and it is easy to see that T ⊕ T * maps R surjectively to T . Moreover, here F + is an algebra bundle modelled on so(p, q + 1) or so(p + 1, q), and B is modelled on so(p, q). K ∼ = H ⊕ R and K ⊥ ∼ = H, corresponding to F + being an algebra bundle modelled on so(p, q) ⊕ so(q, p + 1) where p + q = m, and B being modelled on so(p, q). So each of these preserved pieces allow a cone construction: the H piece has a trivial cone construction with N = M , and R is mapped surjectively to H as it is of non-zero norm and so(q, p + 1) is surjective from any element onto its orthogonal complement. This thus gives M a cone decomposition. If ∇ preserves a volume form, the Tractor bundle T splits as:
Then algebraic considerations imply that T ⊕ T * must map R surjectively onto the other components of T and B is modelled on so(p, q) with p + q = n, giving the requirements for a cone construction.
Example 4. If we are in the case of the normal, torsion-free, degree-two almost Grassmannian Einstein geometry of subsection 3.3.1, there is a cone construction identical to that described in [?] . The construction is similar to that of Theorem 4.3, except we are using quaternionic density bundles in this case.
Future research
To extend these results, existence or non-existence proofs are needed for Einstein involutions in all non-flat normal Cartan connections. Analysing the exceptional cases would be interesting as well.
However, other possible future research is to look at those cases where the crucial property σ(T * )∩A (0) fails or where σ is replaced by a degenerate endomorphism. The author's paper on the geometry of free m-distributions [?] suggests that in this case we will get a weakening of the uniqueness condition for the Einstein connection ∇, as well as a weakening of the ∇P = 0 condition, in that ∇P will only be zero when restricted to a certain subbundle of ⊗ 3 T * . If σ is degenerate, then P will often be degenerate as well.
