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ON LEVEL SETS OF GAUSSIAN FIELDS
SOURAV CHATTERJEE∗, AMIR DEMBO†, AND JIAN DING‡
Abstract. In this short note, we present a theorem concerning certain “additive struc-
ture” for the level sets of non-degenerate Gaussian fields, which yields the multiple valley
phenomenon for extremal fields with exponentially many valleys.
1. Introduction
In this note we study the asymptotics of extreme values of mean zero Gaussian fields. To
this end, a sequence of mean zero Gaussian fields {ηn,v : v ∈ Vn}, is called non-degenerate if
lim
n→∞
1
σn
E[ sup
v∈Vn
{ηn,v}] =∞ where σ2n △= sup
v∈Vn
{E[η2n,v]} . (1.1)
A key role is played here by the functionals gn : 2
Vn 7→ R such that
gn(S) = E[sup
v∈S
{ηn,v}] for all S ⊆ Vn . (1.2)
That is, (gn) are deterministic functionals defined with respect to the laws of a specific
sequence of Gaussian fields under consideration, with gn(Sn) = gn(Sn(ω)) denoting the cor-
responding random variables in case of random sets Sn(ω). Our main result is the following
theorem revealing the asymptotic additive structure of g2n(·) with respect to level sets of such
fields.
Theorem 1.1. For any sequence of non-degenerate Gaussian fields {ηn,v : v ∈ Vn} and any
fixed number 0 < α < 1, define the level set
Un,α = {v ∈ Vn : ηn,v > αgn(Vn)} . (1.3)
Then,
gn(Un,α)
gn(Vn)
→
√
1− α2 in probability, when n→∞. (1.4)
Remark 1.2. The connection between cover times and the extreme height squared of Gauss-
ian free fields, hinging on Dynkin’s isomorphism theorem [9, 10, 12]) is well-understood (see
[7, 8]). From this perspective, Theorem 1.1 is the analog of the following fact about cover
times of random walks: On large finite graph with cover time tcov (which is substantially
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larger than the maximal hitting time), run random walk αtcov steps, for some fixed 0 < α < 1.
Then, by the additive structure of the random walk and concentration of the cover time
around its mean (cf. [1]), it is not hard to show that the uncovered set by time αtcov has
cover time close to (1− α)tcov, with high probability.
We provide next few applications of Theorem 1.1 in the context of Gaussian fields which
upon proper normalization satisfy
Var(ηn,v) 6 n for all v ∈ Vn and n−1 log |Vn| → log λ for fixed λ > 1 (1.5)
(indeed, our primary interest is in Gaussian fields having most of these variances close to n).
Since
gn(S) 6 an +
∑
v∈S
ˆ ∞
0
P(ηn,v > an + x)dx for any an > 0 and all S ⊆ Vn , (1.6)
considering an =
√
2n log |S| it follows from our assumption (1.5) by elementary Gaussian
tail estimates, that
gn(S) 6
√
2n log |S|+O(1) . (1.7)
Combining (1.7) with Theorem 1.1, we get that
Corollary 1.3. For a sequence of Gaussian fields {ηn,v : v ∈ Vn} satisfying (1.5) and any
fixed β > 0, there exists c = c(λ, β) > 0 such that with probability tending to one as n→∞,
we have
|{v ∈ Vn : ηn,v > gn(Vn)− βn}| > ecn . (1.8)
Proof. Recall the Gaussian concentration inequality of Sudakov-Tsirelson [13] and Borell [3]
P(| sup
v∈Sn
{ηn,v} − gn(Sn)| > z) 6 2e−
z
2
2σ2n for all z > 0 (1.9)
(e.g., [11, Thm. 7.1, Eq. (7.4)]), and set Sn
△
= {v ∈ Vn : ηn,v > gn(Vn) − βn} for Gaussian
fields {ηn,v} satisfying (1.5). In case n−1gn(Vn) 6 β3 , we get by the symmetry of the Gauss-
ian law, upon considering (1.9) for {−ηn,v} and z = (βn − 2gn(Vn))+ that Sn = Vn with
probability tending to 1 in n, so (1.8) trivially holds. Assuming otherwise, without loss of
generality we pass to a sub-sequence such that n−1gn(Vn) >
β
3
for all n, in which case the
fields are non-degenerate and with Sn ⊇ Un,α for any α > 1− βn3gn(Vn) we have by Theorem 1.1
that gn(Sn) > (1 − α)gn(Vn) > βn4 with probability tending to 1 in n. Combining this with
the upper bound of (1.7) completes the proof. 
Recall the notion of multiple-valleys, a phenomenon of interest in the study of spin glasses,
which is defined as follows (cf. [4, 5]).
Definition 1.4. A sequence of Gaussian field satisfying (1.5) exhibits multiple valleys if for
any δ, ε > 0, there exist c = c(δ, ε, λ) > 0 and Wn ⊆ Vn such that:
(a) |Wn| > ecn.
(b) E(ηn,vηn,u) 6 ε
√
Var(ηn,v) Var(ηn,u) for all u, v ∈ Wn.
(c) ηn,v > gn(Vn)− δn for all v ∈ Wn.
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Corollary 1.3 tells us that any sequence of Gaussian fields satisfying (1.5) shall exhibit
sufficiently many high points to induce multiple valleys in the presence of the approximate
orthogonality Condition (b). We note in passing that [5] shows that the SK spin-glass model
exhibits a weak multiple valleys phenomenon where the size of such Wn grows as (log n)
1/8
(as opposed to the exponential of n size required in Definition 1.4).
Remark 1.5. Our assumption (1.5) applies for the Gaussian fields ηn,v =
∑n
i=1 viZi, where
{Zi} are i.i.d. standard Gaussian variables and v = (vi)i ∈ Vn △= {−1, 1}n. The maximum
of such a Gaussian field is clearly Mn
△
=
∑n
i=1 |Zi|, achieved at v∗ = (sgn(Zi))i. Moreover,
there exist fixed ε0, δ0 > 0 such that with high probability (as n→∞), for any v such that∑
i viv
∗
i 6 ε0n, we have ηn,v 6 (1− δ0)Mn.
In view of the preceding example, additional structure is required for assuring the orthog-
onality condition in the definition of multiple valleys. However, as we next show this does
apply for all extremal Gaussian fields (as defined in [4]). That is, those (non-degenerate)
Gaussian fields satisfying (1.5), for which also
lim
n→∞
{
gn(Vn)
n
√
2 log λ
}
= 1 . (1.10)
Theorem 1.6. Any sequence of extremal Gaussian fields {ηn,v : v ∈ Vn} exhibits multiple
valleys as in Definition 1.4, and moreover has level sets such that
lim
n→∞
log |Un,α|
log |Vn| = 1− α
2 in probability, for any fixed 0 < α < 1. (1.11)
Remark 1.7. Log-correlated Gaussian fields, including the two-dimensional Discrete Gauss-
ian Free Field (dgff, see [2]), are extremal Gaussian fields. For dgff the asymptotics (1.11)
is derived in [6], with [4] proving the existence of weak multiple valleys having |Wn| polyno-
mial in logn.
We conclude with three open problems of interest:
• Find a necessary and sufficient condition for a sequence of Gaussian fields to be extremal.
• Find an explicit condition on the covariance matrices which is equivalent to the corre-
sponding Gaussian fields exhibiting multiple valleys.
• Extend our results to some non-Gaussian fields having tail and correlation structure similar
to those of dgff or some other sequence of extremal Gaussian fields.
2. Proofs
Proof of Theorem 1.1. Let {η¯n,v : v ∈ Vn} and {η˜n,v : v ∈ Vn} be two independent copies of
the Gaussian field {ηn,v : v ∈ Vn}. Then, for any 0 < γ < 1,
{ηn,v : v ∈ Vn} law= {γη¯n,v +
√
1− γ2η˜n,v : v ∈ Vn} . (2.1)
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Let U¯n,t = {v ∈ Vn : η¯n,v > tgn(Vn)} for 0 < t < 1 (so, clearly U¯n,t law= Un,t). Considering
(2.1) for γ = t we get that
sup
v∈Vn
{ηn,v}  t2gn(Vn)1{U¯n,t 6=∅} +
√
1− t2 sup
v∈U¯n,t
{η˜n,v} , (2.2)
where X  Y means that X stochastically dominates Y . Since the sequence of Gaussian
fields is non-degenerate, by (1.9) we have that gn(Vn)
−1 supv∈Vn{ηn,v} → 1 in probability,
hence P(U¯n,t 6= ∅) → 1. Conditional on U¯n,t, by the independence of {η¯n,v} and {η˜n,v}, it
further follows from (1.9) that
σ−1n
(
sup
v∈U¯nt
{η˜n,v} − gn(U¯n,t)
)
is a uniformly tight sequence. (2.3)
Therefore, for any fixed ε > 0
lim sup
n→∞
P
(
gn(U¯n,t) > (
√
1− t2 + ε)gn(Vn)
)
= 0 , (2.4)
which upon taking ε ↓ 0 yields the upper bound in (1.4). Next, fixing ε > 0 and considering
(2.1) for γ = α, we get that
sup
v∈Vn
{ηn,v}  max
t/ε∈{0,1,...,[1/ε]−1}
{
tαgn(Vn) +
√
1− α2 sup
v∈U¯n,t
{η˜n,v}+ εgn(Vn)
}
. (2.5)
Further, per fixed {η¯n,v} (and hence U¯n,t), we have by (2.3) upon applying (1.9) for the
Gaussian field on the LHS of (2.5), that with probability tending to 1 as n→∞,
gn(Vn) 6 max
t/ε∈{0,1,...,[1/ε]−1}
{
tαgn(Vn) +
√
1− α2gn(U¯n,t) + 2εgn(Vn)
}
. (2.6)
Note that h(t, α)
△
= αt +
√
1− α2√1− t2 6 1 for all t, α ∈ [0, 1], with a strict inequality
whenever t 6= α. Hence, in view of (2.6) and (2.4), there exist non-random δε → 0 as ε→ 0,
such that with probability tending to 1 as n→∞
gn(Vn) 6 max
t/ε∈{0,1,...,[1/ε]−1},|t−α|6δε
{
tαgn(Vn) +
√
1− α2gn(U¯n,t) + 2εgn(Vn)
}
.
That is to say, setting ψε(α)
△
= (1− α2)−1/2(1− α2 − 2ε− αδε), we have for any fixed ε > 0
lim
n→∞
P
(
gn(U¯n,α−δε) 6 ψε(α)gn(Vn)
)
= 0 . (2.7)
Considering (2.7) with α replaced by α + δε we get that and all ε < ε0(α),
lim
n→∞
P
(
gn(U¯n,α) 6 ψε(α + δε)gn(Vn)
)
= 0 ,
yielding the lower bound in (1.4) since δε → 0 and ψε(α) → ψ0(α) =
√
1− α2 when ε →
0. 
Proof of Theorem 1.6. ByMarkov’s inequality, the upper bound in (1.11) is a straightforward
consequence of
E
[|Un,α|] = ∑
v∈Vn
P(ηn,v > αgn(Vn)) 6 λ
(1+δ−α2)n,
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which by (1.10) and standard Gaussian tail bounds, holds for any δ > 0 and all n large
enough. For the corresponding lower bound we merely combine (1.4) of Theorem 1.1, with
(1.7) in case of S = Un,α. This further implies that with high probability, an independent
copy of the Gaussian field {ηn,v} restricted to the (random) subset Un,α is also an extremal
Gaussian field. Applying Lemma 2.1 for the latter extremal fields results with existence of
multiple valleys for the original fields {ηn,v : v ∈ Vn}. 
Lemma 2.1. For any sequence of extremal Gaussian fields {ηn,v : v ∈ Vn} and ε > 0, there
exist c = c(λ, ε) and Wn ⊆ Vn such that |Wn| > ecn and E(ηn,uηn,v) 6 ε
√
Var(ηn,v) Var(ηn,u)
for all u, v ∈ Wn.
Proof. For each n and ε > 0 let Wn be a maximal ε-net of Vn based on balls Bn(v, ε)
△
= {u ∈
Vn : E(ηn,vηn,u) > ε
√
Var(ηn,v) Var(ηn,u)}. That is, Vn =
⋃
u∈Wn Bn(u, ε) and u
′ /∈ Bn(u, ε)
for all u, u′ ∈ Wn. We claim that for any δ > 0 and all n large enough,
sup
v∈Vn
gn(Bn(v, ε)) 6
√
1− ε2
√
2 log λ(1 + δ)n . (2.8)
To this end, consider the Gaussian field
η˜n,u
△
= ηn,u − ρn,uηn,v , u ∈ Bn(v, ε) ,
where ρn,u
△
= E(ηn,uηn,v)
Var(ηn,v)
> ε
√
Var(ηn,u)√
Var(ηn,v)
, and thereby
Var(η˜n,u) 6 (1− ε2) Var(ηn,u) 6 (1− ε2)n .
Clearly,
E
[
sup
u∈Bn(v,ε)
{ηn,u}
]
6 E[ sup
u∈Bn(v,ε)
{ρn,uηn,v}] + E[ sup
u∈Bn(v,ε)
{η˜n,v}] . (2.9)
By Cauchy-Schwartz, |ρn,u| 6
√
Var ηn,u√
Var ηn,v
6
√
n√
Var ηn,v
, so the first term on the RHS of (2.9)
is bounded by
√
n√
Var ηn,v
E|ηn,v| 6 4
√
n, whereas applying (1.7) for the Gaussian field {(1 −
ε2)−1/2η˜n,u : u ∈ Bn(v, ε)} bounds the second term on the RHS of (2.9) by
√
1− ε2√2 log λ(1+
δ/2)n for all n large enough. Altogether, this establishes (2.8). Let now
Xn,v
△
= sup
u∈Bn(v,ε)
{ηn,u} − gn(Bn(v, ε)) ,
noting that by (2.8) and the definition of Wn,
gn(Vn) 6
√
1− ε2
√
2 log λ(1 + δ)n+ E[ sup
v∈Wn
{Xn,v}] .
By (1.9), the tail of each variable Xn,v is dominated by that of Gaussian with variance n.
Hence, using a bound of the form (1.6) for an =
√
2n log |Wn|, we obtain that
E[ sup
v∈Wn
{Xn,v}] 6 an +O(1) ,
from which we deduce that gn(Vn) 6
√
1− ε2√2 log λ(1 + δ)n+
√
2n log |Wn|+O(1). Con-
trasting this upper bound with our assumption (1.10) yields an exponential in n lower bound
on |Wn|. 
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