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Abstract
Consider a compact, connected Lie group G acting isometrically on a sphere Sn of radius 1. The quotient of Sn
by this group action, Sn/G, has a natural metric on it, and so we may ask what are its diameter and q-extents. These
values have been computed for cohomogeneity one actions on spheres. In this paper, we compute the diameters,
extents, and several q-extents of cohomogeneity two orbit spaces resulting from such actions, and we also obtain
results about the q-extents of Euclidean disks. Additionally, via a simple geometric criterion, we can identify which
of these actions give rise to a decomposition of the sphere as a union of disk bundles. In addition, as a service to
the reader, we give a complete breakdown of all the isotropy subgroups resulting from cohomogeneity one and two
actions.
 2004 Elsevier B.V. All rights reserved.
MSC: 53C10; 57S25; 22E45
Keywords: Spherical Alexandrov spaces; q-extents; Cohomogeneity 2; Disk bundle decomposition; Euclidean disks
* Corresponding author.
E-mail addresses: jmcgowan@fac.howard.edu (J. McGowan), csearle@matcuer.unam.mx (C. Searle).
1 Work supported in part by CONACYT project number 37558-E.0926-2245/$ – see front matter  2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.difgeo.2004.07.007
82 J. McGowan, C. Searle / Differential Geometry and its Applications 22 (2005) 81–1041. Introduction
The diameters of spherical Alexandrov spaces (that is, quotients of the unit sphere under actions by
compact, connected Lie groups) have been calculated for some special cases. In particular, the diameters
of space forms (quotients of the unit sphere by finite groups acting properly discontinuously, freely
and isometrically) and those of curvature one orbifolds (quotients of the unit sphere by finite groups
acting isometrically, but not necessarily freely and properly discontinuously) have been calculated by
McGowan [11] and Greenwald [4], respectively. Greenwald also showed that there is a lower bound
for the diameters of spherical Alexandrov spaces, but did not explicitly calculate it [4]. Flach proved the
existence of a lower bound for the diameters of δ-pinched manifolds, i.e., those whose sectional curvature
K satisfies δ K  1 [3], whose dimension is sufficiently large.
On the other end of the spectrum, the lengths (hence, diameters) of one-dimensional orbit spaces
produced by actions on spheres have been determined (cf. [5,14]). An action whose orbit space Sn/G
has dimension k is said to be an action of cohomogeneity k. The orbit space of a cohomogeneity one
action on a sphere is necessarily an interval, and its length is π/n where n corresponds to the number of
principal curvatures of the action (and equals 1, 2, 3, 4 or 6).
In this paper, we calculate the diameters and the extents for cohomogeneity two spherical Alexandrov
spaces as what we consider the next most natural step in terms of what has already been accomplished.
In addition, we calculate several q-extents for the various spaces and provide a method to find all the
other q-extents. Incidentally to accomplishing this goal, we also calculate all the isotropy subgroups (not
merely the principal ones) for all cohomogeneity one and two actions on spheres. The diameters and q-
extents of spherical Alexandrov spaces are of special interest: in the study of transformation groups, it is
often of great importance to know the diameter of the space of directions to a given point of isotropy in the
manifold Mn under consideration. This information has been to used to great advantage in [9] and [7] in
order to determine the total number of singular points in a given manifold of positive sectional curvature
admitting an isometric action by a compact, connected Lie group G. From this information alone, it
is often possible to determine the topological structure of the manifold as in the following equivariant
sphere theorem:
Equivariant sphere theorem [6,7]. Let M be a closed manifold with sec(M) > 0 on which G acts
(almost) effectively by isometries. Suppose p0,p1 ∈ M are points such that diamSp¯i  π/4, i = 0,1,
where Sp¯i is the space of directions at p¯i in M/G. Then M can be exhibited as
M = D(G(p0))∪E D(G(p1)),
where D(G(pi)), i = 0,1, are tubular neighborhoods of the pi -orbits and E = ∂D(G(p0)) =
∂D(G(p1)). In particular, M is homeomorphic to the sphere if G(pi) = pi , i.e., if pi , i = 1,0, are
isolated fixed points of G and diamSp¯i  π/4.
Of course, as we will see, a diameter of π/4 or less in the known cases occurs with great frequency
although not as frequently as π/2 or π .
Moreover, for spherical space forms, it was shown that a lower limit for the diameter is given by
1
2 arccos(
1√ tan( 3π10 )). This lower bound is optimal and is achieved in dimension three.3
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also achieved in dimension 3. On the other hand, for general Γ it remains to find an explicit lower bound,
nor is it known in which dimension an optimal lower bound might be achieved.
For a cohomogeneity one action on a sphere, we know that the quotient space has length π , π/2, π/3,
π/4, or π/6, and that the diameters π , π/2, and π/4 are achieved by actions on spheres of infinitely
many different dimensions. We note that a diameter of π occurs in every dimension, whereas a diameter
of π/2 occurs in all dimensions greater than two, and π/4 occurs as a diameter only in odd dimensions
greater than or equal to five. On the other hand, a diameter of π/3 only occurs in dimensions 4, 7, 15 and
16, and a diameter of π/6 occurs only in dimensions 7 and 13 (cf. [5]).
Thus we see that while an optimal lower bound for finite actions may occur in dimension 3, the optimal
lower bound for cohomogeneity one actions, that is, for the largest infinite groups acting non-transitively,
occurs in dimensions 7 and 13.
The q-extent of a space is defined to be the maximum of the average distance function among q points
in that space:
xtq(M) = max{x1,x2,...,xq }⊂M
1(
q
2
)∑
i<j
d(xi, xj ).
We may then define the extent of a space as
xt (M) = lim
n→∞xtq(M).
We observe that diam(M) xt (M) 12 diam(M) (cf. [6]). The q-extents of spheres, circles and inter-
vals have been computed [6]. They can help determine the number of isolated fixed points for isometric
group actions on manifolds with positive sectional curvature bounded away from zero. In particular, the
following theorem gives a particularly nice application of extents in quotient spaces, which we will use
frequently:
Extent lemma [6,7]. For any choice of (q + 1) distinct points p¯0, . . . , p¯q ∈ X = M/G one has
1
q + 1
q∑
i=0
xtqSp¯iX >
(=)
π
3
whenever one has curv(X) >
(=)
0.
(For an application, see, e.g., Corollary C below.)
It is thus natural to consider actions of cohomogeneity two on spheres and to try to determine the
diameters and extents of their resulting spherical Alexandrov spaces.
In the next section, we state the main results of the paper. In Section 3, we prove Theorem A and Corol-
lary B and compute the diameters, extents, several q-extents and a method for determining any q-extents
of the orbit spaces of the cohomogeneity 2 actions. In Section 4, we prove Corollary C, Theorems D
and E and analyze the results from Section 3, and give some conjectures. In Section 5, we describe some
of the decompositions of spheres that result from these actions. Finally, in Section 4, for cohomogeneity
one and two actions on spheres, we give the isotropy subgroup decompositions.
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In the particular case of a cohomogeneity two action on Sn(1), the resulting orbit space is either
topologically an S2 or a D2, with the former case occurring in only one dimension, namely via a circle
action on S3. Further, we know that in the case where Sn/G = D2, the interior of D2, int(D2) consists
entirely of principal orbits and its boundary, ∂D2 consists entirely of singular orbits, of which at most 3
may be isolated singular orbits.
From a purely geometric viewpoint, it is easy to see that there can be no more than three such isolated
singular orbits, also known as vertex orbits. In particular, at each such singular orbit the isotropy group
acts by cohomogeneity one on the normal space to its orbit. In the case of a vertex orbit, the singular
orbits of the cohomogeneity one action can never be points, since the isotropy subgroup of the vertex
orbit properly contains that of the singular orbits corresponding to the boundary of the quotient space.
The principal curvatures of such actions are 2, 3, 4, or 6, corresponding to diameters of π/2, π/3, π/4,
or π/6.
Since a vertex in Sn/G = D2 will have an angle less than or equal to π/2, there can be at most three
such points. This follows from an argument similar to that in [9], or immediately from the Extent lemma.
Thus a cohomogeneity two action on a sphere consists of an action with at most seven different (i.e. not
conjugate) isotropy subgroups, in which all the singular isotropy subgroups produce cohomogeneity one
actions on the normal spheres to their orbits with principal isotropy subgroups corresponding to that of
the original action itself and singular isotropy subgroups corresponding to those of the corresponding
singular orbits.
The orbit spaces resulting from cohomogeneity two actions on Sn are known. Hsiang and Lawson
first described most of the orbit spaces resulting from polar actions in [10]. Straume expanded this list
to include all irreducible maximal cohomogeneity two actions on spheres [18,19]. The complete list
of possible orbit spaces resulting from maximal cohomogeneity two actions on spheres consists of a
sphere of radius 12 (written S2( 12)), the orbit space of S3 under a generalized Hopf action (Xl,k, which is
homeomorphic to S2), or a disk. The disk can take several forms: a half-sphere 1/2S2, or 1/2Xl,k , a lune
(that is, the slice of the two-sphere bounded by two longitudinal circles meeting at angles π
n
, which we
write D(n)), or a spherical triangle with angles π
n1
,
π
n2
, and π
n3
(which we write as (n1, n2, n3)). (When
one of these orbit spaces occurs in the sphere of radius one-half, we indicate that by a subscript (1/2)
following the type of the orbit space, as 1/2(n1, n2, n3).)
Theorem A. The q-extent of a convex k-dimensional polyhedron in Rn is obtained on its vertices.
Corollary B. The diameters, q-extents, for q = 3,4, and 5, and extents of the resulting orbit spaces for
cohomogeneity two actions on Sn are as given in Table 1, and for the triangular orbit spaces of the form
(2,2,m), m = 2,3,4 or 6, in Tables 4–7, respectively, we give the q-extents for all q.
We can also extract another corollary out of our theorem, but first we need to make an observation.
For a group action of cohomogeneity k, we note that at any point of singular isotropy in the manifold, p,
the isotropy subgroup Gp acts on the normal space to its orbit by cohomogeneity k as well, and thus by
cohomogeneity k − 1 on the corresponding normal sphere. We will denote the corresponding orbit space
of the normal sphere modulo the action of Gp by Sν/Gp.
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manifold of strictly positive sectional curvature. Then the total number of isolated singular orbits is
at most 8 provided xt (Sν/Gx) < π3 . Lowering the curvature bound to include non-negative sectional
curvature, there are at most 10 such isolated singular orbits. In particular, if we lower the bound on the
extent we may correspondingly lower the bound on the total number of isolated singular orbits in strictly
positive and non-negative curvature.
Proof. For the case of strictly positive sectional curvature we see that in all these cases the correspond-
ing 9-extent is less than π/3. Using the Extent lemma, we obtain the result. Likewise for non-negative
sectional curvature, with 11 points we obtain a contradiction. Note that by lowering the bound on
xt (Sν/2Gx) to 8π27 we find that the corresponding 6-extents are less than π/3 and thus there are no more
than six such 2-singular orbits. In a similar fashion, lowering the bound to 5π18 allows only five 2-singular
orbits, while lowering to 7π27 allows only three. 
Note that in the two reducible cases the extent (the limit of the q-extent as q approaches ∞) is
π/2 > π/3. However, in the remaining irreducible cases, only one has extent greater than or equal to
π/3. We observe as well, that this result is the same as that of Burago, Gromov and Perelman [1] for
strictly positive curvature, whereas he obtains a maximum of 9 such points for non-negative curvature
(with different methods). It would be interesting to see if the results continue to be so similar for larger
cohomogeneities.
We note that for all our triangular orbit spaces, we find that xt () > 12 diam(), as opposed to the
lunes, hemispheres and spheres, where we know (cf. [6]) that xt = 12 diam.
As a bonus, our work on the extents for Euclidean triangles also helps us to understand the extents for
Euclidean disks, a problem raised in [6].
Theorem D. The extent of a planar disk of radius r , D(r), is 4r/π . The q-extent of D(r) is
xtq
(
D(r)
)= 2r
k
[
sin
(
π
q
)
+ sin
(
2π
q
)
+ · · · + sin
(
kπ
q
)]
, for q odd, q > 1,
where k = q−12 ; and
xtq
(
D(r)
)= 4r
q − 1
[
sin
(
π
q
)
+ sin
(
2π
q
)
+ · · · + sin
(
kπ
q
)
+ 1
2
]
, for q even, q > 2,
where k = q2 − 1. For q = 2 we have xt2(D(r)) = diam(D(r)) = 2r . Further, the values for q = 2,3 are
the 2- and 3-extents of a Euclidean disk of radius r of any dimension.
In finding the possible cohomogeneity two actions, Straume [18,19] and Hsiang and Lawson [10],
looked at the groups (G) that act on the sphere, and found their principal isotropy subgroups (H ). In order
to understand the orbit structure completely, one must find the isotropy subgroup (K) of each singular
orbit satisfying H ⊂ K ⊂ G. Since the intermediate isotropy subgroup (K) of each singular orbit must
act on the normal sphere to the orbit, it must give rise to a spherical action of lower cohomogeneity.
A careful examination of the orbit spaces resulting from these cohomogeneity two actions yields the
following theorem:
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polar actions that have three vertex orbits, the sphere may be decomposed as a union of two disk bundles
via the group action.
This theorem resolves a problem in Straume [19] for the spaces with three vertex orbits.
3. Diameters and extents of cohomogeneity 2 orbit spaces
In this section we will prove Theorem A and Corollary B. Let us consider the list of cohomo-
geneity two orbit spaces and their corresponding diameters, extents, and 3-, 4- and 5-extents, where
α = arcsin 1√3 , β = arccos 1√3 , A1 = β
2
(2β−α) , and B1 = 8παβ(3π2−16(α−β)2) ; see Table 1.
The diameters are clearly achieved on the boundary of the orbit spaces. The cases where the orbit space
is S2 or Xl,k are well known; they have diameter π/2. Clearly, if we slice one of these at an equator, it still
has diameter π/2. The lunes (and the 1/2S2), which are orbit spaces under actions that leave the north
and south poles fixed, have diameters that are equal to the distance between the north and south poles: π .
The lunes that appear on the smaller S2( 12) have half the diameter of the larger lunes: π/2. Each of the
orbit spaces of the form (2,2,m) are spherical triangles that emanate from the north pole at an angle
π/m and terminate at the equator. They therefore have diameter π/2: the distance from the north pole to
the equator. Similarly, the same orbit space, appearing in the sphere of radius 1/2, has diameter π/4. In
the other two triangles, the diameter is the distance along the longest edge (that is, the side opposite the
largest angle). The results are as in Table 1.
Table 1
Orbit space Diameter 3-extent 4-extent 5-extent Extent
1. S2( 12 )
π
2
π
3
π
3
3π
10
π
4
2. Xl,k π2
π
3
π
3
3π
10
π
4
3. 12S
2 π 2π3
2π
3
3π
5
π
2
4. 12Xl,k
π
2
π
3
π
3
3π
10
π
4
5. 12S
2( 12 )
π
2
π
3
π
3
3π
10
π
4
6. D(n), n = 2,3,4, or 6 π 2π3 2π3 3π5 π2
7. D1/2(n) n = 2 or 3 π2 π3 π3 3π10 π4
8. (2,2,2) π2
π
2
5π
12
2π
5
π
3
9. (2,2,3) π2
4π
9
7π
18
11π
30
8π
27
10. (2,2,4) π2
5π
12
3π
8
7π
20
5π
18
11. (2,2,6) π2
7π
18
13π
36
π
3
7π
27
12. 1/2(2,2,2) π4
π
4
5π
24
π
5
π
6
13. 1/2(2,2,3) π4
2π
9
7π
36
11π
60
4π
27
14. (2,3,4) β π4
5π
24
1
20 [3π + 8β] A1
15. (2,3,3) 2α π3
1
12 [3π + 2α] 15 [π + 2α] B1
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seen that for any subset X of a metric space M , xtqX  xtqM , when we measure distances by the
induced metric on X. (For instance, the q-extent of the circle will obviously be different if it is treated as
a subset of the sphere, rather than a subset of the plane.) Now, since a lune is bounded by two intervals
of equal length, and is a subset of the sphere, we see that xtqI  xtq(lune) xtqS2. In particular here,
xtqI = xtqS2, and thus the extents of the lunes are the same as those of the sphere. Likewise, for a
hemisphere, we see that its boundary is a great circle, and thus its extents will also be the same as that of
the sphere.
For the spherical triangles, we note that all those under consideration here are subsets of open hemi-
spheres. Therefore, we can map each triangle onto the plane by radially projecting the spherical triangle
onto the plane that is determined by the three vertices. This map will be well-defined and one-to-one,
since the center of the sphere is not in the plane. We omit the elementary proof of the following lemma:
Lemma 3.1. We increase the spherical distance between two points in the spherical triangle contained in
an open hemisphere if and only if we increase the distance between their images in the plane determined
by its vertices.
Theorem 3.2. Every point of a q-extender of the convex k-dimensional polyhedron is situated at one of
its vertices.
Proof. Suppose that t = (t1, t2, . . . , tn) lies in the interior of a convex polyhedron. Let x = (x1, x2, . . . , xn)
be another point of a q-extender. If the gradients of the distance functions from t to the other points of the
q-extender sum to a nonzero vector, then the sum of the distance functions may be increased by moving
t along the direction of that vector until it reaches the boundary of the polyhedron or until the sum of the
gradient vectors equals zero.
If the sum of the gradient vectors of the distance functions is zero, then the position of t represents a
minimum for the sum of the distances. This can be verified directly by reference to the quadratic form. Let
the distance function between t and x be f , then the quadratic form, applied to a vector (h1, h2, . . . , hn)
is
= 1
2f 3
∑
1j<kn
[
(tk − xk)hj − (tj − xj )hk
]2
.
The quadratic form is therefore positive semi-definite. If it is zero for some nonzero vector h, then each
of the terms must be zero. That is, we must have
(tk − xk)hj = (tj − xj )hk
for every pair j, k. This is equivalent to the vector t − x being parallel to the vector h, unless t and x
coincide.
Now, as x is only one of the points {x,x1,x2, . . . ,xq−2} in the configuration, in order for t to be
positioned in a manner to maximize the sum of the distances, it must be at a critical point for the sum
of the distance functions, and in order for the position not to be a minimum, the quadratic form would
have to be degenerate for each individual distance function, since they are all positive semi-definite. Then
every difference t−xi must either be parallel to h or must be the zero vector. In either case, all the points,
{t,x,x1,x2, . . . ,xq−2} lie on a single line, and the q-extent of a line segment has been determined in [6].
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with all the other points in the configuration. If a q-extender is a collinear set of points, then clearly it
should lie along the diameter of the polyhedron. It is known that the q-extenders for line segments must
lie on the endpoints of the line segment [6]. Therefore, the points of a q-extender must be located on the
boundary of the convex polyhedron.
Now suppose that a point of the q-extender is located on the interior of k-plane on the boundary of
the polyhedron. Without loss of generality, we may assume that the boundary k-plane coincides with the
standard embedding of Rk in Rn:{
t ∈ Rn: t = t1e1 + t2e2 + · · · + tkek
}
,
where ei are the standard basis vectors for Rn. Then the distance function to one point x in the q-extender
is
f (t1, t2, . . . , tk) =
√
(t1 − x1)2 + (t2 − x2)2 + · · · + (tk − xk)2 + x2k+1 + · · · + x2n.
Thus the quadratic form applied to a vector h = (h1, . . . , hk,0, . . . ,0), becomes
= 1
2f 3
[ ∑
1i<jk
(
(ti − xi)hj − (tj − xj )hi
)2]+ 1
f 3
[
k∑
j=1
n∑
i=k+1
x2i h
2
j
]
,
which is again positive semi-definite. Hence, any critical point for which the quadratic form is nondegen-
erate corresponds to a relative minimum for each distance function, and so for the sum of the distance
functions. As before, a zero value for the quadratic form applied to h indicates that all the points in the
configuration are collinear. The maximum for the sum of the distance functions, therefore, occurs on the
vertices of the polyhedron.
Therefore, the q-extender of any convex polyhedron in Rn (and hence, any convex polygon in the
plane) is located at the vertices. 
We observe as well that from the proof of Theorem 3.2 we also obtain the following corollary:
Corollary 3.3. The q-extent of any convex subset of Rn is realized on the boundary.
We may now calculate the q-extents and extents for the triangular orbit spaces.
Proposition 3.4. The extents for the triangular orbit spaces are given by Table 2, where α = arcsin 1√3
and β = arccos 1√3 .
Table 2
Orbit space Extent Orbit space Extent
2,2,2
π
3 2,3,4
β2
(2β−α)
2,2,3
3π
10 2,3,3
8παβ
(3π2−16(α−β)2)
2,2,4
2π
7
2,2,6
3π
11
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are given in tables at the end of this section.
Proof. The sum of the distances among q points located at the vertices of a triangle whose sides have
lengths a, b, and c is
k1k2c + k1k3b + k2k3a,
where k1 + k2 + k3 = q. If we take a  b  c, a maximizing configuration must have k1  k2  k3. The
ki are non-negative integers. To maximize this function, we compare with a continuous function defined
on R2: x = k1 and y = k2 gives the sum of the distances as
f (x, y) = xyc + x(q − x − y)b + y(q − x − y)a.
Limitations on the values of the ki , i = 1,2,3, lead to the inequalities:
x  y  0,
(∗)y  12 (q − x),
x + y  q.
Differentiating f (x, y), we find the discriminant is positive for any triangle (a, b, c) with c  b a.
Hence the unique critical point of f is an extremum; indeed, it is a maximum, as δ
2f
δx2
is negative.
Solving the first partial derivatives for δf
δx
= δf
δy
= 0, we find
x0 = qa(c + b − a)2ab + 2ac + 2bc − a2 − b2 − c2
and
y0 = qb(c − b + a)2ab + 2ac + 2bc − a2 − b2 − c2 .
For these values of x0 and y0, we find that the value of the function at this critical point is
f (x0, y0) = q
2abc
2ab + 2ac + 2bc − a2 − b2 − c2 .
Inserting the values for a, b, and c for the six triangular orbit spaces herein, we find the following maximal
points and maximal values for each, where D1 = 3π2 − 16(β − α)2, D2 = 2(β − α), α = arcsin 1√3 , and
β = arccos 1√3 ; see Table 3.
Table 3
Orbit space Maximal point Maximal value Orbit space Maximal point Maximal value
2,2,2 q(
1
3 ,
1
3 )
πq2
6 2,3,4
q
D1
((16α)(4β + π − 4α),π2) q24π
D1
(αβ)
2,2,3 q(
2
5 ,
3
10 )
3πq2
20 2,3,3
2q
D2
(β,β)
q2
D2
(β2)
2,2,4 q(
3
7 ,
2
7 )
πq2
7
2,2,6 q(
5
11 ,
3
11 )
3πq2
22
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f (x0, y0) ≈ 0.2661558586q2 ; and for 2,3,3, x0 = y0 ≈ 2.811103188q, and f (x0, y0) ≈ 1.342746795q2 .
We find that the maxima for our functions f on the whole plane are as given in Table 3 for our given
orbit spaces.
Of course, our function f (x, y) does not actually have its domain in R2, but in Z2. The question then
becomes which pair of integers maximizes the function. Suppose that the value of the function f at a
particular pair of integers (x, y) is F . Then rearranging the equation we find
F = −bx2 + (c − b − a)xy − ay2 + qbx + qay,
which describes an ellipse. That is, the level sets of f (x, y) are ellipses centered at the maximum point
(x0, y0). Let m1 and m2 be integers such that m1  x0 < m1 + 1 and m2  y0 < m2 + 1. Then the square
R with vertices {(m1,m2), (m1 + 1,m2), (m1 + 1,m2 + 1), (m1,m2 + 1)} encloses (x0, y0). If we can
show that the smallest ellipse (that is, the ellipse with the largest value F ) that passes through an a point
in Z2 is one of the ellipses passing through the vertices of R, then we need only check those four points
to determine the maximum of f over all Z2.
On all of our triangles, we can show that, indeed, these are the only integral pairs that we need to
check. We can also determine for the (2,2, n) triangles the exact integral pair that will maximize f .
Note that if the level sets are very narrow ellipses, for instance, one ellipse may cross the line x = m1
without touching the nearby lattice points, and touch some more distant lattice point (see Fig. 1). Since the
ellipses are not in standard position we will subject them to a rotation φ in order to facilitate calculations.
Once we have done this, we can compute the lengths of the axes of the ellipses. As we would expect,
these ellipses grow larger as F decreases.
An ellipse is inscribed in a circle with radius equal to half the major axis of the ellipse, and it circum-
scribes a circle whose radius is half the minor axis of the ellipse. Therefore, we realize that if half the
major axis of an ellipse is less than one, no point on the ellipse can reach as far as a lattice point outside
the enclosing square, R. Also, if half the minor axis of the ellipse is greater than 1/
√
2, then one of the
Fig. 1.
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contains that vertex.
For the (2,2, n) triangles, we satisfy the first criterion: half the major axis of an ellipse passing
through one of the vertices of R is less than 1; therefore, neither that ellipse nor any smaller ellipse
reaches as far as a more distant lattice point. With respect to the other two triangles, (2,3,3) and
(2,3,4), we satisfy the second criterion: half the minor axis of any ellipse that touches a more distant
lattice point must be greater than 1/
√
2, and hence, already contains a vertex of R.
For each orbit space (2,2, n) and each value q, the ellipses are concentric, and the ratio of the major
to the minor axis is a constant. We can compute the value of F on the closest integral pair to (x0, y0) for
every q. Therefore, we can find the length of the major axis of the ellipse passing through that point. In
every case, the length of the major axis is less than 2, so the ellipse does not reach beyond one unit from
(x0, y0). Thus no ellipse on its interior (with a higher constant value and hence a smaller major axis) can
reach from inside the square to a lattice point more than one unit distance away.
The results are summarized in Tables 4–7, where l ∈ Z.
Table 4
q-extents for 2,2,2
q Maximal point q-extent
3
 (
, 
) πq3(q−1)
3
 + 1 (
 + 1, 
) π(q+1)3q
3
 + 2 (
 + 1, 
 + 1) π(q+1)3q
Table 5
q-extents for 2,2,3
q Maximal point q-extent
10
 (4
,3
) π3q10(q−1)
10
 + 1 (4
 + 1,3
) π3(q+1)10q
10
 + 2 (4
 + 1,3
 + 1) π3q2−210q(q−1)
10
 + 3 (4
 + 1,3
 + 1) π(9q2−1)30q(q−1)
10
 + 4 (4
 + 2,3
 + 2) π(q2−14)30q(q−1)
10
 + 5 (4
 + 2,3
 + 2) π(9q2−5)30q(q−1)
10
 + 6 (4
 + 3,3
 + 2) π(9q2−14)30q(q−1)
10
 + 7 (4
 + 3,3
 + 2) π(9q2−1)30q(q−1)
10
 + 8 (4
 + 3,3
 + 3) π(3q2−2)10q(q−1)
10
 + 9 (4
 + 3,3
 + 3) 3π(q+1)10q
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q-extents for 2,2,4
q Maximal point q-extent
7
 (3
,2
) 2πq7(q−1)
7
 + 1 (3
 + 1,2
) 2π(q+1)7q
7
 + 2 (3
 + 1,2
 + 1) π(2q2−1)7q(q−1)
7
 + 3 (3
 + 1,2
 + 1) π(4q2−1)14q(q−1)
7
 + 4 (3
 + 2,2
 + 1) π(4q2−1)14q(q−1)
7
 + 5 (3
 + 2,2
 + 2) π(2q2−1)7q(q−1)
7
 + 6 (3
 + 2,2
 + 2) 2π(q+1)7q
Table 7
q-extents for 2,2,6
q Maximal point q-extent
11
 (5
,3
) 3πq11(q−1)
11
 + 1 (5
+ 1,3
) 3π(q+1)11q
11
 + 2 (5
+ 1,3
 + 1) π(3q2−1)11q(q−1)
11
 + 3 (5
+ 1,3
 + 1) π(9q2−4)33q(q−1)
11
 + 4 (5
+ 2,3
 + 1) π(9q2−1)33q(q−1)
11
 + 5 (5
+ 2,3
 + 2) π(9q2−5)33q(q−1)
11
 + 6 (5
+ 3,3
 + 2) π(9q2−16)33q(q−1)
11
 + 7 (5
+ 3,3
 + 2) π(9q2−1)33q(q−1)
11
 + 8 (5
+ 4,3
 + 2) π(9q2−4)33q(q−1)
11
 + 9 (5
+ 4,3
 + 3) π(3q2−1)11q(q−1)
11
 + 10 (5
+ 4,3
 + 3) 3π(q+1)11q
With respect to the remaining two triangles (2,3,4) and (2,3,3), we cannot compute the exact
q-extent for all q as we did for the other cases. However, we can narrow down the possibilities to those
four points belonging to the integral square surrounding our maximal point (x0, y0). We will show that
any ellipse that is a level set for either of these two triangles and whose major axis is long enough to
reach to a lattice point outside of R has a minor axis longer than
√
2. See Fig. 2.
Now, any level set that passes through a more distant pair of integers (j, k) than the vertices of R must
have a major axis of length at least 2. (That is, the distance from (x0, y0) must be at least 1.) Therefore,
half the minor axis must at least equal the ratio of the minor axis to the major (call this ratio ρ). If any
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of the vertices of R is closer than that to (x0, y0), it is already contained in the ellipse, and therefore
corresponds to a higher value of f , so (j, k) can only be a maximum for f if all the vertices of the
square are more distant than ρ from (x0, y0). Let (M,N) be the closest integer pair to (x0, y0). Note that
d((x0, y0), (M,N)) 1√2 , and
max
{|x0 − M|, |y0 −N |} 12 .
Therefore,
min
{|x0 − M|2, |y0 − N |2} (d((x0, y0), (M,N))2 − 14  ρ2 − 14 .
Thus the distance from (x0, y0) to the “next” integral line outside the square is at least 1 +
√
ρ2 − 14 .
Hence, half the major axis must be at least this value divided by sinφ or cosφ, depending on whether
(j, k) lies on a different vertical or horizontal line from the square (and bigger, if it has crossed both
boundaries). So the minor axis must be larger than
ρ
max{cosφ, sinφ}
(
1 +
√
ρ2 − 1
4
)
,
which is greater than 1√
2
for both the remaining triangles. 
4. More diameters and extents, a conjecture
We include in this section the proof of Theorem D and a discussion of the extent results, as well as a
natural conjecture which can be made at this point.
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that all points of a q-extender lie on the boundary. We can also show that:
Proposition 4.1. The q-extender of a planar disk lies on the vertices of an inscribed regular q-gon.
Proof. This intuitive proposition can be proven with elementary calculus methods, once we make the
following four observations, based on planar geometry.
First, for each of the q points on the boundary of the disk, x1, x2, . . . , xq (labeled consecutively), we
can define q − 2 angles: 	 xjxixj+1, j 	= i, j + 1 	= i. Each of these angles is subtended by an edge of
the polygon whose length is then 2 sin( 	 xjxixj+1). As there are only q sides to the polygon, and each
of these angles is subtended by one side (and the arc of the circle beyond it), there are only (possibly) q
different values {θ1, θ2, . . . , θq} for the angles. A k-diagonal is the line segment joining points xi , xi+k ,
for some i, where we read i + k mod q. Letting φki = (θi + θi+1 + · · · + θi+k), we see that the length of
a k-diagonal is 2 sinφki .
Second, by looking at any one of the triangles determined by xi−1, xi , and xi+1, we can see that a
full complement of the angles θi adds to π . Likewise a full complement of the angles subtending the
k-diagonals φki sums to kπ except for the
q
2 -diagonals when q is even.
Third, there are q k-diagonals for every k ∈ {1,2, . . . , [ (q−1)2 ]}, where [ (q−1)2 ] is the greatest integer in
(q−1)
2 ; in addition, if q is even, there are
q
2
q
2 -diagonals.
Fourth, the function f representing the sum of the distances between points in the set {x1, x2, . . . , xq}
may be written
f =
q∑
i=1
2 sin θi +
q∑
i=1
2 sin(θi + θi+1) + · · · +
q∑
i=1
2 sin(θi + · · · + θi+[(q−2)/2]),
for q odd, where θi ≡ θi(mod q). This represents the sum of the edges, the 2-diagonals, the 3-diagonals,
and so on. For q even, we have an additional term as well:
q/2∑
i=1
2 sin(θi + · · · + θi+q/2−1),
representing the length of the q/2 diagonals.
We now proceed with the proof as follows it can be easily seen that the sum fk of the lengths of the
k-diagonals has a critical point where all the φki are equal, for every k. Thus, by setting all the θi equal,
we have a common critical point for all the functions fk .
The common critical point for the functions fk is a relative maximum for each fk , and hence for f , as
one can see by referring to the Hessian of fk. If we take φki ∈ (0, π) for every i, then the quadratic form
of fk, acting on the vector (h1, h2, . . . , hq−1) is
(− sin(φkq ))(h1 + h2 + · · · + hq−1)2 +
q−1∑
i=1
h2i (−2 sinφki ),
which is negative for all φki ∈ (0, π), since φkq < π . Thus, the quadratic form for each fk is negative
definite, and so f =∑fk also has a negative definite quadratic form. Thus, the critical point in (0, π)q−1
is a maximum.
J. McGowan, C. Searle / Differential Geometry and its Applications 22 (2005) 81–104 95In particular, it is easily seen that the common critical point is the global maximum for f in the open
set θi ∈ (0, π) for every i, whereas the critical points occurring on the boundary of the open set (0, π)q−1
(i.e. where θi = 0 or π for some i) are not even local maxima for f . Calculating the distances among the
points in such a configuration, where at least two points, say x1 and x2, coincide, one can easily see by
letting one of the points, say x2, move infinitesimally along the boundary of the disk, that the sum of the
distances between this point and the others will increase provided one chooses the correct direction in
which to move. This choice explicitly depends on the distribution of the other points that are not antipodal
to x2 in its original position. In the degenerate case where all points are configured on two antipodes, then
movement in any direction will yield an increase in the sum of the distances between x2 and the other
points. Hence the common critical point we found originally is the global maximum for f . 
We note as well, that the results for the 2- and 3-extents clearly extend to higher dimensional flat
disks, since any 2 points determine a line and any three points that are not collinear determine a plane.
The formulas derived in Theorem D now follow directly.
To obtain the extent of D(r) we observe the following: the n-extent of a regular n-gon inscribed in
D(r) is given by
4r
n− 1
(n−1)/2∑
k=1
sin
(
kπ
n
)
.
This is essentially half of the Riemann sum
4r
n
n∑
k=1
sin
(
kπ
n
)
whose limit represents the integral
4r
1∫
0
sin(πx)dx = −4r
π
cos(πx)|10 =
8r
π
.
And in this case half of the Riemann sum converges to half of the integral because sin(πx) is symmetric
about the line x = 1/2. Note that the initial expression had n− 1 in the denominator, rather than n, but if
we multiply and divide the relevant expression by n before taking the limit, we have
lim
n→∞
n
n − 1
4r
n
n∑
k=1
sin
(
kπ
n
)
= lim
n→∞
n
n− 1 limn→∞
4r
n
n∑
k=1
sin
(
kπ
n
)
,
which we can see converges to the indicated integral. Thus xt (D(r)) = 4r/π .
A remark by Grove and Markvorsen [6], which says that the (q + 1)-extent of a Euclidean q-ball (Bq)
is realized by the vertices of a maximal regular inscribed q-simplex, together with the result above, leads
us to reflect on the q-extents of Bn generally. For example, in the 3-ball, simple computations show us
that the q-extent for small q of a q-polygon is always less than that of a q-polyhedron which is symmetric
with respect to the center of the ball, but not necessarily regular. We will call a polyhedron having this
property center-symmetric. Then the following conjecture seems natural:
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inscribed convex polyhedron of maximal dimension having q vertices. That is, maximizing the dimension
of the polyhedron is necessary for maximizing the average distance among q points.
5. The orbit space decompositions for cohomogeneity 2
In Straume’s work, he shows that when the orbit space Sn/G is a disk and there are 0, 1 or 2 vertex
orbits, the sphere decomposes via the group action as a union of disk bundles. One sees this easily in all
cases by allowing singular orbits to be vertex orbits and thus all cases may be exhibited as a union of disk
bundles over each vertex orbit. However, in the case where there are three vertex orbits, it was not clear
if such a decomposition via the group action was possible.
Using the geometry of the space we obtain the following theorem, suggested by Karsten Grove:
Theorem 5.1. When the orbit space of a cohomogeneity 2 action on a standard sphere is a spherical
triangle with 2 angles of π/2, the sphere may then be exhibited as a union of disk bundles via the group
action.
In particular, for the triangular orbit spaces of all the non-polar actions as well as the reducible ones,
the orbit space has at least 2 angles of π/2 (see Table 11). On the other hand, we will show that it is
impossible to obtain such a decomposition for the polar actions with three vertex orbits in Corollary 5.2.
Proof. Let L1 and L2 be the corresponding isotropy subgroups of the vertices v1 and v2, both having
angle π/2. (For a breakdown of the isotropy subgroups of each cohomogeneity two action, see Section 6.)
Note that at each vertex the corresponding isotropy subgroup acts on its normal sphere by cohomogeneity
one with principal isotropy subgroup H (which is the principal isotropy subgroup of the entire action)
and singular isotropy subgroups Ki and Ki+1 (i = 1,2) (where Ki , i = 1,2,3 are the singular isotropy
subgroups of the orbits over the interiors of the sides of the triangle). In particular, if the vertex angle is
π/2 this means that the cohomogeneity one action decomposes as follows: Li/H  Sk ×Sl, k, l  1, are
the principal orbits and Li/Ki  Sk and Li/Ki+1  Sl are the singular orbits of these actions. Now the
union of orbits in the sphere lying over the side of the triangle with vertices v1 and v2 also decomposes
as a space of cohomogeneity one with principal orbits G/K2 and singular orbits G/L1 and G/L2. In
particular, the principal orbits fiber over the singular orbits with fibers Li/K2, which by assumption are
spheres. This tells us that the corresponding subspace in the sphere is actually a manifold (itself), namely,
it is a union of two disk bundles over the vertex orbits joined at their common boundary the principal (for
this action) orbit G/K2. Thus, we may decompose the sphere as a union of two disk bundles over v3 and
over the submanifold over the side with vertices v1 and v2, as Straume [16] does in the case of actions
with 2 or fewer vertices. 
Observe that the proof of Theorem 5.1 also shows us the impossibility of such a decomposition for
the remaining triangular orbit spaces. In particular, when there is at most one vertex with angle π2 , the
union of the orbits over the side of the triangle joining any two vertices vi and vi+1 (i = 1,2,3 (mod 3))
is never a submanifold of the sphere. Let us call the vertices v1 and v2. Now, at least one of the vertices,
say v1, does not have an angle of π2 , and thus the orbit over the side of the triangle, G/L1, fibers over
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which corresponds to the singular orbit of a cohomogeneity one action on a sphere with orbit space of
length π
n
, n = 3 or 4, is either a non-trivial product of spheres, a Stiefel manifold, a product of a sphere
and a Stiefel manifold, a projective space (but not a sphere). In particular, none of these spaces is a
sphere, nor is it homotopic to a sphere. Now, since the space obtained over this side of the triangle is
a union of two bundles over the vertex orbits and the orbit G/L1 fibers over G/K1 with fiber K1/L1
if follows that a neighborhood of the orbit G/K1 in this subspace will be of the form U × C(K1/L1),
where U is a neighborhood of G/K1, and C(K1/L1) is the cone on K1/L1. But this is never a manifold,
since C(Mn) is a manifold only when Mn is diffeomorphic to a sphere (n 	= 3,4) or homotopic to a
sphere (n = 3,4). One sees this (well-known) fact as follows (which was pointed out to us by Alberto
Verjofsky): observe first that Mn must be simply connected, since C(Mn) is contractible and any loop in
C(Mn) is thus contractible, and hence so is any loop in Mn. Now, if C(Mn) is a smooth manifold then
we can choose a small, smooth, closed (n + 1)-disk, Dn+1, so that v, the vertex of C(Mn), is contained
in Dn+1. Consider then C(Mn) \Dn+1 = N . N is, by hypothesis, an (n+ 1)-dimensional manifold with
boundary Mn ∪ Sn. The homology sequence of the pair (N,Sn) tells us that N is a h-cobordism between
Sn and Mn. Thus Mn is diffeomorphic to Sn for n 	= 3,4 by Smale’s h-cobordism theorem [15]. Thus
we may not decompose those spheres with such actions as unions of disk bundles, since none of the
subspaces formed by the union of the orbits over any of the sides of the triangle is a manifold. We thus
obtain the following corollary:
Corollary 5.2. The orbit spaces of cohomogeneity 2 polar actions on a standard sphere having three
vertex orbits do not decompose as a union of two disk bundles via the group action.
Note that in these cases, Straume shows that we can exhibit the orbit space as a union of N1 ∪ N2 ∪
N3 ∪ Y where the Ni are disk bundles over the vertex orbits and Y is a union of principal orbits.
6. Isotropy subgroups of cohomogeneity one and two actions
In the classification of cohomogeneity one and two actions on spheres, [10,18–20], it has been standard
practice to list explicitly only the principal isotropy subgroup of each action. More rarely, the intermediate
isotropy subgroups have been provided. For example, one finds the isotropy subgroups of the action of
U(2) on S6 in [2], and the action of Sp(n)×Sp(1)2 on S8n−1 is described, with all the isotropy subgroups,
in [20]. The isotropy subgroups of the action of U(1) × Spin(9) on S31 are determined in [10]. The
isotropy subgroups of U(1)×E6 acting on S53 are detailed in [19], and those of U(2)× Sp(n) acting on
S8n−1, in [17].
We have computed each of the intermediate isotropy subgroups in these cohomogeneity one and two
actions on spheres; these subgroups are listed in Tables 11–15, that appear at the end of this section.
Proposition 6.1. The isotropy subgroups of the cohomogeneity one actions at the vertices are as given in
Table 11.
Some of their diameters were computed by Grove and Halperin [5]. To see how to determine the
intermediate isotropy groups, we refer the reader to [13], where several simple examples are worked out
in detail.
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if it can be represented as an outer direct sum
(G,Φ) = (G1 ×G2,Φ1 ⊕Φ2)dim(Φi) 1.
Here Gi may be trivial. If such a decomposition is impossible, (G,Φ) is called non-splitting.
We consider first reducible actions that are splitting. Some of the simplest examples of cohomogeneity
two actions are simple direct sums of the form φ = φ′ + 1 or φ = φ′ + ρk, with φ′ being a representation
of a compact linear group G whose action on the sphere has cohomogeneity one, with 1 being the trivial
one-dimensional representation, and ρk being the standard representation of SO(k). They are described
in Corollaries 6.2 and 6.3.
Five orbit spaces arise from the cohomogeneity one cases [5,10,14,18,19]. They are all intervals (that
is, arcs on the unit circle); their diameters are given in Table 8.
There are no intermediate isotropy subgroups for the orbit space S2. Combining this fact with Propo-
sition 6.1 leads us to the following two corollaries:
Corollary 6.2. When added to a trivial one-dimensional representation (1), these cohomogeneity one
actions result in orbit spaces that are spherical lunes or hemispheres.
The orbit space is a lune (or bi-gon). For each fixed value of the last entry in the vector (corresponding
to the identity map), the action is a replica of the cohomogeneity one action. It is in essence a suspension
of that action between the two boundary curves of the lune. This is reflected in row (1) of Table 11. (For
a detailed description of one such action, see [13].) Since the lune includes the north and south poles of
S2, it has diameter π .
Table 8
Cohomogeneity one actions
Group (G) Representation (Φ) dim(Φ) Length
(1) SO(k) ρk + 1, k  2 k + 1 π
(2) U(k) µk + 1, k  1 2k + 1 π
(3) Sp(k) νk + 1, k  1 4k + 1 π
(4) G2 ψ1 + 1 7 π
(5) Spin(7) 7 + 1 8 π
(6) Spin(9) 9 + 1 16 π
(7) SO(k)× SO(m) ρk + ρm, k,m 2 k +m π/2
(8) SO(3) S2ρ3 − 1 5 π/3
(9) SU(3) Ad 8 π/3
(10) Sp(3) ∧2ν3 − 1) 14 π/3
(11) F4 φ1 26 π/3
(12) SO(2) × SO(k) ρ2 ⊗R ρk , k  3 2k π/4
(13) U(2) × SU(k) µ2 ⊗C µk , k  2 4n π/4
(14) Sp(2)× Sp(k) ν2 ⊗H νk , k  2 8n π/4
(15) U(5) [∧2µ5]R) 20 π/4
(16) Sp(2) Ad 10 π/4
(17) U(1) × Spin(10) [µ1 ⊗C ±10]R) 32 π/4
(18) G2 Ad 14 π/6
(19) SO(4) ν1 ⊗H S3ν3 8 π/6
J. McGowan, C. Searle / Differential Geometry and its Applications 22 (2005) 81–104 99Table 9
Non-splitting, reducible cohomogeneity two actions
Group (G) Representation (Φ) dim(Φ)
(1) SO(2) [(µ1)k + (µ1)l]R, (k, l)= 1 4
(2) SO(n) ρn + ρn 2n
(3) U(2) [µ2]R + σ1; 7
(4) Sp(1) × Sp(2) ν2 ⊗H ν∗1 + σ2; 13
(5) Spin(9) 9 + ρ9 25
(6) SU(k)×U(1)2 [µ1 ⊗C µk +µk ⊗C µ1]R 4n
(7) Sp(k)× Sp(1)2 ν1 ⊗H νk + νk ⊗H ν1 8n
Corollary 6.3. When added to a diameter π cohomogeneity one action these cohomogeneity one actions
result in orbit spaces that are spherical triangles in the unit sphere with angles π/2, π/2, and π/m,
where π/m is the diameter (or length) of the one-dimensional orbit space given in Table 11. Their
isotropy subgroups are given in Table 14.
By adding a diameter π cohomogeneity one action (i.e. one of numbers (1)–(6) from Table 8, whose
principal orbit is a sphere and whose singular orbits are points), we see that the orbit space is the inter-
section of the lune described in the corollary above with the upper half-sphere; it is a spherical triangle
with an angle of π/m at the north pole and terminating at the equator.
We now turn our attention to the non-splitting reducible actions. They are classified in [10,18,19]. They
include the following representations, where σ1 :U(2) → SO(3) and σ2 : Sp(2) → SO(5) (see Table 9).
Case (1) is a generalized Hopf action. The orbit space is homeomorphic to S2, but does not have
constant curvature when l or k is different from ±1. For the true Hopf action, the orbit space is S2( 12 ).
The principal isotropy group is trivial, and there are no intermediate isotropy groups in the latter case.
In the former case we have Zl and Zk isotropy at the two poles. Case (2) was described in some detail
in [13], where we computed all the isotropy subgroups. Case (3) was described by Bredon in [2], and
the isotropy subgroups were computed, but it was Straume [17] who gave the explicit description of
the orbit space as 1/2X1,2, using the reduction technique. Likewise one finds cases (4) and (5) in [17].
Case (6), with k = 3 was described in [12], where we computed the isotropy subgroups: the general case
is substantially similar. Case (7) was described, with all the isotropy subgroups, in [20].
Proposition 6.4. The orbit spaces and isotropy subgroups resulting from each of the reducible actions
above can be found in Table 12 (cases (1)–(5)) and 14 (cases (6), (7)). They all have diameter π/2. Their
corresponding 3-, 4- and 5-extents are given in Table 1.
The remaining cohomogeneity two actions on spheres are all irreducible (see Table 10).
Proposition 6.5. The isotropy subgroups of the irreducible cohomogeneity two actions are as given in
Table 15.
The actions by the first three groups have been analyzed in detail in [13], where the intermediate
isotropy subgroups were also computed. The action of SU(4) is presented in [12]. The remaining polar
actions are computed in a similar fashion. For the non-polar actions, one may use the resolution technique
(cf. [8,16]).
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Irreducible cohomogeneity two actions
Group (G) Representation (Φ) dim(Φ)
(1) SO(3) × SO(n) ρ3 ⊗ ρn 3n
(2) U(3) × SU(n) [µ3 ⊗C µn]R 6n
(3) Sp(3)× Sp(n) ν3 ⊗H νn 12n
(4) SO(7) Adjoint 21
(5) Sp(3) Adjoint 21
(6) U(3) [S2µ3]R 12
(7) U(6) [∧2µ6]R 30
(8) U(7) [∧2µ7]R 42
(9) U(1) ×E6 µ1 ⊗ E6 54
(10) SO(3) × SO(3) ρ3 ⊗ ρ3 9
(11) SU(4) Adjoint 15
(12) Sp(4) ∧2ν4 − 1 27
(13) U(1) × Spin(9) µ1 ⊗R δ9 32
(14) U(2) × Sp(n) [µ2 ⊗C νn]R 8n
(15) Sp(1)× Sp(n) S3ν1 ⊗H νn 8n
Table 11
Cohomogeneity one actions
Length G H K1 K2
π SO(k), k  2 SO(k − 1) SO(k) SO(k)
π/2 SO(k)× SO(m), k,m 2 SO(k − 1) × SO(m− 1) SO(k)× SO(m− 1) SO(k − 1) × SO(m)
π/3 SO(3) S(O(1)3) S(O(1)O(2)) S(O(2)O(1))
SU(3) S(U(1)3) S(U(1)U(2)) S(U(2)U(1))
Sp(3) Sp(1)3 Sp(1)× Sp(2) Sp(2) × Sp(1)
F4 Spin(8) Spin(9) Spin(9)
π/4 SO(2) × SO(k), k  3 S(O(1)2O(k − 2)) S(O(1)O(k − 1)) S(O(2)O(k − 2))
U(2) × SU(k), k  2 S(U(1)2U(k − 2)) S(U(1)(U(k − 1)) S(U(2)U(k − 2))
Sp(2) × Sp(k), k  2 Sp(1)2 × Sp(k − 2) Sp(1)× Sp(k − 1) Sp(2) × Sp(k − 2)
U(5) SU(2)2 ×U(1) U(1) × SU(2)× SU(3) U(1)× Sp(2)
Sp(2) U(1)2 U(1) × Sp(1) Sp(1) ×U(1)
U(1) × Spin(10) U(1) × SU(4) U(1) × SU(5) U(1)× Spin(7)
π/6 G2 T 2 SU(2)T 1 T 1SU(2)
SO(4) S(O(1)3 × 1) S(O(2)O(1) × 1) S(O(1)O(2) × 1)
Table 12
Cohomogeneity two actions with orbit space S2, Xl,k , 1/2S2 or 1/2X1,2
Orbit space G H L K1 K2
S2 U(1) 1
Xl,k U(1) 1 Zl Zk
1/2S2( 12 ) SO(k) SO(k − 2) SO(k − 1)
1/2X1,2 U(2) 1 U(1) U(1) ×U(1)
Sp(1) × Sp(2) Sp(1) Sp(1)2 Sp(1)3
Spin(9) G2 Spin(7) Spin(8)
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K2
G′
×U(1) U(1) × S(U(n − 1)U(1))
) × Sp(1) Sp(1) × Sp(n− 1) × Sp(1)
K2 K3
) K ′2 × SO(k) G′ × SO(k − 1)
) K ′2 ×U(k) G′ ×U(k − 1)
) K ′2 × Sp(k) G′ × Sp(k − 1)
K ′2 ×G2 G′ × SU(3)
(7) K ′2 × Spin(7) G′ ×G2
(9) K ′2 × Spin(9) G′ × Spin(7)Table 13
Cohomogeneity two actions with orbit space a lune (D(m))
Orbit space G H L1 L2 K1
D(m)* G′ H ′ K ′1 K ′2 G′
D1/2(2) SU(n)×U(1)2 S(U(1)U(n − 2)) S(U(1)U(n − 1)) S(U(1)2U(n − 2)) S(U(1)U(n − 1))
Sp(n)× Sp(1)2 Sp(1) × Sp(n− 2) Sp(1) × Sp(n− 1) Sp(1)2 × Sp(n− 2) Sp(1) × Sp(n− 1
* Groups taken from Table 11, with π/m= diameter Sn/G.
Table 14
Reducible cohomogeneity two actions with orbit space a triangle (2,2,m)
Orbit space G H L1 L2 L3 K1
(2,2,m)* G′ × SO(k) H ′ × SO(k − 1) K ′1 × SO(k − 1) K ′2 × SO(k − 1) H ′ × SO(k) K ′1 × SO(k
G′ ×U(k) H ′ ×U(k − 1) K ′1 ×U(k − 1) K ′2 ×U(k − 1) H ′ × U(k) K ′1 ×U(k
G′ × Sp(k) H ′ × Sp(k − 1) K ′1 × Sp(k − 1) K ′2 × Sp(k − 1) H ′ × Sp(k) K ′1 × Sp(k
G′ ×G2 H ′ × SU(3) K ′1 × SU(3) K ′2 × SU(3) H ′ × G2 K ′1 ×G2
G′ × Spin(7) H ′ ×G2 K ′1 ×G2 K ′2 ×G2 H ′ × Spin(7) K ′1 × Spin
G′ × Spin(9) H ′ × Spin(7) K ′1 × Spin(7) K ′2 × Spin(7) H ′ × Spin(9) K ′1 × Spin
* Groups taken from Table 11, with π/m = diameter Sn/G.
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K2 K3
2)) SO(3)SO(n− 3) S(O(1)O(n− 1))
2)) S(U(3)U(n− 3)) S(U(1)U(n− 1))
) Sp(3)Sp(n− 3) Sp(1)Sp(n− 1)
U(1)SO(5) U(3)
U(3) U(1)Sp(2)
O(3) O(1)U(2)
Sp(3) Sp(1)U(4)
Sp(3)U(1) Sp(1)U(4)
F4 S
1
1 × Spin(10)
SO(3) SO(3)
S(U(3)U(1)) S(U(1)U(3))
Sp(3)Sp(1) Sp(1)Sp(3)
Spin(7)× Z2 SU(4)× SO(2)
2) U(1)2 × Sp(n− 1) Sp(1) × Sp(n− 1)
Z2 × Z2 × S1 Sp(1) × Sp(n− 2)
×Sp(n− 1)Table 15
Irreducible cohomogeneity two actions with orbit space a triangle (n1, n2, n3)
Orbit space G H L1 L2 L3 K1
(2,3,4) SO(3)× SO(n) S(O(1)3)SO(n− 3) S(O(2)O(1)) S(O(1)O(2)) S(O(1)2O(n− 2)) S(O(2)O(n−
SO(n− 3) SO(n− 3)
U(3) × SU(n) S(U(1)3U(n− 3)) S(U(2)U(1)) S(U(1)U(2)) S(U(1)2U(n− 2)) S(U(2)U(n−
U(n− 3) U(n− 3)
Sp(3) × Sp(n) Sp(1)3Sp(n− 3) Sp(2)Sp(1) Sp(1)Sp(2) Sp(1)2Sp(n− 2) Sp(2)Sp(n− 2
Sp(n− 3) Sp(n− 3)
SO(7) U(1)3 U(2)U(1) U(1)U(2) U(1)2SO(3) U(2)SO(3)
Sp(3) U(1)3 U(2)U(1) U(1)U(2) U(1)2Sp(1) U(2)Sp(1)
U(3) O(1)3 O(2)O(1) O(1)O(2) O(1)2U(1) O(2)U(1)
U(6) Sp(1)3 Sp(2)Sp(1) Sp(1)Sp(2) Sp(1)2U(2) Sp(2)U(2)
U(7) Sp(1)3U(1) Sp(2)Sp(1)U(1) Sp(1)Sp(2)U(1) Sp(1)2U(3) Sp(2)U(3)
(U(1) ×E6)/Z3 Spin(8) S12 × Spin(8) Spin(9) Spin(9) S12 × Spin(9)
(2,3,3) SO(3)× SO(3) S(O(1)3) S(O(1)O(2)) S(O(2)O(1)) S(O(1)O(2)) S(O(2)O(2))
SU(4) S(U(1)4) S(U(2)U(1)2) S(U(1)U(2)U(1)) S(U(1)2U(2)) S(U(2)U(2))
Sp(4) Sp(1)4 Sp(2)Sp(1)2 Sp(1)Sp(2)Sp(1) Sp(1)2Sp(2) Sp(2)Sp(2)
1/2(2,2,2) U(1) × Spin(9) Z2 × SU(3) G2 × Z2 SU(4)× Z2 SU(3)× SO(2) G2 × SO(2)
U(2) × Sp(n) U(1) × Sp(n− 2) U(1)2 × Sp(n− 2) U(1) × Sp(n− 1) Sp(1) × Sp(n− 2) U(2) × Sp(n−
1/2(2,2,3) Sp(1) × Sp(n) Q× Sp(n− 2) Q× Sp(n− 1) Z2 × Z2 × T 1 Z2 × Z2 × T 1 Z2 × Z2 × T 1
×Sp(n− 2) ×Sp(n− 2) ×Sp(n− 1)
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