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Sur les Couples Fischeriens de Largeur 1 
FRANCOIS ZARA 
We show that, under certain conditions, the derived group of a Fischerien couple of width 1, 
is nilpotent of class 1, 2 or 4, and these are classified. 
1. INTRODUCTION 
Depuis quelques annees, a la suite des travaux de M. Hall [7], B. Fischer [ 4] et Yu 
Manin [9] de nombreux articles ant ete publies sur les couples Fischeriens de largeur 1 
(groupes engendres par une classe d'involution D telle que V(x, y) E D 2 , x ¥ y, l'ordre 
de xy est 3). 
Nous proposons dans ce travailla contribution suivante: Soit (G, D) un couple Fis­
cherien de largeur 1. On sait que D est muni d'une structure canonique de systeme 
triple de Hall, les blocs etant les sous-ensembles suivants de cardinal 3 de D: {a, b, 
aba(=bab)}. Soit [/!'ensemble de ces blocs. Soit d dans D. Sur !'ensemble [/d des 
elements de g contenant d, on met la structure de graphe C§d suivante: S1et S2 elements 
de f/d sont lies si (S1o Sz) est d'ordre 18. Si S1 et Sz sont non lies, (S1o Sz) est d'ordre 54. 
Le graphe C§d ne depend que de G et pas du choix de d. On le note C§; on montre que 
si C§ est complet, @(G) est commutatif et que si C§ est discret, @(G) est nilpotent de 
classe 1, 2 ou 4. Si @(G) est nilpotent declasse 4, G est isomorphe au groupe construit 
par M. Hall dans [7]. 
2. AUTOMORPHISMES D'0RDRE 2 DES GROUPES D'0RDRE IMPAIR 
LEMME 2.1. So it Gun ~roupe fini. Les deux proprietes suivantes sur G sont equivalentes: 
(1) G est d'ordre impair 
2(2) L 'application -r( =-rG): x ~ x : G ~ G est bijective. 
DEFINITION 2.2. On dit qu'un groupe G verifie la condition (Dz) si !'application 
-r(=-rG) :x~x 2 : G ~ G est bijective. 
Dans tout ce que nous voulons faire, nous utiliserons seulement le fait qu'un groupe 
fini d'ordre impair verifie la condition (D2), pas qu'il est fini. 
Nous pouvons remarquer que si G est un groupe dans lequel taus les elements sont 
d'ordre finf impair, alors G verifie (D2 ). 
Soit G un groupe. On definit les termes Gi (i ;3 0) de la suite centrale descendante de 
G par Go= Get si i ;31, Gi = [G, Gi-1J (=@i(G)). 
Le groupe G est nilpotent de classe n si G" = {1} et Gn-l ¥ {1}. En particulier, on a 
Gn-1 cZ(G). 
On a, pour tout i et j: [Gj, GJ c Gi+i+l· 
LEMME 2.3. Soient G un groupe eta et b deux elements de G. 
(1) Si [a, b] est central dans G, on a: 
V(m, n) E Z2, [am, b"] =[a, br". 
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(2) Si pour tout g dans G, [a, g] est central dans G, l' application x ~[a, x]: G ~ G est 
un endomorphisme de G. 
PREUVE. Elle ne presente pas de difficultes. 
LEMME 2.4. Soit Gun groupe nilpotent qui verifie (D2). Alors, pour tout i, G; et GIG; 
verifient (D2). 
PREUVE. II est clair que si H est un sous-groupe de G, !'application TH qui est la 
restriction de Ta a H, est injective. De meme, si H est un sous-groupe normal de G, 
Ta;H est surjective: Soit p : G ~ GIH la projection canonique. Si p (g) est un element de 
GIH, il existe a dans G tel que a 2 = g, done p (a )2 = p (g) et TGJH est surjective. 
Pour montrer que G; verifie (D2), il suffit de montrer que Ta, est surjective, et pour 
cela, nous procedons par recurrence sur la classe n de G. 
Montrons d'abord que Gn-1 verifie (D2). Nous savons que Gn-1 = ([g, d]/g E G, dE 
Gn-2). Si g est dans G, il existe x dans G tel que x 2 = g, et si d est dans Gn-2 , nous avons: 
[g,d]=[x 2 ,d]=[x,d]2 car Gn_ 1cZ(G). 
Si h est dans Gn-1, h =It [g;, d;] =It [x?, d;] =ni [x;, d;]2 =mi [x;, d;])2 done h est un 
carre dans Gn-1 et Gn-1 verifie (D2). Le groupe GIGn-1 est nilpotent declasse n -1 
exactement. Soit 7T: G ~ GIGn-1 la projection canonique. Soient a et b dans G tels que 
l'on ait 7T(a)2 =7T(b)2. Alors il existe z dans Gn-1 tel que a 2 =b 2z et, comme Gn-1 
verifie (D2), il existe X dans Gn-1 tel que z =x 2, alors a 2 =b 2 x 2 =(bx)2 puisque X est 
central dans G, done, comme G verifie (D2), a= bx et 1r(a) = 1r(b ): le groupe GIGn-1 
verifie (D2). 
Par hypothese de recurrence {!fl;(GIGn-1) = {!fl;(G)IGn-1= GJGn-1 verifie (D2), done, 
pour tout a dans G;, il existe b dans G;, z dans Gn- 1 tels que a = b 2z et comme ci-dessus,2il existe X dans Gn-1 tel que a = b 2x = (bx )2 avec bx dans G;, done le groupe G; verifie 
(D2). 
De meme, comme GIG;= (GIGn-1)I(GJGn-1) = GIGn-d{!fl;(GIGn-1), par !'hypo­
these de recurrence, nous voyons que GIG; verifie (D2). 
LEMME 2.5. Soient G un groupe et p un nombre premier. Supposons que GIG1 soit 
d'exposant p. Alors, pour tout entier i, G;/G;+ 1 est d'exposant p ou bien est reduit a{1}. 
PREUVE. Cf. [8, Satz III 2.13b]. 
LEMME 2.6. Soient G un groupe qui verifie (D2) et Hun sous-groupe normal de G tel 
que GlH verifie (D2). Alors H verifie (D2). 
PREUVE. Nous savons deja que TH est injective. Si g dans G et h dans H verifient 
g 2 =h, alors Hg 2 =(Hg)2 =Hh =H. Comme GIH verifie (D2 ), GIH ne possede pas 
d'elements d'ordre 2, nous obtenons Hg = H et g E H: TH est surjective et H verifie (D2 ). 
Soient maintenant Gun groupe eta un automorphisme de G. On pose: 
Ca(a) ={z/z E G, a(z)=z}; 
[G, a]= (a(g)g - 1 /g E G). 
Si a est involutif (i.e. si a est d'ordre 2), on pose 
U(= Ua(a)) = {u/u E G, a(u) = u-1}. 
187 Sur les couples fischeriens de largeur 1 
Hypothese 2. 7. G est un groupe qui verifie (D2) et qui possede un automorphisme 
involutif a. 
LEMME 2.8. L'Hypothese 2.7 est verifiee. Alors: 
(1) g 2 E U:3>g E u. 
(2) U={a(g)g-1jgEG}. 
(3) Vg E G, 3u E U, 3z E C0 (a) tels que g = uz et cette d{composition est unique: U est 
une transversale agauche (ou adroite) de G (modulo C0 (a)). 
(4) G = [G, a]C0 (a). 
(5) zEC0 (a),uEU:3>zuz- 1 EU. 
V E U, U E U et VUV - 1E U :3> UV = VU. 
u E U, x E C0 (a), uxu- 1 E C0 (a):=>ux =xu. 
PREUVE. 
(1) Soit g dans G verifiant g 2E U. Nous avons a (g2) = (g 2)-1=a (g2) = (g - 1)2. Comme 
1To est injective, a (g)= g - et g E U. 
1(2) Si a =a (g )g - 1, on a a (a)= ga (g - 1) =a - eta E U. Si u E U, d'apres le (1), il existe 
2 
v dans U tel que v-2E U et nous avons a(v)v-1 = v- = u: u E{a(g)g-1Jg E G}. 
2(3) Soit g un element de G. D'apres le (2), a (g)g - 1E U. Posons u - =a (g)g-t, u E U. 
2 1 1Nous avons a (u - 1g) = ua (g)= uu - g = u - g et z = u - g est dans C0 (a ): g = uz. 
Sig = U1Z1 = u2z2sontdeuxdecompositionsdeg,avecpouri = 1, 2, u; E U etz; E C0 (a),1
nous avons u z1u1 = z2z 11 E Co(a) done a (u2 ut) = u21u1 = u2u 11 et u~ = ui. Comme G 
verifie (D2), U2 = U1 et Z1 = Z2. 
L'ensemble U est done une transversale a gauche de G (modulo C0 (a )): c'est un 
systeme de representants des classes agauche de G (modulo C0 (a )). 
(4) Comme G = UC0 (a), nous avons G = [G, a]C0 (a) puisque (U) = [G, a] d'apres 
le (2). 
(5) Soient z dans C0 (a) et u dans U. Nous avons 
a(zuz-1)=zu-1z-1=(zuz-1)-1 done zuz-1EU. 
Soient u et v dans U. Nous avons les equivalences: 
uv E U ¢>a (uv) = (uv )-1= u - 1v - 1= v - 1u - 1¢>uv = vu. 
1Si u, v et vuv - sont dans U, nous avons 
1 1 1)-1 1 1a (vuv - 1) = v - u - v = (vuv - = vu - v ­
d ' ' 2 -1 -1 2 2 -1 2 ( -1)2 c . . . -1ou v u = u v , ou encore uv u = v = uvu . omme To est tnJechve uvu = v. 
Si u est dans U, x et uxu-1 dans C0 (a), nous avons 
a (uxu - 1) = uxu - 1 = u - 1xu 
d'ou u 2x =xu 2 et, pour Ia meme raison que ci-dessus ux =xu. 
Enfin Ia relation z E C0 (a), u E U, zuz - 1E U montre que U est une transversale a 
droite de G (modulo C0 (a )) puisque nous pouvons ecrire g = uz = z · z - 1 uz. 
PROPOSITION 2.9. L'Hypothese 2.7 est verifiee. Les trois conditions suivantes sur G 
sont equivalentes: 
(1) [G,a]nC0 (a)={1}; 
(2) [G, a] est commutatif; 
(3) G = [G, a] XIC0 (a) (produit semidirect). 
PREUVE. (1) Supposons Ia condition (1) verifiee. Soient u et v dans u, alors uv E 
[G,a] et uv=wz avec w dans U et z dans C0 (a). Nous avons z=w-1uvE 
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[G,a]nC0 (a)={1}. Nous obtenons uv=wEU et a(uv)=u-1v-1=a(w)=w-1= 1 
v - u -
1done uv = vu: tousles elements de U commutent et [G, a]= (U) est commutatif: 
la condition (2) est verifiee. 
(2) Supposons la condition (2) verifiee. Si u et v sont dans U, uv = vu. Si g est dans 
[G,a], g=u 1uz···uk ou, pour tout i, U; est dans U et nous avons a(g)= 
u 1-1 u2-1 · · · u k -1 -1 -1 · · · u 1-1 = g -1 ; done U = [G, a ] et comme U n ca a ( ) = {1}, = u k u k -1 
[G, a] <1 G et G = [ G, a ]Co (a) la condition (3) est verifiee. 
(3) La condition (3) implique la condition (1) par definition du produit semidirect. 
COROLLAIRE 2.10. ['Hypothese 2.7 est verifiee. Les deux conditions suivantes sont 
equivalentes: 
(1) C0 (a) = {1}. 
(2) G = [ G, a] et G est commutatif. 
Si ces conditions sont verifiees, a opere comme -1 sur G. 
PREUVE. (1) Si Ca(a)={1}, d'apres la Proposition 2.9, [G,a] est commutatif et, 
d'apres le Lemme 2.8, G = [G, a]. 
(2) Si [G,a] est commutatif, d'apres la Proposition 2.9, [G,a]nC0 (a)={1} et G = 
[G, a] ><1 C0 (a ). Comme G = [G, a], nous obtenons C0 (a) = {1}. 
PROPOSITION 2.11. !'Hypothese 2.7 est verifiee. Soit Hun sous-groupe normal de G, 
stable par a et tel que GIH verifie (D 2). Alors Ca!H(a)=C0 (a)HIH et [GIH,a]= 
[G, a]HIH. 
PREUVE. Soit g dans G, g = uz avec u dans U et z dans C0 (a). Nous avons 
a(Hg) =Hg~a(g)g-1 EH ~u-2 EH ~u EH et Hg =Hz, d'ou la premiere egalite. 
La deuxieme resulte de la definition: [G, a]= (a (g )g - 1jg E G). 
PROPOSITION 2.12. !'Hypothese 2.7 est verifiee. On suppose en plus que G est nilpotent 
et que G = [ G, a]. Alors, pour tout i, a opere comme -1 sur les quotients G 2 ;/G2;+ 1 et 
comme +1 sur les quotients Gz;-t/G2 ;. 
PREUVE. Pour tout i, les sous-groupes G; sont caracteristiques done a induit un 
automorphisme, note aussi a sur chacun des quotients GilGi+1 '(0 ~ j). 
Nous demontrons le resultat par recurrence sur la classe n de G. 
Remarquons que, d'apres la Proposition 2.9, si G = [G, a], pour tout sous-groupe 
normal H de G stable par a, tel que G I H verifie (D 2 ), on a [ G I H, a]= G I H. 
En particulier GIG1 verifie (Dz), est commutatif et [GIGt. a]= GIGt. done, d'apres 
le Corollaire 2.10, a opere comme -1 sur GIG1= G 0IG1. Supposons maintenant 
que n = 2: G nilpotent de classe 2. Comme G = (U), nous avons G1= ([u,v]i(u,v)EU2)cZ(G), a([u,v])=[u-\v-1]=[u,v] et G 1cC0 (a). Comme 
Ca;a,(a)={1}=Ca(a)Gt/G1 nous avons Ca(a)cGt. d'ou l'egalite G1=C0 (a) eta 
opere comme l'identite sur GdGz. 
(1) Supposons que, pour un certain entier m, a opere comme +1 sur G 2m-dG 2 m. 
On a Gzm-1 = Ca2~_,(a)Gzm· 
Considerons G = GIGzm+1 qui est nilpotent declasse 2m+ 1, verifie (Dz) et [G, a]= G. 
Nous avons GzmiGzm+1 cZ(GIG2m+1) et comme G verifie les memes hypotheses que 
G, nous supposons ici que G = G, c'est-a-dire que n =2m+ 1. 
Alors GzmcZ(G) et G2m=([g,d]jgEG, dEG2m-1). Comme G=(U) et comme 
Gzm-1 = Ca2~_,(a)Gzm nous avons Gzm = ([u, z Jlu E U, z E Ca2~_,(a)). Dans ces condi­
tions a([u,z])=[u-1,z]=[u,zr1, done [u,z]EU, G 2mcU eta opere comme -1 
sur Gzm· 
189 Sur les couples fischeriens de largeur 1 
(2) Supposons que pour un certain entier m, a opere comme -1 sur G2m/G2m+l· 
Comme dans le (1), nous supposons que G est declasse 2m + 2. Par hypothese Ca,m (a) c 
G2m+l c Z (G). No us avons G2m+l = ([g, d]lg E G, dE G2m) = ([u, v Jlu E U, v E U n G2m) 
done a([u,v])=[u-\ v-1]=[u,v]:G2m+1cC0 (a) eta opere comme l'identite sur 
G2m+l• 
En combinant (1) et (2), Ia proposition est demonstree. 
3. SYSTEMES TRIPLES DE HALL 
DEFINITION 3.1. Soient E un ensemble et Y une famille de sous-ensembles de 
cardinal 3 de E. On dit que le couple (E, Y) (ou plus simplement que Y) est un systeme 
triple de Steiner si, pour tout a deE, tout b deE -{a}, il existe un unique S deY qui 
contient {a, b}. 
On appelle blocs les elements de Y. 
Pour tout a de E, on definit une application ta :E-+ E par ta (a)= a et si b #:a, ta (b) 
est !'unique element deE tel que {a, b, ta(b)} soit un bloc. On appelle ta l'indicatrice de 
a. II est clair que t~ =IdE, que ta (b)= tb (a) et que si u est un automorphisme de Y, 
-1 
UfaU = f<T(a)• 
On rappelle qu'un systeme triple de Steiner sur un ensemble de cardinal 9 est un plan 
affine sur le corps IF 3 a 3 elements. 
DEFINITION 3.2. On appelle systeme triple de Hall un systeme triple de Steiner 
(E, Y) qui possede Ia propriete: 
VS EY, Vx EE -s, il existe un sous-ensemble T deE qui possede les proprietes: 
(1) Su{x}c T; 
(9Jl) (2) VaET,VbET-{a},ta(b)ET; 
{ 
(3) ITI = 9. 
II est clair que les proprietes (2) et (3) impliquent que T est muni d'une structure de 
plan affine sur IF3, les droites etant les blocs de Y contenus dans T. 
PROPOSITION 3.3. Soit (E, Y) un systeme triple de Hall. Alors: 
(1) Va EE, ta est un automorphisme de (E, Y). 
(2) Va E E, Vb E E -{a}, tatbta = tbtatb = tra(b)· 
PREUVE. 
(1) On a deja remarque que pour tout a dans Et~ =IdE, done ta est une bijection. 
Soit S = {b1, b2, b3} un element de Y. Pour montrer que ta est un automorphisme de 
(E, Y), il faut montrer que {ta(b;)l1 ~ i ~ 3} est un bloc. 
Si a est dans S, le resultat est clair par definition de ta. Sinon a~ Set d'apres Ia propriete 
(9Jl ), il existe T c E, qui est un plan affine sur IF3 et qui contient S et a. 
Nous pouvons remarquer que si {x, X1, x2}, {x, x3, X4}, {x, xs, x6}, {xh X3, xs} soot des 
droites de T, alors {x2, x4 , x6} est aussi une droite de T. En effet, en prenant x comme 
origine, on a x2 = -xh X4 = -x3, X6 = -xs. Dire que {yh y2, y3} est une droite de T c'est 
dire que Y1 + Y2 + Y3 = 0. Done x1 + X3 + xs = 0 = X2 +X4 +x6 et {x2, x4, x6} est une droite 
de T. 
Dans ces conditions on ales droites de T: {b1, b2, b3} et {a, b;, ta(b;)} (1 ~ i ~ 3), done 
{ta (b;)l1 ~ i ~ 3} est une droite de T etta est un automorphisme de (E, Y). 
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(2) On a deja vu que pour tout automorphisme cr de (E, Y) et tout a deE, crtacr -l = tcr<al· 
En appliquant ceci a cr = tb et en remarquant que t/; 1 = tb, nous trouvons: 
tbtatb = trb(a) = tr.(b) = tatbra• 
11 en resulte immediatement que (tatb)3 = 1. 
On va voir une reciproque dans le paragraphe suivant. 
4. GROUPES DE FISCHER 
DEFINITION 4.1. 
(1) Soit G un groupe. Un sous-ensemble D de G est un ensemble de Fischer de G 
si D verifie les conditions: 
(a) G =(D). 
(b) 't::le ED, e est d'ordre 2 (involution). 
(c) V(e, f) E D 2, l'ordre de ef est 1, 2 ou 3. 
(d) D est une reunion de classes de conjugaison de G. 
(2) Un ensemble de Fischer D de G est une classe de Fischer de G si D est une 
classe de conjugaison de G. 
(3) Si G est un groupe qui admet une classe de Fischer D, on dit que (G,D) est un 
couple Fischerien. 
DEFINITION 4.2. On dit que (G, D) est couple Fischerien de largeur 1 si pour tout 
d dans D, d est le seul element de D qui commute avec d. 
Dans toute la suite, on ne considerera que des couples Fischeriens de largeur 1. On 
ne parlera done que de couples Fischeriens, etant entendu qu'ils seront de largeur 1. 
On voit aussitot que si (G, D) est uncouple Fischerien Va ED, 't::lb ED -{a}, l'ordre de 
ab est 3, done (a, b) est un groupe diedral d'ordre 6 qui contient 3 involutions: a, b, 
aba = bab. On appelle Y la famille de taus ces sous-ensembles de cardinal 3 de D. On 
obtient ainsi un systeme triple de Steiner (D, Y) canoniquement associe au couple 
Fischerien (G, D). Pour tout a de D, on a ta(b) = aba. 
PROPOSITION 4.3. Soit U un groupe ayant comme presentation: 
U = (UJ, Uz, U3luT = 1(1.:;; i,:;; 3), (u;ui) 3 = (1,:;; i ,;;j,:;; 3), (U!UzU!U 3)3 = 1). 
Alors: 
(1) U est un groupe fini d'ordre 54. 
(2) 0 3(U) est un groupe extra special d'ordre 27, adeux generateurs, d'exposants 3 et 
Z(03(U)) =Z(U) est cyclique d'ordre 3. 
(3) L'ensemble D des involutions de U est une classe de Fischer de U; (U,D) est un 
couple Fischerien de largeur 1 et IDI = 9. 
2 2 2 1 2(4) Si (z)=Z(U), on a z=(uJuzu3) =(uzu3u1) =(u3uluz) et z- =(u3u2u1) = 
(UzU!U3) 2 7 (U!U3Uz) 2 • 
PREUVE. Cf. [2, § 3. 7]. 
PROPOSITION 4.4. Soit V le groupe U/Z(U) ou U est le groupe de la Proposition 4.3. 
Alors: 
(1) V a comme presentation 
3 3 3V =(vi> Vz, v3lvi = v~ = v~ = (vlvz) = (v1v3) = (vzv3) = (v1vzv3) 2 = 1). 
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(2) Le groupe Vest d'ordre 18 et ['ensemble D des elements d'ordre 2 de Vest une 
classe de Fischer de V. On a lDl = 9 et (V, D) est uncouple Fischerien de largeur 1. 
PREUVE. 
(1) Pour avoir le resultat, il suffit de montrer que (v1vzv1v 3)3 = 1. On a: 
3(V1V2V1V3) = V1VzV1V3V1V2V1V3V1V2V1V3 
= V1VzV3V1 V3V2V3V 1V3V2V 1V3 = V1VzV3V 1VzV3VzV 1V3VzV 1V3 
2 2
= (V1V2V3) (VzV1V3) = (VzV1V3)2. 
Mais, en conjuguant Ia relation (v1v2v3)2 = 1par v1 et v3, on obtient (v2v3v1)2= (v3v1v2)2= 
1. L'inverse de V3V1Vz est VzV1V3, done (vzv1V3) 2 = 1 et (v1v2v1v3)3 = 1. 
Un groupe ayant Ia presentation indiquee est done un quotient du groupe U et Ia 
relation (v 1v2v3)2= 1 montre que c'est le quotient de U par son centre. 
II est clair que ce dernier groupe verifie les relations indiquees, d'ou le resultat. 
(2) C'est clair d'apres ce qui precede. 
NOTATIONS 4.5. 
(1) Un groupe quie a comme presentation: 
Ut. u2, U3, u~ = 1(1,; i,; 3), (uiui? = 1(1,; i <j,; 3), (u 1u2u1u3)3= 1 
sera dit de type H. 
(2) Un groupe qui a comme presentation: 
Ut. Uz, u3, u~ = 1(1,; i,; 3), (uiui)3= 1(1,; i <j,; 3), (u 1u2u3)2= 1 
sera dit de type H*. 
THEOREME 4.6. 
(1) Soit (G, D) uncouple Fischerien de largeur 1. Le systeme triple de Steiner (D, ff') 
est un systeme triple de Hall. 
(2) Soit (E, ff') un systeme triple de Hall. On pose G = (ta Ia E E) et D = {ta Ia E E}. Alors 
(G, D) est uncouple Fischerien de largeur 1. 
PREUVE. 
(1) Nous avons deja vu que (D, ff') est un systeme triple de Steiner. Soit B = 
{at. az, a1aza1} unblock de ff' et a3 un element de D-B. Alors, pour le sous-groupe 
H = (B, a3), on ales relations: af = 1(1,; i,; 3) (aiai)3= 1(1,; i <j,; 3) et (a1a2a1a3)3 = 1. 
Done H est un groupe de type H ou H*. II en resulte immediatement que T =B n D 
verifie (1), (2) et (3) de Ia Definition 3.2, done (D, ff') est un systeme triple de Hall. 
(2) D'apres Ia Proposition 3.3, G est un sous-groupe de Aut(E, ff'), D est forme 
uniquement d'involutions et V(a, b) E E xE, a f: b, (tatb) 3 = 1, done (G, D) est uncouple 
Fischerien de largeur 1. 
On rappelle Ia convention faite au debut de ce paragraphe que couple Fischerien 
signifie couple Fischerien de largeur 1. 
Soit (G, D) un couple Fischerien. Soient a, b et c trois elements distincts de D et 
A= (a, b, c) le sous-groupe de G engendre par a, b, c. On a, d'apres ce qui precede, Ia 
structure suivante pour A: 
(1) sic =aba(=bab), A =D3 groupe diedral d'ordre 6; 
(2) sic e (a, b) et si (abc )2f: 1, A est de type H; 
(3) si ce (a, b) et si (abc)2 = 1, A est de type H*. 
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Soit d dans D. On appelle 5/'d l'ensemble: 
5/'d = {{d, e, ded}ie ED- {d}}. 
Sur 5/'d on peut mettre Ia structure de graphe Gd suivante: soient e et f dans D -{d}. 
Alors {{d, e, ded}, {d, f, dfd}} est une arete de C§d si (d, e, f) est de type ii*. 
II est clair que C§d est un graphe non dirige sans boucle ni arete multiple. 
Comme D est un classe de conjugaison de G, si e ED -{d}, il existe g dans G tel que 
gdg - 1 = e et g induit un isomorphisme entre C§d et We. Nous pouvons ainsi parler du 
graphe C§ associe au couple Fischerien (G, D). 
PROPOSITION 4.7. Soit (G, D) uncouple Fischerien. SiC§ est un graphe complet, f0(G) 
est un groupe commutatif d'exposant 3. La reciproque est vraie. 
2PREUVE. Comme D est une class de conjugaison de G, f0(G)=(dei(d,e)ED ). 
Soient db d2, d3, d4, quatre elements de D. Considerons d 1d2 et d 1d3. Si d3E(db d2), 
alors d 1d2 et d1d3 sont dans un meme groupe cyclique d'ordre 3, done ils commutent. 
Si d3e (db d 2), alors, d'apres !'hypothese (db d2, d 3) est un groupe de type ii* et dans ce 
cas, d'apres Ia proposition 4.4, d1d2 et d1d3 commutent. 
Nous voulons maintenant montrer que d1d2 et d3d4 commutent. II est clair que nous 
pouvons supposer que (db d2, d3, d4) n'est pas diedral d'ordre 6, ni de type ii*. 
Dans ces conditions trois elements quelconques pris dans {db d 2, d3, d4} engendrent 
toujours un groupe de type ii*, en particulier, on a 
2(d2d3d4) = 1 = (d1d4d3/ 
et 
mais 
. 2 d2d3d4d2 = d4d3 done [d1d2, d3d4] = (d1d4d3) = 1. 
II resulte de ces considerations que deux generateurs quelconques d¢ f0(G) commutent 
et f0(G) est un groupe commutatif. Comme les generateurs de f0(G) sont d'ordre 3, 
f0(G) est un groupe d'exposant 3. · 
5. CAS DES GRAPHES C§ DISCRETS 
Nous nous interessons dans ce paragraphe au cas ou C§ est un graphe discret. 
II a ete montre par Fischer, ainsi que par Manin que si (G, D) est uncouple Fischerien 
fini de largeur 1, 0 3 (G) est un 3-groupe nilpotent. Une demonstration courte et elegante 
se trouve dans [5]. 
5.1. HYPOTHESES ET NoTATIONS. (G,D) est uncouple Fischerien de largeur 1; 
A =03(0) est un groupe nilpotent. Dans ces conditions G/A est d'ordre 2. 
Soit d dans D. On pose 
U ={uiu EA, dud= u- 1} 
C = {xix EA, dxd =x}. 
L'ensemble des conjugues de d dans G est D ={udiu E U} comme on le verifie immedi­
atement. 
Comme G =(D), on a A= (U) =[A, d]. Comme tousles elements de U sont d'ordre 
3, on sait que si n est Ia classe de A, A est d'exposant un diviseur de 3n (cf. [3]). En 
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particulier A verifie Ia condition (D2) et tout les resultats du Section 1 soot applicables. 
On pose 0 = {(u)iu E U -{1}}; on peut remarquer que le graphe suivant '§'sur 0 est 
isomorphe a r:gd : (u) et (v) dans 0 soot lies si et seulement si ils soot dis tincts et commutent. 
En effet, dans ce cas (d, du, dv) est un sous-groupe de type ii* et si on pose e = du, on 
a ded = ud = du -t, f = dv, dfd = dv -t et {d, e, ded} et {d,f, dfd} soot lies dans '§d. La 
reciproque est claire. 
PROPOSITION 5.2. On garde les hypotheses et notations 5.1. Alors pour tout i, AJA;+t 
est d'exposant 3. 
PREUVE. Soitp: G-+ G/A 1 la projection canonique. Alors (p(G),p(D)) est uncouple 
Fischerien (de largeur 1), p(A) =A/At d'apres ce qui precede verifie [p(A), p(d)] = p(A), 
done p(A) est un groupe commutatif d'exposant 3 d'apres le Corollaire 2.10. D'apres 
le Lemme 2.5, pour tout i, AJAi+l est d'exposant 3. 
PROPOSITION 5.3. On garde les hypotheses et notations 5.1. Si A est nilpotent declasse 
:S3, A est d'exposant 3. 
PREUVE. Nous distinguons trois cas suivant la classe de A. 
(1) Si A est commutatif, comme A= [A, d] = U, A est engendre par des elements 
d'ordre 3 etA est d'exposant 3. 
(2) Si A est nilpotent de classe 2, comme A/A 1 est d'exposant 3, A 1 est aussi d'ex­
posant 3, done si g = ux EA, u E U, x EC, x est central dans A, g3 = u 3x 3 = 1 :A est 
d'exposant 3. 
(3) Supposons enfin A nilpotent declasse 3. Nous avons CcA 1 =0J(A), pour tout 
u dans A 2, dud= u-1 et AdA 2 d'exposant 3, done six est dans C, x 3 EA 2 et dx 3d = x 3 = 
X - 3 . Comme A verifie (D2), X 3 = 1. 
D'un autre cote, si g = ux avec u dans U etx dans C, nous avonsg 2 = uxux = u[x, u]ux 2 , 
avec [x,u]EA 2 cZ(A) done g2 =[x,u]u 2x 2 et g3 =[x,u]u2x 2ux=[x,u]u 2[x 2 ,u]ux 3 • 
Comme [x, u] EZ(A), [x 2 , u] = [x, uf et g 3 = [x, u]3u3x 3 . 
Mais x 3 =u 3 =1 et, comme [x,u]EA 2 qui est d'exposant 3, [x,u]3 =1 et g 3 =1: A 
est d'exposant 3. 
THEOREME 5.4. On garde les hypotheses et notations 5.1. On suppose en plus que le 
graphe '§est discret. Alors Ia classe de nilpotence de 0J(G) est 1, 2 ou 4. 
PREUVE. On suppose que A = 0) (G) est de classe n ;::: 2. Comme D est un ensemble 
de Fischer de G, nous avons la propriete: 
(P1) VuE U -{1}, u3 = 1. 
Soient maintenant uEU-{1}, vEU-{1, u, u 2}. Posons H=(d,u,v) H=(d,du,dv); 
alors, par hypothese, puisque ve {1, r-t, u 2}, H est de type ii. Nous avons 0 3(H) = (u, v) 
et Z(H) = ([u, v ]) ¥: {1}. Nous obtenons la propriete: 
VuE U -{1}, Vv E U -{1, u, u 2}, [u, v] ¥: 1 et 
(P2) 
[u, v] commute au et v. 
Remarquons que si N est un sous-groupe commutatif de A normalise par d, [N, d] est 
cyclique d'ordre 1 ou 3. 
En effet, comme N est commutatif, [N, d] = N n U. Si [N, d] ¥: {1}, soient u E 
[N,d]-{1} et vE[N,d]. Comme uv=vu, d'apres (P2) vE{1,u,u 2}, done [N,d]=(u) 
est cyclique d'ordre 3. 
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Soient A; les differents termes de la suite centrale descendante de A. Pour tout i et j 
on a [A;,AJcAi+i+1· 
Soit i0 le plus petit en tier verifiant 2i0 + 1;;.: n. Si n E {2m, 2m+ 1}, i0 = m. Alors A;0 
est commutatif et A;0 <::1 G, done, d'apres la remarque precedente [A; d] est cyclique 0 , 
d'ordre 1 ou 3. Si [A; d] = {1}, alors, pour tout e de D, [A;0 , e] = {1} puisque A;0 <::1 G0 , 
et D est une classe de conjugaison de G. Done, comme G=(D), A;0 cZ(G) et alors 
i0 = n - 1. II en resulte immediatement que n = 2 et io = 1 :A est nilpotent de classe 2 et 
C =A 1 = ;}g(A) cZ(G). 
Supposons maintenant que [A; d] = {1, u, u 2} cyclique d'ordre 3. Si U = {1, u, u 2},0 , 
nous avons [A, d] = [A; d] =A c A;0 , done A = A;0 et i0 = 0, mais n ;;.: 2, contradiction. 0 , 
Nous obtenons {1, u, u 2}c U et, d'apres (P2), ueZ(A). Comme An-1cZ(A), nous 
obtenons An-1c C et, puisque (D)= G, An-1c Z(G). Comme An-2 stZ(A), d'apres le 
meme raisonnement que ci-dessus, nous ne pouvons pas avoir An-2 c C, doncAn-2 n U .,e 
{1}. Comme An-2 c A; nous obtenons u E An-2 •0 , 
Nous avons aussi [A 1. An_2 ] cAn= {1}, done toujours d'apres (P2), nous devons a voir 
U nA 1={1, u, u 2} et [A 1, d]cAn_ 2 , II en resulte aussitot que d opere trivialement sur 
L =AdAn-2 • Comme d est arbitraire dans D, tout e de D opere trivialement sur L et 
[G, A 1] cAn-2 • Nous obtenons aussi [A, A 1] = A 2 cAn-2 • 
Done, 2;;.: n -2 et n ,;:;; 4. Main tenant, d'apres le Section 2, d opere comme l'identite 
sur les quotients AdA 2 et A 3 /A 4 =A 3 , done l'image de u dans AdA2 est triviale et 
u EA2. 
Si A etait nilpotent declasse 3, on aurait An_1=A 2 cZ(G) done dud=u =u-1 et 
u
2 
= 1, u = 1, puisque A verifie (D2). Cette contradiction montre que A ne peut pas etre 
nilpotent declasse 3 etA nilpotent declasse 1, 2 ou 4. 
Dans la fin de ce paragraphe, nous precisons la structure de A lorsqu'il est nilpotent 
de classe ,;:;; 2. 
Dans le paragraphe suivant, nous montrerons que, lorsque A est nilpotent de classe 
4, un seul groupe G repond ala question: celui construit par M. Hall dans [7]. 
CoROLLAIRE 5.5. Soit (G, D) uncouple Fischerien. On suppose que le graphe C§ est 
discret et que A est commutatif. Alors A est cyclique d'ordre 3, IDI = 3, G est isomorphe 
au groupe diedral d'ordre 6 etC§ a un unique sommet. 
PREUVE. Soit d dans D. On pose U = {u ju E A, dud= u - 1}. Comme A =[A, d], on 
a A c U, done, comme C§ est discret, A est cyclique d'ordre 3. II en resulte immediatement 
que G est isomorphe au groupe diedral d'ordre 6, que IDI = 3 et que C§ a un unique 
sommet. 
CoROLLAIRE 5.6. Soit (G, D) uncouple Fischerien. On suppose que le graphe C§ est 
discret et que A est nilpotent de classe 2. Alors: 
(1) ;}g(A) = <P(A) =Z(A) etA est d'exposant 3. 
(2) Si G est fini et si n est le cardinal minimum d'un systeme generateur de G contenu 
dans D, A est un 3-groupe special d'exposant 3, IDI = 3"-1 et IAII3"(n-ll!2 • 
PREUVE. 
(1) Nous savons, d'apres la proposition 5.3 que A est d'exposant 3, done ;}g(A) = 
<P(A) cZ(A), ou <P(A) est le sous-groupe de Frattini de A. 
Soit d dans D. On pose U = {u ju E A, dud= u - 1}. Comme C§ est discret, d'apres la 
propriete (P2), Z(A) n U = {1}, done, comme d normalise Z(A), on a Z(A) c CA(d). 
D'apres la proposition 2.12, CA(d)c;!g(A) puisque A est nilpotent etA= [A, d]. On 
en deduit aussitot que ;!g(A) = Z(A) = CA(d). 
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(2) Supposons maintenant que A est fini. Le resultat precedent montre que A est un 
3-groupe special d'exposant 3. Soit (db ... , dn) un systeme generateur de G contenu 
dans D et de cardinal minimum. On a A=(d;dii1:Si~j:Sn). En remarquant que 
(d;dt)(dtdi)=d;di, nous voyons que A=(dtdd2:Si:Sn); done A/At est un 3-groupe 
commutatif elementaire d'ordre 3n-t et IDI = 3n-t puisque At= CA(d). 
11 est clair que At= gg(A) est engendre par les commutateurs [dtdi, dtd;] = (dtd;di)2, 
done At est d'ordre un diviseur de 3<n-t)(n-z);z. Comme (n-1)+(n-1)(n-2)/2= 
n(n -1)/2 et lA I= IA/AtiiAtl nous obtenons IAII3n(n-ll/2. 
REMARQUE 5.7. Avec les hypotheses et notations precedentes, si n ;;e; 5, on peut 
avoir !AI~ 3n(n-ll/Z. 
Par exemple, sin= 5, on suppose que G = (d, db dz, d3, d4) avec{d}u{db dz, d3, d4}c 
D. On pose h; = dd;(1 :S i ~ 4), alors A= (h;i1 ~ i ~4). 
Considerons le sous-groupe Z = ([hb hz][h3, h4]). Alors Z est central dans G, G/Z 
verifie les memes hypotheses que Get IG/ZI = 2·39 • 2 
En fait, At est en general isomorphe a la puissance exterieure seconde de A :At =A 
A et les centres des sous-groupes de type H soot les commutateurs des elements d~ U. 
Ils correspondent aux bivecteurs decomposables. Done si Z est un sous-groupe de A A 
uniquement compose de bivecteurs indecomposables et de 1, G/Z verifie les memes 
hypotheses que G. 
6. CARACTERISATION DU GROUPE DE M. HALL 
Nous montrons dans ce paragraphe que le groupe construit par M. Hall dans [7] est 
l'unique groupe, aisomorphisme pres, qui verifie: 
"(G, D) est un couple Fischerien de largeur 1, !§ est discret gg(G) est nilpotent de 
classe 4." 
Le lecteur se convaincra facilement que le groupe de M. Hall verifie la condition 
precedente. 
LEMME 6.1. On garde les hypotheses et notations du thioreme 5.4 et on suppose que 
A= gg(G) est nilpotent declasse 4. Alors tout element ~ 1 de A 3 engendre le centre d'un 
sous-groupe de type H de G. 
PREUVE. Soit u I'element de u verifiant Az = (u, A3>· On sait que A3 = ([u, g Jig EG). 
Comme g = vx avec v dans U et x dans C nous obtenons [u, g] = [u, vx] = [u, v ][u, x] 
pu'isque [u,g] est central dans G. Mais CcAt. uEA 2 et [AbA 2]cA4={1}, done 
[u, x] = 1 et [u, g] = [u, v ]: ([u, v ]) est le centre du sous-groupe (d, du, dv) qui est de 
type H. 
Maintenant, si a EA3, a s'ecrit a= TI~~t [u", g;] avec e; = ± 1 et g; EG. Mais [u", g;] 
est central dans G, done [u", g;] = [u, g;]'' = [u, gf']. De plus, comme u est dans A 2 , 
[u,gh]=[u,g][u,h] quelque soient get h dans G; finalement a=TI;:t[u,gf']= 
[u, TI;:t gf']. D'apres le resultat initial (a) est le centre d'un groupe de type H. 
6.2. HYPOTHESES ET NoTATIONS. (G, D) est uncouple Fischerien de largeur 1. Le 
graphe !§est discret etA= gg(G) est nilpotent declasse 4. On appelle A;, les differents 
termes de la suite centrale descendante de A. Si a et b soot dans G, on pose a b = b -tab. 
On suppose que G admet un systeme generateur X, fini de cardinal n, contenu dans 
D. On an ;;e;4 (proposition 4.3). On pose X= {Xt. ... , Xn}. 
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THEOREME 6.3. Avec les hypotheses et notations 6.2, on a n = 4 et le groupe G est 
isomorphe au groupe de M. Hall. 
PREUVE. 
(A} Pour 1 ~ i ~ n, si y; E UA2 (X;) -{1}, on a y~' = y/1 et y; EAz- A3, CA2 (X;) =A3. 1 On 
choisit y1 une fois pour toutes. Comme Y1EAz-A3, y1eCA2 (x;) (2~i~n) et y1 y1'E 
UA2 (x;)-{1}. On choisit les y; (2~i ~n) de telle sorte que l'on ait: 
x. • (-1)i-1 (2 . )Y1'=Y1Y; ~~~n. (1) 
1On a, pour 2~i~n, Y1Y1'ECA2 (x;)=A3, done y11yl-1l'- EA3cZ(G) ou encore 
Y1Yl-1)' EA3. Ceci permet de verifier que l'on a: 
(2) 
Posons h; = X1Xi (2 ~ i ~ n ). On a A= (hd2 ~ i ~ n) et [yb h;] = Y1XlXiY 11X;X1 = y1 1 (y 11r· 
1 1puisque [Yt. h;] EZ(G), done [yh h;] = y11(y1yl-o•- )- = Y1Yl-1l'. Comme A3 = ([yh h;] 
12 ~ i ~ n), nous obtenons: 
A3 = (Y;Y;+d1 ~ i ~n -1), Az = (y1, A3) = (yd1 ~ i ~ n) 
et A 2 est un 3-groupe commutatif elementaire d'ordre 3" de base (ydi ~ i ~ n) et ceci 
d'apres le Lemme 6.1. 
Le reste de la demonstration va consister a montrer que si n > 4, on a IAzl < 3" et 
cette contradiction donnera le resultat. 
On verifie facilement que 'v'(i,j}E{1,2, ... ,n}2, y;yj-l)H-IEZ(G}, done (-l)i-i-1 }x. (-1)i-i-t x. (-l)i-i d' ,(YiYi I= YiYi = Y;'Yi ' ou 
vc· ') x. (-1)i-i (3)v l,J Y;' = Y;Yi • 
(B) Soient a dans A et d dans D. Nous avons [a, dt = [d, a], done [a, d]E UA(d). En 
particulier, si a EA 1, X; EX: [a, x;] E{1, y;, y11}. 
(C) On posen= {1, 2, ... , n}. Sii en, III= 3, onposeXr ={xdi EI},Hr = (Xr), de telle 
sorte que H1 est un sous-groupe de type ii de G2, Z (H;) = (u1 ) ou, si I= {ih i2, i3} avec 2i1< i2< i3, u1 = (x;1X;2X;3 ) et enfin Yr.i = [ur, xi] sij En- I. Nous obtiendrons notre contra­
diction en calculant de deux manieres differentes [ur, uJ] lorsque [I u J] = 5. 
D'apres la remarque faite au (B), nous avons Yr.i E (yi) (1 ~ j ~ n ). Dans ces conditions, 
il existe des elements a 1.i dans le corps IF3 tels que l'on ait: 
YI.j = yj'·i, (4) 
(D) Nous supposons dans ce numero que n = 4. Nous simplifions l'ecriture en posant:
2U1 = (xzx3x4)2, Uz = (x1X3X4)2, U3 = (x1xzx4)2, U4 = (x1x2x3) , Y; = [u;, X;] (1 ~ i ~4). Mais 
dans ce cas nous devons montrer que les relations (1) et (2) sont satisfaites. Nous pouvons 
remarquer d'abord que si i ,t. j, [u;, xJ = 1 car (u;) est le centre de Hn-{i}· Nous avons 
y11y1 2 = [xh ud[uh x12 1 = (xiuix1u1 1 )(u1x12u1 1x~2 ) 
1 1
= X1U1X1X1 2 U 1 XzX1X2 = X1U1X2X1U 1 XzX1X2 
-1 
= X1X2U1X1U1 X2X1Xz. 
Remplac;ons u1 par sa valeur (x2x3x4)2: 
2 2 
y 1 1 y~2 = X1Xz(XzX3X4) x!(X4X3Xz) XzX1X2 
= (X1X3X4)XzX~4x3Xz(X4X3X1)xz. 
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x 3Remarquons que x14 et X2 sont dans D. Comme l'on a, pour deux elements quelcon­
3ques a et b de D: ab = ba puisque (ab ) = 1, nous obtenons: 
y } 1 y~2 = X 1X3X4(X~4x 3X2X14x 3 )(X4X3X1)X2 
2
= (x 1X4X3)2x2(X3X4Xd X2 = [uz\ X2J = Yz\ 
et 
Y1
X2
=Y1Y2
-} 
· 
Des calculs semblables montrent que y1' = Y1Y3 et Yt4 = Y1Y:1; done les relations (1) 
et (2) sont satisfaites et A3 = (y1y2, Y2Y3, Y3Y4) dans ce cas. 
(E) Nous supposons dans ce numero que n = 5. Si j E 5, nous posons Gi =(X -{xi}). 
Alors (Gio D n Gi) est un couple Fischerien de largeur 1, dont le graphe C§i assode est 
discret et Bi = 0 3(Gi) est nilpotent de classe 2 ou 4. D'apres les realtions (4), il existe 
des elements a;,i dans IF3 tels que l'on ait, en posant Y!i,h.iJl.i = y;,;2;3i: si {i~o i2, i3, j, 
i4}= 5et si i1 <i2<i3: 
(5) 
Nous avons 
et, d'apres la structure deBs et notre maniere d'indicer, nous savons que 
Comme fjg3(B5)cZ(G) et Y1Y2. Y2Y3, Y3Y4 sont dans Z(G) nous obtenons a1.s=a2,s= 
a3,5 = a4,5· 
Dememe 
et pour la meme raison que ci-dessus 
1done, comme Y1Y2. Y2Y3, Y3Ys sont dans Z(G) nous obtenons: al,4 = a2,4 = a3.4 =-alA· 
Ensuite 
et 
fg3(B3) = (yf'·'y22·', y22·'y44·', y44·'y~'·' ), 
done a2,3 = a1,3, a4,3 = -a2,3• as,3 = a4,3; 
qg3(B2) = (yf1.2y~'·2, y~'·2y44.2, y44·2y~s.2) 
done a3,2 =-a 1,2, a4,2 = a3,2, as.2 = a4,2· 
donca2,1 =a3.1 =a4,1 =as,!· Enposanta1 = a2,1oa2 = a1,2, a3 =a1,3,a4 = a1,4etas =a1,5, 
nous obtenons les relations suivantes ou n'interviennent plus que les cinq parametres 
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- "'s - "'4Yz3s,J- Y1 , "'' Y34S,l = Yf 2 ;Y234,1- y I ' Yz4s,J-- Y1·, 
- as 
- "'4 - a,Y134,2- Yz , YBs,z-Yz, YJ4s.z- Yz·, Y34,s,z = Yz'; 
- "'s - "'4Ylz4,3- Y3 , Yl2s,3- Y3 , Y14S,3 = y3"'. Yz4s,3 = Y~'; (6) 
Y123,4 = y:s, Y12s.4 = y4"'', YBs,4=y4"''. Yz3s,4 = y;'; 
"' Ylz3,s = y5"'\ Ylz4.s = y5"'', Yl34,s = y5"' 2 , Yz34,s = Ys . 
Nous calculous maintenant de deux manieres z = [ul23, u14s]. Comme u123 et U14s 
soot deux elements de A~. zEA3cZ(G). D'abord z=[u!23,(X!X4Xs)2]= 
U!23(XtX4XsX!X4Xs)u!i3(XsX4X!XsX4XJ). Comme X! commute aU!z3, nous pouvons ecrire: 
Z = (XsX4U!23X4Xs)(X!X4XsU li3XsX4X J). 
Nous avons: 
_ -a.c;Xs _ ( -1 )as _ -asa 4 a 4+a 5XsX4U123X4Xs-y4 · ·xsU123Xs- Y4 Ys ·ys U123-y4 ·ys U!23· 
D'ul) autre cote 
done 
-a a +a a -a a +a -a4 a -a a o: ( )"4 ( -1 )"'5Z =y4 5 Ys 4 5 Y1 4 5 Y4 4 5 Ys =y1 4 5Y4 4 Ys 5 = Y1Y4 Y1 Ys • 
2Ensuite z = [(X!XZX3) , U!4S] = (X!X2X3U!4SX3X2XJ)(X3Xzu11sxzx3) pour Ia meme raison que 
ci-dessus. 
Des calculs similaires montrent que z=(yJy2)-"'2 (yJy31 )"'', d'ou Ia relation 
(YJYz)-"'2 (YJY3 1 )"''=(yly4)"'4 (Y11ys)"'5 Comme (YJYz, YJY3\ YIY4, YJYs1) est une base • 
de A 3, nous obtenons a 2 = a 3 = a 4=as= 0. En faisant les memes calculs avec z' = 1[u!23, Uz4s], nous obtenons z' = (y2 y4)"'4 (YzYst5 = (yJyz)"''(YzY3)"' et pour les memes 
raisons que ci-dessus: a 1 = a 3 = a 4=as= 0. 
II resulte immediatement de ces considerations que pour tout I c 5, /I/= 3, u1 est 
central dans G. 
(F) Nous revenons au cas general. No us avons, en posant h;i = x;xi(l,;; i < j,;; n ), A = 
3 ,(h;i/l,;;i<j,;;n) et, si I={i~. i2, i 3}, u1 =[h;1 ; h;,;2 ]. Supposons que le sous-groupe 
C = (u1/I c n, /I/= 3) soit central dans G, done aussi dans A. Comme £t)(A) est le plus 
petit sous-groupe normal de A engendre par les commuatteurs des generateurs de A, 
nous voyons que £t) (A)= C est central dans G done A est nilpotent de classe 2 dans 
ce cas. 
En particulier ceci est vrai lorsque n = 5. 
(G) Supposons que n;:;,: 5 et que A soit nilpotent de classe 4. Alors il existe I c n, 
/I/= 3, tel que u1 ne soit pas central dans G d'apres le (F). 
Soient h, h dans n tels que /I u {h, jz}/ = 5. Si J =I u {h, jz}, X1 = {xi/j E J}, le sous­
groupe de G1 = (X1 ) verifie les memes hypotheses que G, mais il suffit de 5 elements de 
D pour l'engendrer. D'apres le (F), 0 3 ( G1 ) est nilpotent de classe 2, done u1 commute 
aXj, et aXj,· Comme h etait arbitraire dans n- I et comme U[ commute aXj si j E I, nous 
voyons que u1 est central dans G, contradiction. 
On montre maintenant que dans !'Hypothese 6.2, Ia condition "A= £t)(G) est nil­
potent" est superftue. 
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THEOREME 6.4. Soit (G, D) uncouple Fischerien de largeur 1 dont le graphe associe 
est discret. Alors on a l'une des possibilites suivantes: 
(1) G est isomorphe au groupe diedral D 3 d'ordre 6; 
34(2) G est isomorphe au groupe de M. Hall: 0 3 (G) est nilpotent declasse 4, IDI = et 
IGI = 2·310 ; 
(3) 0 3 ( G) est nilpotent declasse 2 et d'exposant 3, ~ (03 ( G))= Z (03 ( G))= <1>(03 ( G))= 
Z(G). 
PREUVE. Elle repose sur le resultat suivant, du a L. Beneteau (cf. Theoreme 1.1 
de [1]). Tout couple Fischerien (G, D) de largeur 1 et de type fini est fini, ou "(G, D) 
est de type fini" s'il existe un sous-ensemble fini de D qui engendre G. 
II en resulte immediatement que si (G, D) est un couple Fischerien de largeur 1, le 
groupe 0 3(G) est localement nilpotent. 
Supposons que le graphe CfJ assode a (G, D) soit discret et que G ne soit isomorphe 
ni au groupe diedral D 3 , ni au groupe de M. Hall. 
Si G est fini, no us avons le resultat: 0 3 ( G) est nilpotent de classe 2. 
Si G est infini, en faisant le meme raisonnement que dans le (6) de la preuve du 
Theoreme 6.3 et en utilisant Ia remarque initiale, nous avons le resultat: 0 3 (G) est 
nilpotent declasse 2 et les proprietes de l'enonce sont vraies (Corollaire 5.6). 
7. REMARQUES 
(1) L. Beneteau ne fait qu'enoncer son resultat. On pourra trouver une demonstration 
dans [10]. Elle utilise le resultat suivant, du a J. P. Soublin [12]: Tout quasigroupe 
distributif de type fini est fini. 
(2) Lorsque le graphe CfJ n'est ni discret, ni complet, des examples construits par L. 
Beneteau [1] et J.D. H. Smith [11] montrent que la classe de 0 3 (G) n'est pas bornee. 
II serait interessant d'etudier la structure de CfJ et de Aut CfJ dans ce cas. 
Je tiens a remercier le Referee qui a suggere que le theoreme 6.3 devait etre vrai. 
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