Abstract. By reversing the time variable we derive a stochastic representation for backward incompressible Navier-Stokes equations in terms of stochastic Lagrangian paths, which is similar to Constantin and Iyer's forward formulations in [6] . Using this representation, a self-contained proof of local existence of solutions in Sobolev spaces are provided for the incompressible Navier-Stokes equation in the whole space. In two dimensions, an alternative proof to global existence is also given. Moreover, a large deviation estimate for stochastic particle trajectories is presented when the viscosity tends to zero.
Introduction
The classical Navier-Stokes equations describe the evolution of velocity fields of an incompressible fluid, and takes the following form:
∂ t u + (u · ∇)u − ν∆u + ∇p = 0, t 0,
where column vector field u = (u 1 , u 2 , u 3 ) t denotes the velocity field, p is the pressure and ν is the kinematic viscosity. When the viscosity ν vanishes, the above equation becomes the classical Euler equation:
∂ t u + (u · ∇)u + ∇p = 0, t 0,
which describes the motion of an ideal incompressible fluid. The mathematical theory about Navier-Stokes equations and Euler equations has been extensively studied and the existence of regularity solutions is still a big open problem in modern PDEs. Recently, Constantin and Iyer [6] presented an elegant stochastic representation for incompressible Navier-Stokes equations based on stochastic particle paths, which is realized by an implicit stochastic differential equation: the drift term is computed as the expected value of an expression involving the stochastic flow defined by itself. More precisely, let (u, X) solve the following stochastic system:
Keywords: Backward Navier-Stokes Equation, Stochastic Representation, Inviscid Limit, Large Deviation. 1 where B t is a 3-dimensional Brownian motion, P is the Leray-Hodge projection onto divergence free vector fields, and ∇ t A t denotes the transpose of Jacobi matrix ∇A t . Then u satisfies equation (1) with initial data u 0 . One of the proofs given in [6] is based on a stochastic partial differential equation satisfied by the inverse flow A. By using this representation, a self-contained proof of the existence of local smooth solutions is provided in [10, 11] .
Let (u, p) solve (1) . Notice that if we make the time change:
u(t, x) := −u(−t, x),p(t, x) = p(−t, x) for t 0, thenũ satisfies the following equation (called backward Navier-Stokes equation here):
The purpose of the present paper is to give a slightly different representation forũ by using backward particle paths. More precisely, let (ũ, X) solve the following stochastic system
Thenũ satisfies backward incompressible Navier-Stokes equation (4). Intuitively, by reversing the time, the starting point is changed as the end point. Hence, representation (5) is essentially the same as (3). But, equation (5) is easier to be dealt with mathematically since the unpleasant term A = X −1 which usually incurs extra mathematical calculations does not appear in (5) . Such a representation will be proved in Section 2. It should be noted that representations (3) and (5) are useful in numerical computations (cf. [12] ).
We also mention other stochastic formulations for incompressible Navier-Stokes equations. In [7] , a representation formula for the vorticity of three dimensional NavierStokes equations is given by using stochastic Largrangian paths, however, there is no a self-contained proof of the existence given there. In [14] , Le Jan and Sznitman used a backward-in-time branching process in Fourier space to express the velocity field of a three-dimensional viscous fluid as the average of a stochastic process, which then leads to a new existence. In [3] , basing on Girsanov's transformation and Bismut-Elworty-Li's formula, Busnello introduced a purely probabilistic treatment to the existence of a unique global solution for two dimensional Navier-Stokes equations, where the stretching term disappears, and the non-linear equation obeyed by the vorticity has the form of FokkerPlanck equation. Later on, Busnello, Flandoli and Romito in [4] carefully analyzed an implicit probabilistic representation for the vorticity of three dimensional Navier-Stokes equations, and a local existence was given. In that paper, much attentions were also paid on a probabilistic representation formula for a general system of linear parabolic equations. In [3, 4] , an interesting probabilistic representation for the Biot-Savart law was given and analyzed so that they can recover the velocity from the vorticity by probabilistic approach. More recently, Cipriano and Cruzeiro in [5] described a stochastic variational principle for two dimensional incompressible Navier-Stokes equations by using the Brownian motions on the group of homeomorphisms on the torus.
In Section 3, we shall give a self-contained proof of local existence in Sobolev spaces. The proof is based on successive approximation or fixed point method as in [10] . Therein, Iyer considered the spatially periodic case and worked in Hölder continuous function spaces. When Sobolev spaces are considered, we have to overcome the difficulty due to the non-closedness of Sobolev spaces under pointwise multiplications and compositions. It seems to be hard to exhibit the same proof in Section 3 for representation (3) due to the presence of A = X −1 . A key point in the proof lies in that the flow map x → X t,s (x) preserves the Lebesgue measure invariant.
In Section 4, we shall give an alternative proof to the global existence of two dimensional Navier-Stokes and Euler equations in the whole space.
Let (u ν , X ν ) denote the solution of (5). In Section 4, as ν goes to zero, an asymptotic probability estimate of X ν in diffeomorphism group is presented by the well known large deviation estimate for stochastic diffeomorphism flows.
Stochastic Representation of Backward Incompressible Navier-Stokes Equations
We begin with some notational conventions. Fix d 2 and put
, the Jacobi matrix of X is given by
We use ∇ t X to denote the transpose of ∇X.
denote the space of k-order continuous differentiable vector fields on R d with the norm:
where D α denotes the derivative with respect to the multi index α.
Let {X t,s (x), t s 0} solve the following SDE
where B t := {B k t , t 0, k ∈ N} is a sequence of independent standard Brownian motions on some probability space (Ω, F , P). Thanks to (6), the diffusion operator associated to equation (7) is given by L t g ≡ ν∆g + (u t · ∇)g. We first prove the following result.
and
Then w ∈ C 1,2 ((−∞, 0) × R d ) satisfies the following backward Kolmogorov's equation:
Proof. Let g be a twice continuously differentiable function satisfying
For h > 0, by Itô's formula we have
From this, it is easy to see that
Noticing that
. Thus, by the independence of X t−h,t (x) with X t,0 (x), we have
we deduce lim
By (9) we have lim
Moreover, a simple limit procedure also gives
Combining the above calculations, we conclude that
Equation (8) now follows (see [9, p.124] for more details).

Remark 2.2. A more general Feynman-Kac formula for a deterministic system of parabolic equations was given in [4]. However, the proof is simpler in our case. In representation (3), if we define
, then w t also satisfies (8) with f = 0(see [6, p.343 
, (4.5)]).
Basing on this theorem, we can give a stochastic representation for backward NavierStokes equation on (−∞, 0] as in [6] .
Suppose that σ satisfies (6) , and (u, X) solves the stochastic system:
where P is the Leray-Hodge projection onto divergence free vector fields, and Λ 
Then u satisfies the backward incompressible Navier-Stokes equation:
Conversely, if u solves backward Navier-Stokes equation (12) , then u is given by (11).
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Proof. First of all, let
By Theorem 2.1, w(t, x) = w t (x) solves the following backward Kolmogorov's equation:
In view of u = Pw, we may write w = u + ∇q. Substituting it into equation (14), one finds that
where
Conversely, let (u, p) solve (12) . As above, if we define w by (13), then w satisfies equation (14) . We need to show that u = Pw, or equivalently, for some scalar valued function q v := w − u = ∇q. By (14) and (12), v solves the following equation:
Let
Then g solve the following equation(cf. [9] ):
Taking gradient for both sides of the above equation yields
By the uniqueness of linear equation (15), v = ∇g.
A Proof of Local Existence in Sobolev Spaces
With a little abuse of notations, in this section we use p to denote the integrability index since we shall only study equations (10) and (11) in this section. For k ∈ N 0 and
) with respect to the norm:
where · p is the usual L p -norm, and ∇ j is the j-order gradient operator. Note that
) and the following Sobolev's embedding holds:
where c = c(p, d). Below, we shall use c to denote a constant which may change in different occasions, and whose dependence on parameters can be traced carefully. Let W
be the local Sobolev space on R d . We introduce the following space of transformations of
where P is the Leray-Hodge projection onto divergence free vector fields.
Remark 3.2. P = I − ∇(−∆) −1 div is a singular integral operator which is bounded in L p spaces for p ∈ (1, ∞)(cf. [16] ).
We now prepare several lemmas for later use. 
Proof. (i) First of all, we have
Noting that
we have
Hence, by (16) we get
which yields by combining with (19)
The higher derivatives can be estimated similarly.
(ii) It follows from (20) and (16) . 
) and all X ∈ X k,p preserving the volume invariant,
Proof. (i) Since X preserves the volume invariant, we have
Observe that for k 2
(21) follows by (16) and (23).
(ii) In view of
we have by (16)
Similarly,
which gives (22). 
Proof. Noting that
By Gronwall's inequality, we obtain
From (27), an elementary calculation shows that det(∇X t,s ) = exp
So, x → ∇X t,s (x) preserves the volume invariant. Now, Higher derivatives can be estimated similarly step by step.
, and X,X solve SDE (7) 
Proof. We have X t,s (x) −X t,s (x) = s t (u r (X t,r (x)) −ũ r (X t,r (x)))dr = s t (u r (X t,r (x)) − u r (X t,r (x)))dr + s t (u r (X t,r (x)) −ũ r (X t,r (x)))dr. ∇(X t,r −X t,r ) p dr, which yields the result by Gronwall's inequality again.
We are now in a position to prove the following local existence result. 
