Abstract
Introduction
Inverse kinematics in general means finding the joint variables of the robot required to reach the desired position and (or) orientation of a specific point or frame of the robot, for example the frame attached to the end effector [1] [2] [3] . In most industrial applications the analytical inverse is used, but the analytical solution to the inverse kinematics problem only exists for manipulators with special architecture.
For general architectures, e.g. redundant manipulators [4] , the differential inverse kinematics algorithm should be used that calculates the required joint velocities for the desired end effector velocities using the inverse of the analytical Jacobian of the manipulator's forward kinematics map. However, the inverse kinematics problem is burdened with singular configurations, in which the Jacobian matrix becomes singular. Singularities get great attention in the literature, analysis of singularities of robot manipulators is done e.g. in the works of Donelan [5, 6] and Kieffer [7] .
Generally singularities are either avoided [8, 9] , or they are handled using numerical methods. Avoiding singularities results in robot motion that neglects some part of the workspace, and the utilization of singular configurations (e.g. gaining mechanical advantage in singularities) becomes impossible if singularities are avoided.
A popular way to handle singularities is to use the MoorePenrose pseudoinverse J  ( J J  ) −1 of the Jacobian J and modify the term J J  by adding λI with I being the identity matrix of appropriate size to make it invertible. This method is called the Damped Least Squares (DLS) method and used widely in the literature [10] [11] [12] [13] [14] . The main disadvantage of this method is that it regularizes the (J J  ) term instead of the Jacobian itself so the inverse will not be full rank, as it will be shown in Section 3.
Another significant numerical method that works by slightly modifying the calculation of the inverse of the Jacobian is the Levenberg-Marquardt (LM) method [15] . A modified LM method was proposed by Sugihara [16] , and it was shown that it has better performance than the numerical inverse kinematics schemes with similar complexity.
However, the LM method also regularizes the J J  term in the pseudoinverse, so the inverse mapping is not guaranteed to be full rank, similarly to the case when the DLS method is applied.
In this paper a method is discussed that handles singularities in the inverse positioning problem of serial revolute joint manipulators by regularizing the task Jacobian. The regularization of the inverse positioning problem of planar manipulators has already been discussed [17] , while the spatial case was discussed in [18, 19] . The regularization method regularizes directly the task Jacobian and not its pseudoinverse, so the inverse mapping is guaranteed to be full rank, and motion in singular direction can be generated by the inverse kinematics schemes using the regularized Jacobian. The conditions of regularizability are given, and the numerical properties of the regularized Jacobian are investigated.
In order to regularize the Jacobian, one needs a regularization vector. A theorem is given that helps finding the regularization vector, and a suitable regularization vector is given for elbow manipulators. The regularization of the inverse positioning problem of an elbow manipulator is demonstrated symbolically and numerically.
The mathematical background used in the work is briefly summarized in Section 2. The robot kinematics is described using the Lie algebra of rigid body motion. The positioning problem is discussed in Section 3, where we introduce the end effector Jacobian that is the analytical Jacobian of the forward kinematics map formulated using the Lie algebra of rigid body motion, and we discuss the singularities and the concept of regularization.
The regularization method is generalized to the spatial case for manipulators with three revolute joints in Section 4. Note that manipulators with three revolute joints will be called 3R manipulators, while manipulators with n revolutejoints will be called nR manipulators throughout the paper. We give bounds on the singular values of the regularized Jacobian. We use these bounds to give a stable closed-loop inverse kinematics (CLIK) algorithm [20] in Section 5.
We carry out simulations on an elbow manipulator performing tasks in which the manipulator has to move in and out of typical singular configurations. We use the CLIK algorithm [20] with the proposed regularization method, the DLS method and the modified LM method [16] . We show that only the proposed method can move out of the initial singular configuration if the manipulator has to move in a singular direction. For comparison purposes, the simulation is repeated with the initial configuration being regular, so that the DLS and LM methods give evaluable results. In this case, the proposed method gives similar results like the DLS and LM methods.
Kinematics
In this section we give a brief overview of the mathematical background of the work that can be found in [1, 2] . We define the Lie group of rigid body motions and its Lie algebra that consists of the generators of the motion. We connect the Lie group and Lie algebra to the robotics problem by describing the forward kinematics and forward velocity kinematics of the serial robots using these tools.
Lie group and Lie algebra of rigid body motions
In robotic applications we are interested in rigid body transformations consisting of rotations and translations. Rotations are often represented as matrices describing the transformation between orthonormal right-handed coordinate frames, thus matrices representing rotations are from the Special Orthogonal matrix group SO ( 3 ) = {R ∈  3×3 : R R  = I, detR = 1} endowed with the matrix product as group operation. Translations are usually represented by three dimensional vectors. Thus a rigid body transformation can be described by a pair (R, p) with R Î SO(3) describing the rotation and p Î  3 describing the translation. In order to represent rigid body transformations as linear transformations, the homogeneous coordinates are used, i.e. the pair (R, p) is represented as the matrix
We will also use the notation g = H (R, p) emphasizing that the homogeneous matrix represents the rotation R and translation p . The matrix H (I, p) with I being the 3× 3 identity matrix thus represents a pure translation, while H (I, 0) represents a pure rotation. Matrices g = H (R, p) form the Special Euclidean group SE
endowed with the matrix product as group operation. The groups SO(3) and SE(3) are both Lie groups, thus they are differentiable as a manifold, so we can talk about their infinitesimal generators. Rotations can be written in the form of a matrix exponential R t = exp( ) ω , with ω being a 3× 3 skew-symmetric matrix, and t being a real number. In this sense, the skew-symmetric matrices generate the Special Orthogonal group, and form the special orthogonal Lie-algebra so( )
with the Lie-bracket being the standard matrix commutator ω ω ω ω ω ω
There is an isomorphism [21] (invertible linear transformation respecting the Lie-bracket) between the Lie-algebra of so(3) and the Lie-algebra of  3 with the cross product as the Lie-bracket. This isomorphism is given by 
Following the convention of Murray et al. [1] , we will use the notation ω for vectors in  3 , and ω for skew-symmetric matrices resulting from the vector ω using the isomorphism (2) . Note that if ω is created from a unit vector ω , then R t = exp( ) ω is the matrix describing the rotation around the axis ω with the amount of t radians.
Rigid body transformations can also be written as a matrix exponential g t = ( ) exp ξˆ, with matrices ξˆ in the form 
The isomorphism is given by
Similar to the convention in Murray et al. [1] , we will use the notation ξ for the vector ( v  , ω  )
 and ξˆ for the matrix created from ξ defined by the isomorphism (5). We will call the vector v the linear velocity generator, the vector ω the angular velocity generator, while ξ the generator of the rigid body motion. In screw theory the generators ξ are called twists [1] , in line geometry, they are called the Plücker coordinates of a line [2] , with ω being the direction vector of the line, and v being the moment of the line. In the remaining of the paper, we do not consider general screw motions, only work with translational and rotational generators, i.e. either ω = 0 , or if
Changing the coordinates of a generator ξ can be carried out using the Adjoint transformation. If the generators are written as matrices, then the motion generator ξˆ after the coordinate
If the generator is written as a vector, then the motion generator ξ after the
The Adjoint transformation is a Lie-algebra automorphism [21] , i.e. it is an invertible linear transformation between identical vector spaces that respects the Lie-bracket. It follows that the matrix in (6) is always full rank for any transformation g = H (R, p)  SE(3) .
Serial manipulator kinematics
In robotics, the generators can be used to describe the motion of the joints of a manipulator. Choose a reference (fixed) coordinate frame, called the spatial frame. We will write every quantity (if not stated otherwise) in this spatial frame. Choose a joint configuration of the manipulator in which the joint variables will be zero. We call this configuration the home configuration following Murray et al. [1] . Note that this configuration is called the reference configuration in Selig's book [2] . Assign a motion generator to each of the joints using the following rules:
• If the joint is a rotational joint, its direction vector is the unit vector ω , and q is an arbitrary point on the joint axis, then its motion generator is ξ
• If the joint is a prismatic joint, its direction vector being the unit vector v , then its motion generator is
be the homogeneous transformation matrix defining the transformation between the spatial frame and the frame attached to the end effector of the manipulator in the home configuration. Let the manipulator have n joints, let ξ i be the motion generator and θ i be the joint variable of the ith joint for i = 1, 2,…, n , and let θ = ( θ 1 , θ 2 , … , θ n )
 . Then the transformation between the spatial frame and the end effector frame is defined by the product of exponentials formula
This formula is the solution to the forward kinematics problem.
The motion generators of the manipulator given in this way also define the relationship between the joint velocities and the velocities (ν 0 , ω 0 ) in the home configuration: .ˆˆ( 10)
The angular velocity ω 0 defined in (8) is the angular velocity of the frame attached to the end effector of the manipulator, however the linear velocity ν 0 given in (8) is not the linear velocity of the end effector, but the linear velocity of the (not necessarily real) point of the rigid body moving through the origin of the spatial frame, also being emphasized in Murray et al. [1] . Thus the range space of the spatial manipulator Jacobian is the linear velocity of the point at the origin of the spatial frame and the angular velocity of the end effector frame both defined in the fixed spatial frame.
If we transform the motion generators into the frame attached to the end effector, we get the body manipulator Jacobian that can be calculated using the Adjoint transformation as
with g(θ ) being the solution of the forward kinematics problem in the joint configuration θ given by (7) . The range space of J b is the linear velocity of the end effector frame origin and the angular velocity of the end effector frame, both defined in the end effector frame.
The positioning subproblem 3.1 The task Jacobian
A typical problem in robotics is to find the joint variables necessary to reach the desired end effector position. The problem can be solved locally in terms of velocities: given the desired end effector velocity, one needs to find the required joint velocities. The problem can be solved using the linear velocity generators assigned to the joints. The linear velocity generator component of a motion generator ξ will be denoted by ξ V , and the matrix of linear velocity generator components of the Jacobian J s will be denoted by J V s , that consists of the first three rows of J s . The linear velocity generators of the columns of the spatial manipulator Jacobian describe the linear velocity of the point at the origin of the spatial frame and not the linear velocity of the end effector frame. However, for the inverse positioning task, the linear velocity generators of the end effector frame are needed. This problem can be solved in two ways: either use the body Jacobian, however in this case every velocity has to be given in the end effector frame, or use the action point transformation [17] to redefine the action point of the velocity generator.
Let ξ be a motion generator associated to a robot joint (i.e. some column of the spatial Jacobian), and p be the position vector of a point on the rigid body moved by the robot joint. Then 
provided that ξ ν ω = , ( ) Using the action point transformation, we define the end effector Jacobian J e , whose columns are the linear and angular velocity generators of the end effector frame given in the spatial frame. If p(θ) is the position vector and R(θ) is the matrix describing the orientation of the end effector frame in the joint configuration θ given in the spatial frame, then the end effector Jacobian can be calculated as configuration (trivial singularity), e.g. translation parallel to the joint axis of a planar manipulator. This singularity can be excluded by the appropriate formalization of the task space.
In the first two cases, motion in singular direction is possible, however the solution of (16) does not contain motion component in that direction, so motion in singular direction can not be generated as the solution of the system of equations.
A typical solution to overcome singularities is to use the Moore-Penrose pseudoinverse of the task Jacobian to solve the system of equations (16), i.e. calculate the joint velocities as
and regularize the term J J  by adding the distortion term λI . The resulting pseudoinverse is J  (J J  + λI) −1 , and this is called the Damped Least Squares (DLS) method. However, application of the DLS method does not necessarily result in motion in singular direction, since the mapping J  (J J  + λI) is still rank deficient. This can be shown by using the theorem on matrix product ranks: the rank of a matrix product can not be greater than the rank of the terms in the product, so the rank of the inverse mapping can not be greater that the rank of J . As a consequence of this rank deficiency, if the desired end effector velocity is a vector from the singular direction, then the DLS method will generate no end effector motion. The direction is singular in the initial configuration of the robot (at t = 0), and the arm has to take a −π ⁄ 2 turn in its first joint to make motion in the desired direction be possible, so the joint path of θ 1 is discontinuous at the singularity (at t = 0). 
Regularization of the inverse positioning problem
However, if the matrix J was regularized instead of the term J J  , then the inverse mapping would be full rank. A regularization method was proposed in [17] for the inverse positioning problem of planar manipulators that regularizes the task Jacobian. The concept of the regularization lies in perturbing the action point of the velocity generators by virtually translating the end effector in the direction r at the distance γ . The infinitesimal motion of the new point will be approximately the same as the infinitesimal motion of the original end effector point, however its linear velocity generators will be linearly independent.
Fig . 4 shows the concept of the regularization for the planar case. Fig. 4 (a), shows the planar manipulator, q 1 and q 2 being points on the two joint axes of the manipulator, the joint axes being perpendicular to the plane of the robot, p(0) being the position vector of the end effector in the home configuration, and l 1 and l 2 being the lengths of the segments of the robot. The linear velocity generator assigned to a joint and the point p(0) can be geometrically visualized as a vector with its direction vector being the tangent of the circle on which the joint moves the point p(0) at the point p(0) , and its magnitude being the distance of the point p(0) and the joint axis. The linear velocity generators of the end effector assigned to the joints are the ν 1 and ν 2 vectors in Fig. 4(b) . In this example, the points q 1 , q 2 and p(0) are collinear, thus the linear velocity generators ν 1 and ν 2 are parallel. The singular direction is perpendicular to the linear velocity generators, represented by the vector pointing in the − x direction in Fig. 4 
(b).
However, if the end effector point is replaced in the direction r at distance γ as in Fig. 4 (c), then the linear velocity generators of the new point (the red point in Fig. 4(c) ) will be linearly independent. If the new point is considered to be rigidly attached to the end effector, then the infinitesimal motion of the perturbed point will be approximately the same as the infinitesimal motion of the end effector. This method is called the regularization method [17] , and the Jacobian containing the linear velocity generators of the new point is the regularized Jacobian J reg . This Jacobian can be used instead of J to solve (16) .
In the spatial case, the regularization can be defined similarly: the action point of the linear velocity generators of the end effector Jacobian is translated in the direction r at the distance γ to get the regularized Jacobian
Note that with the V subscript we denote choosing the linear velocity generator components, i.e. the first three rows of the matrix (or a generator ξ ). We will also use the Ω subscript to denote choosing the angular velocity generators, i.e. the last three rows of the matrix (or a generator ξ ).
The regularizability in the spatial case is further analyzed in the next Section. 
is full rank. Since the subscript V in (19) denotes choosing the linear velocity generators, we only have to consider the resulting linear velocity generators while calculating J reg . The action point transformation considering only linear velocity generator of the result acts as in (13), thus the regularized Jacobian can be written as 
and introducing the notation J Ω e × r to denote columnwise vector product, i.e. 
we can write the regularized Jacobian as Determining the regularization vector for a given problem is crucial if we want to carry out regularization according to (19) . Next, we prove, that the regularization vector needs to have a component from the image space of the task Jacobian.
Theorem 2.
Any regularization vector has a component that is in the image space of the task Jacobian.
Proof. Since the regularized Jacobian is
its range space has the property
where ∪ is the subspace union. Suppose indirectly, that r ∉ Ran J V e . Note that this implies r ≠ 0 , since the zero vector is element of every subspace. Since J Ω e × r is orthogonal to r , r ∉ Ran ( J Ω e × r ) , and r ∉ Ran J reg follows because r is not in any subspace on the right-hand side of (27). This implies that J reg is not full rank, that contradicts with the statement that r is a regularization vector. W
In the following theorem we give a necessary condition for regularizability.
Theorem 3.
If the task Jacobian of a 3R manipulator is regularizable, then the end effector Jacobian is full rank.
Proof. Since the regularized Jacobian by definition is
it can be written as 
Since the rank of J reg can not be greater than the minimum of the rank of the matrices in the right-hand side of (29), and rank π V = 3 , while rankAd H(I,−γr) = 6 (since Ad is an automorphism of six-dimensional vector spaces), and rank J e ″ 3 ≤ 3, the rank of J reg is rank min rank Ad r ank
So rank J reg = 3 implies that rank J e = 3 . W
There are three classes of 3R manipulators whose spatial (i.e. three-dimensional) inverse positioning problem is never regularizable. The first class consists of the planar manipulators that can only move in a plane, the second class consists of the manipulators with all the three joint axes intersecting in a point and the third (not necessarily disjoint from the previous) class consists of manipulators that have their end effector frame origin on the last joint axis. The positioning subproblem of these manipulators is always two-dimensional [22] , thus we exclude these manipulators from further analysis. Note that the manipulators with intersecting joint axes or with their end effector frame origin being on the last joint axis are usually used to solve the inverse orientation problem [22] . The task Jacobian of the 3R manipulators that do not belong to the excluded classes may be regularizable with the appropriate choice of the regularization vector. Proof. The linear velocity generator is v 3 p = ω 3 × (p − q 3 ) (by the definition and the application of the action point transformation [17] ), where q 3 is a point on the joint axis, but since v 3 p = 0 , the equality ω 3 × (p − q 3 ) = 0 holds. This equality means that λ ω 3 = (p − q 3 ) for any λ Î  3 , that can be rearranged to get p = λ ω 3 + q 3 , which means that p is on the third joint axis. The opposite direction of the proof is done by reversing the proof. W So if the end effector frame origin is not on the last joint axis, then v 3 e ≠ 0 . Next we investigate the kernels of the Jacobian J V e in the following two Lemmas.
Lemma 1.
The joint axes of a 3R manipulator intersect at the same point if and only if there exists a point such that if this point is considered the end effector point p(θ) , then the end effector Jacobian is J V e = 0 .
Proof. If the joint axes of the manipulators intersect at some point q 1 (θ ) = q 2 (θ ) = q 3 (θ ) : = q(θ) in the joint configuration θ Î  3 , while the end effector position is chosen to be p(θ ) : = q(θ) , then the linear velocity generators are defined by
so the linear velocity generators are all zero, thus J V e = 0 . Suppose that there exists a point such that J V e = 0 in the joint configuration θ Î  3 if that point is chosen to be the end effector point. Let this point be p(θ) . Since J V e = 0 , this implies that (32)-(34) hold. So for every joint i ∈ {1, 2, 3} , either
is on the i th joint axis, since q i (θ) is on the ith joint axis. So p(θ) is a point on all joint axes, thus the joint axes intersect in the same point that is exactly p(θ) . W The consequence of this Lemma is that the rank of the task Jacobian is always greater than zero if the joint axes of the manipulator do not intersect at the same point, and this property is invariant of the action point transformation.
Next we show, that if the end effector Jacobian is full rank, then there is no nonzero vector that is in the kernel of both J V e and J Ω e .
Lemma 2.
If J e is the end effector Jacobian of a 3R manipulator, and rank J e = 3 , then there exists no nonzero τ ∈  3 , such that τ ∈ Ker J V e and τ ∈ Ker J Ω e .
Proof. Suppose indirectly, that there exists a nonzero τ ∈  3 , such that both τ ∈ Ker J V e and τ ∈ Ker J Ω e hold. Since the end effector Jacobian is 
which implies that J e is not full rank, that is a contradiction. 
An invariant bilinear form of the special Euclidean Lie-algebra is the reciprocal product ξ ξ ω ω
The reciprocal product is nondegenarate, i.e. there exists no nonzero ξ' such that ξ'  ξ = 0 for every ξ ∈  6 . The reciprocal product of two rotational generators is zero if and only if their axes of rotations are parallel or they intersect in a point [2] . 
with  denoting the reciprocal product defined by (38). Note that if the 3R manipulator is a planar manipulator (all joint axes are parallel), or all of its three joint axes intersect in the same point (the manipulator is spherical), then Q = 0 . However Q = 0 may also occur if two of the joint axes are parallel, while the third joint axis intersects the other two joint axes, which is the case e.g. if an elbow manipulator is in a corank two singular configuration (in a configuration where the rank of the Jacobian drops by two, see e.g. the second manipulator in Fig. 5 , or the manipulator in Fig. 6 ).
Lemma 3.
The Q matrix has the following properties:
Proof.
1) The determinant of the matrix (39) can be written as 
2) If any element of the Q matrix is not zero, then it has two columns with different coordinates that are zero (because of the zero diagonal of the matrix), and different coordinates that are nonzero (because of the nonzero element of the symmetric matrix), so they are linearly independent, which implies that the rank of the matrix is at least two. W Proof. Let P S be the orthogonal projection to the subspace S , then dim S ≤ 2 implies rank P S ≤ 2 . The variables λ restricted to S are P S λ , so the equation < Qλ, λ > = 0 restricted to S can be written as
Introducing Q S = P S  Q P S , the quadratic equation restricted to S becomes < , >= . Q S λ λ 0 (42) Since Q ≠ 0 is symmetric with zero diagonal, its rank is at least two by Lemma 3, while rank P S ≤ 2 , so by the rank nullity theorem and the property of product rank, 1 ≤ rank Q S ≤ 2 . Moreover, Q S is also a symmetric real matrix, so its eigenvalues are real, and it is diagonalizable, i.e. it can be written in the form = ± − is that is the set of two lines passing through the origin.
W
The matrix Q can be zero if all the joint axis are parallel, all the joint axis intersect at the same point, or some joints intersect and are parallel, but not all. The latter situations are depicted in Fig. 5 .
For the manipulator in the top of Fig. 5 , the geometrical parameters can be chosen as ω 1 = (1, 0, 0 
 . Direct calculation yields that the task Jacobian is 
whose rank is one. It can be easily shown, that the other two manipulators in Fig. 5 also have rank J V e = 1 . Note that if the end effector points are relocated appropriately, then the task Jacobians may have rank greater than one even with reciprocal joints. Theorem 5. Suppose that a 3R manipulator is not planar, its joint axes do not meet in a point and the end effector frame origin is not on the third joint axis. Then the inverse positioning problem of the manipulator is regularizable in the current joint configuration if and only if its end effector Jacobian J e is full rank in that configuration.
Proof. If J V
e is regularizable, then J e is full rank because of Theorem 3, so only the other direction needs to be proved. Suppose that J e is full rank. Then the regularized Jacobian is
which is regular if and only if
implies λ = 0 . It will be proved, that there exists r ∈  3 and γ ∈  , such that (49) holds if and only if λ = 0 . Note that λ = 0 is a trivial solution, and throughout the proof, all nonzero λ will be analyzed, and it will be shown, that if λ ≠ 0 , then for suitably chosen r ∈  3 and γ ∈  , (49) Let λ V ∈ Ker J V e . This implies that the left-hand side of (51) is J V e λ V = 0 , so ensuring ( J Ω e λ V ) × r ≠ 0 guarantees that (51) does not hold. Since the joint axes of the manipulator do not intersect at the same point, dimKer J V ≤ 2 by Lemma 1. However, because of Lemma 2, J Ω e λ V ≠ 0 for any nonzero λ V ∈ Ker J V e . Since Ker J V e is a subspace, and its dimension is not greater than two, the set { J Ω e λ V : λ V ∈ Ker J V e } is a plane, a line or a point containing the origin (in the last case it is the origin itself, however it only happens in the trivial λ V = 0 case). If there exists λ V ≠ 0 , then r needs to be chosen such that it has a nonzero component perpendicular to { J Ω e λ V : λ V ∈ Ker J V e }, that implies ( J Ω e λ V ) × r ≠ 0 , and (54) yields γ = 0 (by substituting  λ λ := V ). So if there exists λ V ≠ 0 , and r has a nonzero component perpendicular to { J Ω e λ V : λ V ∈ Ker J V e } , then choosing γ ≠ 0 guarantees that (51) does not hold for any nontrivial λ V ∈ Ker J V e . Let S = (Ker J V e ) ⊥ be the orthogonal complement of Ker J V e , i.e. S is a subspace of  3 , S ∪ Ker J V e =  3 and every vector from S is orthogonal to every vector from Ker J V e . Thus any vector from  3 can be written as λ = c V λ V + c S λ S , with λ V ∈ Ker J V e , λ S ∈ S for some c V , c S ∈  .
Suppose that dimKer J V e = 2 . This yields that dimRan J V e = 1 and dim S = 1 , thus the set { J V e λ S : λ S ∈ S} is a one-dimensional subspace (a line passing through the origin) in the image space of J V e . However r also has a component in the image space of J V e because of Theorem 2, and since the image space is one-dimensional, J r V e S λ , ≠ 0 for any nonzero λ S ∈ S and nonzero r ∈  3 , thus (52) can not hold for any nonzero λ S ∈ S. Since J V e ( c V λ V + c S λ S ) = c S J V e λ S , this concludes the proof if dimKer J V e = 2 . Now examine the case when dimKer J V e < 2 . Note that if Q = 0 , then the manipulator has the architecture and joint configuration as one of the three examples in Fig. 5 , thus rank J V e = 1 yielding dimKer J V e = 2 if the end effector points are located the same way as in Fig. 5 . If the manipulator has the same architecture and joint configuration as one of the examples in Fig. 5 , but the end effector point is located such that the rank of the task Jacobian is greater than one, then the end effector point can be relocated to have rank J V e = 1 , so we get the dimKer J V e = 2 again. The vector we used to relocate the end effector point then can be subtracted from the regularization vector to get the same manipulator architecture after the regularization. So without the loss of generality, we may assume that if dimKer J V e < 2 , then Q ≠ 0 . Notice that because of the definition of matrix transpose, (53) can be rearranged to get
Since in a homogeneous quadratic form the matrix can be replaced with its symmetrical part, (55) can be written as 
Since dimKer J V e = 1 implies dimRan J V e = 2 , and dim S = 2, the set { J V e λ S : λ S ∈ S} ⊆ Ran J V e is a two-dimensional subspace, while r ∈ Ran J V e is a vector in the image space of J V e , the set  λ S for which (58) holds is a one-dimensional subspace, lying in Ran J V e being orthogonal to the vector ( J V e )  r . Since  λ S is a one-dimensional subspace, it is a line passing through the origin. Identify  λ S with the direction vector of this line. Thus condition (57) needs to be examined only on the two-dimensional subspace spanned by the vectors  λ S and λ V . Let this subspace be denoted by  S . The solution of the quadratic equation (57) restricted to  S by Lemma 4 is either two lines, one line, or a point, all containing the origin. If there is a nontrivial solution (two lines or one line), then let  λ be the set of the unit direction vectors of the lines. Then if γ is chosen such that (54) does not hold for this  λ , then (51) does not hold, and this concludes the proof if dimKer J V e = 1 .
Suppose that dimKer J V e = 0 . In this case dim S = 3 , and r can be chosen arbitrarily. Let r ∈  3 be fixed. Then the condition (52) 3 and a number γ ∈  , the question arises that how efficient the regularization is. In the following Theorem, we give bounds on the singular values of the regularized Jacobian.
Theorem 6.
Let L be the length of the 3R robot arm in a fully extended state. The σ largest singular value of the regularized Jacobian can be upper bounded and the σ smallest singular value of the regularized Jacobian can be lower bounded as
provided that the regularization vector is a unit vector.
Proof. Since the columns of the regularized Jacobian have the form v i + γ ω i × r , with ω i being a unit vector, and r is also a unit vector, the length of v i is not greater than L , while the length of γ ω i × r is not greater than γ , the length of the vector
This implies that the absolute value of the coordinates of the columns of the regularized Jacobian can not exceed √ _____ L 2 + γ 2 , thus both the maximal absolute value column sum and maximal absolute value row sum of the matrix
that can be found e.g. in the work of Turkmen and Civciv [23] , 
holds, and substituting (63) results in
(66) W According to Theorem 6, the smallest singular value of the regularized Jacobian is lower bounded by the absolute value of its determinant divided by a term quadratic in γ as shown in (60). We will show in the following theorem that the determinant of the regularized Jacobian is at most quadratic in γ . 
Proof.
The columns of the regularized Jacobian are 
Using the following property of the determinant, i.e. 
The result is acquired with the application of some identities from vector algebra, and by introducing the notation
W Using the expressions (60) and (67) in Theorems 6 and 7, one may search the γ ∈  and r ∈  3 pairs that maximize the smallest singular value of the regularized Jacobian. However, we will not discuss this maximization problem in this paper.
Application of the regularization for stable CLIK algorithm
In this section we discuss the application of the regularization method in the closed-loop inverse kinematics (CLIK) algorithm In the work of Falco and Natale [20] it was shown that this algorithm is asymptotically stable if the following three assumptions are true
For the remainder term r θ θ ,  ( ) in the first-order Taylor-series approximation of the positioning problem
it is true, that ∃ > : ∀ ∈ , ,
and the conditions
are satisfied with ′ = δ δ β . Note that the norms used in the assumptions and conditions are 2-norms.
We will show that with the application of the regularization, it can be guaranteed that the assumptions are true if the task Jacobian of the manipulator is regularizable. By Theorem 6, the largest singular value of the regularized Jacobian can be upper bounded, implying that
is a sufficient upper bound for the largest singular value of J reg (i.e. the 2-norm of the matrix J reg ) that is a positive finite number if γ is finite, so the first assumption is satisfied. Using the lower bound for the smallest singular value of the regularized Jacobian, it can be shown, that
is a sufficient lower bound for the smallest singular value of
 that is a nonzero positive number, since det J reg is not zero if the task Jacobian can be regularized and r ∈  3 and γ ∈  are chosen appropriately.
The second order approximation [5] of the positioning problem is (83) that is a finite number, and independent of the regularization, so the third assumption is also satisfied. The condition number of J reg ( J reg )  is upper bounded by
and thus
Since these numbers are all finite if det J reg ≠ 0 , the gain parameter α can be chosen such that the CLIK algorithm (73) is stable.
Application of the regularization on an elbow manipulator
Consider an elbow manipulator in the singular home configuration in Fig. 6 . The geometric parameters of the manipulator are The end effector Jacobian in the home configuration is 
The task is to move in the − z direction to the point d 1 = (0, 0, l 1 + l 2 / 2)  (similar to the motion in Fig. 1 ), then move in the x direction to the point
 (similar to the motion in Fig. 2) , then move back to the initial singular configuration to the point d 3 
The CLIK algorithm is run for 100 iterations, in the first 25 iterations the desired end effector position is d 1 , in the next 25 iterations, the desired end effector position is d 2 , and in the last 50 iterations the desired end effector position is d 3 , i.e. 
and the parameter γ is calculated as 
Since the second and third joint axes are parallel in every joint configuration, this yields that ω 2 × ω 3 = 0 and ω 2 = ω 3 in every configuration, thus β simplifies to Note that in the first case ( θ 3 = 0 ), the manipulator is fully extended, while in the latter case ( θ 3 = ± π ), the manipulator is folded back.
In these configurations β = 0 , however α ≠ 0 may hold. So examine the value of α , when r × ω 1 = 0 , so we can suppose that r = ω 1 . The value of α is
Utilizing that ω 
Using the identity  , so there exists a γ ∈ R such that det J reg ≠ 0 that concludes the proof. W The CLIK algorithm is also carried out using the DLS method and the modified LM method. When the DLS method is used, the pseudoinverse of the Jacobian is calculated as
with λ = 0.1 and I being the 3 × 3 identity matrix. For the gain parameter the value α = 0.5 is used.
The update law for the joint variables using the modified LM method [16] 
with
and the matrices W e and W n are chosen as W e = I and
0 001 following the recommendations from the paper of Sugihara [16] .
In the first case, the simulation is initiated at the θ = (0, 0, 0)  home configuration. The resulting joint paths, joint velocities and path tracking errors of the CLIK algorithm are in Figs. 7, 8 and 9 respectively. The dashed lines correspond to the results of the CLIK algorithm using the proposed regularization method, the dotted lines correspond to the results of the CLIK algorithm using the DLS method, and the dash-dot lines correspond to the results of the CLIK algorithm using modified LM method.
Since the initial position error is e(0 ) = (0, 0, − 0.5)  (see Fig. 9 ), the error vector is in the singular direction, and only the CLIK algorithm using the regularization method can generate joint motion. The CLIK algorithms using the DLS and LM methods does not generate any joint motion during the simulation process (see Fig. 8 ).
Only the CLIK algorithm using the proposed regularization method is able to generate motion in singular direction. In the beginning of the simulation, motion in the singular − z direction is needed. This is the singularity of the planar subassembly of the manipulator, so this situation is similar to the one in Fig. 1 , where motion in singular direction requires infinite joint velocities. However, the algorithm is able to generate motion in singular direction with finite joint velocities, as it is shown in Fig. 8 . At the 25 th iteration step, the desired end effector position is changed such that the manipulator has to move parallel to its second and third joint axes, similar to the situation in Fig. 2 . This type of singularity results in discontinuous joint path, however Fig. 7 shows that the algorithm generates joint motion with continuous joint paths. After the 50 th iteration, the end effector of the manipulator is moved back to the p(0) initial position. This movement is done by extending the planar subassembly of the manipulator (joint variables θ 2 and θ 3 are approaching zero), and the first joint is not moved back to the initial joint configuration. The tracking errors in Fig. 9 show that the algorithm is stable, and zero tracking error is reached after relatively small number of iterations if the regularization method is applied. Note that the tracking errors of the DLS and LM methods are the differences of the actual desired end effector position and the initial end effector position, since they generate no motion.
In order to compare the regularization method to the DLS and LM methods in a situation when they generate joint motion, the simulation is run in a second scenario where the initial configuration of the manipulator is the θ = (0.1, 0.1, 0.1)  nonsingular joint configuration. In this case all of the methods generate motion, since the initial tracking error does not coincide with a singular direction. The resulting joint paths, joint velocities and tracking errors are in Figs. 10, 11 and 12 respectively. Fig. 12 shows that the path tracking error of all of the methods converge to zero, so they are stable, and solve the inverse kinematics problem, however Fig. 10 shows that the DLS method converges slowly to the d 3 singular end effector position. It can be observed from Figs. 12 and 11 that the regularization method has faster convergence than the other methods while the amplitudes of the joint velocities are in the same range. The regularization and DLS methods find the same joint configurations for the solution of the inverse kinematics problem, however the LM method over-rotates the first joint after the 25 th step, and finds the solution θ 1 = 3π / 2 instead of θ 1 = π / 2 , resulting in much greater joint speeds. In conclusion, if the initial joint configuration is nonsingular, all of the methods generate a joint path that is the solution of the inverse kinematics problem with similar properties, however if the initial joint configuration is singular, and the tracking error is in the singular direction, only the regularization method could generate joint motion.
Conclusion
The spatial inverse positioning problem of robot manipulators can be regularized, if the manipulator is capable of motion in the singular direction. After excluding the manipulator classes that can only move on surfaces, we can conclude that the spatial inverse positioning problem of a robot manipulator can be regularized, if its end effector Jacobian (or the spatial or body manipulator Jacobian) is full rank. This can be generalized easily for redundant robot manipulators, one only has to find a suitable 3R subassembly of the manipulator whose end effector Jacobian is full rank.
The application of the regularization guarantees that the task Jacobian is full rank, thus the inverse mapping used in the CLIK algorithm is also full rank. The singular values of the task Jacobian depend on the regularization vector and the γ parameter of the regularization. The appropriate choice of these parameters result in good numerical properties of the task Jacobian.
The formula for the determinant of the regularized Jacobian helps us find the appropriate choice of the regularization vector. This task becomes easy if the manipulator has special geometry, as it was the case with the elbow manipulator. Following the technique shown in this paper, the regularization vector may be constructed for other manipulators possessing special architecture as well.
The combination of the results with the stability theorem of the CLIK algorithm showed that with the application of the regularization technique, stable CLIK solutions can be acquired even if the manipulator has to face singular configurations. Simulation results showed that the regularization method generates motion in singular directions as well, opposed to the conventional numerical regularization techniques, like the DLS method or the LM method.
