In the first part of this paper (I -Description and application), an automated, stepwise and analyst independent process for the selection and validation of calibration models was put forward and applied to two model analytes. This second part presents the mathematical reasoning and experimental work underlying the selection of the different components of this procedure. Different replicate analysis designs (intra/inter-day and intra/interextraction) were tested and their impact on test results was evaluated. For most methods, the use of intra-day/intra-extraction measurement replicates is recommended due to its decreased variability. This process should be repeated three times during the validation process in order to assess the time stability of the underlying model. Strategies for identification of heteroscedasticity and their potential weaknesses were examined and a unilateral F -test using the lower limit of quantification and upper limit of quantification replicates was chosen. Three different options for model selection were examined and tested: ANOVA lack-of-fit (LOF), partial F -test and significance of the second-order term. Examination of mathematical assumptions for each test and LC-MS/MS experimental results lead to selection of the partial F -test as being the most suitable. The advantages and drawbacks of ANOVA-LOF, examination of the standardized residuals graph and residuals normality testing (Kolmogorov-Smirnov or Cramer-Von Mises) for validation of the calibration model were examined with the last option proving the best in light of its robustness and accuracy. Choosing the correct calibration model improves QC accuracy, and simulations have shown that this automated scheme has a much better performance than a more traditional method of fitting with increasingly complex models until QC accuracies pass below a threshold.
Introduction
Choosing an appropriate calibration model is an important part of quantitative method validation. The analyst has several choices to make: forcing the calibration through the origin, choosing a weighting factor and selecting model order (e.g., quadratic or linear). Recommendations as to how to make these choices are frequently vague and do not address all necessary decisions [1, 2, 3, 4] , although some recent papers have begun to address these issues [5, 6, 7, 8, 9 ].
The first decision concerns which experimental design to employ to obtain the replicates necessary for data analysis. The goal is to mimic the process used in the production setting once validation is complete. It was shown in the first part of this paper that seven or more replicates are beneficial to improve the accuracy of model selection. One must also consider whether replicate measurements should be performed on different days or not, and with samples extracted separately or several injections of the same extract. Some sources suggest the use of an inter-day/inter-extracts setup [2, 10] , but this recommendation does not appear to be supported by a reasoned decision based on mathematical concepts or experimental results.
An option available to the analyst is to force the calibration through the origin. Although no paper actually advocates this procedure and some explicitly discourage it [2, 5, 10] , this is a software option available and has been used in papers [11, 12, 13] . This practice therefore needs to be clearly addressed.
The absolute error of replicate measurements can be independent of concentration (homoscedastic data) or scale with concentration (heteroscedastic data) [5, 14] . Regression minimizes the sum of squared error (difference between the measured values and predicted values) by selecting optimal calibration coefficients (slope(s) and intercept). When regression is performed on heteroscedastic data, greater importance should be given to the data with the smaller absolute error [15] . Choosing the proper weighting level from the common options (uniform weighting ["no weight"], 1 /x or 1 /x 2 ) is an important part of obtaining a calibration robust to normal changes in individual measurement values [7, 15, 16] . Whereas SWGTOX guidelines points toward the use of residuals graph to select proper weighting [2] , others use different tests to confirm the presence of heteroscedasticity [5, 6, 17] and select the proper weighting factor [7] .
Model order selection is frequently necessary since non-linear behavior is expected with some methodologies (e.g., LC-MS/MS). Appropriate calibration models capture the systematic behavior of the instrument's response but do not model the random error. Excessive model order ("overfitting") results in inclusion of the random error in the model and actually reduces accuracy when the model is used [18] . This topic has been covered more thoroughly in the literature than weight selection, with suggestions of using the analysis of variance lack-of-fit (ANOVA-LOF) [2, 6, 18] , residuals graph [2, 5, 10, 15] , partial F -test [18] and significance of the second-order term [2, 6, 18] for appropriate model order selection.
Once the calibration model is selected, a good but often overlooked step is to val-2 idate that the model describes only the systematic behavior of the data. ANOVA-LOF [2, 5, 6, 10, 14, 18, 19] and examination of the residuals graph [2, 10, 15] have been suggested as methods for validating final calibration models.
In the first paper, we outlined a generalized method for selecting and validating a calibration model. The procedure first tested for heteroscedasticity using an F -test on the lower limit of quantification (LLOQ) and the upper limit of quantification (ULOQ) measurements. Weight selection was performed using variance evaluation to examine which weighting (no weight, 1 /x or 1 /x 2 ) produced the smallest spread in weighted normalized variances. A partial F -test was then used to select the model order (quadratic or linear). Finally, the model was validated through testing the residuals for normality (Kolmogorov-Smirnov (KS) or Cramer-Von Mises (CVM) test). This procedure is an automated, analyst-independent approach to selection and validation of calibration models.
In choosing each part of this procedure, the main considerations were accuracy of the result, robustness, ease of use, mathematical soundness and how adequately it fit with real situations faced in toxicological analyses. In this paper, the different procedures tested are detailed. The mathematical reasoning justifying the selected procedures, buttressed by experimental work with 50 analytes quantified by LC-MS/MS are presented.
Materials and methods

LC-MS/MS quantification
Fifty analytes were spiked in bovine blood at concentrations of 5, 10, 15, 50, 75, 100, 400, 500 and 1000 ng/mL to produce a set of calibration standards. The analytes were obtained from Cerilliant (Round Rock, TX, USA) and belonged to the benzodiazepine, opiate, cocaine and amphetamine families and are listed in Supplemental Data 1. Amphetamine-
and codeine-D 3 (Cerilliant) were used as internal standards for the analytes (concentrations and internal standard assignation are available in Supplemental Data 1). Sample preparation and analysis details can be found in the "Materials and methods" section of the accompanying paper. This method has been validated according to ISO 17025 and CAN-P-1578 guidelines and is currently used as a routine quantification method. Although in the first paper, seven measurement replicates were found to improve the success rate, we present here data collected in accordance with current SWGTOX guidelines which dictate five measurement replicates. To generate inter-day, inter-extraction data, a set of standards was extracted and analyzed in the same day for 5 different days. To generate intra-day, inter-extraction data, five aliquots of the set of standards were extracted separately and injected on the same day. To generate intra-day, intra-extraction data, a set of standards was extracted and five injections of the extract were performed on the same day. Finally, inter-day, intra-extraction data were generated by extracting one set of standards and injecting an aliquot of the extract each day for 5 different days. Data analysis was performed with Multiquant TM (AB Sciex, Framingham, MA, USA).
Simulated data sets
The procedure used to generate simulated data sets for the six different calibration models was described in the "Materials and methods" section of the accompanying paper.
Heteroscedasticity testing
The procedure and calculations used to perform an F -test for heteroscedasticity testing were described in the "Materials and methods" section of the accompanying paper.
Tests for weight selection 2.4.1. Examination of the variance graph
A plot of the variance as a function of the concentration was generated for each analyte. The variance for the five measurements at each concentration level was obtained in Excel 2010 (Microsoft, Redmond, WA, USA) by the formula = V AR.S(M easurements). Constant variance across the calibration range indicated unweighted regression, while a linear increase in variance indicated 1 /x and a parabolic increase indicated that a 1 /x 2 weighting factor should be selected [5, 7, 10] . Weight selection was thus based on visual inspection of the graph by the analyst.
Variance evaluation
The procedure and calculations used to perform the variance evaluation for weight selection were described in the "Materials and methods" section of the accompanying paper.
Tests for model order 2.5.1. Analysis of variance lack-of-fit
Coefficients for linear (
) equations were obtained for each analyte using the data for all replicates (n = 45). The mean square for the pure (or experimental) error (MS P E ) was first calculated by [18] MS
where SS P E was the sum of squares of the pure error, dof P E was the number of degrees of freedom of the SS P E value, W i was the weighting applied at the i th concentration level (e.g., a 1 /x weighting at the 5 ng/mL concentration level will be 1 /5 = 0.2), y ij was the j th measurement at the i th i concentration level, y i was the average of all measurements at the i th concentration level, n ij was the total number of measurements (9 concentration levels Ö 5 replicates = 45 measurements) and k was the number of concentration levels (maximum value of i, here 9).
The mean square for the lack-of-fit (MS LOF ) was then calculated by
where SS LOF was the sum of squares of the lack-of-fit, dof LOF was the degrees of freedom of the SS LOF value,ŷ i was the predicted measurement at the i th concentration level (obtained by inserting the concentration in the calibration equation) and z was the number of regression parameters (z = 3 for quadratic models and 2 for linear models).
The F value was obtained through
and the probability (P ) associated with the F statistic was calculated using the Excel
For each analyte, these calculations were performed for the quadratic and linear calibration models. The P quad (P -value for the quadratic model) was compared with the P linear , and the model order with the largest P -value was retained for calibration.
Partial F -test
The procedure and calculations used to perform a partial F -test for selection of model order are described in the "Materials and methods" section of the accompanying paper.
Tests for validation of the chosen model 2.6.1. Standardized residuals graph
Standardized residuals were calculated for each measurement by [20] 
where s eij was the standardized residual for the j th measurement at the i th concentration level,ŷ i was the predicted measurement at the i th concentration level, s e was the estimate of the standard deviation of the residuals and h ij was the leverage value for observation ij.
The estimate of the standard deviation of the residuals se was calculated by
where z was the number of regression parameters, i.e., z = 2 for linear regressions or 3 for quadratic regressions.
The leverage value for each observation h ij was calculated by
where x ij was the concentration associated to the measurement y ij , n was the total number of measurements and x was the average concentration over all standards measured (9 concentration levels x 5 replicates = 45 concentration values).
All standardized residuals were then plotted against their concentration level (i) [2] . If the calibration model is appropriate, the residuals should be distributed randomly around the y = 0 line [15, 21] .
Analysis of variance -lack-of-fit
The ANOVA-LOF procedure can be used as a test for both model order and model validation. Once a model order had been chosen using the procedure presented above in Section 2.5, the P -value could be (re-)used to validate the calibration model. A Pvalue above the 0.05 threshold indicated that the error attributable to the LOF was not significant compared with the experimental or pure error [15] ; therefore, the model was validated. A P -value below 0.05 marked an LOF error significantly larger than the experimental error; the model used was therefore not an adequate fit to the experimental data.
Normality of the residuals
Calculations for testing the normality of the standardized residuals will not be detailed here since they are beyond the scope of this paper and require a specialized knowledge of statistics [22] . However, a general description of the operations performed is provided here. Readers interested in a fuller understanding can consult the R scripts available in Supplemental Data 3 of the first paper which details all calculations.
When the chosen calibration model accurately describes all systematic trends in the data, the residuals correspond to pure random error. This means the residuals should be randomly distributed around zero (i.e., follow a normal distribution). Thus, normality testing of the residuals is an appropriate means of validating a calibration model [21] . This approach is conceptually similar to the standardized residuals plot, but produces a definitive, analyst-independent result.
To evaluate whether the residuals are normally distributed, the distribution function of the residuals is compared with the distribution function obtained from the expected normal distribution (see Figure 1) .
A distribution function plots the proportion of data points that are smaller or equal to all values present in the distribution. Normally distributed residuals produce a sigmoidal distribution curve. In Figure 1a for example, at residual = 0 (when the experimental data value = predicted value by the model), the normal distribution function has y = 50%; therefore, 50% of all the residuals are smaller than or equal to 0. Two commonly used statistics exist to estimate whether there is a significant difference between the expected (normal) distribution and the experimental distribution of the residuals: CVM and KS. The CVM statistic is the integral of the squared difference between both distribution functions, meaning the area between both curves as seen in Figure 1b [22] . The KS statistic is the maximal vertical distance observed between both distribution functions, as shown in Figure 1c [23] .
Once the test statistic is obtained for the experimental residuals data set, a P -value needs to be calculated. It represents the probability of obtaining a statistic of that value when the residuals are indeed normally distributed. The distribution of the CVM and KS statistics is governed by complex laws. The best approach is therefore to estimate those distributions using a bootstrap approach [24] . Briefly, this numerical method synthesizes large numbers of residuals data sets by employing resampling of the experimental residuals [25] . Then, y ij values associated with these synthetic residuals sets are utilized to determine parameters b 0 , b 1 and b 2 , which in turn permit the calculation of residuals.
Since these residuals are derived from bootstrapped data, they are pseudo-residuals. The CVM or KS statistic from each set of pseudo-residuals is then calculated. Inclusion of a correction factor is necessary when calculating the results of the CVM or KS laws from pseudo-residuals [26] . Using a large ensemble (here, 1000) of the derived CVM or KS statistic allows the probability of observing the experimental statistic to be determined.
Results and discussion
Raw data necessary and replicate analysis
Validation guidelines from the Scientific Working Group in Toxicology (SWGTOX) state that "at least six different non-zero concentrations" should be used to choose the calibration model, but that additional calibration levels may be required to characterize properly higher order models [2] . This is a generally agreed upon standard [1, 4, 27] .
Regarding the number of replicate measurements necessary for an adequate calibration model selection and validation process, the SWGTOX suggests that "a minimum of five replicates per concentration is required" [2] . Other authors suggest increasing the number of replicates up to nine [6] . In the opinion of the authors, in the context of method validation in toxicology, seven replicates is a good compromise between adequate statistical test performance and the amount of work that must be done in the laboratory (see results for the simulated data in the first paper). It is important to understand that with larger %RSD, more replicate measurements are needed before the estimation from the data converges to the real variance value.
The SWGTOX guidelines suggest that an experimental setup using inter-day and inter-extraction replicate analysis should be used [2] . However, using such a setup results in an increased variability in the data compared with an intra-day and/or intraextraction setup. The less robust the method is, the more this is true. Good analytical methods aim to curb this inter-day and interextraction variability by instrument maintenance and suitability tests as well as the use of stable isotope-labeled internal standards. Despite all of these measures, it is expected that there will always be some inter-day and interextraction variability left. The problem with this increased variability is that, when it is included in the calibration, it can mask patterns in the data, such as quadraticity. This will result in a higher mis-selection rate for the order of the model. It is important to point out that this is not a failure of this particular algorithm for the selection of the calibration model. Masking of the patterns occurs in the data set itself, and any calibration model selection scheme will suffer from this.
The purpose of any calibration model selection scheme is to find out the model underlying the data generated in production. Therefore, the authors suggest that calibration model selection should be performed on data obtained with an experimental setup that represents what will occur during that production process. If the method states that two series of standards are to be extracted and analyzed with each batch to create the calibration curve (intra-day, inter-extraction), then this is the data that should be used for selection of the calibration model during the validation process. More often than not, the method calls for one series of standards to be extracted and analyzed (sometimes in duplicate) with each batch to create the calibration curves. This was the case with the LC-MS/MS method presented here. In this situation, intra-day, intra-extraction data should be used to select the calibration model.
In our algorithm, pattern masking through increased variability creates problems on two fronts: the test for model order selection and the test for validation of the chosen model. Both showed a lower performance due to increased variability introduced by the inter-day/ inter-extraction setup.
Using simulated quadratic data sets, we observed that increased variability can result in a masking of the quadratic nature of the data. A data set that is, in fact, quadratic can therefore be identified as linear when performing the partial F -test for selecting model order. The experimental design combining inter-day/inter-extraction data can therefore incorporate systematic variability, which is then treated mathematically as random error during regression. Therefore, any improvement afforded by a quadratic fit can be obscured by the artificially large variability of the measurements and mask the underlying nature of the data. An increased variability will have no impact when the instrument's pattern of response is linear, since the null hypothesis of the test is that the model is linear. These predictions are demonstrated by the experimental results obtained. When intra-day, intra-extraction data were used, the partial F -test concluded that a quadratic model should be used for 47 out of 50 analytes (Supplemental Data 1). On the other hand, this number dropped to 40, 43 and 41 out of 50 when intraday/inter-extraction, inter-day/intra-extraction and inter-day/inter-extraction data are used, respectively. This phenomenon was confirmed using simulated data based on experimentally obtained calibration curves (see Supplemental Data 1 of the first paper). These results show that as the variability (%RSD) increases in quadratic models with greater variability at the high end of the curve ( 1 /x or 1 /x 2 weighting), the success rate of the partial F -test for order selection drops when the curvature is weak, as expected.
Similarly, normality testing of the residuals can have a hard time pinpointing the inadequacy of a model when the apparent variability of the measurements is increased by using inter-day/inter-extraction data. Departures from normality would have to be much greater to be considered significant. Therefore, a model that would be identified as incorrect using intra-day, intra-extraction data could justifiably be validated if an interday and/or interextraction data set is used, which would mean an inadequate model would be missed by the test.
That being said, we do need to consider sources of variability that might change the instrument's pattern of response over time if we want to select a robust model that can be used over a long time period. The way to do this is not to use inter-day/inter-extraction data, as one might first think. Rather, the procedure for selection and validation of a calibration model should be performed multiple times throughout the whole validation process (which will most likely span two or more months). A minimum of three times is recommended by the authors, taking care to change (as appropriate) analysts, instruments, standard lots, spiking matrix lots, etc. If all procedures choose the same calibration model, it is a robust model and should be kept for future analyses. In our 9
experience, when results alternate between linear and quadratic model and there is no instrument stability issue, then it is because results of the partial F -test are near the threshold (P -value is near 0.05), and often the curvature of the quadratic equation is small (quadratic term is close to zero). In this situation, both models would give similar results in terms of accuracy and precision, and we recommend that the simplest model (linear) should be used.
To summarize, we recommend the use of intra-day/intra-batch data (if this is the calibration scheme that will be used in production) in order to obtain the most accurate selection of the calibration model as possible, and repetition of this selection process over three different days to take into account the inter-batch/inter-day variability. Using inter-batch and/or inter-day data to feed to our calibration model selection and validation scheme is possible, however, the user has to be aware that some tests will have a lower performance as a result.
Forcing a calibration equation through the origin
Several data analysis packages offer the option of forcing the calibration function through the origin. In principle, the reasoning behind this option is that the signal is expected to be zero when the concentration is zero. However, the SWGTOX states in their validation guidelines that "the origin shall not be included as a calibration point" [2] which we agree is the correct approach. Forcing the calibration function through the origin means creating data that have not been measured. Although theoretically, the calibration function is expected to go through the origin, there can be several valid reasons why it may not do so experimentally. These reasons may vary from technique to technique but would include blank contamination, undetected non-linear behavior near the blank, insufficient background/baseline removal etc. Additionally, it is in conflict with the other statistical approaches used to choose and validate a calibration model, since it artificially modifies the error at the low end of the calibration curve and alters the calibration coefficients. Due to these mathematical concerns, the approach of forcing a calibration function through the origin was not used and is not recommended.
Heteroscedasticity testing
With heteroscedastic data, the observed variance and the interrelated precision of the measurement change across the concentration range. In standard least-squares regression, the "best fit" occurs when the sum of the squared errors between the data and the calibration function is minimized. In a heteroscedastic situation, the data with the largest variance will make the largest contribution to the sum of the squared errors and dominate selection of the coefficients -which is opposite to what is appropriate. Reliability of the parameter estimates will be reduced [15] . This problem can be largely "overcome by introducing weighting factors inversely proportional to the variance" [15] . This scaling increases the contribution to the squared error of the high precision data and reduces the contribution of the low precision data when establishing the calibration coefficients.
The presence of heteroscedasticity can be tested in different ways via the F -test, Cochran, Hartley and Bartlett tests [6] . The F -test was chosen for its simplicity of application. It compares the variance of two groups of data, in this application the LLOQ and ULOQ [15] .
In many analytical chemistry experimental systems, there is a sound theoretical basis for heteroscedastic data [19, 28, 29] , which can mostly be simplified to two primary types of noise (variance): additive (constant) and multiplicative (scales with concentration). Methods where multiplicative noise is the dominant source of error will produce heteroscedastic data [29] . The expectation that the variance increases with concentration when using MS detection dictates that a unilateral F -test should be applied (alternative hypothesis being that the variance at the ULOQ level is greater than the variance at the LLOQ level).
Two situations can create false negatives when the F -test is applied this way. In the first case, the heteroscedasticity pattern is more exotic than what is expected in the simple multiplicative noise case and the variance is not significantly different at the ULOQ and the LLOQ but higher or lower in the center of the calibration range. This is extremely atypical of toxicology methodologies, and standard data analysis software should not be used in this situation since there is no appropriate weighting scheme. In any event, a quick examination of the variance plot, produced as a PDF document when the R script is run, should ensure that this situation does not go unnoticed.
The second situation that might produce a false negative would be the presence of an outlier at the LLOQ. This can artificially increase the observed variance at the LLOQ and mask the heteroscedasticity. Analysts should always be attentive to data points vastly different (4σ or more away from the rest of the group), and understand that inclusion will affect their results. Of course, if the selection and validation of calibration model analysis is repeated more than once during the validation process, then the probability that this issue would occur each time is extremely small.
All of the 50 analytes studied in the LC-MS/MS method tested positive for heteroscedasticity, with P -values from 2.2 × 10 −10 to 2.2 × 10 −4 (Supplemental Data 1). When large dynamic ranges are analyzed on LC-MS/MS, this type of heteroscedasticity is quite common [1, 30, 31, 32] .
Selection of weight
Once a data set had been shown to be heteroscedastic, the next step was to select an appropriate weighting factor. To correct completely for the heteroscedasticity issue, the inverse of the variance at each concentration level should be used as the weighting factor [15] . However, the variance typically follows set patterns across the calibration range: it increases in proportion to the concentration (x) or with the square of the concentration (x 2 ) [5, 10] . As these are the most common variance patterns, they are included as weighting options in almost all data analysis software. The use of the experimentally measured variance pattern (that might even vary over time) does not appear a good choice.
The first test option evaluated was visual examination of the variance plot by the analyst. This procedure worked well, but it was a manual, analyst-dependent process, which was exactly what we were trying to avoid with this new protocol. When analyzing data for the 50 analytes, the analyst often ended-up questioning his or her own weighting choice, especially hesitating between 1 /x and 1 /x 2 when outliers disturbed the trend in variance.
The second option considered was variance evaluation, where the weighting model with the smallest spread of normalized weighted variances was chosen. This test was automated and the result was analyst independent. Under this test, all 50 analytes were deemed to have 1 /x 2 (Supplemental Data 1). This result was expected given that samples were analyzed on an LC-MS/MS with calibrations spanning a few orders of magnitude [7, 10] . It is, however, interesting to note that removing a few upper calibration levels would obscure the power relationship and result in an apparently linear variance plot, therefore changing the weighting factor. Using the simulated data for different weighting factors gave a better idea of the performance of this test. The outcome, described in the "Results and discussion" section of the first paper, showed good test performance (2% failure) with 10 measurement replicates.
Selection of model order
In the SWGTOX guidelines for method validation, selection of model order is merged with validation of the model and tested with the examination of the standardized residuals plot [2] . However, it also stated that "there are other appropriate alternatives to evaluate calibration models (i.e., ANOVA-LOF test for unweighted linear models, checking for the significance of the second-order term in quadratic models, assessment of coefficient of determination for linear models)" [2] . We examined three different options for model order selection: ANOVALOF, significance of the second-order term and the partial F -test. Visual examination of the standardized residuals plot was not considered due to its manual, analyst-dependent nature.
The most common form of ANOVA-LOF test is intended for unweighted linear models, as stated by the SWGTOX [2] . However, in the version presented here, the calculations have been adapted to assess weighted models of n th order [18] . In this test, as with the standardized residuals, selection of model order is somewhat merged with model validation. The result is the selection of the model order based on comparison of two P -values. From a statistical point of view, this comparison is a precarious procedure. Statistical tests should be treated as having a binary outcome (acceptance or rejection of the null hypothesis). Moreover, the P -values are approximations and are therefore not exact values -especially in the extremes. For these reasons, comparing P -values that are nearly identical and/or are both at extreme values is not without risk. Nevertheless, when this procedure was applied to select model order, all but two analytes (naltrexone and phenylpropanolamine) were identified as quadratic models (Supplemental Data 1).
Calculations for the significance of the second-order term were not performed. The first thing to highlight is that calculations for this test are more involved than one might think [18] . An analyst might be tempted to establish confidence intervals of (± t × s /n) around the five b 2 values resultant from the five regressions, but this is a faulty strategy. Rather, calculation of the significance of the second-order term uses the variancecovariance matrix of the regression coefficients. Unfortunately, this test relies heavily on an assumption of normality, which is precarious. With the limited data sets obtained for selection and validation of the calibration model, it is probable that normality has not kicked off yet. A bootstrap approach could be used to circumvent this issue, but would require significantly more involved calculations. Taking into account all of these considerations, we have decided not to perform calculations for this test of model order selection and to select another test in the final procedure.
The partial F -test is conceptually and mathematically simple, more so than the ANOVA-LOF and significance of the second-order term tests. Three analytes out of the fifty were classified as linear using the partial F -test: hydroxy-alprazolam, naltrexone and phenylpropanolamine (Supplemental Data 1). This number was higher than with the ANOVA-LOF test because the partial F -test is more stringent against overfitting. Another advantage of this test was that it clearly separated model order selection from model validation, leading to a reduced degree of confusion. Given its several advantages over the other available tests, we decided to retain the partial F -test for model order selection.
Tests for validation of the chosen model
The main model validation metric test suggested by the SWGTOX is ANOVA-LOF [2] . This test was applied to the 50 analytes of the LC-MS/MS method (Supplemental Data 1). When using intra-day/intra-extraction data, ANOVA-LOF systematically rejected the chosen calibration model. Given the fact that the accuracies and precisions were acceptable for all analytes, this was, on the face of it, a surprising result. It turns out this test is very sensitive to experimental design, in particular the number of replicates and/or the number of calibration levels. As a result, it is difficult to produce a P -value above 0.05 given the typical variances observed in analytical methodologies. The excessive sensitivity of this test limits its practical applicability.
On the other hand, residual normality testing with either the KS or CVM test accepted the chosen calibration model for all 50 analytes. Between 0 and 2% of the simulated data sets saw their chosen calibration model rejected (see Table 2 of first paper). Simulated non-normal data sets (not shown) were also rejected. Therefore, this test can detect most problems with the calibration model, but is more robust than ANOVA-LOF.
Residuals normality testing is based on the same underlying principle as the examination of the standardized residuals graph, which qualitatively verifies the randomness of residuals. Again, the major issue with this visual technique is the lack of automation and the analyst dependency of the result. The problem is that the visual differences between a residuals graph with a distribution deemed normal by the CVM test and a residuals graph with a non-normal distribution can be very slim indeed (see Supplemental Data 13
2). Knowing the results of the normality tests, the analyst can, a posteriori, find reasons for why the calibration model for Analyte A was rejected and not for Analyte B (Supplemental Data 2), but these examples clearly emphasize the lack of rigor of the visual examination of standardized residuals plot and highlight the potential for analyst bias.
Residuals normality testing by KS or CVM was therefore selected for its bias-free, binary output which is a great advantage over subjective examination of the residuals graph. The drawback to this test is the complexity of the calculations involved, but the tool we have created with RStudio makes implementation of this test fairly easy.
Conclusions
The impact of different types of replicate analysis were evaluated. The use of interday/inter-extraction validation schemes was found to introduce inappropriate variability into the data set, which masked some underlying trends (quadraticity, departure from normality). It is therefore suggested that validation data should mimic what will be done in production (i.e., use intra-day/intra-extraction data where daily calibration with one set of standards is to be used in production). Ideally, the process of selection and validation of the calibration model will be repeated at multiple points in the global validation process.
Forcing the calibration function through the origin was not applied or tested due to its artificial alteration of the error and calibration coefficients.
Heteroscedasticity was evaluated through the unidirectional F -test applied using the LLOQ and the ULOQ calibration levels. Increasing variance with concentration was the overwhelmingly observed pattern and is encountered with many instrumental analytical methods, which justifies the general use of weighted regression methods.
Selection of the weight was found to be best performed through a variance evaluation. Examination of the variance graph was rejected because of analyst dependency.
The partial F -test was chosen to perform the selection of model order for its conceptual and mathematical simplicity and validity. ANOVA-LOF and significance of the second-order term were examined, but rejected because of their strong dependence on normality of the data, utilization of the dubious P -value comparison procedure and calculation complexity.
Residual normality testing was chosen as the calibration model validation procedure because of its robustness. ANOVA-LOF, the main alternative metric, is too sensitive to experimental design (replicates, calibration levels) to be truly useful. On the other hand, examination of the standardized residuals graph is not a bias-free approach.
Through examination of different testing alternatives, we have created a selection and validation procedure for calibration models that can be used in the overall validation of all quantitative methods in toxicology. This stepwise, bias-free method is a simple automated tool toward better calibration model selection.
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