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ABSTRACT

Visual Entrainment of Perception-Related Neural Oscillations as a Mechanism for Maintaining
Rhythmic Temporal Expectations Across a Wide Range of Frequencies
by
Michael James Gray

Advisor: Tatiana A. Emmanouil

Visual sensitivity fluctuates rhythmically, in-synch with ongoing, EEG-recorded neural
oscillations across a wide range of frequencies (~1-25hz). Some recent work has suggested that
these perception-related neural oscillations can be entrained by rhythmic visual stimulation.
Evidence is also emerging that the entrainment of ongoing oscillations in visual and auditory
cortices is involved in rhythmic temporal expectations. In the introduction chapter, I attempt to
bridge these bodies of literature and hypothesize that rhythmic visual stimuli automatically
entrain ongoing, perception-related neural oscillations and that this mechanism supports the
maintenance of rhythmic temporal expectations. Chapters 2 and 3 address this hypothesis from
different angles. In Chapter 2, we explored the role of the entrainment of ongoing delta (~1.5hz)
oscillations in a novel rhythmic temporal expectation task involving spatial attention.
Demonstrating the existence and functional relevance of visual entrainment, we found
widespread synchronization to an attended, lateralized, rhythmic stimulus which was modulated
by task performance. In Chapter 3, we tackled a different topic which has been the focus of
recent debate: whether the entrainment of alpha (8-13hz) oscillations is a unique type of
entrainment. Building on previous work, we tested behaviorally and electrophysiologically
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whether an individual’s peak alpha frequency can be shifted by rhythmic visual stimulation.
Despite finding evidence for alpha entrainment, we found no indication that this involved
individual alpha frequency (IAF). Our findings suggest that previous work should be
reconsidered within the hypothesized framework I have presented: that visual entrainment is not
a frequency-specific phenomenon. Chapter 4 explores a different topic because it was conducted
with my first PhD advisor. We tested the effects of slow and fast saccade pacing on baseline
saccade metrics and whether saccade pacing influences a phenomenon known as saccadic
adaptation. Saccadic adaptation is a calibration mechanism that ensures eye movements are
accurate despite structural and functional changes that occur during development and due to
injury. One notable finding was that faster-paced saccades resulted in greater saccadic
adaptation. The faster-paced saccade condition was also more rhythmic, suggesting that rhythmic
temporal expectations could have influenced this basic oculomotor calibration process. In the
concluding chapter, I integrate our findings with existing literature to argue that visual
entrainment creates rhythmic temporal expectations which are automatic, independent of
stimulus modality, and mechanistically different from other types of temporal expectation.
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Preface
Due to numerous adverse circumstances, the experiments presented in this dissertation (Chapters
2, 3, and 4) were conducted with three separate PhD advisors. Chapter 4 was conducted with my
first PhD advisor, Josh Wallman, who passed away in the Spring of my first year. Chapter 2 was
conducted with my second PhD advisor, John Foxe, who moved to a different university at the
end of my fourth year. Because of this, I elected to find a new mentor, Tatiana Emmanouil, with
whom I wrote the rest of the dissertation. As a result, the main chapters are not as seamlessly
connected as is typical of a dissertation. However, I have done my best to find underlying themes
in these works by synthesizing a variety of relevant literature in the introduction and conclusion
chapters (Chapters 1 and 5). It is important to note that my ideas and interpretations of the results
contained within Chapter 2 have evolved since it was published in 2015, and this is reflected in
how Chapter 2 is described in the introduction and conclusion chapters.
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Chapter 1 – Introduction
General Introduction
The field of cognitive neuroscience began more than a century ago when it was
discovered that a patient with a specific deficit in producing meaningful speech had suffered a
lesion to their left inferior frontal gyrus (Broca, 1865), which is now aptly called Broca’s area.
Since then, much progress has been made in mapping the neural correlates of different cognitive
processes. In the past several decades, technological advances have greatly accelerated this
progress and it has become clear that the brain is not just a set of compartmentalized functions
but rather is a richly interconnected network in which different cognitive functions are served by
distinct patterns of activity distributed across many brain regions (Bressler & Menon, 2010). At
all cortical stages of sensory processing, extensive feedforward and feedback connections exist
(Felleman & Essen, 1991), allowing the brain to quickly activate relevant structures while also
iteratively processing and integrating information. One way in which this iterative, distributed
processing is accomplished is via rhythmic fluctuations of neural excitability, known as
oscillations.
The importance of oscillatory activity has been demonstrated from the cellular to the
whole-brain level. Single cells have been shown to have preferred input rhythms at which they
most strongly resonate (Hutcheon & Yarom, 2000), rhythmic fluctuations in membrane potential
have been proposed to be a mechanism by which larger cell assemblies are activated (Stern et al.,
1998), and synchrony within and between macroscopic brain regions seems to be a likely
mechanism by which the brain efficiently allocates its limited resources to integrate the vast
amount of incoming sensory information into a coherent percept (Engel et al., 1992; Varela et
al., 2001). Population-level neural oscillations are readily measured with electroencephalography
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(EEG) and various frequency bands have been found to serve a wide range of functional roles in
perception and cognition (e.g. language comprehension: (Röhm et al., 2001), memory: (Düzel et
al., 2010), visual attention (Siegel et al., 2008; Gray et al., 2015), perception (Busch et al., 2009;
Mathewson et al., 2009). Abnormal oscillatory activity has also been found in numerous
psychiatric disorders (e.g. autism spectrum disorders: Cornew et al., 2012; dyslexia: Hämäläinen
et al., 2012; schizophrenia: Uhlhaas & Singer, 2010; attention deficit-hyperactivity disorder:
Woltering et al., 2012).
Recent work has demonstrated that visual perception fluctuates rhythmically, in-sync
with ongoing oscillations in the delta (0.5-4hz), theta (4-8hz), and alpha (8-13hz) frequency
bands. Other studies have provided evidence that ongoing oscillations in these frequency-bands
can be entrained by rhythmic visual stimulation. At theta and alpha frequencies, entrainment has
been shown to induce rhythmic fluctuations in perception, suggesting that perception-related
oscillations are involved in entrainment. Studies using delta stimulation frequencies have
suggested that entrainment is involved in maintaining rhythmic temporal expectations. This
dissertation seeks to unify these related findings and explores whether entrainment at delta, theta,
and alpha frequencies involves perception-related oscillations and serves as a general rhythmic
temporal expectation mechanism.
In Chapter 2 we validated the involvement of delta entrainment in rhythmic temporal
expectation using a temporal expectation task involving sustained spatial attention to one of two
lateralized rhythmic stimuli. We found that the entrainment response was surprisingly bilateral
and stronger on trials in which targets (a hesitation in the attended rhythmic stimulus train) were
detected. In Chapter 3 we examined the underlying neural substrate of alpha entrainment by
testing whether an individual’s peak alpha frequency (IAF) can be shifted by rhythmic
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stimulation in the alpha-band. We used a perceptual task known to correlate with IAF to test this
behaviorally and also measured changes in IAF in the EEG. Despite replicating the correlation
with the task and IAF, we found no behavioral or electrophysiological evidence that IAF was
shifted. We did, however, find that there was some persistence of flicker-locked oscillations after
offset of the flickering stimulus, suggesting that another spatially overlapping source of alpha
was entrained. Because persistence of flicker-locked activity after stimulation offset has been
found at other frequencies, our findings indirectly support the idea that alpha entrainment
involves the same mechanism as lower frequency entrainment.
Chapter 4 explores a slightly different topic because it was conducted with my first PhD
advisor. In this chapter we examined some basic metrics of saccades at two different pacings and
also whether a motor-learning process known as saccade adaptation is influenced by these pacing
conditions. In the concluding chapter (5), I discuss how the findings in Chapter 4 could be
related to increased rhythmicity of saccades in one of the pacing conditions. This discussion
allows us to speculate about how rhythmic temporal expectations in the brain can optimize overt
behavior.
In this introduction I will synthesize relevant literature to explore the idea that
entrainment is a general mechanism serving to maintain rhythmic temporal expectations that
involves ongoing perception-related oscillations across a wide range of frequencies.
What is Entrainment?
Studies utilizing rhythmic stimuli have operated under two different theoretical
frameworks: one body of literature assumes that rhythmic stimulation induces a synchronization
of ongoing, already active oscillating neural populations, aka entrainment. A separate body of
literature assumes that rhythmic stimulation evokes repetitive neural activations to each stimulus
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event, referring to the response as the steady-state visual evoked potential (SSVEP). The latter
studies tend to use rhythmic stimuli as a way of ‘tagging’ multiple stimuli and studying nonoscillatory aspects of sensory or cognitive processing. The former studies, on the other hand, use
rhythmic stimuli to study the dynamics of oscillations and their associated functions. The SSVEP
literature largely assumes that entrainment does not occur during rhythmic stimulation, and
although there has been some debate regarding the extent to which entrainment occurs (Capilla et
al., 2011; Keitel et al., 2014), numerous studies have provided convincing evidence that
entrainment of ongoing oscillations occurs in both the visual and auditory modalities.
Evidence for Entrainment: Vision
Lakatos et al., (2008) provided some of the earliest evidence for entrainment in visual
areas. In this study, they recorded MUA activity from V1 of two macaques while they were
presented with a jittered audiovisual stimulus stream of alternating beeps and flashes. The beeps
and flashes were both presented with an average frequency of 1.5hz and were counterphase to
each other. The macaques were instructed to attend either the auditory or visual component of
the stimulus stream and it was found that oscillations at 1.5hz synchronized to the attended
stimulus stream, reversing phase depending on whether the auditory or visual stream was
attended. This supports the idea that ongoing delta oscillations were entrained because the
jittered stimulation pattern they used would not be expected to produce a steady-state evoked
response. The finding that synchronization occurred to the auditory stimulus stream in visual
areas also supports the occurrence of entrainment because a steady-state evoked response should
be confined to sensory areas of the stimulus modality.
Numerous studies since then have supported the idea that low-frequency brain rhythms
entrain to rhythmic visual and auditory stimuli (Stefanics et al., 2010; Besle et al., 2011; Power
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et al., 2012; Baldauf & Desimone, 2014; Ding et al., 2014; Di Liberto et al., 2015). Besle et al.,
2011 conducted an electrocorticography (ECoG) study in humans using an adaptation of the
paradigm used by Lakatos et al., 2008. Their results were strikingly similar: the phase of 1.5hz
oscillations matched the average phase of the attended stimulus modality in a wide swath of
cortex extending beyond sensory areas. The fact that attentional biasing of 1.5hz phase occurred
beyond sensory areas again argues that oscillations at this frequency were entrained rather than
evoked by the repetitive stimuli.
Similarly, in a magnetoencephalography (MEG) study by Baldauf & Desimone, 2014,
participants were instructed to pay attention to either faces or houses in an overlapping stream of
stimuli. The faces and houses would fade in and out of a noise mask at 1.5hz or 2.0hz. In
addition to strong attention-related increases in evoked power at 1.5hz and 2.0hz in V1,
attentional enhancements were also observed in the inferior frontal junction (IFJ), the fusciform
face area (FFA), and the parahippocampal place area (PPA). In these higher order areas, there
was little to no response at the unattended frequency. The cortical spreading of the entrainment
response in the attended conditions provides evidence that the response was due to entrainment
rather than attentional modulation of a sensory-evoked response.
Evidence for Entrainment: Audition
In the auditory modality, studies have shown that low-frequency oscillations synchronize
to the natural rhythms that occur in speech (Aiken & Picton, 2007; Zion Golumbic et al., 2013;
Di Liberto et al., 2015) and the strength of this entrainment has also been shown to predict
speech discrimination accuracy (Ding et al., 2014). In Zion Golumbic et al. (2013), participants
were presented with 9-12s video clips (with sound) of one or two people talking and found that
low-frequency oscillations synchronized to the structure of speech in both conditions. In the two-
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talker condition, they found that the attended speech synchronized low-frequency oscillations
more strongly. Similar to the visual entrainment studies, they found that the rhythm of the
attended speech was detected across a larger area of cortex, suggesting that entrainment occurred
rather than a sensory-evoked, frequency-following response being modulated by attention.
Ding et al. (2014) provides further support to the idea that entrainment to speech is not
simply a sensory following response. In their study, they presented participants normal speech
recordings and recordings with their fine temporal structure removed (but their low-frequency
content intact). They found that entrainment to the degraded speech recordings was reduced,
which should not have been the case if entrainment was simply following the low-frequency
content of the speech envelope, which remained intact in those conditions. Further, when the
speech segments were embedded in noise, the strength of low-frequency entrainment predicted
discrimination accuracy. Both findings suggest that entrainment was necessary to form a
coherent representation of the speech.
Entrainment as a Temporal Expectation Mechanism
Rhythmic stimuli cause an automatic orienting of attention to on-beat times, resulting in
improved perception (Cravo et al., 2013) and faster reaction times (Miller et al., 2012) at those
times. Several studies have provided evidence that these rhythmic temporal expectation effects
rely on the entrainment of ongoing oscillations (Stefanics et al., 2010; Miller et al., 2012; Cravo
et al., 2013; Lakatos et al., 2013; Tal et al., 2017).
In Cravo et al. (2013), participants were presented with a stream of static frames at a rate
of 2.5hz and were asked to discriminate the orientation of contrast-varying gabor patches
presented in some of the frames. There was also a comparable arrhythmic condition in which the
static frames were presented at irregular times. They found that targets were more easily
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discriminable in the rhythmic condition and that reaction times were also faster in this condition,
demonstrating that the rhythmic temporal expectations created by the rhythmic stimulus stream
improved both perception and the resulting behavioral responses. They additionally found that
optimal performance was correlated with a preferred phase of 2.5hz oscillations and that this
correlation was strongest in anticipation of the target stimulus. Because the optimal phase
preceded the target stimulus, this is evidence that the temporal expectations induced by the task
were maintained by the entrainment of delta oscillations.
In the auditory modality, Tal et al. (2017) had participants listen to syncopated rhythms
which had no actual stimulus energy at their ‘pulse’ frequencies. When participants listened to
these rhythms, a clear oscillatory response occurred at the frequency of the missing pulses (either
1hz or 2hz). Further, the strength of entrainment each subject exhibited depended on the time
that it took them to perceive the missing pulse. In order to tap to a beat with 0 phase-lag, one
must predict the upcoming beats, and since the strength of entrainment was related to success in
tapping to the beat, it must be involved in this prediction process.
In Miller et al. (2012), eye movements were shown to have shorter reaction times to a
target when a rhythmic sound was concurrently played, even if the rhythm stopped playing one
cycle before the saccade. This similarly demonstrates that one purpose of entrainment is to
optimize the timing of motor actions when attentionally relevant rhythms are present. Because
eye movements were facilitated even after the rhythm stopped playing, this suggests that
entrainment may persist for a short time after stimulation has stopped. This has been shown to
occur in a MUA study of macaque auditory cortex at a similar frequency (Lakatos et al., 2013).
In the visual modality, other studies have found flicker-synchronized oscillations to
persist after stimulation offset (10hz: Spaak et al., 2014; 24hz: Keitel et al., 2014; 12hz:
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Mathewson et al., 2012, Kizuk & Mathewson, 2016). Supporting the idea that this persistence of
flicker-locked oscillations is involved in rhythmic temporal expectations, Spaak et al. (2014),
Mathewson et al. (2012), and Kizuk & Mathewson (2016) all additionally found that perception
of a near-threshold stimulus fluctuated at roughly the frequency that was entrained (10 and
12hz).
In Spaak et al. (2014), a white square (on a gray background) flickered rhythmically at
10hz on one side of the screen while another white square flickered arrhythmically on the other
side of the screen for 1.5s. After the flicker period, they presented a near-threshold grating
stimulus on one side of the screen and participants had to indicate the side of the screen on which
they perceived the grating. The target stimulus was presented with a stimulus offset asynchrony
(SOA) of 10-360ms, allowing them to measure alpha fluctuations in behavior for ~3 oscillation
cycles. The difference in detection rates between the rhythmic and arrhythmic hemifields was
computed and a 10hz sinewave was shown to fit the data well. Additionally, neural synchrony at
10hz persisted after stimulation during the same period of time that fluctuations in detection were
found. Lastly, more directly supporting the involvement of alpha entrainment in rhythmic
temporal expectations, they found that increased neural synchronization to the flicker was
associated with larger fluctuations in detection between participants.
Spaak et al. (2014) and others have implied that entrainment responses resulting in
perceptual fluctuations are unique to the alpha-band, even though it has also been shown that
rhythmic stimulation at theta frequencies can also cause fluctuations in perception (Sokoliuk &
VanRullen, 2016; Ronconi & Melcher, 2017). Sokoliuk and VanRullen (2016) found that
perception of a near-threshold dot fluctuated at 5hz, 10hz, and 15hz while a larger circular
stimulus was concurrently flickering at those frequencies. Ronconi and Melcher (2017) found

8

that accuracy in discriminating one from two rapidly presented circles fluctuated at 6.5hz, 8.5hz,
11hz, but not 14hz after a rectangle flickered at those frequencies.
Perceptual fluctuations after rhythmic stimulation, especially when concurrent to
persistent synchronous activity in the brain, are a convincing piece of evidence for the
involvement of entrainment in maintaining rhythmic temporal expectations. Providing further
support for this, findings reviewed earlier in this section demonstrated that perceptual acuity and
reaction times are enhanced at on-beat times during rhythmic stimulation and that this is also
correlated with entrainment. To help establish the generality of this mechanism, further studies
should be done to test whether delta entrainment also results in subsequent rhythmic fluctuations
in perception. The involvement of delta entrainment in temporal expectation described earlier
suggests that this would occur.
Delta, Theta, and Alpha Oscillations: A Potential Neural Substrate for Entrainment
In the absence of rhythmic stimulation, it has also been shown that rhythmic fluctuations
in perception occur spontaneously in the delta, theta, and alpha frequency bands.
Because this is a similar frequency range to the stimulation frequencies which have been shown
to elicit rhythmic temporal expectation effects and entrainment, this activity represents a prime
candidate for the neural substrate of entrainment. To illustrate this point here, I will review
studies demonstrating that oscillatory phase has been found to influence perception across a wide
range of frequencies.
Studies have shown that the phase of ongoing oscillations in the delta, theta, and alpha
frequency bands correlate with the perception of brief, near-threshold stimuli, implying that
perception fluctuates spontaneously at these frequencies (~10hz: Mathewson et al., 2009; 610hz: Busch et al., 2009; 4-10hz: Busch & VanRullen, 2010; 1hz, 7hz, 9hz, 16hz, and 25hz:
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Fiebelkorn et al., 2013). Behavioral studies have also revealed rhythmic perceptual sampling at
delta (0.34-1.07hz: Fiebelkorn et al., 2011), theta (5hz and 7hz: Benedotto et al., 2015), and
alpha (~10.6hz: de Graaf et al., 2013) frequencies. In these studies, a phase-resetting event such
as a beep, flash, or manual response was used, and then behavioral performance was densely
sampled afterwards.
In Benedotto et al., (2015), participants had to detect a luminance change in a gabor patch
which was presented at the center of the screen between 0-1000ms after a button-press (the phase
resetting event). They found that detection of this luminance increment fluctuated at 5 or 7hz
depending on the overall luminance of the gabor patch. The fact that the perceptual oscillation
changed frequency during different viewing conditions suggests that there is some flexibility to
perceptual sampling oscillations. This flexibility would be important for a general rhythmic
temporal expectation mechanism, because such a mechanism would need to be able to flexibly
entrain to the wide range of rhythms present in the visual environment.
A flexible rhythmic temporal mechanism that supports entrainment to the diverse
temporal properties of the visual environment would also be capable of synchronizing to
multiple frequencies simultaneously. One way this could be accomplished is by a coupled
hierarchy of sampling rhythms whereby lower frequencies are coupled to higher frequencies. In
support of this, Song et al. (2014) found that reaction times in an attentional cueing task
fluctuated in the alpha range, but the strength of this fluctuation was modulated by a theta
rhythm. There was also some evidence of a slower delta fluctuation, but not a long enough time
window was used to confirm this.
Fiebelkorn et al., (2013) provides further support that perceptual sampling occurs via a
nested hierarchy of oscillations, including delta oscillations. In their study, a sound cued the start
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of a trial and participants had to detect a near-threshold grating stimulus that occurred between 0
and 5s after the start of the trial. They examined the relationship between target detection and
oscillatory phase at all frequencies and found that oscillations at 1hz correlated most strongly
with detection, with there being a 60% difference in detection rate between the peak and trough
of 1hz activity. They also found that detection was modulated by the phase of 7hz, 9hz, 16hz,
and 25hz oscillations. Additionally, target detection was influenced by coupling between 1hz
phase and phases at 9hz, 15hz, 25hz, and 35hz. Lastly, they found that 7hz phase was coupled to
16hz and 23hz. Thus, their findings demonstrate 3 levels of coupling in perceptual sampling
rhythms: delta is coupled to theta and alpha, and theta is further coupled with beta oscillations.
Despite these findings, the field has been somewhat biased to focus on the link between
alpha phase and perception, influenced in part by numerous early studies which have
demonstrated a link between alpha power and perception (Hanslmayr et al., 2005; Hanslmayr et
al., 2007; Thut et al., 2006). For example, Busch et al., 2009 has been cited as evidence for the
involvement of alpha phase in perception (e.g. Mathewson et al., 2011; Spaak et al., 2014),
which ignores the fact that they also found a significant relationship between theta phase and
perception.
In Mathewson et al., 2009, a specific relationship between alpha phase and perception is
described. Participants performed a metacontrast masking task in which participants had to
detect a small, centrally presented circle that flashed very briefly (11.7ms) and was followed by
an annulus mask 46.8ms later which rendered ~30% of targets undetected. They performed a
Fourier Transform on the 200ms before target presentation and found that the phase of ongoing
alpha at 10hz was about 180° shifted when targets were detected vs. undetected. However, they
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do not test whether a relationship is also present in lower frequency-bands due to a lack of
frequency resolution in their analysis.
More recent studies have also suggested a specific role of alpha oscillations in perceptual
sampling (Samaha & Postle, 2015; Wutz et al., 2018). Samaha and Postle (2015) found that
individuals’ peak alpha frequencies (IAFs) correlated with their ability to discriminate one from
two rapidly flashed circles. Individuals with faster alpha frequencies were better able to
segregate the rapid two-flash events (i.e. they had faster two-flash fusion thresholds), which was
taken as evidence for alpha oscillations being involved in perceptual sampling. This finding was
elaborated on by Wutz et al. (2018) who suggested that alpha was involved in the integration and
segregation of rapid visual events. They devised a task in which participants were instructed to
detect a target which either required two rapidly presented stimulus frames be integrated or
segregated in time. They found that on trials in which segregation was required, participants’
single-trial alpha frequencies were higher, suggested that alpha frequency was modulated in a
top-down manner to accommodate different perceptual sampling requirements.
The findings mentioned earlier in this section make it clear that perceptual sampling is
not accomplished solely by alpha oscillations. I suggest that studies claiming a specific role of
alpha oscillations in perceptual sampling were simply unable to measure the full spectrum of
perceptual sampling oscillations. For example, the timing of the tasks used by Samaha & Postle
(2015) and Wutz et al. (2018) were such that only perceptual oscillations in the alpha-band
would have any influence on performance. Both Fiebelkorn et al. (2013) and Song et al., (2014)
demonstrated that multiple frequencies are simultaneously involved in perceptual sampling, in a
hierarchical fashion. Future work should take care to ensure that the behavioral tasks employed
are sensitive to perceptual sampling rhythms at all levels of the hierarchy.
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Conclusion
To ensure that perception is as continuous as possible, it would be beneficial for the brain
to sample the environment at multiple frequencies. In this chapter I have described findings that
suggest that this is the case: delta, theta, alpha, and sometime beta oscillations are all phasically
related to perception, and there is also phase-coupling between lower and higher frequencies.
Schroeder and Lakatos (2009) described a rhythmic mode of sensory processing that relies on
delta oscillations when delta rhythms are present in the environment and a continuous mode of
sensory processing relying on gamma rhythms when no low frequency rhythms are present. In
the rhythmic mode of processing, moments of higher and lower perceptual sensitivity coincide
with attentionally relevant delta rhythms in the environment. In the continuous mode of
processing, perceptual sensitivity remains constant. With the hypothetical mechanism I am
describing, there is no need to switch from a rhythmic to continuous mode. Instead, I propose
that sensory processing is always operating in a rhythmic mode which is supported by a
hierarchy of sampling rhythms. To enable a near-continuous sampling of the environment,
sampling rhythms at a given frequency might simultaneously occur at multiple phases, resulting
in no measurable fluctuations in perception without the occurrence of a phase-resetting stimulus
event. Then, if any stimulus event occurs in the environment, the phase of the hierarchy of
sampling rhythms resets, resulting in rhythmic fluctuations in detection performance in at least
the delta, theta, and alpha frequency bands. Further, if the phase-resetting stimulus event
contains any rhythmicity (even if very short-lived), oscillations near the rhythm will entrain to
the rhythm, resulting in rhythmic temporal expectations which optimize perception of the
stimulus.
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In the following chapters, we provide supporting evidence for the idea that entrainment is
a functionally relevant mechanism involved in maintaining rhythmic temporal expectations. In
Chapter 2, we used a novel task to demonstrate that delta entrainment is involved in maintaining
temporal expectations and that the entrainment response is strongly modulated by spatial
attention. Our results showed that attention caused a contralaterally-driven entrainment response
to spread across almost the entire scalp. This convincingly demonstrates the functional utility of
entrainment: when a rhythm is attentionally relevant, the entrainment response propagates to
higher order, non-sensory driven areas and is stronger when targets are detected. In Chapter 3,
we examined the neural substrate of alpha entrainment and demonstrated both behaviorally and
electrophysiologically that IAF is unchanged by stimuli flickered at alpha frequencies. We
further found evidence that a different, spatially overlapping source of alpha oscillations was
entrained and speculate that this is the same alpha activity which resulted in perceptual
fluctuations in previous studies. Based on emerging findings that flicker-induced perceptual
fluctuations can also occur outside of the alpha-band, this provides support for the idea that alpha
entrainment involves the same temporal expectation mechanism as lower frequency entrainment.
In the concluding chapter, I further describe how rhythmic temporal expectations are
automatic in nature and distinct from other top-down temporal expectations. I discuss the
possibility that entrainment and the formation of rhythmic temporal expectations may be a
fundamental property of most neural networks, allowing the brain to flexibly form predictions
about any sensory modality which in turn automatically optimizes perception and behavioral
responses to relevant stimuli within and between sensory modalities. I also reflect on why IAF is
not entrainable and describe findings that suggest that IAF may reflect the processing speed of
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neural networks which would be interfered with if IAF could be influenced by bottom-up
rhythmic stimulation.
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Abstract
Selective attention uses temporal regularity of relevant inputs to bias the phase of ongoing
population-level neuronal oscillations. This phase entrainment streamlines processing, allowing
attended information to arrive at moments of high neural excitability. How entrainment resolves
competition between spatially segregated inputs during visuospatial tasks is not yet established.
Using high-density electroencephalography in humans, a bilateral entrainment responsetothe
rhythm (1.3 or 1.5 Hz) of an attended stimulation stream was observed, concurrent with a
considerably weaker contralateral entrainment to a competing rhythm. That ipsilateral visual
areas strongly entrained to the attended stimulus is notable because competitive inputs to these
regions were being driven at an entirely different rhythm. Strong modulations of phase locking
and weak modulations of single-trial power suggest that entrainment was primarily driven by
phase-alignment of ongoing oscillatory activity. In addition, interhemispheric differences in
entrained phase were found to be modulated by attended hemifield, implying that the bilateral
nature of the response reflected a functional flow of information between hemispheres. This
modulation was strongest at the third of at least four harmonics that were strongly entrained.
Ipsilateral increases in alpha-band (8 –12 Hz) power were also observed during bilateral
entrainment, reflecting suppression of the ignored stimulation stream. Furthermore, both
entrainment and alpha lateralization significantly affected task performance. We conclude that
oscillatory entrainment is a functionally relevant mechanism that synchronizes endogenous
activity across the cortical hierarchy to resolve spatial competition. We further speculate that
concurrent suppression of ignored input might facilitate the widespread propagation of attended
information during spatial attention.
Keywords: attention; biased competition; delta band; entrainment; harmonics; oscillations
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Introduction
Fluctuations in membrane potential often occur synchronously across neural ensembles at
multiple spatial scales, from coordinated variations in the sub-threshold potential of cells in close
proximity (Lampl et al., 1999) to correlated firing across cortical columns (e.g. Gray et al., 1989;
Engel et al., 1990) and synchronized activity between spatially disparate cortical areas (e.g. Hipp
et al., 2011). It was proposed that these oscillatory fluctuations are important for activation of
larger cell assemblies (Stern et al., 1998), which in turn serve a range of diverse cognitive
functions, from input selection to learning (Buzsaki and Draguhn, 2004).
Several recent studies provide evidence that, during inter-sensory tasks, selectively
attending a rhythmic stimulus in one sensory modality results in entrainment of the
corresponding sensory cortices (Lakatos et al., 2008; Besle et al., 2011; Gomez-Ramirez et al.,
2011). It has also been shown that entrainment is correlated with increases in stimulus-evoked
response amplitudes (Lakatos et al., 2008; Cravo et al., 2013; Lakatos et al., 2013b), indicating
that entrainment can act as a signal amplification mechanism for attentionally relevant
information. Furthermore, because entrainment is observed in regions of cortex beyond primary
sensory areas (Besle et al., 2011; Mercier et al., 2013), it is unlikely that entrainment simply
represents a stimulus-evoked process; rather, it is in part endogenously generated, serving to
transmit rhythmic sensory input along the sensory hierarchy for higher-order analysis. Each of
these studies utilized stimulus rates in the delta range (1-4 Hz), strikingly similar in frequency to
the intrinsic oscillations of sub-threshold membrane potentials observed in striatal (Stern et al.,
1998) and neocortical (Hutcheon et al., 1996) neurons. This is consistent with the hypothesis that
selective attention modulates such membrane fluctuations by coordinating the firing probabilities
of large numbers of neurons within sensory cortices (Schroeder and Lakatos, 2009). However,
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whether entrainment also operates as a mechanism to resolve competing sources of information
during spatial attention remains unknown.
With this in mind, we sought to explore the role of low-frequency entrainment during a
taxing spatial attention task. Using high-density electroencephalography (EEG) and leveraging
long recording epochs to obtain adequate frequency resolution, we employed a task requiring
participants to covertly sustain their spatial attention on one of two simultaneously presented
input streams, each rhythmically alternating at distinct frequencies (1.3 Hz and 1.5 Hz).
In stark contrast to the majority of existing findings on spatial attention, we found that
sustained covert attention to a low-frequency stimulus in one hemifield resulted in global
entrainment across both hemispheres of visual cortex to the attended frequency. The unattended
stimulus on the other hand produced substantially less entrainment, which was restricted to a
highly delimited area over the contralateral hemisphere. Furthermore, there was a robust
relationship between the strength of entrainment and the detection of the target stimulus,
demonstrating that entrainment to the temporal structure of the environment is an extremely
powerful and functionally relevant mechanism deployed during selective visuospatial attention.
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Figure 1. To-scale schematic of the Spatial CTET Task. At the beginning of each 3.25 minute
block, participants were instructed (via an instruction screen) to covertly attend to one of the
simultaneously presented rhythmic checkerboard streams. A response was required when there
was a brief pause in the rhythm of the attended checkerboard. Stimulus dimensions and
eccentricity are shown in degrees of visual angle. The stimuli and monitor colors are
approximately the same as what was used in the experiment. Average fixation positions are
plotted for the attended conditions in each stimulus configuration.
Methods
Participants
Twenty-four healthy young adults (mean age: 26.7, SD: 4.2; 8 females, 2 left-handed)
participated in this study and received compensation of $12/hour for their time. All had normal
or corrected-to-normal vision and no history of neurological illness. Data from 8 of the 24 were
excluded from further analysis: 1 due to poor behavioral performance across blocks (27%
accuracy), 5 due to excessive EEG artifacts resulting in insufficient trial numbers to obtain a
clean signal, and 2 due to excessive eye movements away from central fixation. Sixteen
participants remained after these exclusions (mean age: 26, SD: 3.1; 3 females, 1 left-handed).
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The study was approved by the Institutional Review Board of The Albert Einstein College of
Medicine and ethical guidelines were in accordance with the tenets of the Declaration of
Helsinki.
Task and Stimuli
In order to examine entrainment to multiple low-frequency rhythms during visuospatial
attention with sufficient frequency resolution, a task requiring relatively long periods of
sustained attention was devised. We adapted a sustained attention task called the continuous
temporal expectancy task (CTET) from an earlier publication (O'Connell et al., 2009) in which
participants were required to continuously monitor a centrally presented, rhythmically alternating
checkerboard pattern and respond to a rarely occurring target with a longer duration than the
standards. In the current study, we instead simultaneously presented two checkerboard streams
bilaterally, which rotated either every 766.66ms (1.3 Hz) or 666.66ms (1.5 Hz). See Figure 1 for
a schematic.
During twenty-four ~3.25 minute blocks, participants were instructed to covertly attend
to either the left or right checkerboard and press a response button when there was a brief pause
in the rhythm of the attended checkerboard. Participants always pressed the button with their
right index finger. Before the experimental blocks, a ~3.25 minute practice block was given and
it was verbally ascertained whether each participant understood and could successfully complete
the task. After the practice block, the task difficulty was titrated until performance was stable for
each subject during an additional block in which 3 hits in a row shortened the target duration by
33ms and a single miss increased the target duration by 33ms (3-up, 1-down rule). A hit was
considered a response that occurred within 1500ms of a stimulus becoming a target (i.e. when
the checkerboard remained in a given orientation for longer than the standard duration). This
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resulted in an average target duration of 560ms longer than the standards and an average
detection rate of 76.8%. The target duration was the same for both checkerboard streams.
The attended direction alternated every block, and the rhythms of the checkerboards were
counterbalanced by switching them every 4 blocks. A total of 190 targets were presented on each
attended side. There were 8-12 seconds between each attended target which prevented
participants from being able to predict the target stimuli. The delays between targets were drawn
randomly from a uniform distribution and were the same for each participant. Targets also
occurred in the unattended checkerboard stream in order to equate the degree of rhythmicity of
the attended and unattended checkerboard streams. It is important to note, however, that
participants were not informed of or instructed to respond to the presence of unattended targets.
Furthermore, no participant ever reported having seen unattended targets, given how
attentionally demanding the task was. Participants were usually given short breaks after 4 blocks,
or when requested.
To attenuate the transient, stimulus-evoked responses to the rotating checkerboard, and
thus optimize our resolution of endogenous phase-related changes in the EEG data, we
minimized the contrast between the monitor background (gray) and the checkerboard stimuli
(light and dark gray). As an additional measure, the checkerboard stimuli were rotated randomly
to the left or right by 90° or 180°, instead of purely alternating by 180°, in order to reduce the
average contrast change within the checkerboard after each rotation. There were 4 possible
orientations of the rotating checkerboard and they were chosen randomly with equal probability
from a uniform distribution.
The checkerboards were 5.9°x5.9° in size and divided into 10x10 equally sized squares,
which were further divided in half diagonally. Half of each square was light gray with a
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luminance of 43.3 cd/m2 and the other half was dark gray with a luminance of 8.3 cd/m2. The
background had a luminance of 25.2 cd/m2. The checkerboards were centered 5.25° below and
6.5° to either side (8.4° diagonally) of a small black fixation square (0.23° in diameter) located at
the center of the screen.
Participants sat with their head resting on a chinrest, in a dark, sound-attenuated, and
electrically shielded room (International Acoustics Company, Bronx, NY). Stimuli were
displayed on a 26-inch LCD monitor (ViewSonic model VP2655wb, Walnut, CA, USA)
positioned 80cm away from the participant, that was set to a refresh rate of 60 Hz and a
resolution of 1680x1050 pixels. Stimuli were delivered using the Presentation (Neurobehavioral
Systems, Albany, CA) software package.
Data Acquisition
EEG was recorded with a 168-channel BioSemi Active-Two electrode system at a
sampling rate of 512 Hz and with an online low-pass filter set at 100 Hz. The data were initially
recorded relative to an active, two-electrode (CMS/DRL) reference located just anterior to, and
on either side of a midline central parietal scalp site (Pz). This reference setup creates a feedback
loop that minimizes drift in the raw signal during recording. The 160-channel cap does not
follow the 10-20 nomenclature system and instead consists of 5 equally-sized 32-channel groups
(A1-A32, B1-B32, etc.) that radiate outward from the Cz electrode. In all figures and statistical
analyses involving sensor groups, symmetric left and right parietal-occipital sensor groups were
used. Each sensor group consisted of 9 sensors (a 3x3 grid) covering visual areas classically
examined in visuospatial attention studies (e.g. Di Russo et al., 2003). A10 (left) and B7 (right)
were the central electrodes of the groups and are slightly (less than a radial column) more medial
than the PO7 and PO8 sensors of the 10-20 system. We averaged across groups of electrodes to
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reduce noise (topographical and otherwise) within and between subjects. A very similar grouping
was used recently in another study examining the laterality of high-frequency entrainment during
spatial attention (Kim et al., 2011).
Eye position data were collected using an EyeLink 1000 infrared eye-tracking system in
order to identify trials in which participants excessively deviated from fixation. The data were
sampled at 500 Hz using the ‘head-free’ setting, which minimizes the effects of shifts in head
position on the recorded eye position. Calibration was performed at least every four blocks using
a nine-point grid. Eye data were synchronized to the EEG by simultaneously sending triggers
from the stimulus presentation computer to the EyeLink and EEG acquisition computers when
each attended target was presented.
Data Processing
EEG processing was conducted in MATLAB (The MathWorks Inc., Natick,
Massachusetts) using custom-written scripts as well as functions from the FieldTrip toolbox
(Oostenveld et al., 2011). Bad channels were identified using statistics of neighboring channels
and interpolated using linear, distance-weighted interpolation. After this step, the data were rereferenced to the average potential across all electrodes (averaged reference). A high-pass filter
at 0.75 Hz was applied to the continuous data using a sixth-order Butterworth filter with zero
phase-shift. This resulted in negligible attenuation at the lowest frequencies of interest (< 0.14%
at 1.3 Hz and < 0.03% at 1.5 Hz). For most analyses, the EEG data were first divided into 8.5s
segments, taking 8s before and 0.5s after each attended and unattended target stimulus onset.
Note that this 0.5s post-stimulus time is still before the stimulus has remained on the screen long
enough to become a target. Thus, no target processing artifacts or target-evoked activity have
been introduced into the data with this epoching. The 8.5s epochs were linearly detrended and
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trials with muscle artifacts were removed. To identify trials with muscle artifacts, the data were
band-pass filtered from 60 Hz to 90 Hz using a fifth-order Butterworth filter and then ztransformed. Trials exceeding a z-value of 20 were removed. The data were then low-pass
filtered at 40 Hz using a sixth-order Butterworth filter with zero phase-shift and trials with
amplitude fluctuations exceeding 150 μV were additionally removed.
Since large eye movements away from fixation could affect the topographical distribution
of the entrainment response, we rejected trials in which a participant’s gaze deviated by more
than 2.5° horizontally or vertically from fixation for more than 400ms in a single movement,
allowing some very brief, involuntary glances to remain in the data. It was also ensured that none
of these remaining trials contained more than 1000ms worth of large deviations (<12% of a trial).
Smaller eye movements (i.e. microsaccades) were inevitable since they are known to occur
involuntarily, and far more frequently than the 8.5s trial length used. However, we reasoned that
these are less likely to be systematically biased towards the attended stimulus and are also too
small to have a noticeable influence on any topographical differences between conditions. Mean
fixation positions for each condition are overlaid on Figure 1 and demonstrate that there were no
systematic biases in the cleaned data, and less than a 0.5° spread in mean fixation position
between conditions.
Blinks were also inevitable given the long trial lengths and thus trials containing blink
artifacts could not be rejected outright. Instead, the independent component analysis (ICA)
function in FieldTrip was used to remove blink artifacts from the signal. For each subject and
condition, the data epochs were concatenated into one continuous time series that was then
decomposed into 160 independent components and then sorted by the amount of variance they
explained in the data. The components were visualized topographically and in the time-domain
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so it could be determined which were reliably associated with blinks or heartbeat artifact. Those
components were then removed from the data. A blink component was identified and removed
for all 16 subjects. For 5 subjects, an additional heartbeat component was also identified and
removed.
Task Performance Analyses
Task performance was analyzed using trials that remained after all artifact rejections were
complete. Target detection percentages, reaction times, and perceptual sensitivity (d’) were each
analyzed with separate two-way ANOVAs with factors of Stimulus Frequency x Attended
Hemifield. Reaction times were assessed from the time at which a stimulus had been on the
screen longer than the standard duration (i.e. when it became a target).
Phase and Phase-Locking Analyses
In an initial characterization of the data, the 8.5s recording epochs were averaged across
trials (in the time-domain) to examine synchronous activity leading up to the target stimulus. The
averaged data were then band-pass filtered at 1.3 Hz and 1.5 Hz (second-order Butterworth, 13
dB attenuation at 0.2 Hz from the frequency of interest) to determine how much stimulus-locked
rhythmicity was induced by attention (Figure 2).
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Figure 2. Time-course of entrainment. Shown are the broadband and filtered waveforms during
entrainment at left and right occipital sensor groups, averaged across trials and then across
participants. Rhythmicity is readily visible in the attended broadband signals at both sensor
groups, and the filtered waveforms confirm that this is specific to the frequency being attended.
Average power topographies are also shown for the attended and unattended signals at the
entrained frequencies. Only one stimulus configuration is shown.
To further assess the strength of entrainment induced by attention, the trial-by-trial data
(without averaging in the time-domain) were transformed into the frequency domain via fast
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Fourier transformation (FFT). The recording epochs were first multiplied by a cosine-tapered
(Tukey) window with an alpha of 0.25 and then padded to 10s, affording a frequency resolution
of 0.1 Hz. After the FFT, inter-trial phase coherence (ITPC), which describes how consistently
activity at a given frequency is phase-locked across trials, was calculated for frequency f and
sensor s across trials k according to:
𝑁

1
𝐹𝐹𝑇𝑘 (𝑓, 𝑠)
𝐼𝑇𝑃𝐶(𝑓, 𝑠) = ∑
|𝐹𝐹𝑇𝑘 (𝑓, 𝑠)|
𝑁
𝑘=1

where N is the total number of trials for a given subject. From the ITPC (which is still a complex
number), inter-trial coherence values (ITC) and preferred phases (𝜑) at frequency f and sensor s
were then derived:
𝐼𝑇𝐶(𝑓, 𝑠) = |𝐼𝑇𝑃𝐶(𝑓, 𝑠)|
𝜑(𝑓, 𝑠) = arg(𝐼𝑇𝑃𝐶(𝑓, 𝑠))
where |x| and arg(x) represent the modulus and argument of x, respectively, in the standard
complex analysis sense. ITCs range from 0 to 1, such that ITCs close to 1 (rare in practice)
indicate completely phase-locked activity at a given frequency and sensor, while ITCs near 0
indicate no phase-locking across trials. 𝜑 is constrained between –π and π and reflects the
average phase across trials at a given frequency and sensor. See (Lachaux et al., 1999) for further
details regarding ITC analyses. ITCs were calculated for each sensor separately and then
averaged across sensors for statistical analysis.
Next, additional circular means were calculated across sensors and then across subjects
(separately), as defined by:
𝑆

𝜑𝑆 (𝑓) = arg (∑ 𝑒 𝑖𝜑(𝑓,𝑘) )
𝑘=1
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where S is the number of sensors and 𝜑𝑆 (𝑓) represents the average phase across sensors at a
given frequency. An analogous computation was performed to compute average phases across
subjects. Lastly, phase-lags between sensor groups and conditions were calculated the following
way:

∠(𝑎, 𝑏) = arg(〈𝑒𝑖𝑎 , 𝑒𝑖𝑏 〉)
where a and b are angle measurements in radians, 〈𝑥, 𝑦〉 represents the inner product of two
complex values and ∠(𝑥, 𝑦) represents the phase-lag between sensor groups or attended
hemifields. Note that unlike a conventional dot product, ∠(𝑎, 𝑏) is constrained between –π and π
and exhibits anti-symmetry with respect to its arguments (i.e.∠(𝑎, 𝑏) = −∠(𝑏, 𝑎)). Thus, the
sign of the angle gives an indication of the (albeit arbitrary) directionality of the phase-lag. When
possible, functions from the CircStats toolbox written for MATLAB (Berens, 2009) were utilized
by our custom library of MATLAB scripts for these analyses.
In addition to examining phase and phase-locking at the fundamental stimulus
frequencies (i.e. the first harmonic), we were also interested in whether higher harmonics
(multiples) of the stimulus frequencies were also involved in the entrainment response, as has
been reported previously (Gomez-Ramirez et al., 2011). To this end, ITCs of the fundamental
frequencies and their first 3 higher harmonics were submitted to a five-way analysis of variance
(ANOVA), with factors of Stimulus Frequency (1.3 Hz or 1.5 Hz) x Attention (attended vs.
unattended signal) x Hemifield x Hemisphere x Harmonic (F1 – F4). A similar five-way
ANOVA was computed to assess the relationship between entrainment and task performance,
with factors of Stimulus Frequency x Target Detection (hits vs. misses) x Attended Hemifield x
Sensor Group x Harmonic. For this ANOVA, ITC values were z-scored (using the variability
across the frequency domain) in order to minimize differences resulting from unequal trial
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numbers between hit and miss trials. Lastly, before computing both of these ANOVAs, it was
ensured that the subject means for all conditions were normally distributed by way of the
Kolmogorov-Smirnov test. For this test, ITC values were first converted to z-scores and then
each condition was compared against the standard normal distribution.
It was also of interest whether the phases of the entrained oscillations changed
systematically across the scalp, particularly between left and right occipital regions, and whether
this was influenced by attended hemifield. By the methods mentioned previously, average phases
were computed for each sensor, frequency of interest, and subject. Then the phase-lag between
left and right sensor groups, ∠(𝑙𝑒𝑓𝑡 𝑠𝑒𝑛𝑠𝑜𝑟𝑠, 𝑟𝑖𝑔ℎ𝑡 𝑠𝑒𝑛𝑠𝑜𝑟𝑠), was separately calculated for the
attend left and attend right conditions at each attended harmonic. These interhemispheric phaselag (IHPL) values were then submitted to 2 two-way Harrison-Kanji ANOVAs for circular
values (Harrison and Kanji, 1988), one for each stimulus frequency, with factors of Attended
Hemifield x Harmonic. For follow-up testing to determine which harmonics were most
influenced by attended hemifield, further phase-lags were calculated between the IHPL values of
each condition (∠(𝑎𝑡𝑡𝑒𝑛𝑑 𝑙𝑒𝑓𝑡 𝐼𝐻𝑃𝐿, 𝑎𝑡𝑡𝑒𝑛𝑑 𝑟𝑖𝑔ℎ𝑡 𝐼𝐻𝑃𝐿). One sample circular tests against a
mean angle of 0 were then conducted on these values, using a Bonferroni-corrected threshold of
p = 0.0063.
Spectral Power Analyses
To demonstrate reliability of the ITC analyses we conducted, we analyzed the spectral
power of the averaged broadband signal for each subject and condition, computed by taking the
magnitude of the FFT of the broadband signal after averaging across trials in the time-domain.
This measure of average power is similar to ITC, as it also reflects activity that is consistent
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across trials (the rest has been averaged out of the broadband signal). Like in the main ITC
analysis, we conducted a five-way ANOVA with the same factors as before.
To capture activity not necessarily phase-locked to the rhythmic stimuli, we also
analyzed the ‘total’ power of the signal by taking the magnitude of the FFT on each single trial
and then averaging across trials. This is sometimes referred to as ‘induced’ power, because nonphase-locked activity is preserved when averaging across trials. We will refer to this measure as
total power because power from phase-locked activity is also preserved. Because total power was
considerably noisier than evoked power or ITC, a signal-to-noise ratio (SNR) was obtained by
taking the ratio between power at a frequency of interest and the average power between the
neighboring frequency bins on either side of it (±0.1 Hz), as has been done previously (Kim and
Verghese, 2012). Again, another five-way ANOVA was conducted on the total power SNRs,
with the same factors as used in the main ITC analysis. We were only interested in effects related
to attention in this analysis, and thus omit reporting any other effects in the results.
Visual Evoked Potential (VEP) Analysis
Based on suggestions from a reviewer of an earlier version of this manuscript, we
decided to analyze whether the checkerboard reversals evoked a classic VEP and whether there
was also attentional modulation of this response. Specifically, we were interested in whether the
P1 was modulated by attention (Mangun and Hillyard, 1987) and whether it showed temporally
distinct contra- and ipsi- phases, as has been shown previously (e.g. Di Russo et al., 2002).
VEPs were obtained for all conditions by further dividing the already processed 8.5s
broadband epochs into 600ms segments (for each stimulus trigger) containing 100ms of prestimulus baseline and 500ms post-stimulus. To remove slow drift caused by the entrainment
response, each subject’s average VEPs were high-pass filtered at 2 Hz using a 2nd order
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Butterworth filter with zero-phase shift. The average VEPs were then baseline corrected using
the mean of the 100ms pre-stimulus period and subsequently collapsed across stimulus
configurations. The mean of this data across subjects was used to create topographies for an early
and late time range, shown in Figure 7B. For simplification of waveform figures (Figure 7A) and
statistical analysis, VEPs were further collapsed across hemifield and hemisphere, such that there
remained only an attended and unattended waveform for contralateral and ipsilateral sensors.
For both the attended contra- and ipsi- VEPs, P1 onset latencies of the attended
waveforms were determined using running t-tests against a mean of 0 at an uncorrected
significance level of p = 0.05. The onset latency was then defined as the 10th consecutive samplepoint (19.53ms) at which the waveforms were significantly greater than 0. Since this analysis
revealed that the onset latency was substantially later for the ipsilateral P1, data were averaged
across an early and a late time bin, each 29.29ms long and centered at their respective onset
times. To test the laterality and attentional modulation of the P1, these early and late time bins
were submitted to a three-way ANOVA with factors of Attention (attended/unattended) x
Hemisphere (ipsi/contra) x Time Range (early/late).

Results
Task Performance
The average target duration was 560ms ± 159ms (mean ± SD) longer than the standards
(84% longer than the 1.5 Hz standard and 73% longer than the 1.3 Hz standard). Participants
detected 76.4% ± 10.52% of targets on average (range = 61-91%), with an average reaction time
of 588ms ± 67ms (range = 479-703ms). There were no effects of attended hemifield or stimulus
frequency on the percentage of targets detected (Attended Hemifield: F(1, 17) = 2.07, p = 0.171;
Stimulus Frequency: F(1, 17) = 1.66, p = 0.217). However, both factors had an effect on reaction
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times (Attended Hemifield: F(1, 15) = 4.71, p = 0.046; Stimulus Rhythm: F(1, 15) = 10.4, p =
0.006). Reaction times were significantly shorter to left hemifield targets (p = 0.041; left targets:
579ms ± 74ms; right targets: 596ms ± 68ms) and significantly shorter to targets in the 1.3 Hz
stimulus stream (p = 0.013; 1.3 Hz stream: 579ms ± 70ms; 1.5 Hz stream: 597ms ± 72ms).
Compared to the number of non-target stimuli, participants made very few false alarms
(mean = 1.63% ± 0.95%). Thus, the resulting perceptual sensitivity (d’) values were relatively
high (mean = 2.97 ± 0.46). Similar to reaction times, d’ values showed a significant effect of
Stimulus Rhythm (F(1, 15) = 6.93, p = 0.019), and a trend towards significance of Attended
Hemifield (F(1, 15) = 4.3, p = 0.056). D’ values were significantly higher for left hemifield
targets (p = 0.050; left targets: 3.041 ± 0.505; right targets: 2.904 ± 0.513) and significantly
higher for targets in the 1.3 Hz stimulus stream (p = 0.032; 1.3 Hz stream: 3.040 ± 0.512; 1.5 Hz
stream: 2.905 ± 0.507).
Robust Entrainment During Sustained Spatial Attention
The long periods of sustained spatial attention to one of two competing rhythmic
checkerboard streams resulted in a clear rhythmicity in the averaged broadband EEG signal
during the 8s leading up to the target stimulus. As shown in the band-pass filtered waveforms of
Figure 2, the rhythmicity selectively corresponded to the frequency of the attended stimulus, thus
indicating that phase entrainment can operate to select between multiple spatially separated
rhythms in the visual modality. The ‘unattended’ waveforms in Figure 2 represent activity
epoched to the ignored target stimulus and show substantially less rhythmicity at the relevant
frequency, suggesting that the majority of the entrainment response resulted from directed
attention, rather than the rhythmic stimulation itself or alternatively, rhythmic suppression of the
competing frequency (Horton et al., 2013; Lakatos et al., 2013a).
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In line with previous entrainment and ssVEP studies (Herrmann, 2001; Gomez-Ramirez
et al., 2011; Kim et al., 2011), several higher harmonic frequencies were also strongly phaselocked to the attended stimulus and markedly attenuated in the ‘unattended’ signal (Figure 3). In
contrast to the contralaterally-focused unattended response, strong attentional enhancements of
ITC were seen bilaterally, over both contralateral and ipsilateral sensor groups.
Laterality of Entrainment
To formally assess the laterality and attentional modulation of the entrained frequencies,
a 5-way repeated measures ANOVA was conducted, with factors of Stimulus Frequency x
Attention x Hemifield x Hemisphere x Harmonic. For the Harmonic factor, the fundamental
stimulus frequency (i.e. the 1st harmonics: 1.3 Hz or 1.5 Hz) and the next three harmonic
frequencies (2.6 Hz, 3.9 Hz, and 5.2 Hz; or 3.0 Hz, 4.5 Hz, and 6.0 Hz) were included because
these were the frequencies with the highest ITCs at the left/right sensor groups of interest. These
are also the frequencies for which full ITC topographies can be seen in Figure 3.
Main Effects: There was a significant main effect of Attention (F(1, 15) = 159, p <
0.001), demonstrating that attention dramatically increased ITC to the attended stimulus (mean
ITC for attended = 0.349 ± 0.07; unattended = 0.182 ± 0.04; 91% increase in attended ITC,
collapsing across all other factors). There were also main effects of Harmonic (F(3, 45) = 7, p <
0.001) and Stimulus Frequency (F(1, 15) = 11.2, p = 0.004; 1.3 Hz stimulus mean ITC: 0.273 ±
0.05; 1.5 Hz stimulus mean ITC: 0.258 ± 0.05).
Two-way interactions with Attention: There was a significant Attention x Stimulus
Frequency interaction (F(1, 15) = 9.11, p < 0.001). This interaction was driven by greater
attentional modulation of ITC to the 1.3 Hz stimulus (101% vs. 82% increase in ITC), paralleling
the behavioral finding that performance was better for 1.3 Hz targets. There was a significant
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Attention x Harmonic interaction (F(3, 45) = 12.7, p < 0.001), indicating that the harmonics were
not equally modulated by attention (percent increases: F1 = 135%, F2 = 130%, F3 = 58%, F4 =
51%). Since effects of phase at the attended harmonics will be tested in a later section, it was
ensured that all attended harmonics were significantly entrained at both sensor groups (32
comparisons, all p < 0.001).
Other two-way interactions: There was a significant Stimulus Frequency x Hemisphere
interaction (F(1, 15) = 5.33, p = 0.036), reflecting a slight right hemisphere bias in ITC to the 1.3
Hz stimulus and a slight left hemisphere bias to the 1.5 Hz stimulus. Additionally, there was a
significant Hemifield x Hemisphere interaction (F(1, 15) = 12.7, p = 0.003), driven by greater
ITC over contralateral sensors for both stimulus hemifields.
Three-way interactions: The key interaction of interest in this analysis was the Attention
x Hemifield x Hemisphere interaction. Based on existing EEG findings on visuospatial attention,
the most likely scenario would be that contralateral sensors receive the most attentional
modulation, resulting in a significant Attention x Hemifield x Hemisphere interaction. However,
the current data show a different and very striking pattern: attentional modulation of the
entrainment response occurred bilaterally and was actually stronger over ipsilateral sensors
(average percent increases in attended ITC: ipsilateral = 122%, contralateral = 70%). This
resulted in a significant Attention x Hemifield x Hemisphere interaction (F(1, 15) = 8.03, p =
0.013). The greater attentional modulation over ipsilateral sensors is largely due to the
contralateral ITC evoked by the unattended stimuli, as can be seen in Figure 3, rather than a raw
increase in attended ITC over ipsilateral sensors. There was also a significant Hemifield x
Hemisphere x Harmonic interaction (F(3, 45) = 7.24, p < 0.001), which again is at least partly
driven by the contralateral focus of unattended ITC.

39

Lastly, there was one significant four-way interaction: Attention x Hemifield x
Hemisphere x Harmonic (F(3, 45) = 5.12, p = 0.005). Although a concrete interpretation is
difficult, this 4-way interaction might reflect that the attentional modulation of the entrainment
response changed in both magnitude and topographical distribution across harmonics.
To summarize, widespread entrainment was observed at the frequency of an attended
stimulus and at least 3 higher harmonics. Attentional modulation of the entrainment response
occurred bilaterally, and in contrast to most previous literature, was actually stronger over
ipsilateral sensors. Some interesting differences between harmonics were also observed: As can
be seen in Figure 3, the maxima of the 1st attended harmonics were more anteriorly distributed
than the 2nd-4th attended harmonics, and the 3rd and 4th attended harmonics became markedly
weaker and showed less attentional modulation. The unattended entrainment response, on the
other hand, remained contralaterally-focused and of similar strength across harmonics.
Average and Total Power Modulation During Entrainment
As expected, spectral power distributions of the trial-averaged activity were almost
identical to those of ITC. In fact, the 5-way ANOVA revealed identical effects to the ITC
ANOVA. Every significant effect mentioned in the previous section was also significant in this
ANOVA, and no other effects were present. This strong correspondence can be seen in Figure
4A.
It was not expected that total power would correspond as well to ITC, since this measure
includes activity that is not phase-locked across trials and thus emphasizes single-trial amplitude
enhancements rather than phase-alignments. For example, if the entrainment response were
entirely due to the phase-alignment of ongoing activity without any concurrent amplitude
enhancement, no peaks in the power spectrum would be visible. If, on the other hand, the
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entrainment response were entirely due to single-trial amplitude modulations, one would expect
similarly large peaks to those observed in the ITC and average power spectra.
Total power seems to be less robustly modulated by the entrainment response than ITC,
consistent with a scenario in which phase-alignment is more strongly involved in the entrainment
response than single-trial amplitude modulations. As can be seen in the spectral plots in Figure
4B, the peaks at the entrained harmonics were quite small relative to the total power at those
frequencies. In fact, the 3rd and 4th harmonic peaks were barely visible at all and there was only a
very weak entrainment response in the unattended conditions. Instead, the unattended signals
primarily showed power modulations at the attended harmonics (i.e. the unattended left signal
showed power modulations at the harmonics of the right stimulus, rather than a contralateral
response at the harmonics of the left stimulus, as was seen in the ITC analysis). The near-absence
of an entrainment response to the unattended frequencies in the total power spectra nicely
illustrates that significant entrainment can occur without power modulation above the
‘background’ noise level.
The 5-way ANOVA on total power ratios revealed a significant main effect of Attention
(F(1, 15) = 59.3, p < 0.001). Collapsing across all other factors, attentional modulation of total
power was much smaller than that of ITC (8.8% increase in total power ratio vs. 91% increase in
ITC). See Figure 5 for a graphical comparison of attentional modulation between the different
entrainment metrics at each harmonic and between sensor groups. As can be seen, attentional
modulation of average power and ITC is orders of magnitude greater than that of total power. As
in the ITC analysis, there was also a significant Attention x Harmonic interaction (F(3, 45) =
10.8, p < 0.001), reflecting less attentional modulation at the higher harmonics (F1 = 13%; F2 =
11.7%; F3 = 6.9%; F4 = 2.9%). There were no other significant interactions involving attention.
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Notably, the significant Attention x Hemifield x Hemisphere interaction seen in the ITC analysis,
reflecting greater attentional modulation over ipsilateral sensors, was absent from this ANOVA
(F(1, 15) = 0.669, p > 0.250).

[Figure on next page]
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Figure 3. Spectral and topographical distribution of the entrainment response. Panels A and B
show average phase-locking spectra at left and right-occipital sensor groups for the two stimulus
configurations. 0.1 Hz - 10 Hz ITCs are shown. Strong attentional modulation can be seen over
both sensor groups at the frequency of the attended checkerboard stream (1F) as well as at
several higher harmonics (2F-4F). The attended and unattended signals were obtained by
segmenting the data according to the attended and unattended targets, respectively. This is why
the ‘attend left’ signals are distinctly different from the ‘unattended right’ signals, for example.
Panels C and D show the full topographical distribution of the 4 most strongly entrained
harmonics for 1.3 Hz stimuli and 1.5 Hz stimuli separately. Bilateral entrainment is readily
visible in the attended signals. The harmonics are organized by rows and the attended/unattended
signal for left/right hemifield stimuli are organized by columns.

[Figure on next page]
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Figure 4. Power modulation of the entrainment response. A. Left side: spectral distributions of
average power (FFT after averaging across trials) from 0.1 Hz -15 Hz for left and right sensor
groups. The same color scheme is used in these spectra as in the previous figure (blue = attended
left; red = attended right; cyan = unattended left; magenta = unattended right). Data from only
one stimulus configuration is shown. A. Right side: topographical distributions of average power
for the first 4 harmonics (rows) and for the attended and unattended signals to left and right
hemifield stimuli (columns). Only data from 1.3 Hz stimuli are shown. Average power shows
similarly strong modulations to those of ITC. B. Total power (FFT on single-trials before
averaging) of the entrainment response, organized in the same manner as Panel A. Here,
topographies are expressed in terms of SNR, computed by taking the ratio between power at a
frequency of interest and the average power between the neighboring frequency bins on either
side of it (±0.1 Hz). Note that although similar topographical distributions can be seen,
modulation was drastically weaker. Also note the strong lateralization in the alpha-band that can
be seen in the total power spectrum. This is analyzed in a later section.

[Figure on next page]
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Figure 5. Attentional modulation ratios for both power metrics (top) and ITC (bottom). Data
were first collapsed across stimulus configurations so that differences between contralateral and
ipsilateral sensors could be more easily visualized. Ratios were then calculated between the
attended and unattended signals at each harmonic. Error bars represent standard error of the
mean across subjects.

Inter-hemispheric Phase Differences
If the bilateral entrainment response resulted from strong contralateral source projections
(which might be expected if the response were entirely stimulus evoked), no meaningful
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differences in the average entrainment phases between hemispheres would be predicted (or one
might observe a clear 180° phase reversal between opposite ends of a source dipole). Speaking
against this possibility, a more gradual and systematic change in the average phase angle of the
entrained frequencies and their harmonics was observed. Shown in Figure 6, the average phase at
the first four harmonics of the attended frequency showed similar patterns of gradual change
across the scalp. This pattern changed as a function of attended direction, suggesting that this
phase pattern was not simply a passive property of the rhythmic sensory stimulation and was
likely functional in nature. This seems to suggest that there was a reversal in the flow of the
entrained oscillations.
To test for potential inter-hemispheric phase differences that change as a function of
attended hemifield, circular differences were first computed between each participant’s average
phases over left and right sensor groups. These values were then submitted to 2 two-way circular
ANOVAs (Harrison and Kanji, 1988), one for each stimulus frequency, with Attended Hemifield
x Harmonic as factors. Two-way ANOVAs were used instead of a single three-way ANOVA
because, to the best of our knowledge, such a three-way extension has not yet been validated.
Confirming the visually apparent effect of attended hemifield on the phase topographies,
a significant main effect of Attended Hemifield was found for both stimulus frequencies (1.3 Hz
Stimulus: p < 0.001; 1.5 Hz Stimulus: p < 0.001). There was no main effect of Harmonic for
either stimulus frequency, but there was a significant interaction of Attended Hemifield x
Harmonic for the 1.3 Hz stimulus (p < 0.001), which only approached significance for the 1.5 Hz
stimulus (p = 0.086).
To determine in which harmonics the interhemispheric phase differences were most
influenced by attended hemifield, further circular differences (of the interhemispheric phase
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differences) between attend left and attend right conditions were computed for each subject. One
sample circular tests against a mean angle of 0 were then conducted using a Bonferroni-corrected
significance threshold of p = 0.0063. Significant non-zero differences were found for the 3rd
harmonic for both stimulus frequencies (p<0.0063).

[Figure on next page]
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Figure 6. Topographical phase distributions of the entrainment response. Panels A and B show
the entrainment response to 1.3 Hz and 1.5 Hz stimuli, respectively. First two columns of each
panel: Each point represents a sensor, color-coded by the average phase at the respective
harmonic frequency. Phase values were first averaged across trials and then across participants,
as described in the methods. Only the attended responses are shown. Gray boxes in the
background of each topography indicate the sensor groups that were analyzed. It was ensured
that there was significant entrainment at all sensors and all harmonics (p<0.001) before these
phase analyses were conducted. Third column: Phase-lags between left and right sensor groups
as a function of attended direction (blue = attend left; red = attend right). Points along the
circumference of each plot represent single-subject phase-lags. The direction of bars emanating
from the plot origins represent average interhemispheric phase-lags across subjects, while the
length of these bars indicates phase consistency. Fourth column: Phase-lags (of the
interhemispheric phase-lags) between attended hemifields. Orange boxes denote significant
differences from 0 (Bonferroni-corrected).

VEP Analysis: Latency and Laterality of the P1
Although this study was not designed with the intention of obtaining a reliable VEP,
there did appear to be one in the broadband signal, albeit of very small amplitude. Hence, the
latency and laterality of the checkerboard-evoked VEP were interrogated, as described in the
methods. We were specifically interested in the P1 component, which is typically lateralized in
its early phase and sometimes has a later ipsilateral phase.
As can be seen in Figure 7A, the unattended P1 was remarkably attenuated across most of
the post-stimulus period (main effect of Attention: F(1,15) = 19.3, p < 0.001). The onset latency
of the attended response was substantially later in the ipsilateral hemisphere (contralateral
latency: 115.23ms; ipsilateral latency: 144.53ms). The topographies in Figure 7B confirm that
the attended P1 was largely contralateral in the early time range (101.6ms-128.9ms) and then
spread bilaterally in the later time range (130.9ms-158.2ms). The unattended P1, on the other
hand, shifted from being contralaterally-focused in the early time range to more ipsilaterally
focused in the later time range. This pattern of results is corroborated by a significant
Hemisphere x Time Bin interaction (F(1,15) = 14.8, p = 0.002). There was also far greater
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attentional modulation in the late time period, as indicated by a significant Attention x Time Bin
interaction (F(1,15) = 12.4, p = 0.003).

Figure 7. VEP Waveforms and Topographies. A. Averaged VEP waveforms (to each
checkerboard reversal) for contralateral and ipsilateral sensors, collapsed across all other factors.
Gray bars indicate the early (left plot) and late (right plot) time periods that were used for
statistical analysis and topography plotting. The gray bars are centered at the significant onset
time of the attended waveform, which was defined as the 10th consecutive time-point (~20ms)
that was significantly greater than 0 (paired t-test, p<0.05). B. Amplitude topographies averaged
across the early (left) and late (right) time periods. In the late time-window, bilateral spreading
can be seen in the attended VEP, but not the unattended.
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Strength of Entrainment Influences Task Performance
In order to examine the relationship between target detection and entrainment during
visuospatial attention, difficulty of the spatial CTET task was titrated such that participants
inevitably missed an average of about 25% of targets. We predicted that entrainment would be
disrupted during trials in which the target delay went undetected. Since there were less of such
‘miss’ trials, within-participant ITC values for ‘hit’ and ‘miss’ trials were separately normalized
to z-scores (based on the variability across the frequency domain). As shown in Figure 8 phaselocking across miss trials was substantially reduced over at least the first four harmonics. There
did not appear to be any meaningful differences in entrainment topographies between hits and
misses, suggesting that missing a target involves a breakdown of the entire entrainment network
rather than disruption within one or a subset of visual areas.
These observations were tested with another five-way ANOVA with the following
factors: Stimulus Frequency x Target Detection (hits vs. misses) x Attended Hemifield x
Hemisphere x Harmonic.
Main effects: Confirming the observation that there was substantially more entrainment
during trials in which the target was detected, there was a significant main effect of Target
Detection (F(1, 15) = 121, p < 0.001; z-scores: Hits = 3.25±1.03, Misses = 1.13±0.69; 187%
increase). There was also a significant main effect of Harmonic (F(3, 45) = 11.7, p < 0.001), like
in the previous 5-way ANOVA; however, there was no main effect of Stimulus Frequency.
There was a significant Target Detection x Harmonic interaction (F(3, 45) = 6.64, p =
0.001), reflecting a reduction in z-scores for both hits and misses at the higher harmonics,
although the percent at which target detection modulated the harmonics remained relatively
stable (Percent increases in z-scores: F1 = 171%, F2 = 187%, F3 = 193%, F4 = 212%).
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Paralleling the behavioral advantages noted for left hemifield stimuli, the Target Detection x
Hemifield interaction was approaching significance (F(1, 15) = 4.24, p = 0.057). This was driven
by a stronger modulation of Target Detection on entrainment to left hemifield stimuli (percent
increase in z-scores due to target detection: left hemifield = 209%, right hemifield = 167%).

Figure 8. Entrainment influences task performance. A, B. Z-score topographies of ITC are
shown for ‘hit’ and ‘miss’ trials (columns) at the first 4 harmonics (rows). A strong reduction in
the entrainment response can be seen for ‘miss’ trials across all harmonics. Panels A and B are
divided by stimulus frequency, as in previous figures.
Alpha-band Lateralization and Target Detection
The unattended stimulus stream was subjectively very distracting, and consequently,
successful performance on the task likely required suppression of this competing visual input.
Oscillations in the alpha-band (8-12 Hz) have been repeatedly associated with this process, but
more often in the context of anticipatory/cued shifts of attention (Worden et al., 2000; Thut et al.,
2006; Kelly et al., 2009; Banerjee et al., 2011; Capilla et al., 2014) although they are also
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observed during sustained spatial attention tasks (Kelly et al., 2006) or even preparation of
saccades (Belyusar et al., 2013). It was therefore of significant interest to ask whether regions
that were entraining to an attended rhythm in the delta band (i.e. 1.3 Hz or 1.5 Hz) would show
concomitant suppressive oscillatory signatures in this faster frequency band. Furthermore, did
alpha-band activity also play a role in target detection?
Within participants, total power was averaged across the alpha-band and subsequently
collapsed across stimulus frequencies, for hit and miss trials separately, and converted to zscores (based on the variability across sensors) to normalize the relative contribution of alpha
lateralization from a given participant. As shown in Figure 9, robust lateralization of alpha power
was observed over occipital scalp regions such that alpha power was greater over the hemisphere
ipsilateral to the attended hemifield (e.g. Worden et al., 2000). There were also small differences
in alpha lateralization in hit vs. miss trials, replicating what was found in a non-spatial variant of
this task (O’Connell et al., 2009). To test these observations, a three-way ANOVA with Target
Detection x Attended Hemifield x Hemisphere as factors was conducted. As predicted, and
replicating numerous studies, there was a robust Attended Hemifield x Hemisphere interaction
(F(1, 15) = 68.2, p = 5.84e-07), demonstrating that there was significantly higher alpha power
over ipsilateral sensors when attending either hemifield (attend left = 128% ipsilateral increase zscores; attend right = 68% ipsilateral increase). There was also a significant Target Detection x
Attended Hemifield x Hemisphere interaction (F(1, 15) = 7.31, p = 0.0163), confirming that
there was a reduction in alpha lateralization in miss vs. hit trials (hits: attend left = 141%
ipsilateral increase, attend right = 74% ipsilateral increase; misses: attend left = 115% ipsilateral
increase, attend right = 64% ipsilateral increase). There was no main effect of Target Detection
(F(1, 15) = 0.96, n.s.), suggesting that lapses of attention in this task were not influenced by
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global changes in alpha and were instead hemisphere specific. There was a main effect of
Attended Hemifield (F(1, 15) = 5.6, p = 0.0319), driven by overall higher alpha power when
attending to the left hemifield. There was also a trending effect of Hemisphere (F(1, 15) = 3.97, p
= 0.0647), suggesting that there was more alpha-power over the right hemisphere, regardless of
the attended hemifield (Foxe et al., 1998).

Figure 9. Alpha-band lateralization during entrainment. Top row: Replicating previous findings,
strong lateralization of total power in the alpha-band (8-12 Hz) can be seen. Within participants,
total power was first averaged across 8-12 Hz and then normalized by converting to z-scores.
The resulting z-score topographies were then averaged across participants. Bottom row:
Difference topographies between ‘hit’ and ‘miss’ trials. Although the differences are relatively
small, they demonstrate a significant reduction in alpha lateralization in ‘miss’ trials. For both
attended hemifields alpha power was greater for ‘hit’ trials over ipsilateral areas and weaker over
contralateral areas.

Discussion
Bilateral Entrainment during Unilateral Spatial Attention
The current data demonstrate that entrainment of low-frequency neuronal oscillations
(1.3 Hz or 1.5 Hz in our experiment) can operate as a mechanism to resolve competition between
two continuously presented, spatially separated streams of visual input. Using two distinct
stimulus rhythms allowed for the isolation of the neural responses occurring simultaneously to
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the attended and unattended streams. It was shown that sustained spatial attention to a rhythmic
stimulus in one hemifield resulted in dramatically increased phase-locking to the attended
stimulus frequency, and also several higher harmonics. This entrainment was robust and
widespread, including bilateral visual areas and extending over frontal-central regions, which is
not what would be expected of a typical visual sensory response. The phase-locking evoked by
the unattended stimulus, on the other hand, was substantially weaker and was confined to a
highly delimited set of contralateral sensors. This topographical dissociation suggests that
neuronal populations in both hemispheres of visual cortex can be recruited when attending to a
unilateral region of visual space. Furthermore, since modulations of phase-locking and average
power were orders of magnitude larger than total power, it can be concluded that the entrainment
response was largely due to the alignment of ongoing oscillations, rather than the result of singletrial amplitude enhancements.
That ipsilateral visual areas can be recruited during sustained attention to one hemifield is
quite surprising in light of decades of research demonstrating contralateral cortical mapping and
attentional modulation of the visual hemifields. Many human fMRI studies have characterized
the contralaterally-mapped visuospatial attention network (Gandhi et al., 1999; Somers et al.,
1999; Beauchamp et al., 2001; Corbetta and Shulman, 2002), and spatiotopic attentional
modulations have been observed to extend into parietal regions (Silver et al., 2005). EEG studies
have paralleled these findings by showing that shifts in covert attention result in a contralateral
increase in the amplitude of the early components of the transient VEP (Woldorff et al., 1997;
Hillyard et al., 1998; Martinez et al., 1999; Luck et al., 2000; Di Russo et al., 2003; Kelly et al.,
2008) as well as in the power of the so-called steady-state VEP (Morgan et al., 1996; Muller et
al., 1998; Muller and Hillyard, 2000). Because most of these studies have found highly similar
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topographies for attended and unattended stimuli, and only observed amplitude or power
modulations, these findings have been taken to reflect an amplification of the stimulus-driven
neuronal response. Attentional modulation of the VEP was also found in the current study,
however this manifest as an atypical bilateral positivity in the later ‘ipsilateral’ phase of the
attended P1. The unattended P1 on the other hand showed a more typical contralateral to
ipsilateral shift in its topography (e.g. Di Russo et al., 2003). This topographic spreading of the
attended P1 parallels that of the attended entrainment response and provides indirect support for
the hotly-debated hypothesis that the alignment of ongoing oscillations, rather than single-trial
amplitude fluctuations, are the major contributor to the VEP (Makeig et al., 2002; Gruber et al.,
2005; Moratti et al., 2007).
Relationship between Entrainment and Alpha Lateralization
Lateralized oscillatory activity within multiple distinct frequency bands has also been
observed during spatial attention (Siegel et al., 2008). Of particular interest to the current study,
our group and others have repeatedly shown that oscillatory power in the alpha-band (8-12 Hz)
increases over the hemisphere ipsilateral to an attended stimulus (Worden et al., 2000; Kelly et
al., 2006; Kelly et al., 2009; Capilla et al., 2014; Frey et al., 2014) and is even retinotopically
specific within a hemifield (Rihs et al., 2007). This has been most commonly interpreted as a
top-down inhibitory mechanism serving to reduce neuronal excitability and consequently inhibit
the processing of ignored information (Foxe and Snyder, 2011). In line with these findings, a
highly lateralized distribution of alpha power was found here, demonstrating that suppressive
oscillatory mechanisms were concurrently active during entrainment.
Extending the findings of Kelly et al., 2009 to a sustained attention task, it was also found
that small reductions in alpha lateralization were associated with trials in which participants
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failed to detect the target stimulus. An even stronger association was found between target
detection and the entrainment response, suggesting that alpha lateralization and the bilateral
propagation of attended information represent complimentary mechanisms that are both
functionally important in resolving competition during spatial attention. The fact that there was
topographic overlap between alpha lateralization and entrainment also speaks to the neural
selectivity of alpha lateralization. The incoming to-be-ignored rhythm was prevented from
propagating past presumably early visual areas while the attended rhythm flourished. Perhaps the
putative reduction in ipsilateral neural excitability caused by alpha lateralization was necessary
for the low-voltage but highly synchronized entrainment response to supersede the competing
rhythm in these areas.
Since there appeared to be very little phase-locked activity in the alpha-band (as
demonstrated by the average power spectra in Figure 4A), we further speculate that alpha could
also operate by desynchronizing incoming information, thereby preventing this input from
properly resetting the phase of endogenous oscillations and subsequently being linked with
neural populations involved in higher-order processing. It should be noted, however, that in the
case of briefly presented target stimuli, alpha does exhibit a phasic relationship with detection
(Mathewson et al., 2009), particularly when alpha oscillations (specifically, 10 Hz) have been
entrained by a preceding rhythmic stimulus (Mathewson et al., 2012; Spaak et al., 2014). Perhaps
alpha assumes a more phasic role when the task involves transient stimuli or stimulation rates in
this range.
The Potential Functional Importance of Harmonic Oscillations
A relationship was found between attended hemifield and the interhemispheric phase-lag
of the entrainment response, such that this difference reversed sign depending on which
hemifield was attended. This striking pattern of results suggests that the widespread entrainment
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response reflects a functional flow of information between hemispheres. This effect was
significant at the 3rd attended harmonic, also appeared reliably at the 2nd harmonic, and was
almost completely absent at the 1st harmonic, suggesting that the harmonics may play different
functional roles within the entrainment response.
Speaking further to this possibility, a subtle but interesting topographical dissociation was
seen between the 1st and 2nd attended harmonics, perhaps reflecting the dorsal and ventral
attention networks described by Corbetta and Shulman (Corbetta and Shulman, 2002). The 2nd
harmonic was more ventrally distributed, showing maximal entrainment over bilateral
occipitotemporal regions and also over a distinct fronto-central region, while the maxima of 1st
harmonic were located more dorsally and anteriorly over parietal areas, and over an even more
frontal region than in the 2nd harmonic. Since the 3rd harmonic also showed an
occipitotemporally-biased topography, and since both of these harmonics (and not the 1st)
seemed to show the aforementioned relationship between interhemispheric phase-lag and
attended hemifield, perhaps the 2nd and 3rd harmonics are reflective of a cortical network that is
more involved in the initial relay of attended information between visual hemispheres. The more
frontoparietally-biased 1st harmonic may in turn reflect a network more involved in attentional
control itself, which would be consistent with recent work that has demonstrated stimulusindependent oscillatory synchronization between frontal and parietal regions during spatial
attention (Siegel et al., 2008). In the current study, attention-induced inter-regional synchrony
was instead robustly tagged by an attended stimulus rhythm and its harmonics. Although
principled follow-up studies are needed, low-frequency entrainment could prove to be a
particularly useful technique for probing oscillatory synchronization within and between
attentional networks, particularly if distinct networks are indeed being tagged by separate
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harmonics of a single stimulation frequency (other studies not involving spatial attention have
already suggested this possibility: e.g. Pastor et al., 2007; Heinrichs-Graham and Wilson, 2012).
Another recent covert spatial attention study has also provided evidence for distinct
networks being tagged at different harmonics (Kim et al., 2011), although the stimulation rates
used were much higher (12.5 Hz and 16.67 Hz). The dissociation they found was more clear-cut:
the 1st harmonic occurred bilaterally and showed no attentional modulation, while the 2nd
harmonic was strongly lateralized and modulated by attention. The authors speculated that the 1st
harmonic in their data reflected population activity of low-level frequency-following neurons,
while the 2nd harmonic reflected activity from frequency-doubling neurons involved in higherorder processing. While this is a compelling framework for their observations, it is unclear how
it can be reconciled with numerous aspects of the current findings. Attentional modulation
occurred almost as robustly in the 1st harmonic, while being nonexistent in their data. Attention
also induced a drastic topographic spreading of the entrainment response in all four harmonics
that we examined, while no such change was seen in their data. A 3rd and 4th harmonic were seen
in their data (and often are in ssVEP studies), however they were not analyzed in the context of
attention.
Taken together with the findings of other ssVEP studies of spatial attention, which all
used much higher entrainment frequencies, it seems plausible that the low-frequency stimulation
rates used in the current study allowed for the tagging of one or more endogenous (not stimulusdriven) attentional networks involved in sustained spatial attention that are simply not indexed
by higher-frequency entrainment. Although less likely, it is also possible that the current findings
reflect a separate mechanism of visuospatial attention that is only in operation when lowerfrequency stimulus rhythms are involved.
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Abstract
Visual perception fluctuates in-synch with ongoing neural oscillations in the delta, theta, and
alpha frequency bands of the human EEG. Supporting the relationship between alpha and
perceptual sampling, recent work has demonstrated that variations in individual alpha frequency
(IAF) correlate with the ability to discriminate one from two stimuli presented briefly in the
same location. Other studies have found that after being presented with a flickering stimulus at
alpha frequencies, perception of near-threshold stimuli fluctuates for a short time at the same
frequency. Motivated by previous work, we were interested in whether this alpha entrainment
involves shifts in IAF. While recording EEG, we tested whether two-flash discrimination (a
behavioral correlate of IAF) can be influenced by ~1s of rhythmic visual stimulation at two
different alpha frequencies (8.3hz and 12.5hz). Speaking against the bottom-up malleability of
IAF, we found no change in IAF during stimulation and no change in two-flash discrimination
immediately afterwards. We also found synchronous activity that persisted after 12.5hz
stimulation, which suggests that a separate source of alpha was entrained. Importantly, we
replicated the correlation between IAF and two-flash discrimination in a no-stimulation
condition, demonstrating the sensitivity of our behavioral measure. We additionally found that
IAF increased during the task compared to rest, which demonstrates that IAF is influenced by
top-down factors but is not involved in entrainment. In the framework of existing findings, we
suggest that visual entrainment may involve ongoing perceptually relevant oscillations from the
delta to alpha frequency bands, serving to maintain rhythmic temporal expectations.
Keywords: individual alpha frequency, perception, entrainment, temporal expectation,
behavioral oscillations, alpha oscillations
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1. Introduction
Numerous studies have shown that visual sensitivity fluctuates rhythmically. Depending
on the task and methods used, rhythmic fluctuations in the detection of near-threshold stimuli
have been observed in the delta (0.3hz-1hz; Fiebelkorn et al., 2011), theta (~6-10hz; Busch et al.,
2009; ~4-10hz; Busch & VanRullen, 2010; 5-7hz; Benedotto et al., 2016), and alpha (~10hz;
Mathewson et al., 2009) frequency bands. More research in this domain has focused on alpha
oscillations because of many earlier studies which have also demonstrated a strong relationship
between alpha power and visual perception (e.g. Romei et al., 2008; Hanslmayr et al., 2007).
Several studies have suggested that the ongoing alpha oscillations which are involved in
perceptual sampling can be entrained in a bottom-up manner to rhythmically flickering visual
stimuli within the alpha frequency range (Mathewson et al., 2012; Spaak et al., 2014; Kizuk &
Mathewson, 2016). In Spaak et al. (2014), a square stimulus was flickered at 10hz for 1.5s,
causing the detection of a subsequently presented near-threshold stimulus to fluctuate at 10hz, in
the same way that perception has been found to fluctuate spontaneously. Supporting the
occurrence of the entrainment of ongoing alpha oscillations in the brain, they additionally found
that 10hz neural activity persisted for about 300ms after cessation of the flicker.
It has been suggested that alpha entrainment involves a shift in an individual’s peak alpha
frequency towards the stimulation frequency (IAF; Cecere et al., 2015; Hermann et al., 2016;
Keitel et al., 2018). Cecere et al. (2015) found that the optimal timing of an illusion known as the
sound-induced double-flash illusion was correlated with IAFs and that tACS stimulation at IAF
± 2hz caused changes in the optimal timing of the illusion that were consistent with entrainmentinduced shifts in IAF. It remains an open question, however, whether rhythmic visual stimulation
entrains alpha in the same way as non-invasive brain stimulation. Keitel et al. (2018) found no
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supporting evidence for a shift in IAF during quasi-rhythmic stimulation with average
frequencies in the theta, alpha, and beta bands. In another recent study, it was found that very
high intensity rhythmic stimulation at IAF and nearby frequencies produced stronger phaselocking compared to arrythmic, stimulation but they did not examine whether shifts in IAF peaks
occurred (Notbohm et al., 2016). So far, no studies employing rhythmic visual stimulation in the
alpha-band have empirically tested whether alpha entrainment involves shifts in IAF and whether
this corresponds to changes in perception.
With this in mind, our study sought to find behavioral and electrophysiological evidence
for flicker-induced shifts in IAF by employing a task which was recently shown to correlate with
IAF (Samaha & Postle, 2015). Samaha and Postle (2015) found that participants with faster IAFs
were better able to discriminate one from two circles flashed briefly in the same parafoveal
location. This suggested that those individuals were sampling the stimuli at a faster rate and were
better able to segregate two-flash stimuli. We used this paradigm to test whether ~1s of rhythmic
stimulation at 8.3hz or 12.5hz would induce changes in participants’ ability to discriminate one
from two flashes while concurrently measuring EEG. We predicted that 8.3hz stimulation would
impair performance and decrease IAFs while 12.5hz stimulation would improve performance
and increase IAFs. We also examined the EEG data for stimulation-induced synchrony after the
offset of the flickering stimulus, which is frequently used as evidence for alpha entrainment
(Mathewson et al., 2012; Spaak et al., 2014; Kizuk & Mathewson, 2016). Lastly, because it has
also been shown that shifts in IAF and single-trial alpha frequency can occur due to top-down
factors such as task demands (Haegens et al., 2014; Wutz et al., 2018), we also measured
whether IAF changed from rest to the task.

69

Contrary to our hypothesis, we found that two-flash discrimination performance was not
influenced by alpha-band flicker and IAFs during stimulation were unchanged. We additionally
observed post-stimulation synchrony after 12.5hz flicker, suggesting that alpha entrainment
occurred but did not involve IAF. Importantly, we also replicated the finding that IAF was
correlated with individuals’ two-flash fusion thresholds (Samaha & Postle, 2015), demonstrating
the sensitivity of our measure to reflect variations in IAF. We further found that IAF was
increased during the task compared to an eyes-closed resting session, illustrating that although
shifts in IAF are resistant to bottom-up influences, they do occur as a result of top-down factors.
2. Methods
2.1. Participants. Thirty-six undergraduate students participated in this study and were
compensated with course credit (mean age: 20.34, SD: 3.13; 15 females, 5 left-handed). One
participant did not complete our post-experiment questionnaire and thus was not included in
these demographics. Including set-up, breaks, and clean-up, participants volunteered up to 4
hours of their time. The task itself lasted approximately 75 minutes. All participants self-reported
having normal or corrected-to-normal vision and no history of neurological illness.
2.2. Experimental Design. We tested whether a short period of visual flicker (8.3hz or 12.5hz)
would influence participants’ ability to subsequently discriminate between one and two briefly
flashed circles (i.e. the two-flash fusion task, previously shown to correlate with individual peak
alpha frequencies (IAFs), Samaha & Postle, 2015). There was also a no-stimulation condition to
replicate Samaha & Postle, 2015 and a stimulation condition in which the entrainer was
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stationary to test whether visual stimulation without any rhythmicity would influence two-flash
discrimination. See Figure 1 for a schematic of the task.

Figure 10. Task schematic. Stimuli are to-scale with respect to each other. Participants fixated
on the central cross and after an inter-trial interval period (1800-2300ms), the annuli appeared
and flickered between light-gray and dark-gray as shown. Following a brief SOA, one or two
circles were flashed in the same location, within one of the annuli. Participants then responded
via mouse click whether they perceived one or two flashes.
Participants were seated in a dimly lit experiment booth, 80cm from a 100hz CRT
monitor (brand: iiyama; model: MA203DTA) set to 800 x 600 resolution. Before the main task,
two 4-minute EEG recordings of resting alpha activity were obtained, one with eyes-open and
another with eyes-closed. In the eyes-open recordings, participants were instructed to maintain
their gaze on a fixation cross at the center of the screen. In the eyes-closed recordings,

71

participants were told to sit still with their eyes closed. The order of these 2 sessions was
counterbalanced across subjects.
Each trial in the main task proceeded as follows: Participants first fixated a light gray
central cross (RGB = 70,70,70; 0.66° x 0.66°) on a black background for 1800-2300ms. Then,
except in the no-stimulation condition, a light-gray annulus (RGB = 105,105,105; 3.74° x 3.74°)
appeared 2.47° to the left and right of the fixation cross. In the 8.3hz and 12.5hz flicker
conditions, the annuli alternated between light-gray and dark-gray (RGB = 65,65,65) every 60ms
or 40ms, respectively, for 960ms. Note that this is of similar duration to existing studies which
have found fluctuations in perception due to alpha-band flicker (560ms: Mathewson et al., 2012;
1500ms: Spaak et al., 2014; 560ms: Kizuk & Mathewson, 2016). In the 8.3hz condition, the
annulus flickered for 8 cycles (120ms per cycle), while in the 12.5hz condition, the annulus
flickered for 12 cycles (80ms per cycle). At the end of the last flicker cycle, the dark gray annuli
remained on the screen to prevent masking effects as well as to reduce stimulus offset artifacts in
the EEG. The final light gray entrainers changed to dark-gray at 900ms in the 8.3hz flicker
condition and 920ms in the 12.5hz flicker condition in order to have a completed stimulation
cycle after 960ms in both conditions. In the stationary stimulation condition the annuli remained
light-gray for 910ms and then turned dark-gray. In the no-stimulation condition the
single/double-flash stimuli were presented after the inter-trial interval (ITI) period.
After the last stimulation cycle in the stimulation conditions, the single/double-flash
stimuli were presented, 100-190ms (10 sample points, one every 10ms) after the offset of the
final light-gray entrainer. This range of stimulus offset asynchronies (SOA) ensured that there
was an in-phase and an out-of-phase time point for both entrainment rhythms. Note that the
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abbreviation SOA is being used unconventionally in this study. SOAs were randomized and
counterbalanced such that each stimulation condition had 20 trials at each SOA.
The timing and proportions of the single/double-flash stimuli were the same as Samaha &
Postle, 2015. The circle used for the flash stimuli was 1.23° x 1.23°, RGB = 100,100,100. There
were an equal number of single and double-flash trials and the flash stimulus occurred with equal
probability, randomly on one side of the screen, within one of the dark gray annuli (which
remained on the screen after the stimulation period). In double-flash trials, each flash was 40ms
in duration, with an inter-flash-interval of 10-50ms (10ms increments). The durations of singleflash stimuli were equated to that of the two-flash stimulus events, such that single-flashes lasted
between 90-130ms. Because the two-flash stimuli appeared within the previously-flickering
annuli, a potential concern is that metacontrast masking could occur. This is not likely to be a
confound because, unlike metacontrast masking studies, there was a spatial gap between the
inner contour of the annulus and the contour of the two-flash stimulus. In addition, the SOAs
used were longer than what would produce masking (Boyer & Ro, 2007).
Participants were told that there would be an equal number of one and two-flashes, and
that the duration of the stimulus was not indicative of whether one or two-flashes had occurred.
After the one/two-flash stimulus occurred, there was an 800ms delay before participants were
cued by a slight brightening of the fixation cross (RGB = 90,90,90) to make their discrimination
response. Participants made their responses with a mouse (left button = single-flash, right button
= double-flash). Once a response was detected, the fixation cross darkened again to indicate the
start of the next ITI.
There were 240 trials per condition, 40 of which were trials without single/double-flash
stimuli after the stimulation period. Thus, there were 100 single-flash and 100 double-flash trials
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per stimulation condition, and 20 double-flash trials per inter-flash interval (10-50ms). The
experiment was divided into 12 blocks, 3 blocks per stimulation condition. A break screen
followed each block and participants could continue with the next block at their own pace. The
order of the stimulation blocks was random with the constraint that no stimulation-type could
repeat. Additionally, to help reduce differences in fatigue effects between conditions, the last 4
blocks always contained all 4 conditions in random order.
2.3. Psychometric Function Fitting. The logistic function was used to compute psychometric
curves and two-flash fusion thresholds for each participant using the PAL_PFML_Fit function in
the Palamedes toolbox (Prinz & Kingdom, 2009). This function uses the Nelder-mead search
algorithm to iteratively find the best-fitting curve according to 4 parameters: threshold (α), slope
(β), guess-rate (γ), and lapse-rate (λ). Threshold, slope, and lapse-rate were free parameters and
guess-rate was fixed at 0.5. Following the parameters used by Samaha and Postle, (2015), lapserate was bounded between 0 and 0.06. Goodness of fit measures were then computed using the
PAL_PFML_GoodnessOfFit function. This function was used to calculate deviances for the
actual fit and for 1000 fits simulated using a saturated model. This was done for each participant
and each stimulation condition. The average proportion of deviance for all fits, pooled across
stimulation conditions, was 0.70; SD = 0.27. Participants were excluded from a given condition
when the deviance of the fit for that condition was unacceptable (exceeded the 95th percentile of
the deviances of their simulated fits) or the threshold for the condition was exceedingly high
(more than 240 ms or more than 2.5 standard deviations of the mean threshold from the
condition). Overall, we excluded 4 participants from the no stimulation condition, 2 participants
from the stationary condition, 3 participants from the 8.3hz condition and 3 participants from the
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12.5hz condition. Thus, only 11 (7.6%) of 144 fusion thresholds were excluded from further
analysis.
2.4. Post-Experiment Questionnaire. As an exploratory measure, we had participants complete a
short questionnaire after the experiment. We were interested in whether IAF had any relationship
to different short and longer-term traits relating to fatigue and concentration. On a scale of 1-10,
we had participants rate perceived task difficulty, fatigue at the beginning of the task, fatigue at
the end of the task, and whether they ever have difficulty concentrating. We also asked how
many hours they slept the previous night and how many hours they usually sleep. Finally, the
questionnaire also included 3 items about hobbies; in particular we asked about frequency of
video game playing and expertise with dance and music.
2.5. EEG Acquisition and Preprocessing. EEG data was sampled at 1000hz using a Neuroscan
64-channel EEG cap. Channels are arranged in this cap according to the extended 10/20 system.
All data were filtered online with high-pass and low-pass filters set at 0.1hz and 100hz,
respectively. The data were referenced online using electrode Cz, and then re-referenced offline
to an averaged reference. Offline EEG data processing was done in MATLAB using custom
scripts incorporating functions from the FieldTrip analysis toolbox (Oostenveld et al., 2011).
Before epoching the data, bad channels were identified using statistics of neighboring channels
and interpolated using spherical-spline interpolation. Re-referencing occurred after this step.
The eyes-closed and eyes-opened resting alpha recordings were each epoched into 240 1s segments. The stimulation conditions in the main task were 960ms longer than the nostimulation condition. Thus, for the stimulation conditions, data were epoched into 4s segments
which included 1.5s pre-stimulation onset and 2.5s post-stimulation onset. Trials in the no-
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stimulation condition were epoched into 2.75s segments, 1.5s before and 1.25s after the onset of
the flash discrimination stimulus.
A high-pass filter at 0.75 Hz was applied to each epoch using a fifth-order Butterworth
filter with zero phase shift. Epochs were also linearly detrended and the main task data was
additionally demeaned to the last 200ms before visual stimulation. Muscle artifacts were
identified by band-pass filtering the data from 60 to 90 Hz with a fifth-order Butterworth filter.
This data was then z-transformed and trials exceeding a z-value of 20 were removed. The data
were then low-pass filtered at 40 Hz using a sixth-order Butterworth filter with zero phase shift
and trials with amplitude fluctuations exceeding 75 uV over the posterior 1/3 of the cap were
also removed. These procedures resulted in 10.1% of trials being rejected in the main task and
4.06% of trials being rejected in the resting alpha sessions. Lastly, the independent component
analysis (ICA) function in FieldTrip was used to identify and remove ocular and heartbeat
artifacts. The data were decomposed into 64 orthogonal components and were visually
represented by topographies and time series. The components were inspected manually and those
which were definitively an ocular or heartbeat artifact were removed.
2.6. Individual alpha frequency (IAF). IAF was computed for the eyes-closed and eyes-open
resting alpha sessions, as well as for the task ITI, by finding the frequency with the local
maximum in alpha power (8-13hz) for each subject at the sensor with greatest alpha power on
the group level (PO6 for both resting sessions and for the task ITI). We chose to use the same
sensor for all subjects because it has been shown that IAF varies systematically across the scalp
(Haegens et al., 2014). Each 1s epoch was first windowed with a Hamming window to prevent
edge artifacts, zero padded to 10s to increase frequency resolution, and then submitted to a fastFourier transform (FFT). Power spectra were then computed by averaging across trials and then
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the local maximum between 8-13hz was found. The final 1s of the ITI was used to compare with
resting IAFs. Spearman correlations were used for all IAF correlations to reduce sensitivity to
outliers (as was done in Samaha & Postle, 2015). One participant did not show a peak in the ITI
of the no-stimulation condition, so their data was excluded in this condition only. Note that the
results of this analysis remain the same when using subject-specific sensors for measuring IAF.
To examine whether stimulation influenced IAF, we also computed IAFs for the last
500ms of the stimulation period using the same specifications as described above. In this
analysis, more subjects did not show clear IAF peaks because power was much lower due to
stimulus-evoked alpha desynchronization (e.g. Pfurtscheller & Aranibar, 1977). In addition to
excluding data which showed no defined peak in the alpha range, we also manually excluded 2
participants in the 8.3hz condition and 1 participant in the 12.5hz condition who showed small
stimulus-evoked peaks which were larger than their IAF peaks. In total, 10 of 36 subjects had at
least one condition which had to be excluded. The 26 remaining subjects were included in a
repeated measures ANOVA analyzing the effect of stimulation on IAF. In reporting means and
standard deviations for these IAFs, 30 subjects were included in the 8.3hz condition, 31 subjects
were included in the 12.5hz condition, and 32 subjects were included in the stationary condition.
Note that the results of this analysis also remain the same when using subject-specific sensors for
measuring IAF.
2.6. EEG response to flickering stimulation. To assess the effectiveness of our stimulation in
synchronizing brain oscillations, we conducted FFT’s on the last 500ms of stimulation, again
using Hamming windows and zero padding to a 0.1hz frequency resolution. Power and inter-trial
coherence (ITC) were computed. Power was computed in the same way as was described in the
previous section. Note that this measure of power reflects the power of all ongoing oscillatory
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activity, whether phase-locked to the stimulus or not. In order to asses phase-locked activity, we
used ITC, which is a commonly-used measure of how consistently phase-locked oscillations at a
given frequency are across trials (e.g. Makeig et al., 2002; Spaak et al., 2014; Keitel et al., 2019).
This measure is independent of power and would be 1 if there was complete phase-locking
across trials and 0 if there was none.
The same metrics were also computed for the first 500ms after the end of the last
stimulation cycle to assess whether stimulus-evoked synchrony persisted after stimulation.
Although there was not enough data to reliably examine post-stimulation synchrony in trials with
the target stimulus omitted, we reasoned that the jittered SOA of the target would prevent any
synchronous evoked activity from contaminating the analysis of all stimulation trials. Power and
ITC were averaged across a bilateral group of 10 sensors was used for these analyses: (PO8 PO7,
PO6, PO5, PO4, POz, O2, O1, Oz). This grouping of sensors was used because our entrainment
stimuli were bilateral and to capture variability in the flicker-evoked response between subjects.
Note that for these analyses we focused on comparing the 8.3hz and 12.5hz conditions because a
broadband increase in post-stimulation ITC was observed in the stationary condition, possibly
due to a larger evoked response to the offset of the stimulus, see Figure 4.
2.7. Testing for rhythmicity in performance. We also measured whether there was any rhythmic
fluctuation in two-flash discrimination rates after stimulation (similar to Ronconi & Melcher,
2017). We first detrended each subject’s discrimination rate data (sorted by SOA). We then used
a moving average of ±1 SOA bin to smooth each subject’s data and then averaged across
subjects. We used the MATLAB curve-fitting toolbox to fit sine waves to this data using a
nonlinear least squares fitting procedure. As mentioned in Ronconi & Melcher, 2017, using
moving average smoothing in this way can lower the best fitting frequency compared to an FFT
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analysis. A starting point was set at 4hz for the search algorithm, and no further bounds were
used. Note that although we only had 10 behavioral time-points, this was sufficient in Ronconi
and Melcher (2017), experiment 2, to detect flicker-induced fluctuations in two-flash
discrimination rates at 6.5hz, suggesting that we had sufficient resolution to detect fluctuations at
our stimulation frequencies.
2.8. Data availability. The following data are available for download from Mendeley Data: Raw
behavioral data, processed time domain data averaged across trials for each subject, and
processed power, ITC, and IAF data. [URL to be inserted here upon acceptance for publication]
3. Results
3.1. Two-flash fusion thresholds vs. visual stimulation. There was a significant main effect of
stimulation condition on fusion thresholds (F(3,78) = 5.939; p = 0.001). Post-hoc t-tests revealed
that this main effect was driven by significantly lower thresholds in the stationary condition,
compared to all other stimulation conditions (all p’s < 0.05). No other comparisons were
significant. This suggests that two-flash fusion thresholds were not influenced by alpha-band
flicker frequency, providing evidence that IAF was not entrained by visual flicker. Psychometric
fits and thresholds are shown in Figure 2. A possible explanation for the improvement in
thresholds in the stationary condition could be related to changes in perceived contrast between
the background and the target induced by stationary stimulus after effects (see Discussion).
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Figure 11. Task performance. A. Psychometric curves were fit to the two-flash discrimination
performance, from which two-flash fusion thresholds were derived, shown in B. Fusion
thresholds were significantly faster in the stationary condition compared to all other conditions.
Error bars represent ± 1 SEM.
3.2. Two-flash fusion thresholds vs. IAF. Replicating Samaha & Postle, 2015, two-flash fusion
thresholds in the no-stimulation condition correlated with IAFs in both the eyes-closed and eyesopen resting sessions (eyes-closed: rho = -0.37; p = 0.037; eyes-open: rho = -0.43; p = 0.014).
Since there was no effect of task condition on IAF during the ITI (F(2.18,74.14) = 1.806, p =
0.168, Greenhouse-Geisser corrected), one IAF was computed for the ITI across all trials. This
set of IAF values was also correlated with two-flash fusion thresholds (rho = -0.36; p = 0.044).
Eyes-closed IAF did not correlate with thresholds in any other task condition, see Figure 3. Eyesopen IAFs were marginally correlated with thresholds in the 12.5hz condition (rho = -0.34; p =
0.051) but not in the 8.3hz or stationary stimulation conditions. IAFs in the ITI did not correlate
with thresholds in any of the stimulation conditions. See Table 1 for a list of all correlations.
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Figure 12. Correlations between eyes-closed IAF and fusion thresholds. The no stimulation
condition was the only condition that correlated with IAF. See Table 1 for additional correlations
between fusion thresholds and IAFs calculated from the eyes-open session and the ITI.
Eyes-Closed IAF
Eyes-Open IAF
ITI IAF
8.3hz
rho = -0.18; p = 0.308 rho = -0.24; p = 0.178 rho = -0.18; p = 0.311
12.5hz
rho = -0.26; p = 0.147 rho = -0.34; p = 0.051 rho = -0.25; p = 0.157
Static
rho = -0.08; p = 0.666 rho = -0.07; p = 0.712 rho = -0.12; p = 0.492
No-Stimulation rho = -0.37; p = 0.037 rho = -0.43; p = 0.014 rho = -0.36; p = 0.044
Table 1. Two-flash fusion correlations for all IAF measurements and stimulation conditions.
3.3. Flicker-induced modulation of EEG. A strong oscillatory response was observed during both
rhythmic stimulation conditions at their stimulation frequencies. This is visually apparent in the
time domain as shown in Figure 4A. Statistically confirming this, ITC during the last 500ms of
stimulation (shown in Figure 4B) was significantly enhanced in the rhythmic conditions at their
stimulation frequencies compared to the stationary stimulation condition (8.3hz: t(35) = 7.31, p <
0.001; 12.5hz: t(35) = 7.56, p < 0.001). Despite strong phase-locking to the flickering stimuli,
there was no effect of stimulation on IAFs measured during the last 500ms of stimulation
(F(2,50) = 0.675, p = 0.514; mean IAF during 8.3hz stimulation = 10.43hz, SD = 0.89hz; mean
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IAF during 12.5hz stimulation: 10.45hz, SD = 0.87hz; mean IAF during stationary stimulation:
10.40hz, SD = 0.82hz).
As can be seen in Figure 4C, there were no clear peaks in the power domain at the
stimulation frequencies, demonstrating that flicker-induced synchronization to our stimuli was
primarily due to phase alignment. There was significantly greater power at 12.5hz in the 12.5hz
condition compared to the 8.3hz condition (t(35) = 35.31, p < 0.001), but this was driven by an
overall reduction in power in the 8.3hz condition over the full alpha range compared to the
12.5hz condition (8-13hz; t(35) = 22.1, p = 0.005). There was also no difference in power at
8.3hz (t(35) = 1.42, p = 0.101) compared to the 12.5hz condition.
Since it has been shown that individuals synchronize more strongly to high-intensity
stimuli that are flickered at rhythms closer to their IAF (Notbohm et al., 2016), we also measured
whether there was a correlation between IAF and ITC during the last 500ms of stimulation.
There were no correlations between resting or ITI IAFs and ITC in either flicker condition.
These comparisons are shown in Table 2. Based on the findings of Notbohm et al., 2016, it is
also possible that flicker-induced shifts in IAF may be stronger the closer the stimulation
frequency is to IAF. Speaking against this possibility, we found no correlation between IAF
during the ITI of either flicker condition and the change in IAF between the ITI and the last
500ms of stimulation (8.3hz condition: rho = 0.03, p = 0.87; 12.5hz condition: rho = 0.18, p =
0.34).
Lastly, we tested whether there was flicker-evoked activity that persisted after the end of
stimulation, as has been done previously (e.g. Spaak et al., 2014). ITC during the first 500ms
after the final stimulation cycle is plotted in Figure 4D. Comparing ITC in the 8.3hz and 12.5hz
conditions during this time window, we found that there was significantly greater ITC in the
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12.5hz condition (t(35) = 3.97, p < 0.001) but not in the 8.3hz condition (t(35) = 0.85, p = 0.4).
Post-stimulation ITC also appeared to be elevated from ~1-5hz and ~10-12hz in the stationary
condition, which might be due to a slightly greater ERP to the offset of stimulation, which is
somewhat visible in Figure 4A.
Eyes-Closed IAF
Eyes-Open IAF
ITI IAF
8.3hz ITC rho = -0.02; p = 0.917 rho = 0.00; p = 0.989 rho = -0.05; p = 0.760
12.5hz ITC rho = 0.11; p = 0.526 rho = -0.01; p = 0.971 rho = 0.11; p = 0.520
Table 2. IAF vs. ITC correlations.

Full-page figure on the next page.
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Figure 4. Task EEG data. All time and frequency plots are averaged from posterior sensors. A.
Time-series of the stimulation conditions. Time 0 indicates the start of stimulation. Vertical
dashed line indicates the end of the last flicker cycle. Note that this means that the entrainment
stimulus turned dark-gray 40-60ms before this marker, see Methods. B. ITC during the final
500ms of stimulation. Vertical dashed lines indicate the stimulation frequencies. C. ITC in the
500ms after stimulation ended. D. Power during the final 500ms of stimulation. E. Power in the
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500ms after stimulation ended. F. Topographies of the flicker evoked responses during
stimulation. G. Difference topographies of the flicker evoked responses persisting after
stimulation. The topography on the left is ITC at 8.3hz, subtracting the 12.5hz condition from the
8.3hz condition. The topography on the right is ITC at 12.5hz, subtracting the 8.3hz condition
from the 12.5hz condition.
3.4. Alpha frequency and power differences between resting sessions and the task. There was a
significant change in IAF between resting sessions and the task (F(2,70) = 4.155, p = 0.020;
eyes-closed mean IAF = 10.41hz, SD = 0.83hz; eyes-open mean IAF = 10.57hz, SD = 0.99hz;
ITI mean IAF = 10.63hz; SD = 0.86hz). Follow up t-tests revealed that IAF was marginally
higher during the eyes-open resting session compared to the eyes-closed session (t(35) = 1.97, p
= 0.056), and IAFs in the ITI were significantly greater compared to eyes-closed IAFs (t(35) =
2.49, p = 0.018). This data is shown in Figure 5A-B.
Within subjects, IAFs were highly correlated between all recording sessions (eyes-closed
vs. eyes-open: rho = 0.86; p < 0.001; eyes-closed vs. ITI: rho = 0.79; p < 0.001; eyes-open vs.
ITI: rho = 0.91; p < 0.001). Interestingly, the change in IAF from the eyes-closed to the eyesopen session was negatively correlated with the change in IAF from the eyes-open session to the
ITI (rho = -0.37; p = 0.025). This is shown in Figure 5E. These changes in IAF between sessions
were not correlated with changes in alpha power between sessions (eyes-closed vs. eyes-open:
rho = -0.20; p = 0.242; eyes-open vs. ITI: rho = -0.06; p = 0.748).
Alpha power also changed significantly between resting sessions and the task (F(2,70) =
27.954, p < 0.001). Follow up t-tests revealed that power was greater in the eyes-closed session
compared to the eyes-open session (t(35) = 6.25, p < 0.001), and compared to the ITI (t(35) =
4.42, p < 0.001). Alpha power in the ITI was greater than in the eyes-open session (t(35) = 4.01,
p < 0.001). See Figure 5C-D. Within subjects, alpha power was also highly correlated between
all recording sessions (eyes-closed vs. eyes-open: rho = 0.70; p < 0.001; eyes-closed vs. ITI: rho
= 0.91; p < 0.001; eyes-open vs. ITI: rho = 0.66; p < 0.001).
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Figure 5. Resting and ITI alpha characteristics. A. Alpha power and peak frequencies at sensor
PO6 (the sensor with maximum alpha across subjects) for the resting recordings and the ITI. B.
IAFs for the resting recordings and the ITI (EC = eyes-closed; EO = eyes-open). C. Alpha power
for the resting recordings and the ITI. * = p < 0.001. Error bars represent ± 1 SEM. D. Alpha
power topographies for the resting recordings and the ITI. E. Scatterplot showing the correlation
between the change in IAFs between EC to EO and EO to ITI.
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3.5. Post-Experiment Questionnaire. Eyes-closed IAFs were not significantly correlated with any
of the questions on the post-experiment questionnaire. Eyes-open and ITI IAFs were both
significantly correlated with how much sleep participants reported usually getting: (eyes-open:
rho = 0.36; p = 0.035; ITI: rho = 0.41; p = 0.015). No other correlations between the
questionnaire items and IAF were significant.
3.6. Rhythmic fluctuation of two-flash fusion discrimination. Although we observed stimulationlocked neural oscillations persisting after the flicker was over, we found that two-flash
discrimination appeared to fluctuate at a general alpha frequency rather than at the rhythm of
stimulation. Smoothed behavioral data and sinusoid fits are shown in Figure 6. Significant
sinusoidal modulation of the aggregate behavioral data was found in the 12.5hz condition and the
stationary conditions (stationary condition: p = 0.008, adj-R2 = 0.772, best-fitting frequency:
10.2hz; 12.5hz condition: p = 0.032, adj-R2 = 0.600, best-fitting frequency: 9.19hz). The 8.3hz
condition did not exhibit significant rhythmic modulation (p = 0.225, adj-R2 = 0.313). We also fit
the data in the no-stimulation condition by using arbitrary SOAs 100-190ms before two-flash
presentation and as expected found no significant modulation (p = 0.865, adj-R2 = -0.332).
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Figure 6. Rhythmic fluctuations in two-flash discrimination. Each plot contains the detrended
and smoothed (via moving average) behavioral data points, error bars represent ±1 SEM. Also
plotted are the best-fitting sinusoidal curves of the smoothed data. P-values were derived from
random permutation testing, the fits were significant in the 12.5hz and stationary conditions.
4. Discussion
4.1. No evidence for the malleability of IAF
In this study, we found that rhythmic visual stimulation in the alpha-band did not cause
changes in IAF, nor did it influence two-flash fusion thresholds. Importantly, there was a
significant correlation between IAF and two-flash fusion thresholds in the no-stimulation
condition, replicating Samaha and Postle (2015) and demonstrating that our task should have
been sensitive to stimulus-induced changes in IAF persisting after stimulation. We also did not
find a correlation between IAFs and the strength of synchronization at either stimulation
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frequency, which would also be expected if IAF were being entrained at sufficiently high
intensity (Notbohm et al., 2016). These findings suggest that IAF is not malleable to bottom-up
stimulation but instead reflects neural processes that regulate perception internally regardless of
changes in the environment.
4.2. Evidence for the entrainment of alpha activity independent of IAF
Previous studies have found that a short period of flicker at alpha frequencies can induce
a corresponding fluctuation in perception at the flicker frequency (Mathewson et al., 2012; Spaak
et al., 2014; Kizuk & Mathewson, 2016). Considering our null finding, this implies that the alpha
activity which was entrained in these studies is separate from IAF. As was also found in these
studies, we found stimulus-locked activity that persisted after the offset of the 12.5hz stimulus,
supporting the notion that alpha entrainment involves activity that does not contribute to IAF.
Two other aspects of our data support this idea: 1) The topography of the post-stimulation
synchrony was more posteriorly focused than that of the alpha oscillations measured during rest
and the ITI. 2) Despite producing strong phase-locking, 8.3hz and 12.5hz flicker did not
modulate ongoing power. This demonstrates a dissociation between measures of power and
phase-locking which we were able to capitalize on to measure IAF and stimulus-locked
entrainment separately. This analysis strategy has been recently emphasized by Keitel et al.
(2019), who showed that attention to a lateralized stimulus flickering at 10hz or 12hz resulted in
an increase in phase-locking and a decrease in power over contralateral scalp locations. These
opposing effects similarly demonstrate the existence of two functionally-distinct populations of
alpha activity over posterior areas.
4.3. Phase-reset of alpha may have caused fluctuations in discrimination performance
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Interestingly, two-flash discrimination performance after 12.5hz and stationary
stimulation fluctuated at frequencies suggestive of a phase-reset of non-flicker-locked alpha
activity at the end of stimulation. Perhaps this is the same alpha which contributes to IAF and
two-flash fusion thresholds, which would again support the independence of IAF and entrained
alpha oscillations. In support of the possibility of IAF phase-reset, a previous study found that
after rhythmic stimulation at 10.6hz, within-subjects discrimination performance fluctuations
correlated with their IAFs (de Graaf et al., 2013). On the group level, this manifested as a ~10hz
fluctuation in discrimination. After 5.3hz stimulation, a significant 10hz fluctuation in
discrimination also occurred on the group level. Although within-subjects performance was not
fitted for this condition, this could have also been the result of IAF being phase-reset by the final
entrainment stimulus.
However, if the discrimination fluctuations in our data were due to IAF phase-reset, we
would also expect the correlations between two-flash fusion thresholds and IAF to remain in at
least the 12.5hz and stationary stimulation conditions. This was the case in one of the
comparisons between IAFs and fusion thresholds in the 12.5hz condition (eyes-open IAFs were
marginally correlated with fusion thresholds, p = 0.051), but in all other comparisons in all of the
stimulation conditions, IAFs did not correlate with two-flash fusion thresholds. This could
suggest that IAF was influenced in a non-systematic way or that there was a third variable
influencing two-flash fusion discrimination thresholds after visual stimulation.
4.4. IAF is influenced by cognitive factors
Although IAF was not systematically influenced by our stimuli, we did find that IAFs
increased significantly during the ITI compared to the eyes-closed resting recordings and there
was also a trend (p = 0.056) towards significantly greater IAF in the eyes-open condition
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compared to the eyes-closed condition. This is similar to another study which has shown an
increase in IAF during a task compared to rest (Haegens et al., 2014). In their study they found
that IAF was increased during an N-back working memory task compared to rest and passive
visual stimulation. They found that IAF increased even more in the harder condition of the task,
suggesting that this change was due to task engagement. The marginal increase we found in IAF
from the eyes-closed to the eyes-closed session suggests that alertness may also influence peak
alpha frequency.
That IAF can be influenced by both alertness and task engagement is consistent with an
fMRI study which found correlations between power in the lower and upper portions of the
alpha-band (7-10hz and 9-12hz, respectively) and two functional networks (Sadaghiani et al.,
2010). More specifically, power in the lower alpha-band was negatively correlated with activity
in the dorsal attention network, which was comprised of the intraparietal sulcus, the frontal eye
fields, and the middle temporal cortex. Power in the upper alpha-band was positively correlated
with a tonic alertness network, consisting of the dorsal anterior cingulate cortex, the insula, and
the thalamus. Significant correlations with both functional networks were found in a similar right
occipital-parietal region as the sensor we used for our IAF analyses.
It is thus conceivable that the IAF increase from eyes-closed to eyes-open could have
been due to an increase in activity in this tonic alertness network, resulting in a shift in activity
towards the upper alpha-band and an increase in IAF. The IAF increase from eyes-closed to the
intertrial-interval may have additionally involved the dorsal attention network, resulting again in
another shift of activity towards the upper alpha-band. During 12.5hz and stationary stimulation,
there was more power in the alpha band. It’s possible that these conditions were more
stimulating than the 8.3hz condition, resulting in greater activation of the tonic alertness network.
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We also found a negative correlation between the change in IAF between the eyes-closed
and eyes-open sessions and the change in IAF between the eyes-open session and the task. This
might reflect differences in arousal regulation. For example, participants who exhibited relatively
large increases in IAF from the eyes-closed to eyes-open session often had a subsequent decrease
in IAF from eyes-open session to the task. These individuals may have been unable to sustain
their alertness level during the task, resulting in a decrease in IAF. Also supporting the idea that
IAF is related to arousal regulation, eyes-open and ITI IAFs were correlated with self-reported
average sleep duration. Interestingly, this correlation was not found with self-reported sleep
duration on the night prior to the experiment, suggesting that arousal regulation is more strongly
determined by long-term sleep habits. In further support of the relationship between IAF and
arousal, it was also recently shown that IAF decreases with time on task (Benwell et al., 2019).
4.5. Improved fusion thresholds after stationary stimulation
A puzzling aspect of our data was that fusion thresholds after stationary stimulation were
significantly improved compared to all other conditions. We speculate that this effect may have
been due to an after-effect of the stationary stimulus. It is possible that the light gray stationary
stimulus produced a negative afterimage which made the subsequent dark gray annulus appear
even darker. This in turn would increase the contrast of the two-flash stimulus and enhance its
detectability. Supporting this possibility, we observed an even stronger improvement in fusion
thresholds in an earlier pilot experiment in which our entrainer stimuli spatially overlapped with
subsequent two-flash stimuli (N = 5; data not shown). Another possibility is that the offset of the
stationary stimulus increased the predictability of the target’s appearance, while being overall
less distracting than the flickering stimuli.
4.6. Potential limitations
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In Notbohm et al. (2016), very high stimulation intensities were needed to produce
signatures of IAF entrainment (in their study defined as an increase in phase-locking during
regular vs jittered stimulation, rather than a shift in IAF) at stimulation frequencies comparable
to those used in our task. Thus, the lower stimulation intensity used in our experiment, coupled
with the distance our stimulation frequencies were from many subjects’ IAFs, may have
prevented us from eliciting a shift in IAF. It is worth noting, however, that previous studies
finding fluctuations in perception after alpha-band flicker used relatively low stimulation
intensities, comparable to our own stimuli (Mathewson et al., 2010; Mathewson et al., 2012;
Spaak et al., 2014; Kizuk & Mathewson, 2016). Additionally, Mathewson et al., (2010),
Mathewson et al., (2012), and Kizuk & Mathewson, (2016) all used a stimulation frequency of
12hz, which is close to our stimulation frequency of 12.5hz. Thus, we do not believe that the
intensity of our stimuli or the stimulation frequencies we used can explain our results.
Although we did find EEG evidence for entrainment after 12.5hz stimulation, we did not
find such evidence after 8.3hz stimulation. We speculate that this may be an issue of signal
strength. Previous studies have found that post-stimulation fluctuations in the EEG are very
short-lived. In Spaak et al. (2014), stimulation-induced fluctuations at 10hz lasted ~300ms after
the last flicker. At 12.5hz stimulation (80ms cycles), almost 4 cycles occur within that time
period. At 8.3hz stimulation (120ms cycles), less than 3 cycles occur within 300ms, reducing the
power to detect elevated ITC in this condition. Additionally, we chose to be conservative in
analyzing post-stimulation synchrony: we windowed our FFT analysis to the end of the final
stimulation cycle, rather than to the presentation time of the final entrainer, as other entrainment
studies have done (Mathewson et al., 2012; Spaak et al., 2014; Kizuk & Mathewson, 2016). This
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means that the entrainment stimulus was dark-gray for half a cycle (40 or 60ms) before our poststimulation window began.
4.7. Visual entrainment as a general temporal expectation mechanism
Although there has been a great deal of focus on the specific entrainment of alpha
oscillations, studies have shown that oscillations across a wide range of frequencies can
synchronize to visual rhythms and form temporal expectations (Rohenkohl et al., 2012; Cravo et
al., 2013; Sokoliuk & VanRullen, 2016; Gray et al., 2015). In Cravo et al., 2013, discrimination
of a Gabor stimulus within noise was improved when the target was embedded within a 2.5hz
rhythmic stimulus stream compared to a matched irregular stimulus stream. The authors
interpreted their finding as a temporal expectation effect driven by the entrainment of 2.5hz
oscillations because the phase of oscillations at this frequency correlated with performance.
Sokoliuk & VanRullen, 2016 found that the detection of a small, near-threshold target fluctuated
at the rhythm of a concurrently presented, circle which was sinusoidally modulated at 5hz, IAF,
and 15hz.
Ronconi and Melcher (2017) used a very similar paradigm to our own and found that
two-flash detection rates fluctuated in-synch with audiovisual stimulation at 6.5hz, 8.5hz, 11.5hz,
but not 14.5hz. This supports the notion that oscillations within and below the alpha-band can be
entrained in the service of temporal expectation. We suspect that the same stimulation-induced
fluctuations of two-flash detection rates were not found in our data because our task was not as
sensitive to rhythmic temporal expectations. Target stimuli in their task spanned 56ms (6ms
flashes with 44ms in-between) while target durations in our task were 90-130ms (40ms flashes
with 10-50ms in-between), which made it less likely that performance would differ between
phases of the entrainment rhythm. Ronconi and Melcher (2017) also found that two-flash
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discrimination was significantly better after 8.5hz stimulation compared to 11.5hz stimulation,
which also differs from our data but is still opposite to what would be expected if IAF-specific
neural populations were being entrained.
Considering that entrainment of oscillations and behavior occurs from delta to alpha
frequencies in tasks involving rhythmic temporal expectations, it is likely to be a general
mechanism not specific to oscillations in the alpha-band. Studies finding rhythmic fluctuations in
behavior after alpha-band flicker might have been tapping in to this mechanism rather than
entraining alpha-specific activity (e.g. IAF). Further work is needed to validate this idea by more
thoroughly testing for flicker-induced fluctuations in perception coinciding with persistent
flicker-locked oscillations at a wider range of stimulation frequencies.
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Abstract
In the natural environment, humans make saccades almost continuously. In many eye movement
experiments however, observers are required to fixate for unnaturally long periods of time. The
resulting long and monotonous experimental sessions can become especially problematic when
collecting data in a clinical setting, where time can be scarce and subjects easily fatigued. With
this in mind, we tested whether the well-studied motor learning process of saccade adaptation
could be induced with a dramatically shortened inter-trial interval. Observers made saccades to
targets that stepped left or right either ~250ms or ~1600ms after the saccade landed. In
Experiment 1, we tested baseline saccade parameters to four different target amplitudes (5°, 10°,
15°, and 20°) in the two timing settings. In Experiments 2 and 3, we adapted 10° saccades via 2°
intrasaccadic steps either backwards or forwards, respectively. Seven subjects performed 8
separate adaptation sessions (2 inter-trial timings x 2 adaptation direction x 2 session trial
lengths). Adaptation proceeded remarkably similarly in both timing conditions across the multiple
sessions. In the faster-paced sessions, robust adaptation was achieved in under 2 minutes,
demonstrating the efficacy of our approach to streamlining saccade adaptation experiments.
Although saccade amplitudes were similar between conditions, the faster-paced condition
unexpectedly resulted in significantly higher peak velocities in all subjects. This surprising
finding demonstrates that the stereotyped ‘main sequence’ relationship between saccade
amplitude and peak velocity is not as fixed as originally thought.

Keywords: saccade adaptation; motor learning; speed-accuracy trade-off; main sequence
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Introduction
Saccadic eye movements are the fastest, most frequent voluntary movements in the human
behavioral repertoire. In natural free viewing conditions, we make saccades more often than our
heart beats, at a frequency of roughly 2-3 times per second (Yarbus 1967). In the laboratory
however, experiments often demand much longer periods of fixation between trials, forcing the
subject to inhibit their natural drive to make exploratory saccades. Such an unnaturally slow pace
makes the experiment feel monotonous and fatiguing, potentially affecting the quality of data
collected and confounding any experimental effects with changes in arousal levels. Indeed,
lowered arousal levels have been associated with reductions in saccadic peak velocities (Di Stasi
et al. 2013) and increases in reaction times (Straube et al. 1997). Besides issues of natural
temporal conditions, more natural spatial environments, such as complex images, have been
reported to quicken latencies (White et al. 2008) and speeds (Jansen et al. 2009), and to change
saccade amplitude patterns (Andrews and Coppola 1999). We wondered whether more natural
pacing would also affect saccade metrics such as reaction time, velocity and amplitude.
Saccade amplitudes are modulated by the motor-learning process known as saccade
adaptation. Because saccades are so short in duration and can reach peak velocities upwards of
900°/s, their trajectories cannot be modified by visual feedback during the movement itself, and
accuracy is maintained by an adaptive process based on post-saccadic visual feedback (Wallman
and Fuchs 1998; Noto and Robinson 2001). The adaptation is commonly studied by an intrasaccadic step (ISS) paradigm in which a saccade target is repeatedly displaced in one direction
during the saccade (McLaughlin 1967). After several repetitions of this systematic error, the
saccade gains (saccade amplitude/ target amplitude) gradually compensate towards the stepped
location of the target.
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Saccade adaptation is time-sensitive. The error signal is most effective over the first
100ms of post-saccadic visual feedback, decreasing progressively thereafter (Shafer et al. 2000;
Bahcall and Kowler 2000; Fujita et al. 2002; Panouilleres et al. 2011). This is consistent with the
notion that fixation durations when exploring the natural environment do not last for much longer,
and thus any adaptive feedback signals must rely on a very short period of stable visual input.
Indeed, after a natural fixation delay of ~400-500ms, the error signal has a much weaker effect on
adaptation. At longer timescales, rest periods of 30 seconds cause significant reduction in the
amount of adaptation retained in several trials following the interruption (Ethier et al. 2008a),
suggesting that reduced frequency of saccades, or their consequences, can reduce adaptation.
Based on these observations, we deemed that saccade adaptation sessions with a short inter-trial
interval (ITI) might proceed normally. If true, this would allow for much shorter experiments than
have been required in the past, which would be especially beneficial in clinical or child studies.
Hence, in the current study, we tested a reflexive saccade paradigm with post-saccadic
viewing time of 250ms, requiring subjects to make visually-guided saccades almost continuously.
This shortened sessions by almost a factor of 4, compared to control sessions using more
conventional timings. Including reaction time and saccade duration, the inter-movement- interval
(IMI) was similar to natural saccade pacing (479ms, on average). We employed baseline (nonadaptation) sessions to see if a naturalistic pacing affected saccade metrics, and adaptation
sessions to test if these were unaffected by the pacing.
A major motivation for this study was to attempt to make saccade adaptation experiments
more feasible for use in clinical populations, who may have more difficulty staying awake or
focused for the duration of a conventional experiment. Because there is now mounting evidence
demonstrating saccade adaptation to be a suitable model for studying motor learning in general
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(Herman et al. 2013a; Prsa and Their 2011), it has the potential to be a very useful paradigm for
studying motor and learning impairments in clinical and developmental populations, but only a
handful of studies have taken advantage of this. Existing studies have examined saccade
adaptation in patients with cerebellar disease (Straube et al. 2001; Coesmans et al. 2003;
Alahyane et al. 2008; Choi et al. 2008; Golla et al. 2008; Xu-Wilson et al. 2009a; Hubsch et al.
2011; Panouillères et al. 2013), thalamic lesions (Gaymard et al. 2001), Parkinson’s disease
(MacAskill et al.2002; Abouaf et al. 2011), Schizophrenia (Picard et al. 2012; Coesmans et al.
2014), and Autism Spectrum Disorder (ASD; Mosconi et al. 2013). There have also only been a
few saccade adaptation studies in developmental populations (typically developing: Salman et al.
2006a, Doré-Mazars et al. 2011; Chiari malformation: Salman et al. 2006b; children with ASD:
Johnson et al. 2013).
Our examination of saccade adaptation during short or long IMIs revealed that saccade
adaptation proceeded at least as well in our short-IMI sessions, even though these sessions took
less than 30% of the time of our long-IMI comparison sessions. Our findings demonstrate that the
slow pace of typical saccade adaptation experiments may be unnecessary and even detrimental to
the amount of adaptation produced.
Methods
In Experiment I, we assessed the baseline parameters of alternating blocks of saccades
with short (479ms, on average) and long (1835ms, on average) inter-movement intervals (IMIs),
which we define as the amount of time between each target-directed primary saccade. That is, the
IMI of a given trial is determined by the latency and duration of the primary saccade and the postsaccadic viewing time of the target, which was either fixed at 250ms or varied between 1250-
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1950ms. Experiments II and III used the same IMIs in separate sessions to compare their effects
on saccade adaptation.
General
Subjects were seated in a dark room, 57cm away from a 21-inch monochrome CRT
display with a vertical refresh rate of 200 Hz (Iiyama Vision Master Pro 514, Oude Meer,
Netherlands) and a resolution of 800 x 600 pixels (visible area 41.5 cm x 30.5 cm). Head and eye
position were kept stable by using a table-mounted chin and forehead rest. Subjects viewed the
stimuli binocularly, and right pupil position was digitized at 1000 Hz using an Eyelink-1000
infrared eye-tracking system (SR-Research, Mississagua, Ontario, Canada).
While seated in the experiment booth, subjects were given general instructions to follow a
small annulus that will be moving horizontally about the screen. Before each session began, the
eye-tracker was calibrated using a 9-point calibration grid. All subjects gave written informed
consent prior to participating, and the experimental protocol was approved by the Institutional
Review Board of the City College of New York.
Stimuli
The target stimulus was a small red annulus with a diameter of 0.3° which randomly
stepped horizontally to the left or right of its previous location (5°-20° in Experiment I, and
always 10° in Experiments II & III). The target steps were contingent upon the bounds of the
monitor (+- 15° from center), thus preventing the target from jumping off-screen. Stimulus
generation and display, data storage, and overall experimental session orchestration was
controlled with a custom interface in LabView (National Instruments, Austin, TX) running
Windows XP (Microsoft Corporation, Redmond, WA) on a Dell PC (Austin, TX). Stimulus
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positions were random but predetermined prior to each session and were the same for every
subject.
Experiment I: Baseline Saccades
Data were collected from 9 experienced subjects, ages 25-38, 6 males and 3 females. This
included 3 of the authors who, unlike the other 6 subjects, were not naïve to the purposes of the
experiment. Experiment I consisted of 400 continuous trials divided into alternating blocks of 50
short-IMI trials and 50 long-IMI trials, giving 200 possible trials per IMI condition. Target
amplitudes were equally and randomly distributed amongst 5°, 10°, 15°, and 20° steps. In this
experiment, the target did not step intrasaccadically.
Experiments II & III: Testing the Efficacy of Short-IMI Saccade Adaptation
In Experiments II & III we compared gain decrease and gain increase adaptation,
respectively, during separate short-IMI and long-IMI sessions. In these sessions the target always
made a random horizontal step of 10° and, during the adaptation phase, a backward or forward
intrasaccadic step (ISS) of 2° to elicit gain increase or gain decrease adaptation, respectively. To
examine the effect of session duration (and thus, the effect of temporal spacing of trials) on
saccade adaptation, we had subjects participate in separate sessions of short (250 trials) and long
(800 trials) lengths. We hoped that this would enable a roughly time-equated comparison of the
adaptation magnitudes produced by the 250-trial long-IMI sessions and the 800-trial short-IMI
sessions. To summarize, there were 8 sessions in total resulting from the combination of IMI,
session length, and adaptation direction. Because gain increase and gain decrease adaptation
likely rely on distinct mechanisms, we conducted separate statistical analyses for Experiments II
& III, detailed below.
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Data was collected from the same 7 subjects in both experiments, 6 of whom also
participated in Experiment I. Sessions were spaced apart by at least 24 hours to avoid any
residual adaptation from the previous day. Session run orders were also counterbalanced across
subjects. Each session was divided into 3 phases: a baseline phase in which the target did not
make an ISS, an adaptation phase in which the target made 2° ISSs, and a recovery phase in
which the target again did not step intrasaccadically. ISSs were triggered once the primary
saccade exceeded a velocity threshold of 30°/sec. In the short, 250-trial sessions there were 50
baseline trials, followed by 150 adaptation trials, and 50 recovery trials. The long sessions
contained 150 baseline trials, followed by 500 adaptation trials, and 150 recovery trials.
Data Analysis
Saccade gains and other parameters used for analyses were derived from the raw data using
a custom software package written for use with MATLAB (The Mathworks, Natick, MA).
Primary saccades were detected automatically using a 20°/sec threshold, and then each trial was
visually inspected for accuracy. During the visual inspection phase, a small number of trials were
discarded due to blinks, anticipatory movements (<80ms or in the wrong direction), and abnormal
hypo- or hypermetricity (<65% or >150% of the target step). This amounted to 1604 trials out of
33,000 (4.86 %) of trials being rejected.
Statistical analysis in Experiment I was performed by conducting 6 separate two-way
repeated measures ANOVAs for each saccade parameter of interest, using IMI length and target
amplitude as factors.
For more conservative statistical comparisons between sessions in Experiments II & III,
we first estimated population marginal means (PMMs) of the last 50 trials of each phase (phase 1
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= baseline, phase 2 = adaptation, phase 3 = recovery) in each session by computing a 3 x 7 x 8
ANOVA, with phase, subject, and session as factors. Adaptation and recovery gain changes were
then computed by taking the difference between phase 1 and 2 or phase 2 and 3 respectively. We
used the Tukey-Kramer method to do this, which further provided us with simultaneously
computed confidence intervals on the subject and group level. The Tukey-Kramer method has the
advantage of providing easily graphable comparisons, but only gives boundaries for a given α
instead of exact p-values. The α-value is set at 0.05 in all analyses using this method unless
otherwise noted. See Herman et al. 2013b for a similar use of this analysis method.
Results
Assessing whether saccade adaptation proceeds normally during a faster trial pacing than
is typically used was the primary goal of this paper. But we were also interested in whether faster
pacing affected saccade metrics, such as unadapted gains, reaction times, and velocities. In the
non-adaptation Experiment I, we found that short-IMI trials had similar gains to slower paced
trials, facilitating the comparison of adaptation across conditions. Surprisingly, we also found that
short-IMI saccades had consistently higher peak velocities and shorter durations, and greater
amplitude variability without differences in reaction time. In the adaptation experiments,
remarkably, we found the adaptation was at least as robust, if not more so, in the short-IMI
sessions compared to the long-IMI sessions.
Experiment I: Baseline Saccade Parameters
Short-IMI and long-IMI saccades had very similar spatiotemporal patterns overall. From
individual traces in a representative subject (Fig 1A,B), amplitudes and reaction times at all four
target step-sizes tested were essentially indistinguishable despite the very rapid pacing of the
short-IMI conditions. Aligning traces on saccade onset and averaging in this subject showed the
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highly stereotyped kinematics of saccades (Fig. 1C,D), but with greater peak velocities in the
short-IMI condition. The same pattern was seen on the group level, as shown in panels E&F.
Quantifications confirmed these general patterns across pacing and amplitude conditions (Fig. 2).

Figure 1. Position and velocity profiles from the non-adaptation Experiment 1. A and B.
Horizontal eye movement traces of a representative subject, plotted for long-IMI (A) and shortIMI (B) trials separately. Horizontal dashed lines denote each target amplitude and the saccade
traces are color coded according to the target amplitude for that trial. C-F Averaged position and
velocity profiles for the same subject (C and D) and across all subjects (E and F). Shaded fills
represent standard error of the mean. In this figure (C-F) and the rest of the paper, the short-IMI
condition is shown in red and the long-IMI condition is shown in blue.
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Mean saccade gains were unaffected by pacing, but decreased with target amplitude.
Across subjects, there was no difference in gain between IMI conditions (Fig. 2A; repeated
measures ANOVA, F(1, 8) = 0.08, p = 0.79), but there was a main effect of target amplitude on
gain (F(3, 24) = 26.4, p < 0.001) . This ‘range effect’ of target amplitudes on saccade gain is well
established in the literature (e.g. Kapoula and Robinson, 1986; Abrams et al. 1989), despite recent
challenge to it (Gillen et al. 2013). The normality of gain was convenient and reassuring for our
aim of studying saccade gain adaptation at faster pacing, but was by no means a foregone
conclusion. We anticipated that there might well have been a speed-accuracy trade-off, with more
urgency to make almost continuous movements reducing reaction times and reducing landing
accuracy.

Figure 2. Baseline saccade metrics. Parameters were computed by averaging across individual
subject means. The short-IMI condition is again plotted in red, and the long-IMI condition is
plotted in blue. Panels A-C are plotted as a function of target amplitude. Panels D-F are plotted
as a function of saccade amplitude. Error bars are standard error of the mean.
Although there was surprisingly little effect of pacing on accuracy or reaction times,
precision was markedly reduced at faster pacing. Saccade gains were significantly more variable
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in the short-IMI condition (Fig., 2B; F(1, 8) = 42.7, p < 0.001). There was also a main effect of
target amplitude on gain variability (F(3, 24) = 15.8, p < 0.001). Reaction times were no different
between pacing conditions (Fig. 2C; F(1, 8) = 0.07, p = 0.79), averaging 179±8ms (mean ± 95%
CI) for the short-IMI condition versus 181±13ms for the long-IMI condition. Because IMI
accordingly varied as a function of reaction time, this meant that average IMIs in the short-IMI
condition ranged from 466ms to 488ms. Average IMIs in the long-IMI condition ranged from 1809ms to
1870ms. Reaction times increased significantly with increasing target amplitude (F(3, 24) = 10.3,
p = 0.008), which is consistent with existing literature for eccentricities upwards of 15° (e.g.
Kalesnykas and Hallett, 1994). Hence, there was no trade-off between speed of reaction and the
mean accuracy or precision of saccades. But might there be a trade-off in speed of movement and
saccade precision, as typically found in the Fitts’ Law of arm movements (Fitts 1956)?
Saccade speeds increased, and their movement times correspondingly decreased, at faster
pacing. The so-called ‘main sequence’ relationships between peak velocity, or duration, and
saccade amplitude were shifted by 6-10% at each target amplitude (Fig. 2D, E), giving
significantly higher peak velocities in the short-IMI condition (F(1, 8) = 40, p < 0.001), as well as
significantly shorter durations (F(1, 8) = 9.8, p = 0.014). Of course, consistent with the classic
main-sequence pattern, both peak velocity and duration also showed main effects of target
amplitude (peak velocity: F(3, 24) = 88.3, p < 0.001; duration: F(3, 24) = 219, p < 0.001). The
main sequence pattern has been modeled as a saccadic equivalent to Fitts’ Law, but one in which
the precision is optimized and essentially fixed (Harris and Wolpert, 2006; Tanaka et al. 2006). In
other words, the main sequence itself may be the embodiment of a speed-precision trade-off
across amplitudes, but we have found the first evidence (of which we are aware) of a speedprecision trade-off within a given amplitude range via the simple manipulation of trial pacing.
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Because this surprising finding demonstrates that saccade trajectories of the main sequence are
not as stereotyped as originally thought, being influenced by the pace at which saccades are
made, we looked closer at the shapes of their velocity profiles.
Pacing does not significantly change the shape of saccadic velocity profiles. A simple
shape parameter is the ratio between the peak and mean velocities, known as the Q ratio: (Peak
Velocity * Duration) / Saccade Amplitude. This gives a measure of how peaked a profile is, and
has proven useful in describing abnormal saccade metrics in clinical populations (Garbutt et al.
2003). We found no difference in the Q ratio between IMI conditions (Fig. 2F; F(1, 8) = 2.9, p =
0.13), but once again did observe a main effect of target amplitude (F(3, 24) = 20.6, p < 0.001).
Figure 2 shows that as target amplitude increases, the Q ratio decreases, meaning that the relative
velocity profiles are less sharply peaked at higher target amplitudes.
The striking IMI-related differences in peak velocity, duration, and gain variability were
consistent within single subjects. To compare peak velocities within subjects, we first normalized
each single-trial peak velocity by dividing it by the square root of its amplitude (see Lebedev et
al. 1996). As shown in Figure 3, we found that every subject showed higher normalized peak
velocities and higher gain variability in the short-IMI condition. Paired Student’s t-tests
confirmed that normalized peak velocity was significantly higher for all subjects (p<0.02).
Likewise, two-sample F-tests of variance revealed significantly greater variability in short-IMI
saccade gains within every subject (p<0.03). Duration, on the other hand, was only significantly
shorter in 4/9 subjects (p<0.01). Hence, the velocity-precision trade-off we observed was not due
to individual differences between subjects.
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Figure 3. Speed and precision comparison between short-IMI and long-IMI in individual
subjects. (Left) Average normalized peak velocities for every subject, plotted with a line of
equality. All data points lie above the equality line, indicating that short-IMI trials resulted in
higher normalized peak velocities in every subject. 2-D error bars are standard error of the mean.
(Right) Short-IMI trials also resulted in greater gain variability in every subject. In this analysis,
gain variability was assessed across all trials, irrespective of target amplitude.
Finally, corrective saccades were common in both pacing conditions. Because the target
started each trial from its previous landing position and remained visible during the inter-trial
interval, long-IMI trials had more time for subjects to correct for small errors post-saccade. Thus,
it is unsurprising that long-IMI trials tended to have a higher proportion of correctives than shortIMI trials (31% vs. 39%), but these differences were not significant (F(1,8) = 3.9, p = 0.084).
Experiments II & III: Ultra-Rapid Saccade Adaptation Using Short IMIs
There were 8 sessions total in these experiments, examining both gain-decrease and gainincrease adaptation. A short and long IMI were tested in separate short (250 trials) and long (800
trials) sessions for each experiment such that the 800-trial, short-IMI session was comparable in
time to the 250-trial, long-IMI session. Comparing these time-equated sessions allowed us to
examine whether there is any influence of time passage on saccade adaptation. The short and long
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IMIs were evoked by the same post-saccadic viewing times used in Experiment 1 (250ms, or
1250-1950ms, respectively).
To validate the main findings of Experiment I, we conducted paired t-tests on the
baseline gains and peak velocities across the short-IMI and long-IMI sessions. For both
comparisons we obtained one mean value for each subject by first averaging across the last 50
baseline trials in each session and then across sessions. Confirming the findings of Experiment I,
we found that the short-IMI sessions had significantly higher peak velocities (t(6) = 3.78,
p<0.01; short-IMI: 445±39°/s, long-IMI: 412±29°/s) and a non-significant trend towards higher
gains in the short-IMI sessions (t(6) = 2.06, p=0.085; short-IMI: 0.96±0.03, long-IMI:
0.91±0.04).
Experiment II: Gain Decrease Sessions
Adaptation proceeded similarly in the short and long-IMI sessions, gradually adapting over
many trials. Figure 4A shows the time course from a typical subject in the long sessions. The
gains were more variable throughout in the short-IMI, but the time course was similar for the
adaptation and then de-adaptation in the non-adapting recovery period. Figure 4B shows robust
lowess fits and associated 95% confidence intervals for gain values averaged across subjects, and
again it is apparent that the short and long-IMI sessions proceed quite similarly.
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Figure 4. Gain decrease adaptation sessions. (Top) Raw data from an example participant in the
800-trial gain decrease sessions (Long-IMI on left, Short-IMI on right). Trials in which the target
stepped intrasaccadically lie between the dashed vertical lines. (Bottom) Averaged data for the
250-trial (left) and 800-trial (right) sessions. Solid lines indicate averaged robust lowess fits,
which were computed for each subject individually, using a moving average window of 35 trials,
and then averaged across subjects. Shaded fills represent the standard error of the mean.
Adaptation gain changes were significant for short and long IMIs in both the short (150
adaptation trials) and long (500 adaptation trials) sessions. For example, in the left panel in Figure
5, the short-IMI data are shown by the group mean and confidence interval (CI, α = 0.05) by the
red bar, with the CIs of the 7 subjects overlaid. The group and subject-level CIs were computed
simultaneously (but separately for each pair of sessions) via the conservative Tukey-Kramer
method for comparing population marginal means (PMMs), see Methods. Because none of the
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four group CIs in Figure 5 overlap the zero gain change reference dashed line, they all adapted
significantly. In both short sessions, the same 5 out of 7 subjects showed significant adaptation
(Figure 5; α = 0.05). In the long sessions, all subjects showed significant adaptation (Figure 5; α
= 0.05).
There were no significant group-level differences between IMI conditions, but
surprisingly, there was a trend towards short-IMI adapting more. Within each panel of Figure 5,
the confidence intervals between IMI conditions overlapped and were not significantly different
from each other (as indicated by the brackets below the x-axis). However, the short-IMI sessions
produced slightly larger overall gain changes (short sessions: 0.09±0.01 vs. 0.07±0.01; long
sessions: 0.12±0.01 vs. 0.11±0.01). There were also no significant within subject differences
between either pair of short and long IMI sessions, as illustrated in Figure 5 by the overlapping
CIs for every subject. Thus it appears that both IMIs affect adaptation similarly after 150 and 500
trials.

Figure 5. Statistical comparison of adaptation gain changes in the gain decrease sessions.
Adaptation gain changes were calculated by subtracting the population marginal means of the
last 50 trials of the baseline phases from the PMMs of the last 50 trials of the adaptation phases.
Then the Tukey-Kramer method was used to simultaneously compute confidence intervals on the
subject and group level at an alpha level of 0.05. Each bracket represents a separate statistical
comparison using this method.
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To better examine the effect of the number of ISS trials and session durations on
adaptation, we compared three other group pairings: short versus long session for each IMI, and
the time-equated sessions (long session of short-IMI versus short session of long-IMI). We
applied the same procedure mentioned previously to compare group and subject-level population
marginal means (PMMs) to establish significant differences between the 250-trial (150 adaptation
trials) and 800-trial (500 adaptation trials) adaptation sessions for short and long IMIs separately,
and also between the time-equated 800-trial short-IMI session and the 250-trial long- IMI session.
Longer sessions gave greater adaptation, indicating that adaptation in the short sessions
did not reach asymptotic levels. This is shown by the group-level comparisons of the red and blue
brackets in Figure 5 showing significance at the α = 0.05 level. The relevant mean comparisons
are now: 0.09±0.01 and 0.12±0.01 for the short-IMI condition, and 0.07±0.01 and 0.11±0.01 in
the long-IMI condition. Despite these group-level differences, there were no significant withinsubject differences between the short and long sessions in the short-IMI condition, suggesting that
the increase in adaptation magnitude after 500 adaptation trials was marginal (but significant
across subjects). A similar trend is apparent in the long-IMI sessions, where only 2 subjects
showed significantly greater adaptation magnitudes after 500 adaptation trials (Figure 5 (right
panel); α = 0.05).
The roughly time-equated sessions revealed significantly greater adaptation in the long,
short-IMI session compared to the short, long-IMI session. Examining group-level PMM CIs, the
significance of the relevant comparison is indicated by the gray bracket between the two panels
(Figure 5; α = 0.05; adaptation magnitudes: 0.12±0.01 vs. 0.07±0.01), whose average durations
were 6 min 54 sec and 7 min 40 sec, respectively. Only 2 subjects showed significantly greater
adaptation in the long, short-IMI session (Figure 5; α = 0.05).

115

Recovery
Gain recovery in the post-adaptation period, where the target stops making an ISS,
proceeded similarly for both IMI conditions. Group means and standard errors for the 8 sessions
are shown in Table 1. For recovery from gain decrease sessions, there were no significant
differences between IMI conditions, both within and between subjects. At the group level, gain
recovered in all 4 session types (α = 0.05). At the subject level, in the short sessions (50 recovery
trials), most subjects did not show a significant change in gain compared to the end of the
adaptation phase. In the long sessions (150 recovery trials), substantially more recovery occurred.
Six out of 7 subjects showed significant recovery in the short-IMI session and 5 out of 7 subjects
showed significant recovery in the long-IMI session.
Gain Recovery
Gain Decrease
Short Session
Long Session
Gain Increase
Short Session
Long Session

Short-IMI

Long-IMI

0.025±0.013
0.077±0.014

0.021±0.013
0.063±0.013

-0.026±0.016
-0.051±0.015

-0.003±0.016
-0.039±0.015

Table 1. Postadaptation recovery gain changes. Values are group means ± SE
Experiment III: Gain Increase Sessions
Once again, adaptation proceeded similarly in the short- and long-IMI sessions. Figure 6
(left panel) shows data from a typical subject in the long sessions. Figure 6 (right panel) shows
the time course of the averaged group data, which suggests that the short-IMI condition adapts
more rapidly than the long-IMI over the first 100 adapt trials-- a similar, but stronger, trend to that
in the gain decrease sessions. Overall, adaptation magnitudes were slightly smaller for the gain
increase compared with gain decrease sessions, particularly in the short, 150 adaptation trial
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sessions, which is in line with previous literature showing a smaller slope/longer acquisition
period for gain increase adaptation.

Figure 6. Gain increase sessions. (Top) Raw data from the same subject as in Figure 4 in the
800-trial gain increase sessions. (Bottom) Averaged data for the 250-trial (left) and 800-trial
(right) gain increase sessions. Solid lines indicate averaged robust lowess fits, which were
computed for each subject individually, using a moving average window of 35 trials, and then
averaged across subjects. Shaded fills represent the standard error of the mean.
All gain increase sessions produced significant adaptation on the group-level (Figure 7; α
= 0.05). On the subject-level in the short sessions, only 3 subjects showed significant adaptation
in the short-IMI session and only 2 subjects showed significant adaptation in the long-IMI
session (Figure 7; α = 0.05). In the long sessions, all 7 subjects showed significant adaptation in
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the short-IMI session while only 5 subjects showed significant adaptation in the long-IMI session
(Figure 7; α = 0.05).

Figure 7. Statistical comparison of adaptation gain changes in the gain increase sessions.
Adaptation gain changes were calculated by subtracting the population marginal means of the
last 50 trials of the baseline phases from the PMMs of the last 50 trials of the adaptation phases.
Then the Tukey-Kramer method was used to simultaneously compute confidence intervals on the
subject and group level at an alpha level of 0.05. Each bracket represents a separate statistical
comparison using this method.
The major difference to the gain decrease data was the surprising finding that short-IMI led
to more adaptation in the longer trial sessions than for long-IMI pacing. The average magnitudes
(0.11±0.01 vs. 0.08±0.01) for short-IMI and long-IMI, respectively, were significantly different
(Figure 7, black asterisk; α = 0.05). Comparing IMI conditions in the short sessions, there was a
similar, but non-significant trend (Figure 7; Average magnitudes: 0.07±0.02 vs. 0.06±0.01).
We again conducted further Tukey-Kramer corrected comparisons to examine the effect of
number of ISS trials and session duration on adaptation magnitudes. These additional
comparisons revealed significantly greater adaptation after 500 ISS trials in the short-IMI
sessions (Figure 7; α = 0.05; Average magnitudes: 0.07±0.02 vs. 0.11±0.02), and a smaller such
difference between the long-IMI sessions which was not significant at α = 0.05 (Figure 7;
Average magnitudes: 0.06±0.01 vs. 0.08±0.01).
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Comparing the time-equated sessions again revealed significantly greater overall adaptation
in the long, short-IMI session, compared to the short, long-IMI session (Figure 7; α = 0.05;
Average magnitudes: 0.11±0.01 vs. 0.06±0.01; Session durations: 6min 24sec vs. 7min 35sec).
This supports the often assumed notion that saccade adaptation depends more on the number of
ISS trials rather than the duration of the session.
Recovery
Recovery from gain increase adaptation was overall smaller in magnitude compared to gain
decrease recovery (Table 1), but then adaptation magnitudes between experiments were also
smaller. Again there were no within or between group differences in IMI condition. In the short
sessions, the short-IMI session showed a significant change in gain on the group level, with 2
subjects also showing significant gain changes (α = 0.05). In the long-IMI session on the other
hand, there was no significant gain recovery on the group and single-subject levels. In the long
sessions, there were significant group-level gain changes in both sessions, with 3 subjects
showing significant recovery in the short-IMI session and 2 subjects showing significant
recovery in the long-IMI session (α = 0.05).
Discussion
Effective Saccade Adaptation to Short-IMIs
We sought to test whether a more naturally paced, shortened inter-movement interval
(IMI), would have an effect on the magnitude of saccade adaptation. In our short-IMI sessions,
subjects were paced to make saccades about twice a second, which reduced the duration of these
sessions by 75% compared to our more traditionally timed long-IMI sessions. In fact, this meant
that the 250-trial short-IMI sessions were completed in just under 2 minutes, while the 250-trial
long-IMI sessions took slightly longer than 7.5 minutes. In spite of this drastic reduction in
session duration, saccade adaptation proceeded remarkably similarly for both IMIs. Our findings
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conclusively show that very short trial durations can be effectively used in saccade adaptation
experiments without affecting the completeness of adaptation. This represents a significant
methodological advance that we hope will further facilitate the study of saccade adaptation in
clinical populations.
The unimpaired adaptation seen in the short-IMI sessions is consistent with studies
showing that complete saccade adaptation can occur from post-saccadic target durations of as
little as 80-100ms (Shafer et al. 2000; Panouilleres et al. 2011). However, some integration of the
visual error driving adaptation can still occur for quite some time after a saccade. When a target is
extinguished during a saccade, significant gain changes can still be elicited if the stepped target is
reilluminated up to 600ms later (Bahcall and Kowler 2000; Fujita et al. 2002). Hence, it was not
by any means certain whether an average IMI of 479ms, equivalent to a post- saccadic viewing
time of ~250ms (the difference arising from reaction and movement times), would produce the
same amount of adaptation.
Indeed, contrary to what might have been expected, there was actually a small trend
towards greater adaptation in the short-IMI sessions, which was significant on the group level in
the 800-trial gain increase session. Thus, not only were the short-IMI sessions almost 4x shorter
in duration, they were also somewhat more effective than the long-IMI sessions in eliciting
adaptation. This finding can be interpreted in two ways: 1) the increased rate at which saccadic
errors were experienced in the short-IMI session facilitated learning and increased the level at
which adaptation magnitudes asymptote, and/or 2) that adaptation in the slower session did not
reach true asymptotic levels because of reduced arousal and/or a greater impact of learning decay.
It has been proposed that the motor memory serving saccade adaptation is composed of a
fast and a slow state which learn and decay on different timescales while both simultaneously
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contributing to saccade amplitude on a given trial (Ethier et al. 2008b). If we conjecture that
short-IMI affects a fast process more than a slow one, due to its faster paced error exposure, it
could explain two trends in our data. First, because the fast timescale contributes more to
adaptation rate in gain-increasing paradigms than in gain-decreasing ones (Ethier et al. 2008b), a
stronger fast process in short-IMI would be more easily revealed in gain-increasing than gaindecreasing sessions. As stated above, this is what we found (compare Figs. 5 & 7). Secondly,
there should be more recovery during short-IMI, the trend for which can be seen in Table 1.
As a way of further exploring the contribution of time passage to saccade adaptation, we
conducted a 250-trial and 800-trial session for both IMIs and both adaptation directions, which
allowed us to have pairs of short-IMI and long-IMI sessions of comparable durations. In these
comparisons we found that there was significantly more adaptation in both of the 800-trial shortIMI sessions compared to the 250-trial long-IMI sessions, indicating that the number of errors
experienced was more important than time elapsed. This finding also suggests that there is no
observable cost of massed practice in saccade adaptation, contrasting other types of motor
learning, where it has been shown that massed practice has a detrimental effect on learning (e.g.
Stelmach, 1969; Lee and Genovese, 1988).
Proof of Utility of Short-IMI Adaptation: Parkinson’s Disease Patient
Since all of the subjects in this experiment were at least somewhat experienced with eye
movement experiments, it remains to be seen how successful short-IMI saccade adaptation
paradigms might be in more naïve subjects, or patients for that matter. As a step towards
establishing our simple short-IMI saccade adaptation paradigm’s viability for use in patients, we
recently had the opportunity to test a 250-trial short-IMI saccade adaptation session on a patient
with Parkinson’s disease (PD). Before participating in the short-IMI session, the patient
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unsuccessfully attempted a more conventionally timed saccade adaptation paradigm. His failure
in the conventional paradigm was mainly due to a marked impairment in initiating saccades, a
common problem in the disease. Perhaps to compensate for this impairment, the patient often
made microsaccades in the opposite direction just before the primary saccade or synkinetic blinks
with the saccade. (These would both interrupt omnipause neuron activity, perhaps facilitating
saccade initiation.) The patient’s ptosis (droopy eyelids) additionally made recording difficult.
Remarkably however, when he attempted the short-IMI gain decrease paradigm, all of these
problems were alleviated enough for useable data to be recorded. Though the data were noisy,
Figure 8 shows that this patient exhibited a steady decrease in gain to the back-stepping target.
This result is in line with the finding that adaptation of reactive saccades is not impaired in PD
(MacAskill et al. 2002). Importantly for the current study, it demonstrates that even in one of the
most difficult cases to record, the short-IMI was remarkably effective--perhaps paradoxically so,
given the patient’s initiation problems.

Figure 8. Short-IMI gain decrease adaptation in a patient with Parkinson's disease. Moving
average of gains (blue curve; span 40 trials) with 95% confidence intervals shown by shaded
region. Superimposed is the final target amplitude in gain units (black dashed line) showing the
50 trials pre- and post-adapt, and 150 adapt trials in which the target stepped back to 8 degrees
upon saccade.
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Baseline Effects on Short-IMI Saccades
Experiment I unexpectedly revealed that faster-paced saccades had peak velocities that
were consistently higher across all 4 target amplitudes tested, demonstrating that the highly
stereotyped main-sequence relationship between peak velocity and saccade amplitude can be
shifted simply by changing the pace at which an observer makes saccades. This finding is quite
surprising, as very few studies have observed robust task-related increases of saccadic peak
velocity. A strong increase in peak velocity has been observed in monkeys when saccades to a
target were rewarded (Takikawa et al. 2002; Chen et al. 2013). In humans, very small peak
velocity increases (~1%) have been reported when subjects were putatively rewarded with
upright face stimuli compared to inverted faces or noise patches (Xu-Wilson et al. 2009b;
Reppert et al. 2012). Larger (4%) velocity increases were found when subjects finger tapped an
array of targets compared to making saccades alone (Epelboim et al. 1997). Velocity increases
comparable to ours (10%) were found in a perceptual task in which a discriminandum was only
present for 13ms at the median of subjects’ latencies, thus encouraging both shorter latencies and
faster saccades (Montagnini and Chelazzi 2005); subjects varied considerably in their taskrelated velocity changes. All these previous studies involved different stimuli or task demands.
We find our results more surprising given that the stimuli and task were always the same and
only the pacing varied; moreover, all our subjects showed significant velocity increases.
Concurrent to our own experiments, another group has also recently shown that IMI has
an effect on peak velocity and duration (Haith et al. 2012). The premise of their modeling study
was that simply making a successful saccade is rewarding in some sense, and that the expected
value of this reward is discounted as a function of time. They further proposed that in sequences
of saccades, the goal of the oculomotor system might then be to maximize the rate of reward.
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Hence, increasing the pacing increases the rate of the most rewarding (least discounted) visual
information, which increases the ‘value’ of each saccade leading to faster movements. To test their
model predictions, they conducted an experiment in which subjects made ~40° horizontal
saccades to two alternating targets while the inter-trial interval was parametrically varied on a
trial-by-trial basis. They found that peak velocities increased and durations decreased with
decreasing IMIs. Although temporal discounting is usually used to explain behavior on a much
longer timescale, they provide an interesting explanation for why IMI has such a robust effect on
saccade kinematics.
Our data both support and question facets of their model. We extend their empirical
findings to a more natural oculomotor range, and at an individual rather than group level. All our
9 subjects had significantly faster normalized velocities at short-IMI compared to long-IMI (Fig.
3a). The 10% speed increase to 10° targets matches their model well, but we found a slight
downward trend as target amplitude increased (e.g. 7% at 15°), opposite to their model prediction
of increasingly fast velocities at larger amplitudes. More importantly, their model was based on a
binary success criterion of landing within 1° of the target, and, empirically, their inter-trial
interval started when the eye was within 3° of the target. Given that saccades are known to
undershoot more at larger target amplitudes (Fig. 2a; Abrams et al. 1989; Becker 1991), saccades
landing within 3°, let alone 1°, of a 40° target in a single movement should be rare. The inevitable
presence of corrective saccades may have both increased their IMI well beyond their
intended/reported IMI, and these corrective movements were not considered by the model.
Finally, they did not report finding any change in precision of saccade accuracy or include
modulations of that in their model.
Speed-Precision Tradeoff
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A striking feature of our data was the increased variance of gain in the short-IMI pacing
(Fig. 2b). Increases in gain variability were associated with increases in peak speed (Fig. 3),
suggesting that a speed-precision trade-off might underlie these effects of changing pacing. This
observation fits with the notion that saccade amplitude variability is primarily governed by signaldependent noise: faster movements with their larger control signals incur more neural noise,
which result in greater inaccuracy (Harris and Wolpert 1998). This speed-accuracy model predicts
saccade trajectories in remarkable detail (Harwood et al. 1999). By adding a proportionate costof-time to the movement, Harris and Wolpert (2006) predicted the peak velocity-amplitude and
duration-amplitude relationships (‘main sequence’) well. They included a ‘post-movement
fixation period’ factor, reasoning that the longer a given fixation lasts, the greater the cost of an
inaccurate eye movement. They predicted that this would have an effect on peak velocity/duration
very similar to what we observed. Hence, the Harris and Wolpert model is sufficient to explain
our findings without including the hyperbolic temporal discounting functions of Haith and
colleagues.
In summary, the surprising plasticity of the main sequence due to pacing found by us and
Haith et al. is not easily explained from earlier ideas that the main sequence resulted from
limitations on motoneuronal firing (e.g. ‘Bang-bang control models, Lehman and Stark 1979).
Modern optimization models provide provocative and exciting explanations of this novel finding.
However, our data can be explained via a Harris and Wolpert speed-precision trade-off without
invoking hyperbolic temporal discounting.
A neurophysiological explanation?
Is there a plausible physiological explanation, either in opposition to the above models, or
as a biological implementation thereof? Omnipause neurons (OPNs) pause during saccades in all
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directions, and otherwise fire tonically during fixation (Luschei and Fuchs 1972). Consequently,
OPNs have typically been thought to act as a gating mechanism for saccade generation, through
their inhibitory action on excitatory burst neurons (EBNs) (Sparks 2002). However, an
alternative role has been proposed more recently in which OPNs act as a gain controller for EBN
(Optican 2008). Optican reasoned that since OPNs use glycine to inhibit EBNs, as opposed to
GABA, OPNs have the potential to exert an additional facilitatory influence on EBN activity
through glycine’s excitatory action on NMDA receptors. Using a simplified model of this
proposed mechanism, he showed that OPNs could thus have a modulatory effect on peak
velocity, which could explain monkey studies showing that OPN lesions reduce peak velocities
in otherwise normal saccades (Soetedjo et al. 2002). Optican viewed OPN activity as signaling
that information useful to reorienting to a target of interest was about to arrive, and hence OPNs
go silent during saccades when no useful information is incoming. Perhaps this would also
explain the observed post-saccadic enhancement of OPN tonic firing rates observed from
analysis of the 50ms (Gandhi and Keller 1999) or 50-150ms window (Everling et al. 1998) postsaccade when new visual or reafferent information comes in. We propose that this
expectation/arousal signal might increase with increased saccade pacing, since the expectation of
useful information to orient towards would increase, leading to increased OPN tonic firing before
saccades and thence higher peak velocities in the Optican model. Thus, an active expectation or
arousal mechanism might both increase OPN firing after saccades, and also explain how increased
pacing increases peak velocities by increasing OPN activity before saccades. A similar connection
between OPN activity, saccadic peak velocity, and arousal has also recently been suggested particularly
in the context of the more common finding of reduced saccade speed with decreasing arousal levels (Di
Stasi et al. 2013). It remains to be determined whether the effects of saccade pacing on velocity are due
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to a generalized arousal mechanism, or a specific expectation signal corresponding to the value of
expected rewards inherent in either the Harris and Wolpert, or particularly, the Haith and
colleagues model.
An alternative OPN mechanism to explain our pacing changes based on the biophysics of
membranes seems unlikely. Gandhi and Keller (1999) suggested their post-saccadic OPN enhancement
might be due to postinhibitory rebound: a transient depolarization following a hyperpolarization. As
pacing increases, the post-saccadic interval becomes closer in time to the pre-saccadic interval. Might
post-saccadically increased OPN activity, due to rebound, linger such that higher OPN firing before the
next saccade leads to higher peak velocities? The timing of our short-IMI seems too long to make this
explanation plausible. However, little is yet known of how very rapid, repeated on-off switching of
OPNs affects their inter-saccadic firing.
Conclusion
Testing a natural pacing of saccades leads to increases in peak velocities and variability,
but leaves mean gain accuracy unaffected, with gain adaptation being as effective as at slower
pacing, if not more so. Perhaps the greater adaptive efficacy of error signals immediately after
the saccade (Shafer et al. 2000; Panouilleres et al. 2011) originates from the same mechanism as
the peak velocity effects but was only revealed in one of our adaptation conditions due to the
inherent greater variability in adaptation between and within subjects compared to the more
stereotyped main sequence. In addition to these novel theoretical and empirical considerations,
we have demonstrated the potential utility of faster pacing for clinical and developmental studies.
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Chapter 5 – Conclusion
In the introduction I reviewed literature demonstrating that visual perception is not stable and
instead fluctuates rhythmically in-synch with the phase of ongoing oscillations in the delta, theta,
and alpha frequency bands. I further hypothesized that this activity can be entrained by rhythmic
visual stimuli and this process is responsible for maintaining rhythmic temporal expectations
across a wide range of frequencies. The findings presented in Chapters 2 and 3 provide support
for this hypothesis.
In Chapter 2 we showed that entrainment is a functionally relevant mechanism by using
a novel rhythmic temporal expectation task involving spatial attention. We found that attention
resulted in a widespread propagation of a delta entrainment response and that this response was
significantly attenuated when targets were missed. We also replicate d the finding that alpha
power lateralizes with the focus of spatial attention and showed that this was also modulated by
performance. This further demonstrates that entrainment occurs alongside modulation of
attention-related alpha activity, as has also recently been highlighted in Keitel et al., 2019 using
alpha entrainment frequencies.
In Chapter 3 we examined whether alpha entrainment is mechanistically different from
lower-frequency entrainment by testing behaviorally and electrophysiologically whether IAF is
changed by visual stimulation at alpha frequencies. We found no evidence for the malleability of
IAF by visual stimulation and additionally found evidence for the entrainment of a separate
source of alpha oscillations. This suggests that alpha entrainment involves oscillatory activity
that does not contribute to IAF and indirectly supports the idea that alpha entrainment involves
the same mechanism as lower frequency entrainment.
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Chapter 4 explored a different topic: whether metrics of saccades differed between a
slow and a fast-paced condition and whether saccade adaptation was influenced by these pacing
conditions. One interesting finding was that saccade adaptation in one of the fast-paced (shortIMI) sessions was of greater magnitude than in the comparable slow-paced (long-IMI) session.
Because the fast-paced condition involved an IMI which was not jittered, while the slow-paced
IMIs were jittered, one could say that saccades were more rhythmic in the fast-paced condition.
This is one variable which could have driven the increased adaptation in the fast-paced session.
Entrainment of saccades could have increased the predictability of the target movements and
intra-saccadic steps, thus increasing the strength of the error signal which is unconsciously used
to calibrate the oculomotor system. If this was the case, it provides a new demonstration of how
the brain uses rhythmic temporal expectations to optimize the motor system. However, this is
highly speculative and future studies would need to be conducted to test this hypothesis.
In the rest of this chapter I will have an extended discussion of some of the findings in
Chapters 2 and 3. I will also talk about potential future directions of these studies.

Part 1: What is IAF?
In the following sections, I will reflect on the findings of Chapter 3 and integrate it with
a diverse body of literature to explore what cognitive processes IAF is involved in. One set of
findings provides evidence that IAF reflects the speed of communication within and between
sensory modalities and perhaps more generally throughout the brain. Another set of findings
shows that IAF is also involved in changes in cognitive state, namely task engagement and
arousal. The latter findings might relate to dorsal attention network (DAN) activity.

133

IAF is mechanistically involved in integrative processing within and between modalities
In Chapter 3 we found that IAF correlated with two-flash fusion thresholds but was
unchanged by rhythmic stimulation. If perceptual sampling rhythms are indeed entrainable and
were entrained in our task, this might suggest that the two-flash discrimination task is not
influenced by perceptual sampling rhythms. Instead, another factor may be responsible for the
correlation between two-flash fusion thresholds and IAF. Another possible source of this
correlation is alpha reverberations induced by the first flash stimulus. It has previously been
suggested that visual stimuli can cause reverberations at IAFs (VanRullen et al., 2012). In this
study, random broadband flickering stimuli were presented for ~1s at a time from which impulse
response functions (IRFs) were derived for individual subjects by cross-correlating the flicker
sequence with ongoing brain activity. On the group level, they found that the impulse response
function showed a pronounced alpha reverberation. They additionally found that the peak
frequency of this IRF correlated with IAFs across subjects.
VanRullen’s group has subsequently demonstrated that an illusion known as the threeflash illusion correlates with IRFs and IAFs (Gulbinaite et al., 2017). In the three-flash illusion,
three flashes are perceived when only two flashes are presented with ~100ms in-between.
Gulbinaite et al. (2017) found that the optimal interval between flashes correlated with IRF
periods. This supports a theoretical model of the three-flash illusion in which reverberations
evoked by the first and second flashes constructively interfere, causing excitability fluctuations
to cross a perceptual threshold and producing the illusory percept of a third flash (Bowen, 1989).
Perhaps Bowen’s model can explain the correlation between two-flash fusion thresholds and
IAF. For a short time after the first flash, an evoked alpha reverberation could cause a refractory
period where the response evoked by a second flash would not cross the perceptual threshold
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(resulting in fusion of the two flashes). If this is the case, individuals with higher IAFs would
have shorter refractory periods evoked by transient visual stimuli and thus would perceive more
two-flash stimuli.
Providing further support for the idea that transient visual stimuli produce IAF
reverberations, a cross-modal illusion known as the sound-induced double-flash illusion has also
recently been shown to correlate with IAF (Cecere et al., 2015). In this illusion, a single flash is
presented concurrent to a beep and when a second beep is presented ~100ms later, the illusory
percept of a second flash is perceived. Cecere et al. (2015) found that the optimal timing for the
second beep to produce the illusory second flash correlated with IAFs. This suggests that the
sound evoked a response in visual areas which again constructively interfered with the IAF
reverberation evoked by the first flash, resulting in a threshold crossing and a reactivation of the
flash percept. Supporting this interpretation, an earlier EEG-TMS study has shown that sound
evokes alpha oscillations in visual areas, with a high-excitability state occurring ~100ms after
presentation of the sound, as measured by TMS-evoked phosphenes (Romei et al., 2012).
Together, these findings suggest that stimulus-evoked alpha reverberations might further be
involved in multisensory integration.
Yet another illusion suggests that IAF may also reflect the speed at which the binding of
visual features occurs. Minami and Amano (2017) found that illusory jitter perceived during the
motion-induced spatial conflict illusion correlates with IAF. In this illusion, a red rectangular
stimulus moves across the screen and an isoluminant green vertical bar embedded within the
stimulus appears to jitter sinusoidally at IAFs. This illusion is thought to arise from cross-talk
between the dorsal and ventral pathways, suggesting that IAF may be involved in feature-binding
within the visual modality.
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The correlation between IAF and two-flash fusion thresholds found in Chapter 3 (which
replicates Samaha and Postle (2015)) also supports a role for IAF in integration in the temporal
domain. Further supporting this, a recent study has also found that trial-by-trial alpha frequency
increases or decreases depending on whether a task required integration or segregation of two
briefly presented frames of visual stimuli (Wutz et al., 2018). Note that a change in trial-by-trial
alpha frequency is equivalent to shifting of IAF. Collectively, the studies reviewed thus far
suggest that IAF is generally involved in integrative processing within and between modalities.
IAF variation between subjects may reflect differences in sensory processing efficiency
It has also been shown that individuals with high resting IAFs have lower vascular
responses to visual stimulation (Koch et al., 2008). This finding could indicate that individuals
with higher IAFs more efficiently process visual input. It has also been shown that individuals
with high resting IAFs have lower resting alpha power (Smit et al., 2006; Koch et al., 2008;
unpublished data from our lab). In turn, resting alpha power has been shown to predict
discrimination performance on a basic perceptual task (Hanslmayr et al., 2007). This study also
showed in one of their figures that good performers on average have a resting IAF that is ~1hz
higher than bad performers although they did not test this statistically. Recently, resting alpha
power has been more specifically linked to perceptual sensitivity, with lower resting alpha power
conferring higher sensitivity (Limbach & Corballis, 2016), but this study did not examine resting
IAFs. Although the evidence is indirect, these studies provide some evidence that betweensubjects variability in IAF might reflect differences in perceptual sensitivity which could be due
to increased efficiency of processing visual input. Greater processing efficiency could be further
reflected in faster stimulus-evoked alpha reverberations, which potentially relate to faster
communication between sensory areas.
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IAF may even reflect a general processing speed or efficiency throughout the brain, as it
has been shown to negatively correlate with age (Chiang et al., 2011) and positively correlate
with general intelligence (Grandy et al., 2013). IAF has also been shown to negatively correlate
with simple reaction times (Surwillo, 1961; Klimesch, 1999) and reaction times in a response
conflict task (Jin et al., 2006). Because processing speed has been shown to slow in a sleepdeprived state, as measured by reaction times (e.g. Lim & Dinges, 2008), one might also predict
that IAF would be associated with changes in arousal level. Indeed, we showed this in Chapter
3, and it has also been shown in other recent research (Benwell et al., 2019) which we will
discuss in the next section.
IAF is also modulated by changes in cognitive state
In Chapter 3, we also found that IAF was not entrained by rhythmic visual stimulation,
despite previous suggestions that it is the substrate of alpha entrainment (Notbohm et al., 2016;
Herrmann et al., 2016). The finding that IAF can’t be driven by flicker is compatible with the
fact that IAF is involved in other internally-governed processes which would be impaired if they
were easily influenced by external stimuli. For example, we also found that IAF increases from
rest to the task. This demonstrated that IAF is modulated by task engagement. This is a process
which should be resistant to external stimulation in order to function properly.
The finding that IAF increases with task engagement is consistent with other previous
studies (Haegens et al., 2014; Hülsdünker et al., 2016). In Haegens et al. (2014), IAF increased
from a 0-back to a 2-back working memory task. In Hülsdünker et al. (2016), IAF increased with
higher demands in a balancing task. The variety of tasks that IAF increases have been found in
so far suggests that IAF increases reflect a general state change associated with task engagement.
One potential source of this change could come from the dorsal attention network (DAN). It has
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been shown that increased BOLD activation in the DAN results a reduction of power in the
lower alpha band (7-10hz, Sadhagiani et al., 2010). A reduction of power in the lower alphaband translates to an increase in IAF. Thus, increased activity in the DAN results in IAF
increases, which is consistent with the task engagement findings. More recently, a signal
decomposition study found that IAF may reflect two distinct sources, one higher frequency
source in DAN areas and another lower frequency source in VAN areas (Barzegaran et al.,
2017). This is consistent with the idea that DAN activation involves IAF increases. Considering
Barzegaran et al. (2017), perhaps shifts in IAF reflect a balance between DAN and VAN activity,
which has been suggested previously (Corbetta et al., 2008).
Lastly, in Chapter 3, we also found a relationship between IAF and arousal: IAF
increased from an eyes-closed to an eyes-open state and also correlated with self-reported sleep
habits. Another recent study has similarly shown that IAF was slower in the second half of two
different visual discrimination tasks (Benwell et al., 2019). This relationship might also be able
to be explained by DAN activation, as it has been shown that sleep deprivation results in
difficulty maintaining activation of frontal and parietal control regions associated with the DAN
(Chee et al., 2008). Thus, sleep-deprived individuals and states of lower arousal should be
associated with lower IAFs.
The findings I have just reviewed demonstrate that although IAF does not reflect a single
source of activity, there do appear to be some underlying mechanisms which can explain many
of the varied findings. Between individuals, IAF seems to reflect variability in integrative
processing speed or efficiency in general. Within individuals IAF changes may reflect
modulation of DAN activity. The prospect of changing any of these processes with rhythmic
sensory stimulation is tantalizing, but the data we’ve presented in Chapter 3 argues against this
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possibility. However, there is some compelling recent evidence that non-invasive brain
stimulation can change IAF.
IAF can be entrained by non-invasive brain stimulation
Two studies have recently shown that IAF may be entrained by transcranial alternating
current stimulation (tACS) when it is applied at IAF ± 2hz (Cecere et al., 2015; Minami &
Amano, 2017). In Cecere et al. (2015), they found that tACS was able to increase or decrease the
optimal timing of the sound-induced double-flash illusion when stimulation frequency was at 2hz
slower or faster than IAF. In Minami and Amano (2017), tACS at 2hz slower or faster than IAF
decreased or increased the perceived jitter speed of the motion-induced spatial conflict illusion.
Based on the interpretation of the correlation of these illusions and IAF presented earlier, these
findings suggest that tACS has the potential to increase the speed of integrative processing both
within and between sensory modalities. To validate this idea, future studies will need to be
conducted further assessing the role of IAF on integrative processing and then testing whether
performance in new paradigms can be modulated by tACS. To see whether tACS can also
modulate stimulus-evoked alpha reverberations, it should be tested whether tACS at IAF ± 2hz
can modulate two-flash fusion thresholds and the three-flash illusion.
There is also some evidence that rhythmic non-invasive brain stimulation can also
produce effects similar to rhythmic visual stimulation (Jaegle & Ro, 2014; Helfrich et al., 2014).
In Jaegle and Ro, (2014), it was found that 10hz rhythmic transcranial magnetic stimulation
(rTMS) to right parietal cortex caused a rhythmic fluctuation in discrimination performance on a
metacontrast masking task. Stimulation of occipital cortex produced no such fluctuation in
performance, however alpha oscillations were synchronized in both of these conditions. In
Helfrich et al. (2014), 10hz tACS produced a rhythmic fluctuation in accuracy in an oddball
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visual discrimination task. These studies suggest that the effects of rhythmic non-invasive brain
stimulation on visual processing extend beyond just the modulation of IAF and that entrainment
can be produced that is similar to rhythmic visual stimulation. Future studies should directly
compare visual stimulation to rhythmic brain stimulation across a wider range of frequencies to
explore whether some paradigms share a common underlying mechanism.

Part 2: Rhythmic Temporal Expectations and Entrainment
Behavioral differences between rhythmic and top-down temporal expectation
In the task used in Chapter 2 (the spatial CTET), the subjective experience was that
hesitations in the attended rhythm (which indicated a target) were naturally anticipated, without
the need for counting or other conscious strategies. This suggests that the rhythmic temporal
expectation engaged during the task was an automatic process. This type of expectation is in
contrast to expectations involving cues that are not rhythmic or sequential, which tend to produce
feelings of conscious anticipation. For example, a streetlight which is yellow consciously cues
drivers to prepare to stop at the intersection if they can do so safely.
This distinction between automatic rhythmic temporal expectations and top-down
expectations based on a memorized cue has been demonstrated experimentally (Rohenkohl et al.,
2011; Breska & Deouell, 2014). In Breska and Deouell (2014), green or red colored circles were
flashed rhythmically and a subsequent target stimulus was presented either in time or early or
late with respect to the rhythm. In some trials the color of the circle being flashed was predictive
of when the target stimulus would be presented, while in other trials the rhythm was predictive of
the timing of the target stimulus. As expected, they found that both rhythmic and color cueing
improved reaction times to the target. Additionally, they found that the rhythm of the stimulus
stream influenced reaction times even when participants were told to use the color cue, and even
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when this was detrimental to performance. This demonstrates that rhythmic stimuli create
automatic temporal expectations which are separate from memory-based (top-down)
expectations. Further supporting this, it has been shown that rhythmic temporal expectations, but
not memory-based temporal expectations, are resistant to interference by a concurrent working
memory task (de la Rosa et al., 2012).
Neural differences between rhythmic and top-down temporal expectation
The neural differences between rhythmic temporal expectation and memory-based
expectation have only recently begun to be explored. In a similar task to Breska and Deouell
(2014), Breska and Deouell (2016) found that rhythmic temporal expectations modulated the P1,
N2, and P3 components of the target-evoked VEP while memory-based expectations only
modulated the N2 and P3 components, demonstrating that the two processes have dissociable
neural activity and that rhythmic temporal expectation may modulate neural activity earlier in the
processing hierarchy (see also Praamstra et al. (2006) for an earlier report of P1 modulation by
rhythmic temporal expectation).
Even more recently, Breska and Ivry (2018) found a double-dissociation between
expectations cued by rhythms and single intervals. In a speeded response task to flashing visual
stimuli, they showed that Parkinson’s disease patients had slower reaction times to rhythmicallycued targets while patients with cerebellar dysfunction had slower reaction times to targets cued
by a single-interval. This provides further evidence that rhythmic temporal expectation is a
specific mechanism and additionally demonstrates that the basal ganglia are preferentially
involved in rhythmic temporal expectation while the cerebellum is more involved in singleinterval temporal expectation.
Rhythmic temporal expectation as a fundamental property of neural networks
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In Chapter 2, we found that entrainment is modulated by performance in a rhythmic
temporal expectation task which supports the literature reviewed in the introduction
demonstrating a functional role for entrainment in maintaining rhythmic temporal expectations.
It was recently suggested that timing computations may be a fundamental property of most or all
neural networks (Goel & Buonomano, 2014), and although it was only indirectly discussed,
perhaps the ability to synchronize to internal and external rhythms is also a fundamental
property. This would explain how rhythmic temporal expectations can exert an influence on
perception and attention that is independent of stimulus modality (Bolger et al., 2013; ten Oever
et al., 2014).
In Chapter 2, we observed an entrainment response across most of the scalp at the
attended stimulus rhythm which appeared to originate from sensory driven areas. This global
synchrony supports the idea that widespread networks in the brain are capable of entrainment.
Furthermore, since a global reduction in entrainment was observed when hesitations in the
attended rhythm were missed, widespread entrainment may be a signature of the maintenance of
rhythmic temporal expectations. Global entrainment may enable the observer to be primed for
stimuli occurring at relevant moments in time in any sensory modality.
Within the visual modality, global entrainment due to a localized rhythmic visual
stimulus would manifest as improved detection of stimuli occurring on-beat throughout the
visual field. Supporting this, it has been shown that a salient flickering stimulus results in
concurrent rhythmic fluctuations in detection of near-threshold stimuli presented at locations
across the visual field (Sokoliuk & VanRullen, 2016). Similar to our findings, other EEG studies
have also shown that attention to lateralized stimuli flickering at higher frequencies can result in
synchrony beyond sensory-driven areas (Morgan et al., 1996; Mishra et al., 2011; Keitel et al.,
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2013; Keitel et al., 2019). This provides evidence that global entrainment does not just occur at
low stimulation frequencies.
Entrainment harmonics might reflect separate attention networks
In Chapter 2, global entrainment was observed across multiple harmonics. It has been
suggested that harmonics simply reflect non-sinusoidal aspects of a repetitive evoked response
(Norcia et al., 2015). However, in the spatial CTET task, there seemed to be a difference in the
topographies of the first and second/third harmonics. This might suggest that harmonics of an
attended rhythmic stimulus can tag different networks involved in entrainment. The first
harmonic was more dorsally distributed while the second/third harmonics appeared to be more
ventrally distributed. It was speculated that this dissociation could reflect the dorsal and ventral
attention networks.
At the third harmonic, there was a phase-lag in the entrainment response between
hemispheres, while no such lag was found in the first harmonic. Because there was no difference
in phase between the hemisphere receiving attended input and the opposite hemisphere, this
suggests that the first harmonic was more mediated by predictive top-down processes (perhaps
the DAN). In this case, frontal and parietal areas may be synchronizing both visual cortices to the
attended rhythm. Supporting this possibility, it has been shown that the frontal eye fields and the
intraparietal sulcus exert top-down control on visual cortex activity in anticipation of a stimulus
(Bressler et al., 2008). The inter-hemispheric phase-lag in second/third harmonics suggests a
more reactive process, perhaps mediated by the VAN. For example, the VAN could be involved
in maintaining an accurate representation of the attended rhythm by monitoring each stimulus
change.
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It is highly speculative whether the harmonics reflect the dorsal and ventral attention
networks, and this would need to be followed up in future studies. One way to test whether the
harmonics reflect different functional networks would be to measure EEG and fMRI
(concurrently or separately) from the same subjects while they participate in the spatial CTET
task. One could then test whether the strength of within-subject functional connectivity in
different networks differentially correlates with the entrainment strength of different harmonics.
Setting a precedent for this type of analysis, it has been shown that synchronized oscillations
between brain regions measured with ECoG correlate with functional networks measured with
fMRI (He et al., 2008).
Clinical utility of the spatial CTET
If different attention networks are reflected in the different harmonics of the entrainment
response, this could prove to be a useful tool in measuring their integrity in clinical populations.
Schizophrenia is one clinical population for which this might be a useful tool. Numerous studies
have shown that individuals with schizophrenia exhibit reduced connectivity in resting-state
networks (Zhou et al., 2008; Lynall et al., 2010; Woodward et al., 2011; Fornito et al., 2012),
overactivation of the default mode network during working memory tasks (Whitfield-Gabrieli et
al., 2009), and reduced inter-regional synchrony of EEG oscillations (Uhlhaas & Singer, 2010).
Individuals with schizophrenia have been shown to have reduced connectivity in the
DAN during rest (Woodward et al., 2011). However, few, if any studies have examined taskrelated visual-spatial attention network activity of individuals with schizophrenia despite several
studies showing behavioral deficits in the orienting of visual attention (Maruff et al., 1996; Fuller
et al., 2006; Øie et al., 1998). For example, Maruff et al. (1996) found that individuals with
schizophrenia were slower to perform antisaccades, while prosaccades were intact. This suggests
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that individuals with schizophrenia have a specific impairment in endogenous orienting which
involves the DAN (Corbetta & Shulman, 2002) while exogenous orienting seems to be intact
(see also Luck et al., 2007). Thus, if the entrainment harmonics in the spatial CTET reflect DAN
and VAN network synchronization, it would be predicted that individuals with schizophrenia
would show reduced entrainment at the first harmonic but not at the second and third harmonics.
If validated, the spatial CTET task could serve as a cost-effective tool for probing network
connectivity deficits during task performance.
Another clinical population where the spatial CTET task could be useful is
developmental dyslexia in which various deficits in rhythmic processing have been found.
Individuals with dyslexia have been shown to have difficulty tapping to a beat (Thomson &
Goswami, 2008; Corriveau & Goswami, 2009). Neural entrainment to auditory rhythms has also
shown to be reduced in dyslexia (Soltész et al., 2013; Power et al., 2013; Colling et al., 2017). In
Soltész et al., participants were presented with a stream of 1.5hz or 2hz tones and had to detect
white noise targets. Entrainment at the stimulation frequencies was reduced over central-frontal
regions in individuals with dyslexia and reaction times to the noise targets were also reduced,
suggesting a deficit in temporal expectation.
Deficits in entrainment in dyslexia have supported an influential theory that rhythmic
temporal processing is the primary dysfunction in dyslexia leading to reading and phonological
problems (Goswami, 2011), however existing studies have focused solely on auditory
entrainment. One review has suggested that visual entrainment may be deficient in dyslexia as
well (Pammer, 2014), but to my knowledge no studies have tested this yet. The spatial CTET
task could be used to test whether entrainment deficits in dyslexia are specific to the auditory
modality or whether they are also present in a visual task. If deficits are present, this could
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benefit both basic and applied research: it would support the idea that rhythmic temporal
expectation is a supramodal mechanism, and it would also help provide support for a general
rhythmic temporal expectation deficit in dyslexia. Future studies should also consider the
difference between rhythmic and top-down temporal expectations and test whether deficits exist
in both types of temporal expectations.
Beyond furthering understanding of the temporal processing deficits giving rise to
dyslexia, the spatial CTET task is simple enough that a version of it could also be used as an
intervention to help improve these issues while children are still learning to read. It has already
been shown that therapeutic interventions involving music and different types of rhythmic
reproduction can improve reading and phonological skills in children with dyslexia (Degé &
Schwarzer, 2011; Bhide et al., 2013; Flaugnacco et al., 2015). Adding a visual entrainment task
to therapeutic interventions like these could help increase the improvements seen.

Concluding Thoughts
There is an ongoing debate whether entrainment is a real, functionally-relevant
mechanism and whether rhythmic stimulation in the alpha-band represents a unique type of
entrainment (Keitel et al., 2014). In Chapter 2, we presented strong evidence for the existence
and functional relevance of entrainment as a mechanism involved in maintaining rhythmic
temporal expectations. In Chapter 3, we provided evidence that IAF cannot be entrained by
visual stimulation which suggests that alpha entrainment is not unique. This should stimulate a
reconsideration of earlier findings and future work into the frequency-specificity of entrainment
(or lack thereof). The hypothesis I have presented is that entrainment is a mechanism involved in
maintaining rhythmic temporal expectations across a wide range of frequencies. To further
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explore this, future studies should test for behavioral and electrophysiological aftereffects of
rhythmic stimulation across a wider range of frequencies. It will also be important to more
thoroughly examine the extent to which cross-modal entrainment can induce similar aftereffects
to visual entrainment and what role attention plays in these processes.
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