1. Introduction. Some dynamical systems exhibit "bursting" phenomena in which one of the variables undergoes a succession of alternating active and silent phases. In the active phase (or plateau) the bursting variable oscillates rapidly, whereas, in the silent phase, it evolves slowly and does not oscillate. The overall phenomenon consists of a succession of active-silent phase cycles and appears to be periodic. Many models of biological systems exhibit bursting behavior ( [8] , [10] , [28] , [31] ). Most of these models are described by a set of (dimensional) nonlinear first-order differential equations governing (FAST) bursting variables and at least one (SLOW) regulator variable.
In pancreatic f3-cells, the electrical potential difference across the cellular membrane is observed to burst spontaneously. Such bursting electrical activity (BEA) has been correlated to the rate at which these cells release insulin. In particular, the ratio of the duration of the active phase to the overall period, i.e., the plateau fraction, is proportional to the rate at which the f3l-cell releases insulin in response to given glucose concentrations ( [16] , [24] , [25] ). where each term on the right side corresponds to a dimensionless conductance. In particular, the variable w should be reinterpreted as the dimensionless conductance associated with the voltage-gated potassium channel. By eliminating w, the two first-order differential equations (2.2) and (2.5) can be combined into a single second-order differential equation which is in a perturbed Lienard form. This is accomplished by differentiating (2.5) with respect to t and using equations (2.2), (2.3), and (2.5). The resulting system of differential equations for u and c is On the time scale associated with t, the coupling between (2.6) and (2.7) is weak since e = O(E) with 0< r << 1. Specifically, if e is set equal to zero in (2.6) and (2.7), then c acts as a parameter in (2.6) which formally is a Lienard differential equation.
Mathematical formulation. In this section, the dimensionless SRK model is
Two advantages in studying (2.6) and (2.7) instead of (2. 
Numerical observations.
Computations on the SRK model were carried out on a DEC 3100 using the CMLIB ordinary differential equation solving routine DDRIV3. The routine was set for a Gear integrator and all computations were carried out using double precision. The relative error for most runs was fixed at 10-7 and the timestep was chosen to be sufficiently small so that the details of individual spikes could be resolved graphically.
The solutions u(t) and c(t) were obtained by numerical integration of (2.6) and (2. Over the first oscillation, uo(t) agrees closely with the exact numerical solution. However, as c increases, the exact solution develops a progressively larger phase shift relative to the periodic limit cycle. As is obvious, the leading-order term of the regular expansion (3.13) and (3.14) cannot describe the solution for t = 0(E '), and this accounts for the observed increase in phase shift. A more appro-priate expansion using multiple time scales is discussed in ? 4.
In Fig. 3.4 the integral fo G(u(s), c(s)) ds is evaluated along the exact solution and is plotted against u for three active phase oscillations. It is noted that the resulting curve deviates little from the straight line with slope -1, and that this behavior persists over the entire active phase. Therefore the following approximation Fig. 2.2(b) , when the solution leaves the active phase, it moves away from SA and passes through an "escape" region before it is attracted to SL, in the silent phase. Similarly, as the solution leaves the silent phase, it moves away from SL and passes through a "capture" region before it is attracted to SA in the active phase. In both of these transition regions u(t) does not oscillate, c(t) changes little, and u(t) has an 0(1) change on the t time scale. We consider only the escape region since the capture problem is essentially identical (cf. [26] ).
Transition regions. As seen in
Although (3.15) and (3.16) are still appropriately scaled equations forthese regions, the leading-order transition problems can be described more simply by first-order differential equations. Introducing the new dependent variable Fig. 3.2 where x(s) and x(u) are, respectively, the stable and unstable orbits emanating from Xs, and N is normal to the separatrix (cf. Fig. 4.1) . When the separatrix and the stable and unstable orbits nearly coincide, 
Determination of c(?). It is evident from

co). Since I(u, c) is positive and (4.20) implies co = co( T), t can be written as a function of co, i.e., there is some function coo(co) such that (4.23) o (t) = cO(co( t )).
In light of (4.23), by letting Then with an explicit evaluation of (4.38), we derive the approximate leading-order active phase duration 
