The efficacy of robust M-estimators is a well-known issue when dealing with observational blunders. When the number of observations is considerably largelong time series for instance-one can take advantage of the asymptotic normality of the M-estimation and compute reasonable estimates for the unknown parameters of interest. A few leading M-estimators have been employed to identify the most likely functional model for GPS coordinate time series. This includes the simultaneous detection of periodic patterns and offsets in the GPS time series. Estimates of white noise, flicker noise, and random walk noise components are also achieved using the robust M-estimators of (co)variance components, developed in the framework of the least-squares variance component estimation (LS-VCE) theory. The method allows one to compute confidence interval for the (co)variance components in asymptotic sense. Simulated time series using white noise plus flicker noise show that the estimates of random walk noise fluctuate more than those of flicker noise for different M-estimators. This is because random walk noise is not an appropriate noise structure for the series. The same phenomenon is observed using the results of real GPS time series, which implies that the combination of white plus flicker noise is well described for GPS time series. Some of the estimated noise components of LS-VCE differ significantly from those of other Mestimators. This reveals that there are a large number of outliers in the series. This conclusion is also affirmed by performing the statistical tests, which detect (large) parts of the outliers but can also leave parts to be undetected.
Introduction
GPS-derived coordinate time series are regarded as one of the most important geodetic measurements to study geophysical phenomena such as plate tectonics and crustal deformation. Using the time series of daily positions of GPS sites, the velocities are commonly estimated by the least squares method through the linear regression to their individual coordinate components. Apart from the optimal properties of the least squares estimation, the method is highly sensitive to outliers in the data (Koch 1999) . Any environmental disturbance and/or equipment configuration change may introduce offsets or outliers into the coordinate time series (Kenyeres and Bruyninx 2004) . The occurrence of these misspecifications may lead to biased estimates in both the functional and stochastic models. To detect and to correctly identify such unmodeled effects or structures, some research is ongoing in functional and stochastic models.
In the case of functional models, Williams (2003b) discussed offset detection and estimation procedure and investigated the impact of offset estimation on rate uncertainty for three different noise types (white noise, flicker noise, and random walk noise). Ding et al. (2005) studied the seasonal and secular variations of the coordinate time series of some co-located GPS and VLBI stations and evaluated the effects of seasonal variations on the rate estimation. Perfetti (2006) applied the detection identification adaptation (DIA) procedure, introduced by Teunissen (2000) , to the GPS coordinate time series of permanent stations for detection of offsets and for rejection of outliers. The occurrence of a large number of outlying observations may incorrectly lead to the identification of the above-mentioned misspecifications. As a consequence, the remaining unmodeled effects will be reflected in receiving unrealistic estimates for parameters in the functional model and inflate variance components in the stochastic model. Therefore, one may take recourse to applying robust estimation techniques to limit the influence of the possible blunders.
In the case of stochastic models, Calais (1999) processed three permanent GPS sites using spectral analysis and found that the position time series best fit a noise model combining white noise and flicker noise. In global GPS solutions, Williams et al. (2004) demonstrated that a combination of white and flicker noise is an appropriate stochastic model for all three individual coordinate components. Amiri-Simkooei et al. (2007) proposed a methodology to assess the noise characteristics in GPS coordinate time series and recognized that the model consisting of white plus flicker noise generally best characterizes the noise in the coordinate components. They, in addition, acknowledged the presence of first-order autoregressive noise in the series.
The traditional approach to dealing with outliers is based on statistical tests, through which one has to make a judgment about the validity of the data with the aid of a typical test statistic. To find possible blunders, the test statistic is checked as to whether it exceeds a critical value. The test statistic itself is a function of the estimates which are all prone to be biased by possible outliers. In addition, the critical value chosen for the test corresponds to a level of significance which is usually selected in a subjective fashion (Shao 2003) . Consequently, some of the outliers may still remain in the observations. At the same time, some of the observations may incorrectly be flagged as outliers. Another drawback is that once suspicious data have been flagged, the common action is to remove them from the remaining observations, thereby losing some possible useful data. To deal with outliers more effectively, one can utilize robust estimation methods which are more resistant to such observations and they can, therefore, deliver more reliable results (Huber 1981; Hampel et al. 1986; Maronna et al. 2006) . We highlight that robust estimators should not be thought as alternatives to the classical least squares method.
These estimators together with the method of least squares would improve the overall reliability and accuracy of the estimates as any insignificant difference between such estimates results from accurate observations (Maronna et al. 2006) .
The efficacy of using robust M-estimators, in treating observational blunders, is a well-known issue. The use of these estimators for gross error detection is currently subject to extensive research in geodetic literature (e.g., Yang 1994 Yang , 1999 Koch 1996; Hekimoglu 1997; Gui and Zhang 1998; Amiri-Simkooei 2003; Peng 2005; Baselga 2007; Erenoglu and Hekimoglu 2009; Khodabandeh and Amiri-Simkooei 2010) . There is also research on robust estimation for the variance component models (e.g., Gervini and Yohai 1998; Dueck and Lohr 2005; Yang et al. 2005; Peng 2009 ).
In the context of robust time-series analysis, one can also refer to previous work in the statistical literature such as Martin (1981) ; Yohai (1986, 1991) ; Rousseuw and Leroy (1987) ; Davis (1996) , in which robust analysis is based on the assumption that the given time series are stationary and have been modeled using the autoregressive moving average (ARMA) framework (Maronna et al. 2006) . The majority of time series encountered in the geophysical discipline are, however, known to be non-stationary (Vanicek 1969) . Therefore, using the existing theory may then provide unsatisfactory results. This urges the robust analysis of time series to deserve further consideration.
Motivated by the property of asymptotic normality of M-estimation, especially when we deal with a significant large number of observations like GPS time series, we can compute reasonable asymptotic confidence regions for the unknown parameters in the mathematical model. In a similar way, using Bahadur-type linear representation (Bahadur 1966; Babu 1989) , Peng (2005) derived asymptotic covariance matrix for L1 norm estimates and utilized the asymptotic version of the Baarda test statistic for detecting observational blunders.
In the present paper, we employ the following five leading M-estimators: L1 norm estimation, M-estimation of Huber (Huber 1981) , M-estimation of Hampel (Hampel et al. 1986 ), M-estimation of Krarup (Krarup and Kubik 1983) and the method of IGGIII (Yang et al. 2001) , to analyze mathematical models of the coordinate time series. In this respect, we use the theory of robust tests for the linear hypotheses and perform a likelihood ratio-type test (Shao 2003; Maronna et al. 2006) to correctly identify the periodic signal components along with offsets in the functional model of the time series in the presence of outliers. We also make a comparison between this methodology and the one relying on the least squares method. After identifying the most likely functional model and disregarding the outliers in the data, based on the LS-VCE theory introduced by Teunissen (1988) , the amplitudes of the noise components of a few coordinate time series are estimated by the M-estimators. In other words, a new robust approach to estimating (co)variance components is proposed. In the case that the data are normally distributed, in contrast to the existing robust variance component estimation techniques, this new approach allows one to compute asymptotic confidence interval for the noise components.
The structure of this paper is organized as follows. In Sect. 2, the M-estimation principle along with its asymptotic normality in linear models is briefly recapitulated. In Sect. 3, a robust strategy for jointly detecting periodic signal components and the offsets in the time series will be presented. Section 4 is devoted to the estimation of the (co)variance components by means of the M-estimation technique. Numerical examples of the simulated and real data are given in Sect. 5. Finally, the conclusions are presented in Sect. 6.
M-estimation and its asymptotic normality in linear models
M-estimation is generally defined through the generalization of maximum likelihood estimation (MLE) (Maronna et al. 2006) . This generalization has been conducted by replacing the log-likelihood function with the sum of some convex functions in a negative sign and consequently, choosing a reasonable convex function that can make the estimate robust. The similarity of MLE and M-estimation, together with the asymptotic normality of MLE, may motivate one to investigate such an asymptotic property for the M-estimators. Since the asymptotic theory of M-estimation is mostly based on the independent and identically distributed residuals (Huber 1981) one can utilize one of the decorrelation methods as an auxiliary transformation to transform the general covariance matrix of observables, namely Q y , into an almost diagonal one. There are different decorrelation algorithms (see e.g., Erenoglu and Hekimoglu 2009 ). Here, we consider the Cholesky algorithm to decorrelate the original covariance matrix. Applying the Cholesky decomposition to the inverse of the covariance matrix of the observables (i.e., Q −1
, leads to the following transformed functional model (Koch 1999) :
whichỹ has an identity covariance matrix. The underscore indicates a random vector. Note that the covariance matrix Q y is not often completely known. Therefore, the unknown part, formed as (co)variance components, needs to be estimated in order for the covariance matrix to be decomposed (see Sect. 5) . Approximate values of the components can be provided using the existing methods of variance component estimation. The covariance matrix is then estimated through an iterative procedure.
In view of the close relationship between MLE and M-estimation, we begin with the criterion of MLE. The principle of MLE is to maximize the likelihood function f y (ỹ|x), which reads (Koch 1999) 
Making use of the concept of log-likelihood function, the preceding equation might be turned into the following minimization problem:
Now, we focus our attention on the term − log f y (ỹ|x) , which must be minimized. In case of normally distributed observations, this term becomes proportional to a sum of squares of the residuals and the estimates will then coincide with the standard least squares solution. However, one may prefer to alleviate the adverse effects of the outlying observations by replacing the quadratic functionsẽ 
Differentiating the M-estimation criterion with respect to the parameter vector x, based on the linear functional model in Eq.
(1), results in a system of equations similar to the normal equations system of the classical least squares method
where ψ = dρ de i denotes the ψ-function (i.e., the derivative function of ρ) and uniquely specifies the method of M-estimation andê i is the ith component of the transformed adjusted residual vectorê to be estimated. According to Eq. (4), M-estimation encompasses several estimators, of which the least squares estimator is well known. The least squares criterion follows immediately by setting ρ(ẽ i ) = 1 2ẽ 2 i or equivalently, by setting the ψ-function equal to
Since Eq. (5) is a nonlinear system of equations in general, one may apply an iterative algorithm to compute the estimates. In particular, if the ψ-function can be approximated linearly at the origin, one may then define the following equivalent weights (Maronna et al. 2006) :
in which the equivalent weights w(ẽ i ), i = 1, 2, . . . , m, separately approximate the derivative of ψ-function at the origin. 
Substituting Eq. (6) into Eq. (5), based on the relation e =ỹ −Ãx yields an iterative algorithm, the so-called iteratively reweighted least squares as follows (Krarup et al. 1980 )
or in the original form of
where subscript k refers to the iteration counter and the diagonal matrix W k contains the weights defined in Eq. (6) at step k. Note that Eq. (8) will be reduced to the familiar least squares estimation, when the matrix W k is an identity matrix. The functional relation between the M-estimates and the observations is generally nonlinear which also follows from the implicit relation in Eq. (8). Therefore, performing the covariance propagation law is not always applicable in such cases and as a result, one may have to rely on the numerical techniques to compute the (co)variances of the estimated parameters such as bootstrapping methods (Efron and Tibshirani 1993) . However, one may use the asymptotic version of the covariance matrix of the estimation which can be analytically obtained and provides reasonable estimates for the (co)variances especially when the number of observations is large. Now the task is to investigate the asymptotic distribution of the M-estimates and consequently to derive the asymptotic covariance matrix of the estimated parameters. The asymptotic normality of M-estimation in linear models follows as (Appendix A.1)
where σ 2 ψ is the variance of ψ-function and μ ψ is the expected value for the derivative of ψ(e i ) with an arbitrary index (e.g., i = 1), '→ d ' stands for 'tends in distribution'.
denotes the multivariate normal distribution of order 'n' with the mean '0' and the covariance matrix '
. The important feature of the asymptotic normality of M-estimation is to enable one to perform the robust statistical testing and to provide confidence region for the estimates as an approximate alternative for the classical ones (Shao 2003) . This approximation improves as the number of observations increases.
The ψ-functions of a few M-estimators as a function of the standardized residuals along with their asymptotic parameters σ 2 ψ and μ ψ (computed numerically) are given in Table 1 . As considered, the main difference between ψ-function of the least squares method and its robust counterparts is that the function is not bounded with respect to the residuals, i.e., ψ(ẽ i ) =ẽ i . In fact, Hampel et al. (1986) showed that ψ-function of an M-estimator should be bounded in order to fulfill the robustness property. As a popular example of robust M-estimators, one can mention L1 norm estimation which, in the case of linear models, uses a special sufficient (and not redundant) subset of observations for estimating the parameters. As seen in Table 1 , this estimator has a bounded ψ-function, i.e., ψ(e i ) = e i |e i | . The other estimators, listed in Table 1 , have been designed to behave like the least squares estimation for having the smallest possible residuals. For instance, ψ-function of Huber is identical to its least squares' counterpart for the residuals bounded by the parameter γ . However, to mitigate the undesirable effects of the blunders, ψ-function of Huber is changed to perform similar to L1 norm estima-tion. By setting ψ-function equal to zero for the large residuals, one may also completely remove the contribution of observations corresponding to such residuals. Of this type of M-estimators, the M-estimation of Hampel and the method of IGGIII have been included in Table 1 . Parameter γ , associated with the aforementioned estimators, is usually chosen on the basis of the objective requirement of the problem (Yang et al. 2005) .
Robust functional model identification
Once the observations are collected, the next step is to find the most appropriate model which could satisfactorily describe the observations. In case of coordinate time-series analysis, except for the sporadic significant deformation, a simple linear trend is usually a good representative of the deformation behavior to study the surface displacement (Amiri-Simkooei 2007). However, when there are periodic effects and/or jumps in the series, one has to extend the functional model to avoid receiving biased estimates. To make a correct decision on choosing such a functional model, one may perform statistical testing on the basis of the likelihood ratio test (Teunissen et al. 2005) . Note, however, that one always needs to have a firm background on the overall model to restrict likely alternative hypotheses. In this way, Perfetti (2006 ) used DIA procedure (Teunissen 2000 and detected offsets and outliers in the series in two separate phases. Amiri-Simkooei (2007) developed least squares harmonic estimation (LS-HE) based on the parameter significant test to capture unmodeled periodic signals using trigonometric functions. To detect unknown offsets in a sequence of stationary white noise observations, Williams (2003b) proposed a change detection algorithm (Basseville and Nikiforov 1993) which is also based on statistical testing (see Appendix B).
Since finding different types of functional effects (i.e., periodic effects and offsets) based on the statistical testing might be mutually influenced by each other (see Sect. 5.1), one may prefer to simultaneously apply such a testing procedure to the given coordinate time series to detect both the periodic effects and the offsets. One may also be tempted to use the robust version of likelihood ratio test to limit the undesirable effects of possible outliers.
In the same line as Amiri-Simkooei et al. (2007) , the procedure of functional model identification might be conducted in a stepwise manner. In each step, the most recent functional model as the null hypothesis H o must be tested against the most likely alternative hypothesis H a which are expressed as follows (at step k)
where y o and r denote the intercept and the slope of the linear trend respectively, the m-vector ι contains ones and the mvector u contains the time instants t i (i = 1, 2, . . . , m). The m × q k extended design matrix A k along with the q k -vector x k describes additional parameters to be added in the alternative hypothesis at step k, and for the previous steps, we also have
Given the most likely alternative hypothesis, the task is to test H o against H a by a test statistic with known distribution. For the case that the variance of unit weight of the observations, namely σ 2 is unknown (i.e. Q y = σ 2 Q o ), one may use τ -distribution (Pope 1976) . In this case, the following test statistic can be used (Koch 1999; Teunissen et al. 2005 )
whereσ 2 is the unbiased estimator for the variance of unit weight under H o .x k is the least squares estimate for the parameters x k . When the observations are normally distributed, the square root of the test statistic introduced in Eq. (11) has a central τ -distribution under H o . This follows because the least squares estimator has a normal distribution (Koch 1999) . If, however, the least squares estimatorx k is replaced with its corresponding robust M-estimates, regarding the asymptotic normality of M-estimation (see Eq. 9), the square root of the test statistic T q k is then approximately distributed as central
where '∼' stands for 'approximately distributed as'. Such a testing as a robust version of likelihood ratio test is known as likelihood ratio-type test (Maronna et al. 2006 ). The test is approximately valid for large number of observations.
To find any potential periodicity or any offset in the time series, one has to first specify the corresponding quantities A k and x k in the alternative hypothesis. For the periodic unmodeled effects with the unknown frequency ω, one may write )
and for the offsets with the unknown position t off (Williams 2003b )
To find the most likely alternative hypothesis or equivalently to detect the misspecifications in the model, one may deal with the following maximization problem
; such that λ = ω ∈ R; periodic effects t off ∈ {1, 2, . . . , m}; offsets (16) where τ 2 α denotes the critical value at the significant level set of α.
To come up with the maximization problem in Eq. (16), one has to perform numerical search algorithm in which the set of {1, 2, . . . , m} for the offset position t off together with the set of discrete values for frequency ω can be used to evaluate the score function. The solution is then achieved through an element that belongs to these sets of which the score function attains the maximum value (see Sect. 5). To check all possible frequencies, the step size used for making the set of discrete values is taken small (e.g., 0.1 or 0.01 in units of day). This procedure should be iterated until no further significant unmodeled effect exists at the significance level of α (e.g., α = 0.0001).
This procedure can, therefore, be considered as an extended version of LS-HE by which both the significant offsets and the periodic effects are simultaneously captured. It is also important to recall that an effect is thought as a significant unmodeled effect, if its corresponding test statistic T q k is greater than the critical value τ 2 α (i.e., the score function in Eq. (16) should be greater than one). It can be shown that the proposed algorithm includes the change detection algorithm introduced by Basseville and Nikiforov (1993) as a special case (see Appendix B).
M-estimation of Variance components
In an ideal case where all functional effects in a given coordinate time series are fully understood, one would desire that the stochastic behavior of the time series is described by white noise. In practice, however, the noise of coordinate time series is not completely white. In other words, there are still some unmodeled effects remaining in the data which are reflected in the stochastic model. Though parts of such undetected effects can be of a deterministic nature, their variations cannot be distinguished from the actual noise and hence they can be interpreted as colored noise. Several studies demonstrated that a combination of white noise and flicker noise is the most appropriate model to describe the noise characteristics in daily GPS coordinate time series (see e.g., Zhang et al. 1997; Mao et al. 1999; Calais 1999; Williams et al. 2004; Amiri-Simkooei et al. 2007) .
To compute the amplitude of the noise components, one may employ one of the methods of variance component estimation. Apart from the systematic unmodeled effects, the estimates of (co)variance components could be seriously biased by some outlying observations. In fact, in addition to the first-order moment of the observables (i.e., unknown parameters), the higher-order moments might also be affected by the outliers. To mitigate the effects of the outliers, similar to the functional model, one can apply robust variance component estimation to the stochastic model. Yang et al. (2005) used the equivalent weights and formed the robust Helmert variance component estimation. Peng (2009) 
where the p-vector σ = σ 1 σ 2 . . . σ p T denotes unknown (co)variance components to be estimated, and D + is the pseudo-inverse of the duplication matrix D, which together with the covariance matrix of misclosure vector Q t , constructs the covariance matrix of the corresponding observables of the stochastic model Q y vh . e vh is the vector of the corresponding residuals and '⊗' is the Kronecker product. Using the vh-operator, the design matrix A vh and observations vector y vh of the stochastic model are made as follows
where t = B T y is the misclosure vector, the symmetric cofactor matrices Q i (i = 1, 2, . . . , p) are known and the covariance matrix Q y = p i=1 σ i Q i is assumed to be positive definite, and B is an m × (m − n) basis matrix of which the columns span the null space of A T (i.e., A T B = 0).
Theoretically, having the linear (co)variance component model of Eq. (17), the M-estimates of (co)variance components along with their asymptotic covariance matrix are easily obtained through the derivations in Sect. 2. Because the size of observations as well as the order of the design matrix A vh is extremely large, this idea is not very attractive from a computational point of view. To overcome this difficulty, our task is to find a transformation similar to the one mentioned in Eq. (1) by which the covariance matrix Q y vh becomes diagonal. This can be accomplished with the aid of matrix Q t which is relatively small in size compared to matrix Q y vh . Using the properties of the Kronecker product and vh-operator, one may propose the following transformation (see Eq. (1))
where the regular transformation matrix G vh is given as
where diag(.) is the diagonal operator. Applying the transformation introduced in Eq. (19) to the linear model of Eq. (17) converts the covariance matrix Q y vh to an identity matrix (see Appendix A.3). In other words, decorrelation of the covariance matrix of the misclosure vector t leads to the decorrelation of Q y vh (see Eq. (20)). This fact persuades one to work with the estimated misclosure vector t rather than the adjusted residualsê vh to form the equivalent weights. Given the equivalent weights for t as a diagonal matrix, namely W t , the equivalent weights for the stochastic model can be expressed as
According to Eq. (8), one has to construct the normal matrix N and the right-hand side vector l as follows
In a similar way to that presented by Amiri-Simkooei (2007) , the elements of the normal matrix and the right-hand side vector, namely n pl and l p respectively are given as (see Appendix A.2)
with
where tr(.) stands for 'trace' of a matrix. Note, if the matrix W t is an identity matrix, then the relations obtained in Eq. (24) coincide with the ones derived by LS-VCE. Finally, the M-estimates of the (co)variance components are computed through iteration as follows (see Eq. (8))
Now, one has to compute the remaining part of the equivalent weights W t . As previously mentioned, the equivalent weights of the functional model given in Eq. (6) are made based on the standardized residuals (see Table 1 ). In a similar way, the diagonal matrix W t can be made based on the standardized residuals of the misclosure vector t. The nonnegative adjusted residuals of the misclosure vector namelŷ t may be computed as followŝ
where' ' is the elementwise product (Hadamard product). vecdiag(.) stands for diagonal elements of a matrix, and abs(.) makes the elements of a matrix become nonnegative. In other words, the nonnegative adjusted residuals of the misclosure vector are the square roots of the elements of the vectort t . Once the vectort is obtained, the diagonal elements of W t (i.e., w(t i ) =
, for each of the M-estimators are computed. To get a better understanding of the above derivations, a brief review on basic concepts and results in LS-VCE theory has been provided in Appendix A.2.
In the sequel, the performance of the method is investigated based on the M-estimators given in Table 1 and the results are compared with those obtained by the least squares method.
Numerical results and discussions
As a primary validation of the proposed method for variance component estimation, 50,000 sequences of normal white noise observations (m = 200) with the standard deviation of σ = 5 mm(zero-mean time series) are simulated using MATLAB software. One may spoil the data by outliers of size between 3σ − 6σ with the contamination fraction of ε = 0.05, where ε denotes the ratio of outliers to the whole observations. The goal is to estimate the amplitude of the noise and thus to investigate the overall performance of the given M-estimators against outlying observations using the mean values of the estimates.
When there is no outlier in the data, the results obtained by LS-VCE approximately coincide with the theoretical value The fraction of outliers is 5%. The superscripts ' _ ' and ' + ' mean 'free of outliers' and 'in the face of outliers', respectively (Table 2 ,σ = 4.8 mm). However, when the outliers contaminate the data, the estimate is significantly inflated and deviates from its theoretical value. To reduce such effects, we may apply other M-estimators. In contrast to the least squares estimate, they deliver more satisfactory results which are not far from their theoretical counterpart (Table 2) .
To illustrate the advantages of the robust M-estimators for obtaining reliable results in both functional and stochastic models of the coordinate time series, the proposed methods have been applied to a simulated time series and the coordinate time series of a few permanent GPS stations. Three different types of stochastic models, namely, model I (purely white noise), model II (combination of white noise and flicker noise), and model III (combination of white noise and random walk noise) have been considered, in which the cofactor matrices of flicker noise and random walk noise introduced by Zhang et al. (1997) are utilized. Note, however, that one can also utilize the Hosking flicker noise covariance matrix, introduced by Williams (2003a) , which is different in magnitude. Therefore, the flicker noise variances used here are roughly one-half the size of those quoted in the paper by Williams (2003a) .
Simulated data
An 8-year time series of daily positions containing white noise with amplitude of σ w = 4 mm plus flicker noise with amplitude of σ f = 6 mm is simulated. In addition to a simple linear trend, two trigonometric functions with amplitude of 3 and 2 mm, respectively, for the annual and semi-annual signals, have been added to the time series (i.e., annual period = 365.25 days, semi-annual period = 182.625 days). Three offsets with magnitude of 2σ w , 3σ w and 1.5σ w have been imposed on the data which are positioned in the time epochs of 290, 1,000 and 2,400, respectively. Now, a contaminated version of the time series with contamination fraction of ε = 0.01 is considered, in which the size of outliers is chosen between 15 and 30 mm. The aim is to find an appropriate functional model and to estimate the noise components of the time series. To remove outliers, one may perform statistical testing. Using the significance level of α = 0.01, 1.16% of data are removed, which implies that some of the observations are incorrectly flagged as outliers. On the other hand, the significance level of α = 0.001 detects only 65% of the outliers. In the following, for the purpose of comparison, the M-estimators of Table 1 are independently applied to the data.
To find the simulated offsets and periodic signals, the procedure introduced in Sect. 3 will be carried out. One should first have proper information on the stochastic structure of the data. In other words, the cofactor matrix Q o , given in Eq. (11) should be available. To make this issue more apparent, we first tried to capture the misspecifications using white noise structure, i.e., Q o = I. On the basis of this assumption, we found nine significant unmodeled effects (five periodic effects plus four offsets), which exceeds the five simulated ones (two periodic effects plus three offsets). The numerical values of the score function of Eq. (16) are plotted in left panel of Fig. 1 .
Using white noise plus flicker noise model, our solutions turned out to be different. We set the approximate values of σ w = 3 mm and σ f = 5 mm which result in Q o = σ 2 w I + σ 2 f Q f , with Q f the cofactor of flicker noise. After removing the total five simulated effects, there are no other significant misspecifications in the data, i.e., all values of the score function are below one (Fig. 1, right panel) . This is what we would expect, since improper knowledge about the stochastic model will be reflected as unmodeled effects in the functional part, and vice versa. The duality between the functional and stochastic models has been already pointed out by Amiri-Simkooei (2007) . The reader can find more explanations of the anomalous periodic effects in GPS time series in Ray et al. (2008) or Langbein (2008) .
After removing offsets, the fluctuations due to the periodic terms show up themselves as some significant offsets in data (Fig. 1, right panel) . Strictly speaking, it is possible that one type of effect to show itself as another effect. It is, therefore, advisable to jointly perform statistical testing for finding the periodic effects and the offsets.
The estimates of the offsets positions along with the period of the periodic terms, based on the flicker noise structure, are computed stepwise (Table 3 ). In the case where the data are free from outliers, the offset positions as well as the annual/semi-annual periodicities are appropriately identified. In the contaminated cases, the results are slightly different. All of the methods estimate the position of the offset at epoch 1,000 much better than the other cases. It makes sense, since its position is not far from the center of the series and as Williams (2003b) demonstrated, the offsets positioned in the middle of the series have the highest chance of being correctly detected. For the offset with the smallest size (i.e., Fig. 1 Numerical values of the score function in Eq. (16) for offsets (red dashed line) and periodic effects (blue line); Left (using purely white noise structure): before removing offsets (top-left), after removing offsets (middle-left), after removing both simulated offsets and periodic effects (bottom-left); Right (using white noise and flicker noise structure): before removing offsets (top-right), after removing offsets (middle-right), after removing both simulated offsets and periodic effects (bottom-right).The significance level of (0.0001) has been depicted by green dashed line epoch 2400), the L1 norm method together with the method of IGGIII provide more realistic results over the others.
After providing a proper functional model, one can use the proposed method of variance component estimation to assess the noise characteristics of the series. The basis matrix B introduced in Eq. (18) is computed by the subroutine 'null.m' of MATLAB software. The estimates of the noise components along with their asymptotic uncertainties are presented in Table 4 . To evaluate the efficiency of the robust M-estimators, the least squares estimates, after removing outliers at significance level of α = 0.001, are also included in Table 4 . As considered, the results obtained in this way are close to those computed by the M-estimators which show the robustness of the methods against outliers. Based on the results corresponding to model I, the inflated least squares estimate has been reduced from 6.32 to 5.83 mm after removing outliers. But, it is still larger than the one obtained using the original data (σ w = 5.72 mm). This implies that there are some undetected outliers in the data as mentioned earlier using statistical testing. Another issue is that the random walk noise amplitude estimates vary more due to the presence of outliers than the corresponding flicker noise components. This is probably due to the fact that the stochastic model of the data has been simulated to behave like a combination of white noise and flicker noise. Since this model defines the random behavior of the data, it can be expected to be more resistant to outliers. We also highlight that essential care is needed to choose an appropriate stochastic model. For example, if one improperly over-parameterize a default model (e.g., purely white noise model), misspecifications may then manifest themselves unrealistically as incorrect estimates of additional parameters (e.g., colored noise components). This phenomenon is not restricted to the least squares adjustment and also holds for the other M-estimators. The reader can find 24 A. Khodabandeh et al. Table 3 Offset position estimates (steps: 1, 2 and 4) and the annual (step 5), semi-annual (step 3) period estimates (days) in the simulated time-series for contamination fractions of 1%
Method
Step 1 Step 2 Step 3 (semi-annual)
Step 4 Step 5 (annual) The superscripts ' _ ', ' + ' and ' * ' mean 'free of outliers', 'in the face of outliers' and 'after removing outliers (α = 0.001)', respectively The fraction of outliers is equal to 1%. The superscripts ' _ ', ' + ' and ' * ' mean 'free of outliers', 'in the face of outliers' and 'after removing outliers (α = 0.001)', respectively useful discussions about determining a proper noise model in Williams et al. (2004) or Amiri-Simkooei et al. (2007) . According to Table 1 , one would expect that the asymptotic variances of the robust M-estimates are larger than the ones of least squares estimates, which is not realized in some results. In other words, one expects that the least squares estimates are more precise than the other estimates. The above statement only holds when they deliver the component estimates of the same amplitude. More precisely, in case of (co)variance component estimation, the covariance matrix of observables and consequently the uncertainty of the components depend on the value of (co)variance component estimates. It means that the covariance matrix Qσ of the (co)variance components depends on the (affected) estimates of (co)variance componentsσ . We then haveQσ rather than Qσ .
Real-world data
Eight years of daily solutions of the coordinate time series for 12 globally distributed permanent stations have been used. They are provided by the GPS Analysis Center at JPL (Beutler et al. 1999) . The data were processed by the GIPSY software using the precise point positioning method (Zumberge et al. 1997) . Each method of M-estimation is independently applied to remove the possible unmodeled effects (i.e., periodic effects and offsets). Amplitudes of the noise components of the three stochastic models are then estimated for the individual series. To provide a fair comparison between the results, a statistical test has been performed for removing possible blunders. The fractions of outliers on α = 0.01and α = 0.001 significance levels are shown in Fig. 2 . The least squares estimates of the noise components, based on the refined data at α = 0.001 significance level, are also presented.
White noise amplitude estimates of model I and their 95% asymptotic confidence intervals are depicted in Fig. 3 . The noise amplitudes of the up components are approximately 2-3 times larger than the noise amplitudes of the horizontal components. As considered in Table 1 , the methods of M-estimation, except for L1 norm estimation, have been designed to behave like the least squares estimation in the sense of having the smallest possible residuals. As a result, a significant difference between the least squares estimates and the other robust M-estimates indicates the occurrences of outliers in the data. Therefore, one can directly deduce that there exists a large number of outliers in the data, especially in the east components of ALGO and PETP, which follows from the considerable difference between the least squares estimates and other robust estimates. This issue may also be verified by performing the statistical tests (see Fig. 2 ). As shown in Fig. 4 , it can be clearly seen that the results illustrated in Figs. 2 and 3 are relatively correlated. For example, the noise amplitude estimates corresponding to the north components of BSRY and MANA (Fig. 3) are close to each other, which correspond to the small fraction of outliers in Fig. 2 . On the other hand, the large number of outliers in the east components of PETP and ALGO results in the large difference between the least squares estimate and those estimated by the other M-estimators (see Fig. 4 ). On average, for the case of refined observations, the least squares estimates are relatively close to the M-estimates. At the same time, we observe that these estimates are a bit larger than their corresponding M-estimates in several cases. This may result from some undetected outliers that are still masked in the data.
Figures 5 and 6 show the flicker noise and random walk noise amplitude estimates of models II and III, respectively. The behavior of the flicker noise amplitudes on average is relatively uniform for the M-estimation methods (i.e., the differences between the amplitudes are negligible). But this is not the case for the amplitudes of random walk noise. One may, therefore, infer, as shown in the simulated case, that the GPS position time series most likely contain noise closer to a flicker than a random walk structure, which is in agreement with the previous work of Zhang et al. (1997); Mao et al. (1999); Calais (1999) ; Williams et al. (2004) ; Amiri-Simkooei (2007) . Therefore, in terms of the least squares after removing outliers (grey), L1 norm (blue), Huber (black), IGGIII (green), Krarup (pink) and Hampel (orange) robustness, this also reveals that the stochastic model described as a combination of white noise and flicker noise, is likely to be more realistic than the one made by a combination of white noise and random walk noise.
Conclusions
Integrated with the least squares adjustment, robust M-estimators can serve as strong tools to guard mathematical Fig. 4 The fractions of outliers on 0.001 significance level (red thick bars) versus the difference between the least squares estimate of white noise amplitudes and those obtained by the methods of least squares after removing outliers (grey), L1 norm (blue), Huber (black), IGGIII (green), Krarup (pink) and Hampel (orange) models against abnormal data. At the same time, they are not always far superior to the traditional outlier removal methods. Combination of the least-squares method with M-estimators was shown to produce a unified analysis of coordinate time series, in both the functional and stochastic models. Based on the asymptotic normality of M-estimation in linear models, Krarup (pink) and Hampel (orange) the likelihood ratio-type test as a robust version of the familiar likelihood ratio test was applied to correctly detect and identify the periodic effects and the offsets. Such a testing is valid for the case where the number of observations is significantly larger than the unknowns, which generally holds for GPS coordinate time series. Krarup (pink) and Hampel (orange) Using the linear (co)variance component model provided by the LS-VCE theory, we developed a robust method of variance component estimation. Since this method relies on the linear model, the corresponding properties of M-estimation in the linear functional model can be established in a straightforward manner for such a case. For example, this method, in addition to (co)variance component estimates, provides asymptotic uncertainty for the estimated components. This is in contrast to the other robust estimation methods on VCE.
The method was applied to a few simulated and real coordinate time series and a comparison was made with the least squares method. The difference between the results affirmed that the data contain a large number of outliers. This also was investigated via statistical testing. As considered, choosing a subjective level of significance leads to a subjective set of observations to be flagged as outliers. In a similar fashion, choosing a subjective M-estimator provides subjective estimates for the parameters. On the basis of the results obtained from real GPS time series, it is inferred that the random behavior of the series is better described by a combination of white noise and flicker noise as verified by previous studies. We could also conclude that the least-squares estimate of the flicker noise component is less affected by the possible undetected blunders in the series.
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Appendix A

A.1 Asymptotic normality of M-estimation in linear models
Expanding the vectorψ into its Taylor series at x and substituting the result in Eq. (5) give the following expression:
where ∂ e ψ is a diagonal matrix containing the derivative
d(e i ) and the order term o p x − x indicates the remainder in the Taylor series which tends in probability to zero as the number of observations tends to infinity (He and Shao 1996) .
The termÃ T ∂ e ψÃ can be regarded as linear combinations of the random variables ψ (e i ) (i = 1, 2, . . . , m), that is
where n-vectorsã i (i = 1, 2, . . . , m) construct the rows of the transformed design matrixÃ. With regard to the assumption that the residuals are independent and identically distributed, one may apply the law of large numbers to Eq. (29) which gives
where E{.} is the mathematical expectation operator. '→ p ' stands for 'tends in probability'. Assuming that the distribution of the residuals is symmetric with respect to the zero and that ψ-function is odd and bounded, one can simply show that the expected value of the m-vector ψ is zero. Therefore, applying central limit theorem toÃ T ψ yields
To obtain the asymptotic distribution of M-estimation, one may need the following lemma. 
Slutsky
For the proof, we refer to Maronna et al. (2006 ) or Shao (2003 . Using the above lemma and setting u m and m equal tõ A T ψ and (Ã T ∂ e ψÃ) −1 respectively, based on Eqs. (28), (30) and (31), the asymptotic normality of M-estimation in linear models follows (see Eq. (9)).
For getting information on the asymptotic properties of M-estimation in general models and for a rigorous proof, we can refer to Huber (1981) and Maronna et al. (2006) .
A.2 Background (LS-VCE)
This appendix aims to provide a quick overview of the basic concepts and results in LS-VCE theory (Teunissen and Amiri-Simkooei 2008; Amiri-Simkooei 2007) , which give us a useful insight into the previous discussions in Sect. 4. To draw a parallel between the theory and the method of least squares in linear models, it would be suitable to represent the functional and stochastic models in pairs. We therefore commence with the parametric form of the linear model of observation equations along with the stochastic model as follows 
Given the (co)variance component model Q y = p i=1 σ i Q i , the second part of Eq. (33) can then be written as
Using the preceding equation, we would like to find a linear model, like that given in Eq. (1), by which one can perform the standard least squares method. In other words, the (co)variance components σ i , i = 1, . . . , p, do play the role of the unknown parameters to be estimated. A close look at Eq. (34) reveals that the main obstacle to achieve this goal lies in the bilinear form of the matrix t t T , which has to be transformed into the linear one in the first place. A simple way is to stack the columns of the matrix t t T under each other, thus converting the matrix to a vector. However, due to the symmetry of t t T , the off-diagonal elements would then appear twice. To avoid this, one can do the same by using the columns containing diagonal elements together with the lower ones. Such a transformation will be conducted via vh-operator (Magnus 1988 
The least squares estimatex k can be obtained as follows (Teunissen et al. 2005) x k = (A
Using the matrix A k introduced in Eq. (15) And consequently, using Eq. (53) yields the following relations
and 
from which the claim follows.
