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Povzetek
Naslov: Spletna platforma za analizo hierarhicˇnih modelov pri odlocˇitvenih
problemih.
Namen diplomskega dela je izdelati spletno platformo, ki bo omogocˇala izde-
lavo in analizo odlocˇitvenih problemov. Cilj platforme je cˇim vecˇja neodvi-
snost od operacijskih sistemov in tipov naprav kot tudi izvajanje vsebinskih
nalog, ki jim je namenjena. Prav tako je namenjeno, da je platforma mo-
bilna med osebnimi racˇunalniki kot mobilnimi napravami, na primer telefoni
in tablicˇni racˇunalniki. Spletna platforma bo sestavljena iz vnosa podatkov,
gradnje hierarhicˇnega modela in analize modela. To diplomsko delo podrob-
neje opisuje razvoj in delovanje analize hierarhicˇnih modelov, metode in teh-
nologije, uporabljene pri razvoju. Diplomsko delo je hkrati tudi prirocˇnik za
uporabo spletne platforme.




Title: A web platform for the analysis of hierarchical models in decision-
making problems.
The purpose of this thesis is to design and elaborate web application, which
will provide tools for design and analysis of decision problems. The platform
aims at maximizing independence from operating systems and different types
of devices, as well as executing tasks in decision making process. Application
is meant to be used on personal computers as much as mobile devices like,
tablets and smart mobile phones. Web platorm cosists of input of data, de-
signing hierachical modela and model analysis. This thesis descibes in detail
design and functions of hierachical model analysis, methods and technologies
used in the development. The thesis also represents user manual for the web
platform.





Namen diplomskega dela je izdelati aplikacijo, s katero bo mogocˇe analizirati
in vizualizirati odlocˇitvene probleme z uporabo MCDA. Tema odlocˇitvenih
sistemov je v svetu dobro poznana, vendar za ucˇenje in prikaz rezultatov
ne obstaja nobena platforma, ki bi bila temu namenjena. Tako je v sklopu
tega diplomskega dela in diplomskega dela, ki ga je sestavil Matej Romih,
nastal koncept za izdelavo platforme, ki bi omogocˇila analizo hierarhicˇnih
odlocˇitvenih modelov. Programska oprema namenjena tej problematiki si-
cer obstaja, vendar je namenjena ciljnim skupinam strokovnjakov, ki imajo
na voljo sredstva. Tako na primer poskusna razlicˇica programske opreme
HiView3 omogocˇa analize z le do petimi kriteriji. Programska oprema tega
diplomskega dela torej omogocˇa analizo modelov brez omejitve sˇtevila krite-
rijev ali katerega drugega segmenta odlocˇitvenega modela.
Projekt izgradnje platforme pod delovnim imenom Friview je razmejen na
dve diplomski deli. Prvi del projekta, ki je delo Mateja Romiha, se ukvarja
z zajemom podatkov in nastavitvami modela, torej izgradnjo modela za ka-
snejˇso analizo. Vkljucˇuje vnos variant, nastavitev kriterijev variant in izgra-
dnjodrevesnega modela za odlocˇitveni problem. Izgradnja drevesnega mo-
dela obsega dolocˇitev atributov, po katerih bodo variante ocenjevane. To
so neposredne lastnosti variant. Cˇe so nasˇe variante racˇunalniki in izbiramo
najboljˇsega za nasˇe potrebe, bodo atributi variante na primer kapaciteta
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trdega diska, arhitektura trdega diska, frekvenca procesorja ter kapaciteta
RAM pomnilnika. Atribute lahko v drevesnem modelu tudi zdruzˇujemo v
skupna vozliˇscˇa. Tako lahko kapaciteto ter arhitekturo trdega diska zdruzˇimo
v skupno vozliˇscˇe, ki ga poimenujemo trdi disk. Atributi oziroma neposredne
lastnosti v drevesu predstavljajo liste, zdruzˇeni atributi pa vozliˇscˇa. Listom
in vozliˇscˇem v modelu se nastavijo utezˇi, ki so osnova za izracˇun koristnosti
variant. Na vozliˇscˇih se utezˇi nastavljajo neposredno s primerjavo njihovih
otrok. Na primer v vozliˇscˇu trdi disk se nastavita utezˇi atributoma kapaciteta
trdega diska in arhitektura trdega diska, kjer nastavljamo razmerje, koliko
je prvi bolj pomemben od drugega in obratno. Tu sˇe ne uposˇtevamo, koliko
je morebitni atribut cena pomemben proti kapaciteti in arhitekturi, zato se
tudi sesˇtevek vseh utezˇi v modelu ne sesˇteje v 1. Za to poskrbi normiranje
utezˇi, ki izracˇuna dejanske utezˇi. Po koncˇanem sestavljanju se vnesejo vari-
ante, med katerimi izbiramo. V tabelo vrednosti se vnese naziv variante in
v vsak atribut vrednost variante pri tem atributu. Vnasˇajo se surove vre-
dnosti, ki v tem koraku sˇe nimajo skupnega razpona. Razponi numericˇnih
vrednosti se nastavljajo na listih v drevesnem modelu. V prejˇsnjem koraku
pri gradnji drevesa se nastavijo koristnostne funkcije atributa. To so funkcije,
ki dolocˇajo, kaksˇno vrednost naj ima varianta pri normalizaciji. Te funkcije
vracˇajo vrednosti od 0 do 100 glede na nastavitve. Funkcije so lahko zvezne
ali diskretne. Sˇe posebej pomembne so pri ugotavljanju vrednosti atributov,
kot so barve, kjer nastavimo, koliko nam pomeni katera barva.
Drugi del projekta analizira zajete podatke v kombinaciji z nastavitvami
modela in predstavi ugotovitve v vecˇ razlicˇnih analizah, ki prikazujejo posa-
mezne lastnosti modela. V tem delu se najprej izvede normalizacija podatkov
na istem razponu vrednosti, ki je kasneje potreben za izracˇun koristnosti vari-
ant. Del analize torej predstavi normalizirane podatke, ki zˇe vsebujejo rezul-
tate leksikografske ureditve in najboljˇso varianto izbrano po principih mini-
max in maximax. Pri vsakem atributu na pregledu normaliziranih podatkov
je prikazana tudi zˇe normirana utezˇ atributa. Za normiranje utezˇi poskrbi
model, medtem ko za racˇunanje koristnosti variant za vsako vozliˇscˇe posebej
3skrbi del v analizi. Normalizirani podatki so podlaga za vse ostale analize.
V drugem delu se izvaja tudi analiza, ki prikazuje prispevek vsakega atri-
buta h koncˇni vrednosti variante. Ta prispevek je za vsak atribut sestavljen
iz njegove normalizirane vrednosti in njemu dolocˇene utezˇi. Vsako varianto
tako v grafu predstavlja stolpec, ki je razdeljen na delezˇe, ki predstavljajo
posamezni atribut. Sklop analiz sestavljata tudi dve analizi obcˇutljivosti.
Prva je imenovana “Kaj cˇe ...” analiza, znana tudi kot obcˇutljivost nav-
zdol, ki za vsak atribut pove, kako obcˇutljiv je za spremembe utezˇi. Po-
leg obcˇutljivosti ta analiza tudi prikazˇe, katera varianta bi po povecˇanju ali
zmanjˇsanju utezˇi atributa zmagala namesto trenutne zmagovalne variante.
Druga analiza obcˇutljivosti imenovana Obcˇutljivost navzgor je prikazana kot
graf linearnih funkcij in prikazuje vsako varianto, trenutno utezˇ in koliko se
lahko utezˇ povecˇa ali zmanjˇsa, da se rezultat analize ne spremeni. Ta analiza
zajema tako atribute kot vozliˇscˇa. Za vizualni prikaz variant in razlik med
njihovimi normaliziranimi vrednostmi skrbi zvezdni diagram, kjer je vsak
atribut variante predstavljen kot krak v zvezdi. Map analiza se ukvarja s
primerjavami med vozliˇscˇi ali listi. Tako lahko ob primerno zasnovanem mo-
delu primerjamo variante v smislu dobrih proti slabim lastnostim in na grafu
vidimo, katere variante so boljˇse ali katere variante so slabsˇe od vseh ostalih.
Na zavihku z analizami so izpostavljene tudi manjvredne variante. To so
variante, ki so po vseh atributih slabsˇe ali enake neki drugi varianti in niso
v nobenem primeru kandidatke za najboljˇso varianto.
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Poglavje 2
Tehnolosˇko ozadje
Spletna platforma je sestavljena pretezˇno z uporabo HTML strani in je pro-
gramirana v jeziku Javascript. Tako je uporaba kar se da enostavna, saj se di-
rektorij z aplikacijo nalozˇi na pomnilnik v napravi in zazˇene prvo HTML stran
aplikacije. S tem se izognemo uporabi aplikacijskega strezˇnika in dosezˇemo,
da je nasˇa aplikacija neodvisna in prenosna. Izdelana aplikacija deluje v sple-
tnem brskalniku, kar pomeni, da lahko aplikacijo uporabljamo na namiznih






• Javascript knjizˇnice (JQWidgets, D3)
2.1 Razlogi za uporabo tehnologij
Glavni vodili pri razvoju nasˇe aplikacije za pomocˇ pri odlocˇanju sta bili pre-
nosnost in odprtokodnost, kar je privedlo do odlocˇitve, da bo nasˇa aplikacija
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spletna platforma. Sprva je nabor mogocˇih tehnologij obsegal samostojecˇe
aplikacije na dolocˇenem operacijskem sistemu, kot so .exe aplikacije v opera-
cijskem sistemu Windows. Taksˇen pristop smo opustili, saj zˇelimo dosecˇi, da
bi kar se da veliko uporabnikov lahko uporabljalo aplikacijo. Tak pristop bi
izlocˇil uporabnike Mac OS X operacijskega sisema in uporabnike Linux dis-
tribucij. Spletno platformo smo si sprva zamislili kot MVC spletno aplikacijo,
saj obstaja veliko okolij, ki so dostopna in nudijo sˇirok nabor funkcionalno-
sti. Ta vrsta tehnologije se je izkazala za nustrezno, saj potrebujejo spletne
aplikacije tega tipa aplikacijski strezˇnik, ki ni bil na voljo. Drugi razlog je bil,
da so MVC aplikacije namenjene delu s podatki iz podatkovnih baz, v nasˇi
aplikaciji pa kolicˇina podatkov ni v taksˇnem obsegu, da bi za to potrebovali
podatkovno bazo.
2.1.1 Neodvisnost
Cilj aplikacije je bil, da bi bila kar se da neodvisna od operacijskih sistemov,
brskalnikov in specificˇnih tehnologij, ki jih brskalniki podpirajo ali ne pod-
pirajo. Skratka uporabnika nismo zˇeleli omejevati s specifikacijami naprave,
na kateri aplikacijo uporablja. Ugotovili smo, da so uporabljene tehnologije
najbolj razsˇirjene na vseh sodobnih napravah, kjer bi bila aplikacija upora-
bljena, kot so osebni racˇunalniki, tablicˇni racˇunalniki in pametni telefoni.
Neodvisnost pomeni tudi neodvisnost aplikacije same, namrecˇ aplikacija za
delovanje potrebuje osnovno strojno opremo naprave in ne potrebuje aplika-
cijskega strezˇnika. Tako izkljucˇimo nedostopnost aplikacije v primeru tezˇav
z aplikacijskim strezˇnikom. Aplikacijo je seveda mogocˇe nalozˇiti na spletni
strezˇnik in zagotoviti dostop do nje v primeru, cˇe zˇelimo nuditi storitev, kjer
uporabnik ne potrebuje aplikacije na lokalnem datotecˇnem sistemu in do nje
samo dostopa, vendar pa to ni pogoj za uporabo te aplikacije.
2.2. DOSTOP DO PROJEKTA 7
2.1.2 Mozˇnosti razsˇiritev
S tem pojmom smo zˇeleli zajeti sˇirok nabor mozˇnosti nadgradenj z razme-
roma enostavno implementacijo. Pri analizah modela se lahko enostavno in
brez poseganja v zˇe izdelane dele aplikacije dodajajo novi moduli z anali-
zami, ki uporabljajo zbrane podatke. Uporabljene tehnologije, sˇe posebej
uporaba Javascripta omogocˇajo enostavno integracijo z drugimi knjizˇnicami
tega programskega jezika. Za namen graficˇnega prikaza rezultatov analiz ozi-
roma metod odlocˇanja je bila uporabljena Javascript knjizˇnica JQWidgets,
ki nudi sˇirok nabor prikaza v obliki grafov, diagramov in tabel. Vkljucˇeni so
tudi gradniki uporabniˇskega vmesnika, kot so orodne vrstice, meniji, gumbi
in razlicˇni okvirji. Uporaba teh knjizˇnic omogocˇa bolj sodobno program-
sko opremo z mozˇnostjo prilagoditev kot uporaba bolj zaprtih tipov gradnje
uporabniˇskih vmesnikov, na primer javanska knjizˇnica Swing.
2.2 Dostop do projekta
Glede na naravo in namen projekta je izvorna koda tudi javno objavljena na
spletnem mediju GitHub, ki je namenjen shranjevanju odprtokodnih projek-
tov in nazdoru razlicˇic.
Naslov za dostop do izvorne kode projekta je:
• https://github.com/martinmozina/friview
Projekt je odlozˇen na repozitoriju as. dr. Martina Mozˇine z razlogom ohra-
njanja konsistentnosti in adminstracije repozitorija, cˇe bi v prihodnosti sˇe
kdo nadgrajeval ta projekt.
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Poglavje 3
Uvod v MCDA
MCDA (Multi-criteria decision analysis) ali slovensko vecˇkriterijska odlocˇitvena
analiza predstavlja pristop in tudi nabor metod, s katerimi ocenimo variante
pri nekem odlocˇitvenem problemu in natancˇno ovrednotimo nasprotujocˇe si
kriterije[1], s katerimi variante ocenjujemo. Nasprotujocˇe si kriterije pona-
vadi predstavljajo strosˇki, ki jih primerjamo s koristmi ali ucˇinkovitostjo na
drugi strani. V vsakdanjem zˇivljenju se srecˇujemo z odlocˇitvami, katerih
podlaga je najvecˇkrat intuicija. Kadar pa gre za pomembne odlocˇitve z ve-
liko tezˇo, oziroma so posledice teh odlocˇitev velike in imajo velik vpliv, pa
uporabimo metodicˇne pristope, kot je na primer odlocˇitvena analiza.
Analiza odlocˇanja se uporablja za resˇevanje odlocˇitvenih problemov na
razlicˇnih podrocˇjih, tako v gospodarskih organizacijah kot v javnih ustano-
vah, kjer je potrebno predlagane resˇitve utemeljiti[2]. Prav tako je uporabna
tudi za odkrivanje kompromisov pri podobnih mozˇnostih[3]. Vecˇkriterijska
analiza je nacˇin pogleda na probleme v smislu organizacije podatkov in de-
ljenja kompleksnega problema na manjˇse, bolj obvladljive enote. Namen
MCDA ni odlocˇanje kot tako, temvecˇ je njena vloga pomocˇ pri odlocˇanju.
Glavne naloge te analize so, da predstavi podatke, oceni variante in s tem
pomaga pri resˇevanju problema.
Princip vecˇkriterijske odlocˇitvene analize deluje po naslednjih korakih:
1. postavi odlocˇitveni problem,
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2. izberi variante,
3. izberi kriterije,
4. oceni variante (surove vrednosti),




To diplomsko delo se ukvarja z analiticˇnim pogledom na odlocˇitveni pro-
blem in je del skupnega projekta v sodelovanju z Matejem Romihom, cˇigar
delo temelji na izgradnji odlocˇitvenega modela. Cˇe pogledamo korake vecˇkriterijske
analize odlocˇanja, jih ne moremo razdeliti na polovico in obravnavati samo
prve ali druge polovice, saj so nekateri koraki pri analizi pomembni od zacˇetka
do konca analize. Koraka analiza rezultatov in analiza obcˇutljivosti sta v
celoti stvar tega diplomskega dela, s korakoma, ki zajemata dolocˇevanje ko-
ristnostnih funkcij in ocenjevanje variant, pa se v vecˇji meri ukvarja delo
Mateja Romiha. Za ostale korake velja, da so pomembni pri obeh delih pro-
jekta, saj je na primer kljucˇni korak za analizo, torej postavitev odlocˇitvenega
problema, pomemben pri zasnovi modela, kot tudi za analizo problema. Za
potrebe utemeljevanja razlag metod in njihovih rezultatov to diplomsko delo
opiˇse vse korake pri odlocˇitveni analizi MCDA, deli, ki so v vecˇji meri usmer-
jeni k analizi odlocˇitvenega problema, pa so podrobneje opisani.
Kriterij ali atribut?
Pri obravnavi odlocˇitvenih modelov se bomo srecˇevali z dvema izrazoma, to
sta kriterij in atribut. Kriteriji so vsi listi in vozlicˇa v drevesu odlocˇitvenega









kvaliteta fotografij X X
Tabela 3.1: Kriteriji in atributi.
lastnosti variante od drugih lastnosti. Kriteriji pa lahko zajemajo tudi vo-
zliˇscˇa, v katera so zdruzˇeni atributi. Tabela 3.1 prikazuje atribute in kriterije
iz drevesa na sliki 3.2.
3.1 MCDA
To poglavje govori o procesu analiziranja odlocˇitvenega problema od zacˇetka
po korakih kako zastaviti vprasˇanje, oziroma postaviti odlocˇitveni problem,
ki je temelj nasˇe analize, kako lahko nepremiˇsljeno zastavljen odlocˇitveni
problem pripelje do napacˇne analize, kako pomemben je pravilen pogled na
variante in kako dobro sestavljen nabor kriterijev pripelje do pravilne analize.
V nadaljevanju bodo poglavja podrobneje opisala: postavitev odlocˇitvenega
problema, izbor variant, izbor kriterijev, ocenjevanje variant, dolocˇanje kori-
stnostnih funkcij, utezˇevanje kriterijev ter analizo rezultatov in obcˇutljivosti.
3.1.1 Postavi odlocˇitveni problem
To je prvi korak pri nasˇem problemu, kjer je pomembno, da cˇimbolj na-
tancˇno opredelimo problem. Postavitev problema je videti trivialna, vendar
je ta korak zelo pomemben in predstavlja temelj nasˇe analize. Slabo zasta-
vljen odlocˇitveni problem pomeni manj natancˇen ali celo napacˇen rezultat,
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namrecˇ z enakim naborom kriterijev lahko resˇujemo vecˇ razlicˇno zastavljenih
problemov in nocˇemo resˇiti ”napacˇnega”vprasˇanja. Torej, dobro strukturiran
problem sestoji iz[4]:
• nabora variant ali odlocˇitvenega prostora, med katerimi se odlocˇamo,
• nabora kriterijev, s katerimi ocenimo variante,
• modela ali metode, ki ju bomo uporabili za odlocˇanje.
Pri strukturiranju problema oziroma postavljanju vprasˇanja ponavadi nismo
edini, ki odlocˇamo, zato je potrebno uposˇtevati vse interesne skupine, ki
pricˇakujejo tak ali drugacˇen rezultat analize. Pri vsaki odlocˇitvi, osebni ali
znotraj organizacije, je verjetno, da se bodo pojavile razlicˇne interesne sku-
pine. Naj bodo to tisti, ki odlocˇitev sprejemajo, ali tisti, na katere odlocˇitev
vpliva. Koliko se te skupine uposˇtevajo, je stvar tistega, ki bo problem za-
snoval.
Razlogi, kot so razlicˇni pogledi interesnih skupin, rezultat kreativnega
razmiˇsljanja o problemu ali posledica kriticˇnega pogleda na vsebino pro-
blema, lahko privedejo do razlicˇnih oblik problema, s katerim se nameravamo
ukvarjati. Na primer:
• Problem 1: Kaksˇen racˇunalnik potrebuje petcˇlanska druzˇina,
da z najmanjˇsim strosˇkom zamenja starega z novim? Kdo bo
racˇunalnik uporabljal? Kaksˇen je namen uporabe, urejanje besedil ali
zahtevni graficˇni procesi?
• Problem 2: Koliko racˇunalnikov potrebuje petcˇlanska druzˇina,
da nihcˇe od cˇlanov ne bo prikrajˇsan za uporabo? Koliksˇen delezˇ
potrebe po uporabi racˇunalnika zahteva vsak druzˇinski cˇlan? S cˇim
se druzˇinski cˇlani ukvarjajo? Tu se pojavijo razlicˇna nova vprasˇanja,
na primer ali potrebujemo zelo zmogljiv racˇunalnik, da zadovoljimo
potrebe, ali vecˇ racˇunalnikov z zmogljivostmi, usmerjenimi v dolocˇena
podrocˇja za razlicˇne skupine uporabnikov?
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Slika 3.1: Proces analiziranja v MCDA.
Pri sestavljanju problemskega vprasˇanja je potrebno uposˇtevati tudi psi-
holosˇki vidik. Cˇe gledamo na problem kot na vprasˇanje, je zelo pomembno,
kako sestavimo besedilo vprasˇanja. Zˇe postavitev besed v vprasˇanju na-
mrecˇ vpliva na razlicˇne rezultate. Cˇe na primer v vprasˇanje postavimo be-
sedi “segrevanje ozracˇja”, lahko dobimo drugacˇne podatke kot v primeru, cˇe
vprasˇanje vsebuje besedi “podnebne spremembe”[5]. Drugi primer vpliva
vprasˇanja na odgovor je lahko tocˇna referenca na objekt. Cˇe vprasˇanje
sprasˇuje po tocˇno dolocˇeni zadevi, je vecˇja verjetnost, da nam bo tisti, ki
odgovarja, dal manj tocˇen oziroma manj odlocˇen odgovor, kot cˇe vprasˇanje
sprasˇuje po zadevi na splosˇno [6].
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3.1.2 Izberi variante
Varianta je posamezni objekt v mnozˇici, ki ga opazujemo in primerjamo z
ostalimi, in hkrati predstavlja enega od mozˇnih rezultatov[7], med katerimi
mora tisti, ki odlocˇa, izbirati. V tem delu procesa sestavimo nabor variant,
med katerimi izbiramo. Primer nabora variant so lahko razlicˇni kandidati za
delovno mesto.
Pri izbiranju variant locˇimo izvedljive (ustrezne) in neizvedljive oziroma
neustrezne. Ustrezna varianta zadovolji vse omejitve, ki jih je odlocˇevalec
dolocˇil. Te omejitve lahko imenujemo predkriteriji, saj niso dejanski kriteriji,
po katerih bomo variante ocenjevali, ampak zgolj okvirji, v katerih naj bodo
variante, med katerimi se odlocˇamo. Primer je odlocˇitveni model za nakup
sˇopka rozˇ. Odlocˇimo se, da bomo nasˇ sˇopek ali rozˇe ocenjevali glede na barvo,
in sicer so rozˇe lahko rdecˇe, rumene, oranzˇne ali zelene, nikakor pa ne smejo
biti roza barve. Torej so variante sˇopkov, ki vsebujejo roza barvo, neustrezne.
3.1.3 Izberi kriterije
Kriterij je lastnost variante, s katerim primerjamo variante med seboj. Lahko
ga opiˇsemo kot funkcijo na mnozˇici variant A, s katero si pomagamo primer-
jati dve varianti[8], glede na zorni kot, s katerega opazujemo varianto, in nam
vrne empiricˇni podatek za varianti x in y, torej g(x) in g(y).
Cˇe smo v prejˇsnjem koraku iskali primernega kandidata za delovno mesto
med prijavljenimi, sedaj dolocˇimo, po katerih lastnostih jih bomo ocenjevali.
Pri izbiri oziroma sestavljanju kriterijev je dobro, da vsi, ki so udelezˇeni
v postopku odlocˇanja, razumejo te kriterije in jih sprejemajo. To pomeni,
da se vse interesne skupine strinjajo z njimi, tudi cˇe se ne strinjajo, koliko
so ti kriteriji pomembni[9]. Ko je kriterij sestavljen, se morajo vse interesne
skupine strinjati tudi z metodo, po kateri kriterij vracˇa vrednosti variant za
dolocˇeno lastnost.
Kriterije vizualiziramo v obliki drevesa (slika 3.2), kjer listi drevesa pred-
stavljajo kriterije, po katerih ocenjujemo varianto. Z vozliˇscˇi si lahko poma-
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gamo tako, da zdruzˇujemo kriterije v listih v smiselne skupine. Prav tako
v vozliˇscˇa lahko zdruzˇujemo druga vozliˇscˇa [3], odvisno od kompleksnosti
odlocˇitvenega problema. Smiselne skupine so mnozˇice kriterijev ali mnozˇice
podmnozˇic kriterijev, za katere se odlocˇimo, da imajo skupne lastnosti. La-
stnosti, kot sta barva in oblika, lahko zdruzˇimo v vozliˇscˇe izgled. Glavni
razlogi za zdruzˇevanje kriterijev so: procesu omogocˇa lazˇji nadzor glede pri-
mernosti kriterija za analizo nasˇega problema ter olajˇsanje procesa analize,
saj lahko primerjamo naenkrat celo skupino kriterijev proti nekemu drugemu
kriteriju, ki je sicer neodvisen od skupine, ali pa primerjamo skupino krite-
rijev proti drugi skupini kriterijev. Za sestavo dobrega nabora kriterijev je
potrebno biti pozoren na nekaj lastnosti dobre prakse:
• Popolnost: Smo s svojim naborom zajeli vse lastnosti variant, ki jih
potrebujemo za nasˇo analizo?
• Odvecˇnost: Smo dolocˇili kriterije, ki jih pravzaprav ne potrebujemo?
Obstajajo kriteriji, katerih podatki se prekrivajo z drugimi podatki?
Odvecˇen kriterij je tudi tisti, ki bo na rezultat analize vplival zanemar-
ljivo.
• Izvedljivost: Pomeni, da je vsako varianto mozˇno opisati s tem krite-
rijem. Za dosego dobre izvedljivosti kriterija je ponavadi priporocˇljivo
razdeliti kriterij na podkriterije.
• Medsebojna neodvisnost vrednosti: Cˇe lahko priredimo vrednost
varianti pri nekem kriteriju, ne da bi poznali vrednost te variante pri
nekem drugem kriteriju, to pomeni, da je kriterij neodvisen.
• Dvojno sˇtetje: Se pojavi v primeru, cˇe podatke zbiramo v obliki
vprasˇanj in se vsebina teh vprasˇanj prekriva. Vprasˇanje lahko sprasˇuje
po informacijah, za katere zˇe imamo odgovor iz drugega vprasˇanja.
• Sˇtevilo kriterijev: Preveliko sˇtevilo kriterijev vodi k vecˇjemu naporu
pri zbiranju in organiziranju podatkov, pri tem pa tako (preveliko)
sˇtevilo kriterijev zanemarljivo vpliva na tocˇnost rezultata.
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Slika 3.2: Drevo kriterijev.
• Vplivi, ki se pokazˇejo cˇez cˇas: Cˇe izvajamo analizo za ukrep, ki bo
trajal dalj cˇasa, je potrebno uposˇtevati tudi ta zorni kot. Na tej tocˇki
je pomembno oceniti tudi to, ali bo kriterij sˇe pomemben ob koncu
analize.
3.1.4 Oceni variante
Ko so variante izbrane, jih ocenimo, da izlocˇimo izstopajocˇe variante. Eden
od nacˇinov je, da ugotovimo, katere variante so manjvredne od ostalih. Va-
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riante lahko izstopajo tudi po vrednostih atributov. Cˇe je eden od atributov
cena ali strosˇek variante, so nekatere lahko obcˇutno predrage ali prevecˇ ce-
nene, da bi jih sploh uposˇtevali pri nasˇem problemu.
Manjvredne variante
Varianta A je manjvredna, cˇe obstaja varianta B, ki se od A razlikuje v
vrednosti vsaj enega atributa in za vsak atribut velja, da je njegova koristnost
pri varianti B vecˇja ali vsaj enaka koristnosti istega kriterija v varianti A.
Cˇe je A v vecˇ kriterijih slabsˇa od B, je A manjvredna. Za nemanjvredno
varianto lahko trdimo, da vedno obstaja nek model, kjer bi ta varianta lahko
zmagala.
3.1.5 Dolocˇi koristnostne funkcije
Pri tem koraku vsakemu atributu variante, torej lastnosti, po kateri jo ocenju-
jemo, dolocˇimo koristnostno funkcijo. Ta funkcija prevede surovo vrednost
variante v normalizirano vrednost, in sicer vrne vrednosti od 0 do 100[10].
Koristnostne funkcije so razlicˇne za razlicˇne vrste podatkov. Poznamo
zvezne in diskretne koristnostne funkcije, kjer se slednje uporabljajo pri
diskretnih vrednostih, na primer barvah, cˇe jih predstavimo z imeni in ne
frekvencami ali sˇolskimi ocenami, kjer ni vmesnih vrednosti. Zvezne kori-
stnostne funkcije pa locˇimo na linearne in nelinearne. Linearne (slika 3.3)
funkcije poznamo tudi v obliki odsekovnih funkcij (slika 3.4), ki jim lahko
dolocˇimo padanje koristnosti do neke surove vrednosti in od te vrednosti
naprej narasˇcˇanje ali stagniranje.
3.1.6 Utezˇevanje
Vsak list in vozliˇscˇe utezˇimo glede na njegovo pomembnost tako, da na vsa-
kem vozliˇscˇu dolocˇimo utezˇ njegovih otrok. Utezˇi nastavljamo v razponu od
0 do 100. Najbolj znan nacˇin utezˇevanja, ki je uporabljen tudi v aplikaciji, je
model utezˇene vsote (ang: weighted-sum model) [11, 12]. Cˇe predpostavimo,
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Slika 3.3: Primer linearne koristnostne funkcije.
Slika 3.4: Primer linearne odsekovne koristnostne funkcije.
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C1 C2 C3 C4
Utezˇi 0.35 0.25 0.25 0.15
V1 0 20 100 50
V2 55 100 0 100
V3 100 0 75 25
Tabela 3.2: Model utezˇene vsote.







kjer je K∗ koristnost najboljˇse variante, aij predstavlja vrednost variante i
pri atributu j in normirani utezˇi wj tega atributa. Enacˇba 3.2 predstavlja
izraz za izracˇun koristnosti posamezne variante i, kjer je wj utezˇ trenutnega





Torej se koristnost za varianto V1, kjer bo i = 1 in N ≥ j ≥ 1 izracˇuna:
koristnost1 = 0.35 ∗ 0 + 0.25 ∗ 20 + 0.25 ∗ 100 + 0.15 ∗ 50 = 37.5 (3.3)
Pri racˇunanju koristnosti variant v odlocˇitvenih modelih uposˇtevamo vredno-
sti samo neodvisnih kriterijev, torej atributov. Prav tako morajo biti utezˇi
normirane, saj jih v celotnem drevesu ne delimo po delezˇih, ki bi se sesˇteli v
1, ampak z vrednostjo na intervalu [0,100] povemo, koliko so otroci vozliˇscˇa
pomembni med seboj. Pri tem ne uposˇtevamo starsˇev vozliˇscˇa ali otrok otrok
vozliˇscˇa. Za nas utezˇi normira aplikacija[13].
Model utezˇene vsote je pri odlocˇanju potrebno uporabiti na normalizira-
nih in ne surovih podatkih, kjer so vse vrednosti variant pri atributih izrazˇene
v istem razponu, ponavadi od 0 do 100. Cˇe uporabimo surove podatke, lahko
20 POGLAVJE 3. UVOD V MCDA
pride do velikih razlik v vrednostih in postanejo kriteriji zanemarljivi zaradi
majhnih vrednosti, kljub temu da jim mogocˇe dolocˇimo (naj)vecˇjo tezˇo [14].
3.1.7 Analiza rezultatov
V ta sklop spadajo metode, s katerimi ocenimo ali opazujemo variante [15].
To so prikaz normaliziranih podatkov z utezˇmi, analize variant z minimax,
maximax in leksikografsko ureditvijo. Prav tako rezultate analiziramo s
pomocˇjo razcˇlenitve koristnosti variant na posamezne delezˇe, ki jih prispe-
vajo atributi k skupni koristnosti. Pri analiziranju rezultatov ugotavljamo,
zakaj je neka varianta zmagala in kako blizu ji druge variante sledijo, lahko
pa naredimo tudi primerjavo variant po izbranih kriterijih. Map analiza nam
omogocˇa primerjavo vseh variant po dveh kriterijih naenkrat, njena najbolj
razsˇirjena uporaba je opazovanje hkrati strosˇkov in koristi variant, torej za
kaksˇen strosˇek dobimo najvecˇ koristi[16].
3.1.8 Analiza obcˇutljivosti
Pri analizi obcˇutljivosti se sprasˇujemo, kako obcˇutljivi so kriteriji na spre-
membe utezˇi. Predvsem se vecˇkrat vprasˇamo, “kaj cˇe ...” se zgodi to ali
ono. Kako bo vplivalo na rezultat analize, cˇe nekemu kriteriju povecˇamo
utezˇ? Izracˇun obcˇutljivosti nam tudi pove, za koliko se lahko utezˇ krite-
rija spremeni, pa to ne bo vplivalo na trenutno najboljˇso varianto. Analiza
obcˇutljivosti nam prikazˇe obmocˇja v modelu, ki lahko vplivajo na rezultat
analize modela, zato je pogosto uporabljena za ugotavljanje do katere meje
je smiselno uposˇtevati razlike v mnenjih interesnih skupin[3, 17]. Tako po-
znamo analizi obcˇutljivost navzdol in obcˇutljivost navzgor, ki ocenju-
jeta obcˇutljivost glede na pogled z vrha ali dna drevesnega modela.
Poglavje 4
Analiza
Predel analize v aplikaciji predstavlja zavihek Analiza na sliki 4.1 in zdruzˇuje
posamezne okvirje, ki vsebujejo prikaze rezultatov posameznih metod ana-
liziranja. Nekateri okvriji, na primer Normalizirani podatki, vsebujejo vecˇ
analiz skupaj. To poglavje vsebuje analizo rezultatov in obcˇutljivosti ter
vsako metodo ovrednotenja variant podrobneje opiˇse.
4.1 Zvezdni diagram
Graf (slika 4.2) je namenjen hitremu vizualnemu pregledu nasˇega modela po
variantah in kriterijih. Vsaka smer ali krak grafa pomeni atribut variante,
barve linij pa locˇijo variante med seboj. Center grafa ima vrednost 0, med-
tem ko najbolj zunanje meje grafa pomenijo najvecˇje vrednosti. Ko so tocˇke
na cˇrtah, ki predstavljajo kriterije, povezane, tvorijo lik, katerega plosˇcˇino
opazujemo. Lik (varianta) z najvecˇjo plosˇcˇino predstavlja tudi najbolj verje-
tno varianto. Iz diagrama tudi razberemo, v katero smer se nagiba varianta.
Pri tem diagramu lahko primerjamo vse kombinacije atributov in variant.
Lahko izberemo, katere atribute zˇelimo opazovati in jih oznacˇimo, aplikacija
pa nam prikazˇe samo zˇelene atribute. Prav tako lahko opazujemo le dolocˇene
variante, tako da jih oznacˇimo v legendi diagrama.
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Slika 4.1: Zavihek z analizami.
4.2 Normalizirani podatki
Normalizirane podatke predstavlja tabela, ki jo uporabljamo za vse ostale
analize. Podatki so pridobljeni iz koristnostnih funkcij, ki smo jih nastavili
v modelu. Ti podatki sˇe ne vsebujejo utezˇenih vrednosti. Prikazujejo samo
vrednosti posameznih variant v istem podatkovnem okvirju od 1 do 100. Slika
4.3 predstavlja izgled normaliziranih podatkov v aplikaciji. Poleg podatkov
tabela vsebuje sˇe tri dodatne analize, in sicer leksikografsko, maximin in
maximax. Na zacˇetku izbrane variante po kriterijih razporedimo v tabelo,
ki vsebuje surove vrednosti taksˇne, kot so. Ta tabela se nahaja na zavihku
Variante na sliki 4.1. V kaksˇni domeni zapisujemo vrednosti, ni pomembno,
saj se kasneje podatki za analizo normalizirajo. Primer surovih podatkov je
v tabeli 4.1.
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Slika 4.2: Zezdni diagram.
Slika 4.3: Prikaz normaliziranih podatkov.
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Varianta Tezˇa Baterija Cena Resolucija Kvaliteta fotografij
A 450 600 800 25 80
B 550 500 600 20 80
C 750 900 900 25 70
D 850 800 1000 20 70
Tabela 4.1: Surovi podatki.
4.2.1 Normalizacija
Normalizacija pomeni prevedbo podatkov, zajetih z razlicˇnimi metodami,
merskimi enotami ali v razlicˇnih razponih vrednosti, na skupno skalo[18, 12],
ki jo potrebujemo, cˇe zˇelimo variante po kriterijih primerjati med seboj.
Pri normalizaciji podatkov igrajo vlogo koristnostne funkcije[13], ki smo jih
dolocˇili pri gradnji modela. Te nam vrnejo normalizirane vrednosti variante
glede na dolocˇeno funkcijo. Vrnjene vrednosti so na intervalu [0, 100], kjer je
0 najslabsˇa in 100 vedno najboljˇsa vrednost variante po dolocˇenem kriteriju.
Najboljˇsi in najslabsˇi vrednosti se privzeto priredita 0 in 100, ne glede na
vhodne vrednosti variant. Na primer, cˇe imamo variante A, B in C s suro-
vimi vrednostmi kriterija C1: 500, 750, 1000 in zˇelimo z linearno koristnostno
funkcijo normalizirati podatke, bo pri tem kriteriju minimalna vrednost 500
in maksimalna vrednost 1000, torej bodo normalizairani podatki za kriterij
C1: 0, 50, 100. Lahko se zgodi, da kriterij opazujemo na drugacˇnem razponu
vrednosti. Cˇe kriterij C1 predstavlja ceno racˇunalnika, mi pa zˇelimo podatke
opazovati z razponom vrednosti v resnicˇnem zˇivljenju, lahko kriteriju nasta-
vimo minimalno in maksimalno opazovano vrednost, na primer od 0 e do
1000 e, linearna koristnostna funkcija bo vrnila podatke za C1: 50, 75, 100.
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Varianta Tezˇa Baterija Cena Resolucija Kvaliteta fotografij
A 100 25 33 100 100
B 67 0 100 0 100
C 0 100 0 100 0
Tabela 4.2: Normalizirani podatki brez manjvrednih variant.
4.2.2 Leksikografska analiza
V tabeli normaliziranih podatkov so variante razporejene od najboljˇse oznacˇene
z 1 do najslabsˇe n, kjer je n sˇtevilo variant. Variante so oznacˇene na sliki 4.3
z “[1]”, “[2]” in “[3]” pred imenom variante. V tem primeru je po Leksiko-
grafski analizi A najboljˇsa in C najslabsˇa varianta.
Leksikograflska analiza sloni na principu urejanja besed v slovarju. Torej
tako, da najprej uredimo variante po najpomembnejˇsem kriteriju, potem po
drugem in tako naprej po vseh kriterijih, dokler ne pridemo do edinstvenega
zakljucˇka oziroma zmagovalne variante[19].
4.2.3 Maximin
Rezultat te analize je najboljˇsa varianta, zato pri maximin najboljˇso varianto
oznacˇimo z [MAXIMIN ] v tabeli na sliki 4.3. Pri maximin analizi iˇscˇemo
varianto z najvecˇjim minimumom. Za primer si vzemimo vrednosti iz tabele
4.2. Vrednosti za varianto A so 100, 25, 33, 100 in 100. Za vsako varianto
poiˇscˇemo minimum med njenimi vrednostmi. V tabeli minimumov 4.3 za A
je min(A) = 25, sledi min(b) = 0 in min(c) = 0. Najboljˇsa varianta po
maximin analizi je torej A. Cˇe se pojavita dva kandidata z enakim najvecˇjim
minumumom, pozabimo vse trenutne minimalne vrednosti in zacˇnemo novo
iteracijo ugotavljanja najvecˇje najmanjˇse vrednosti, kot je prikazano v tabeli
4.4.





Tabela 4.3: Minimum variant za maximin analizo.
1. iteracija
Varianta Vrednost 1 Vrednost 2 Vrednost 3
A 50 75 80
B 20 60 100
C 70 50 85
2. iteracija
Varianta Vrednost 1 Vrednost 2 Vrednost 3
A X 75 80
B X 60 100
C 70 X 85
Tabela 4.4: Tabela vrednosti za maximin z istim miniumom.
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4.2.4 Maximax
Najboljˇso varianto po analizi maximax predstavimo tako, da poleg naziva va-
riante napiˇsemo oznako [MAXIMAX]. Ta analiza deluje po istem principu
kot maximin, le da tukaj iˇscˇemo varianto z najvecˇjim maksimumom.
4.3 Manjvredne variante
Pri tej analizi gre le za prikaz manjvrednih variant v modelu, zato je izgled
tega dela analize precej trivialen. Manjvredne variante racˇunamo tako, da
vsako varianto primerjamo z vsako drugo varianto. Za primer lahko vzamemo
podatke iz tabele 4.1. Vsaka varianta je na zacˇetku kandidat za manjvredno
varianto. Ali je A manjvredna, ugotovimo po kriterijih. Tezˇa variante A je
450 (pri tem kriteriju velja, da je manj boljˇse), B = 550, C = 750 in D =
850. Nobena vrednost ostalih variant ni boljˇsa od A, zato zˇe po tezˇi A ne
more biti manjvredna.
Varianta D je primer manjvredne variante, saj je v vsakem kriteriju neka
druga varianta enako dobra ali boljˇsa. Pri tezˇi je boljˇsa zˇe varianta C, pri
trajanju baterije D ni najslabsˇa, ampak je C vseeno boljˇsa. Pri kriterijih
resolucija in kvaliteta fotografij pa ima ta varianta enakovredni tekmici. Iz
tega sledi, da varianta D ne bo v nobenem kriteriju zmagala, zato jo oznacˇimo
kot manjvredno in izlocˇimo iz modela.
4.4 Map analiza
Map analiza predstavlja podatke po principu Paretove ucˇinkovitosti. S to
analizo primerjamo vrednosti variant po dveh kriterijih ali skupinah kriterijev
med seboj. Podatki so prikazani na grafu, ki je v osnovi razprsˇeni diagram,
s tem da razpon vrednosti sega od 0 do 100. Vsaka tocˇka na diagramu
predstavlja varianto, katere koordinati sta vrednosti pri vsakem diagramu.
Slika 4.4 prikazuje map analizo med senzorjem in ceno variante za izbor
najboljˇsega fotoaparata. Najboljˇse variante prikazane na grafu so najdlje
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Slika 4.4: Map analiza kriterija senzor proti kriteriju cena.
oddaljene od koordinatnega izhodiˇscˇa in najblizˇje tocˇki (100,100). Zato je
dodana funkcionalnost ozadja obarvanega zeleno. Variante, ki lezˇijo na robu
zelenega ozadja, sodijo med najboljˇse variante po izbranih kriterijih, medtem
ko za variante, ki so v celoti znotraj meja ozadja, vemo, da so zagotovo slabsˇe
od variant na robu[20].
Iz analize na sliki 4.4 torej lahko razberemo naslednje. Varianta C nikakor
ne pride v posˇtev, saj je po obeh kriterijih slabsˇa od A in B. Za A velja, da
ima od vseh najboljˇsi senzor, vendar je v ceni slabsˇa od variante B, ki ima
najboljˇso ceno. Pri teh dveh variantah se sprasˇujemo, kaj nam pomeni vecˇ:
dober senzor, ki je tudi drazˇji, ali cenejˇsi in slabsˇi senzor. Opazimo, da ima
varianta B manj slab senzor, kot pa je cenejˇsa od A. In obratno, razlika v
senzorju med A in B je premajhna, da bi A upravicˇil razliko cene B.
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4.5 Prispevek h koristnosti
Pri tej analizi gre za vizualizacijo delezˇa koristnosti, ki jo vsak atribut pri-
speva h koncˇni koristnosti variante. Slika 4.5 prikazuje delezˇe koristnosti
za tri variante A, B in C. Delezˇi stolpca vsake variante predstavljajo kori-
stnosti kriterijev. Pri varianti C kvaliteta fotografij ne predstavlja delezˇa,
saj je na tem podrocˇju ocenjevanja varianta C najslabsˇa in ima vrednost 0.
Delezˇ vsakega atributa se izracˇuna z mnozˇenjem normirane utezˇi atributa in
normalizirane vrednosti variante pri tem atributu.
Dij = aijwj (4.1)
Enacˇba 4.1 prikazuje izracˇun delezˇa Dij za varianto i pri atributu j, kjer
je aij vrednost variante pri atributu in wj predstavlja normirano utezˇ za ta
atribut.
4.6 Obcˇutljivost navzgor
Ta analiza prikazuje obnasˇanje variant za dolocˇen kriterij. Graf za vsako od
variant predstavlja koristnost pri dolocˇeni utezˇi. Na sliki 4.6 je rdecˇa cˇrta
postavljena na trenutno vrednost utezˇi za kriterij Proizvajalec. Na tocˇkah
presecˇiˇscˇa variant in trenutne vrednosti so trenutne koristnosti za vsako va-
rianto. Zeleni cˇrti, poimenovani Levo in Desno, predstavljata meji, ki sta
najblizˇji koristnosti variant pri trenutni utezˇi, kjer bi nad trenutno najboljˇso
varianto, ki je v tem primeru Crucial M4, prevladala druga varianta. Levo
in Desno sta poimenovani zato, ker leva meja predstavlja vedno najblizˇje
presecˇiˇscˇe levo od trenutne utezˇi, desna pa desno od le te.
4.7 Obcˇutljivost navzdol ali “Kaj cˇe ...”
Analiza ”Kaj cˇe ...”prikazuje samo atribute, torej tiste kriterije, ki se na-
hajajo v listih odlocˇitvenega drevesa. Pri tej analizi ugotavljamo, kaj se bo
zgodilo, cˇe se spremeni katera od normiranih utezˇi atributa. Poudariti je
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Slika 4.5: Analiza prispevka h koristnosti.
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Slika 4.6: Analiza obcˇutljivosti navzgor.
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potrebno, da pri tej analizi opazujemo le spremembe enega atributa naen-
krat in ne kombinacij sprememb utezˇi atributov. Stolpci v tabeli na sliki 4.7
prikazujejo naslednje:
1. Kriterij: Naziv atributa.
2. Kandidat −: Varianta, ki bo zmagala, cˇe temu atributu zmanjˇsamo
utezˇ.
3. Kandidat +: Varianta, ki bo zmagala, cˇe temu atributu povecˇamo
utezˇ.
4. Zmanjˇsanje utezˇi: Vrednost, za koliko moramo zmanjˇsati utezˇ atri-
butu.
5. Povecˇanje utezˇi: Vrednost, za koliko moramo povecˇati utezˇ atributu.
Polja v stolpcih “Zmanjˇsanje utezˇi” in “Povecˇanje utezˇi” so obarvana
z rdecˇo, zeleno ali rumeno. Te barve predstavljajo intervale, na katerih je
atribut obcˇutljiv, in sicer, cˇe je vrednost na intervalu [0,5), je polje obarvano
rdecˇe. To pomeni, da je kriterij zelo obcˇutljiv in lahko druga varianta zmaga
zˇe z majhno spremembo utezˇi. Pri vrednostih na intervalu [5,15) se polje
obarva rumeno, kar pomeni, da je atribut zmerno obcˇutljiv na spremembo
utezˇi. Cˇe pa je razlika utezˇi, pri kateri bi zmagala druga varianta, 15 ali vecˇ,
se polje obarva zeleno. Pri taksˇnih razlikah lahko recˇemo, da je atribut dokaj
neobcˇutljiv na spremembe utezˇi, saj bi potrebovali veliko spremembo utezˇi,
kar pomeni tudi nezanemarljiv poseg v odlocˇitveno drevo.
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Slika 4.7: “Kaj cˇe ...” analiza, kjer je v poljih kandidat + ali - predstavljena
varianta, ki bi prevladala ob povecˇanju ali zmanjˇsanju utezˇi. Barve polj
ponazarjajo obcˇutljivost kriterija na spremembo utezˇi.
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Poglavje 5
Sklepne ugotovitve
Namen projekta, katerega del je to diplomsko delo, je bil izdelati odprto-
kodno aplikacijo za pomocˇ pri analizi hierarhicˇnih odlocˇitvenih modelov. Z
izdelavo platforme je bil ta cilj dosezˇen, saj se le ta lahko uporablja na re-
snicˇnih problemih in ne samo za izobrazˇevalne namene. To diplomsko delo
se osredotocˇa na analiticˇni del platforme in je hkrati tudi prirocˇnik za razu-
mevanje procesov pri vecˇkriterijskem odlocˇanju in uporabniˇski prirocˇnik za
uporabo aplikacije.
Zastavljeni cilji diplomskega dela, ki so bili dosezˇeni, so:
1. Zasnova odprtokodne aplikacije: Uporabljene tehnologije, vecˇinoma
programski jezik Javascript, so omogocˇile kar se da pregledno in neod-
visno zasnovo aplikacije. Nodvisnost aplikacije se kazˇe tudi pri njeni
nezahtevnosti glede strojne opreme in aplikacijskih strezˇnikov. Hkrati
je aplikacija zasnovana tako, da jo je mogocˇe uporabiti na vecˇ razlicˇnih
tipih naprav, kot so mobilni telefoni in tablicˇni racˇunalniki.
2. Predstavitev procesov pri vecˇkriterijskem odlocˇanju: Diplom-
sko delo razcˇleni proces pomocˇi pri odlocˇitvah MCDA na vecˇ manjˇsih
procesov in jih opiˇse. Predstavi tudi prakticˇne primere uporabe in kaj
so njihove kljucˇne lastnosti. Predstavljen je tudi namen uporabe me-
todologije MCDA in kako poteka pomocˇ pri odlocˇanju od zasnove do
analize.
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3. Uporaba metodologije MCDA: Uporaba spletne platforme je za-
snovana na podlagi smernic vecˇkriterijskega odlocˇanja in vsebuje tri
glavne sklope: gradnjo odlocˇitvenega drevesa, vnos surovih vrednosti
variant in na koncu predstavitev metod analiziranja nasˇega modela.
Vsaka od metod nam predstavi razlicˇen zorni kot in nam poda spe-
cificˇno informacijo o variantah in modelu.
4. Analiza odlocˇitvenega modela: Eden od namenov gradnje aplika-
cije in aplikacije kot take je bil izdelati platformo, ki jo lahko upora-
bimo na dejanskih problemih. Aplikacija, ki nam jo je uspelo izdelati,
omogocˇa nabor metod, ki jih lahko uporabimo na problemu in s tem po-
magamo pri odlocˇitvi. Zavihek z analizami nam predstavlja 10 metod, s
katerimi si pomagamo pri odlocˇanju: prikaz normaliziranih podatkov z
normiranimi utezˇmi, minimax ureditev, maximax ureditev, leksikograf-
ska ureditev, prikaz manjvrednih variant, zvezdni diagram variant, map
analiza, pregled prispevka koristnosti atributov k skupni koristnosti va-
riante, analiza obcˇutljivosti navzgor in analiza obcˇutljivosti navzdol.
Ker je izdelana platforma odprtokodna, predstavlja osnovo za mozˇne nadalj-
nje nadgradnje in modifikacije glede na specificˇne zahteve. Zasnova analize
je modularna, saj je vsaka metoda, ki se na platformi uporablja, zajeta v
locˇenem okvirju in se vsako mozˇno novo metodo ali vrsto analize razmeroma
enostavno vkljucˇi v aplikacijo.
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