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Abstract. Model-agnostic interpretation techniques allow us to explain
the behavior of any predictive model. Due to different notations and ter-
minology, it is difficult to see how they are related. A unified view on
these methods has been missing. We present the generalized SIPA (sam-
pling, intervention, prediction, aggregation) framework of work stages for
model-agnostic interpretations and demonstrate how several prominent
methods for feature effects can be embedded into the proposed frame-
work. Furthermore, we extend the framework to feature importance com-
putations by pointing out how variance-based and performance-based im-
portance measures are based on the same work stages. The SIPA frame-
work reduces the diverse set of model-agnostic techniques to a single
methodology and establishes a common terminology to discuss them in
future work.
Keywords: Interpretable Machine Learning | Explainable AI | Feature
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1 Introduction and Related Work
There has been an ongoing debate about the lacking interpretability of machine
learning (ML) models. As a result, researchers have put in great efforts devel-
oping techniques to create insights into the workings of predictive black box
models. Interpretable machine learning [15] serves as an umbrella term for all
interpretation methods in ML. We make the following distinctions:
(i) Feature effects or feature importance: Feature effects indicate the direc-
tion and magnitude of change in predicted outcome due to changes in
feature values. Prominent methods include the individual conditional ex-
pectation (ICE) [9] and partial dependence (PD) [8], accumulated local ef-
fects (ALE) [1], Shapley values [19] and local interpretable model-agnostic
explanations (LIME) [17]. The feature importance measures the impor-
tance of a feature to the model behavior. This includes variance-based
measures like the feature importance ranking measure (FIRM) [10], [20]
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and performance-based measures like the permutation feature importance
(PFI) [7], individual conditional importance (ICI) and partial importance
(PI) curves [4], as well as the Shapley feature importance (SFIMP) [4].
Input gradients were proposed by [11] as a model-agnostic tool for both
effects and importance that essentially equals marginal effects (ME) [12],
which have a long tradition in statistics. They also define an average input
gradient which corresponds to the average marginal effect (AME).
(ii) Intrinsic or post-hoc interpretability : Linear models (LM), generalized lin-
ear models (GLM), classification and regression trees (CART) or rule lists
[18] are examples for intrinsically interpretable models, while random forests
(RF), support vector machines (SVM), neural networks (NN) or gradient
boosting (GB) models can only be interpreted post-hoc. Here, the inter-
pretation process is detached from and takes place after the model fitting
process, e.g., with the ICE, PD or ALEs.
(iii) Model-specific or model-agnostic interpretations: Interpreting model coef-
ficients of GLMs or deriving a decision rule from a classification tree is
a model-specific interpretation. Model-agnostic methods such as the ICE,
PD or ALEs can be applied to any model.
(iv) Local or global explanations: Local explanations like the ICE evaluate the
model behavior when predicting for one specific observation. Global expla-
nations like the PD interpret the model for the entire input space. Further-
more, it is possible to explain model predictions for a group of observations,
e.g., on intervals. In a lot of cases, local and global explanations can be
transformed into one another via (dis-)aggregation, e.g., the ICE and PD.
Motivation: Research in model-agnostic interpretation methods is compli-
cated by the variety of different notations and terminology. It turns out that
deconstructing model-agnostic techniques into sequential work stages reveals
striking similarities. In [14] the authors propose a unified framework for model-
agnostic interpretations called SHapley Additive exPlanations (SHAP). How-
ever, the SHAP framework only considers Shapley values or variations thereof
(KernelSHAP and TreeSHAP). The motivation for this research paper is to pro-
vide a more extensive survey on model-agnostic interpretation methods, to reveal
similarities in their computation and to establish a framework with common ter-
minology that is applicable to all model-agnostic techniques.
Contributions: In Section 4 we present the generalized SIPA (sampling, inter-
vention, prediction, aggregation) framework of work stages for model-agnostic
techniques. We proceed to demonstrate how several methods to estimate feature
effects (MEs, ICE and PD, ALEs, Shapley values and LIME) can be embedded
into the proposed framework. Furthermore, in Section 5 and 6 we extend the
framework to feature importance computations by pointing out how variance-
based (FIRM) and performance-based (ICI and PI, PFI and SFIMP) importance
measures are based on the same work stages. By using a unified notation, we
also reveal how the methods are related.
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2 Notation and Preliminaries
Consider a p-dimensional feature space XP “ X1 ˆ ¨ ¨ ¨ ˆXp with the feature in-
dex set P “ t1, . . . , pu and a target space Y. We assume an unknown functional
relationship f between XP and Y. A supervised learning model fˆ attempts to
learn this relationship from an i.i.d. training sample that was drawn from the
unknown probability distribution F with the sample space XP ˆY. The random
variables generated from the feature space are denoted by X “ pX1, . . . , Xpq.
The random variable generated from the target space is denoted by Y . We
draw an i.i.d. sample of test data D with n observations from F . The vector
xpiq “ pxpiq1 , . . . , xpiqp q P XP corresponds to the feature values of the i-th obser-
vation that are associated with the observed target value ypiq P Y. The vector
xj “ pxp1qj , . . . , xpnqj qJ represents the realizations of Xj . The generalization error
GEpfˆ ,Fq corresponds to the expectation of the loss function L on unseen test
data from F and is estimated by the average loss on D.
GEpfˆ ,Fq “ E
”
LpfˆpX1, . . . , Xpq, Y q
ı
yGEpfˆ ,Dq “ 1
n
nÿ
i“1
Lpfˆpxpiq1 , . . . , xpiqp q, ypiqq
A variety of model-agnostic techniques is used to interpret the prediction
function fˆpx1, . . . , xpq with the sample of test data D. We estimate the effects
and importance of a subset of features with index set S (S Ď P ). A vector of
feature values x P XP can be partitioned into two vectors xS and xzS so that
x “ pxS , xzSq. The corresponding random variables are denoted by XS and XzS .
Given a model-agnostic technique where S only contains a single element, the
corresponding notations are Xj , Xzj and xj , xzj .
The partial derivative of the trained model fˆpxj , xzjq with respect to xj is
numerically approximated with a symmetric difference quotient [12].
lim
hÑ0
fˆpxj ` h, xzjq ´ fˆpxj , xzjq
h
« fˆpxj ` h, xzjq ´ fˆpxj ´ h, xzjq
2h
, h ą 0
A term of the form fˆpxj`h, xzjq´ fˆpxj´h, xzjq is called a finite difference (FD)
of predictions with respect to xj .
FDfˆ ,jpxj , xzjq “ fˆpxj ` h, xzjq ´ fˆpxj ´ h, xzjq
3 Feature Effects
Partial dependence (PD) and individual conditional expectation (ICE): First sug-
gested by [8], the PD is defined as the dependence of the prediction function on
xS after all remaining features XzS have been marginalized out [9]. The PD is
estimated via Monte Carlo integration.
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PDfˆ ,SpxSq “ EXzS
”
fˆpxS , XzSq
ı
“
ż
fˆpxS , XzSq dPpXzSq (1)
yPDfˆ ,SpxSq “ 1n
nÿ
i“1
fˆpxS , xpiqzS q
The PD is a useful feature effect measure when features are not interacting [8].
Otherwise it can obfuscate the relationships in the data [4]. In that case, the
individual conditional expectation (ICE) can be used instead [9]. The i-th ICE
corresponds to the expected value of the target for the i-th observation as a
function of xS , conditional on x
piq
zS .
zICEpiqfˆ ,SpxSq “ fˆpxS , xpiqzS q
The ICE disaggregates the global effect estimates of the PD to local effect esti-
mates for single observations. Given |S| “ 1, the ICE and PD are also referred to
as ICE and PD curves. The ICE and PD suffer from extrapolation when features
are correlated, because the permutations used to predict are located in regions
without any training data [1].
Accumulated local effects (ALE): In [1] ALEs are presented as a feature effect
measure for correlated features that does not extrapolate. The idea of ALEs is
to take the integral with respect to Xj of the first derivative of the prediction
function with respect to Xj . This creates an accumulated partial effect of Xj
on the target variable while simultaneously removing additively linked effects of
other features. The main advantage of not extrapolating stems from integrating
with respect to the conditional distribution of Xzj on Xj instead of the marginal
distribution of Xzj [1]. Let z0,j denote the minimum value of xj . The first order
ALE of the j-th feature at point x is defined as:
ALEfˆ ,jpxq “
ż x
z0,j
EXzj |Xj
«
BfˆpXj , Xzjq
BXj
ˇˇˇˇ
Xj “ zj
ff
dzj ´ constant
“
ż x
z0,j
«ż Bfˆpzj , Xzjq
Bzj dPpXzj |zjq
ff
dzj ´ constant (2)
A constant is subtracted in order to center the plot. We estimate the first order
ALE in three steps. First, we divide the value range of xj into a set of intervals
and compute a finite difference (FD) for each observation. For each i-th observa-
tion, x
piq
j is substituted by the corresponding right and left interval boundaries.
Then the predictions with both substituted values are subtracted in order to
receive an observation-wise FD. Second, we estimate local effects by averaging
the FDs inside each interval. This replaces the inner integral in Eq. (2). Third,
the accumulation of all local effects up to the point of interest replaces the outer
integral in Eq. (2), i.e., the interval-wise average FDs are summed up.
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The second order ALE is the bivariate extension of the first order ALE. It is
important to note that first order effect estimates are subtracted from the second
order estimates. In [1] the authors further lay out the computations necessary
for higher order ALEs.
Marginal effects (ME): MEs are an established technique in statistics and
often used to interpret non-linear functions of coefficients in GLMs like logistic
regression. The ME corresponds to the first derivative of the prediction function
with respect to a feature at specified values of the input space. It is estimated by
computing an observation-wise FD. The average marginal effect (AME) is the
average of all MEs that were estimated with observed feature values [2]. Although
there is extensive literature on MEs, this concept was suggested by [11] as a novel
method for ML and referred to as the input gradient. Derivatives are also often
utilized as a feature importance metric.
Shapley value: Originating in coalitional game theory [19], the Shapley value
is a local feature effect measure that is based on a set of desirable axioms. In
coalitional games, a set of p players, denoted by P , play games and join coalitions.
They are rewarded with a payout. The characteristic function v : 2p Ñ R maps
all player coalitions to their respective payouts [4]. The Shapley value is a player’s
average contribution to the payout, i.e., the marginal increase in payout for the
coalition of players, averaged over all possible coalitions. For Shapley values
as feature effects, predicting the target for a single observation corresponds to
the game and a coalition of features represents the players. Shapley regression
values were first developed for linear models with multicollinear features [13]. A
model-agnostic Shapley value was first introduced in [19].
Consider the expected prediction for a single vector of feature values x, con-
ditional on only knowing the values of features with indices in K (K Ď P ), i.e.,
the features XzK are marginalized out. This essentially equals a point (or a line,
surface etc. depending on the power of K) on the PD from Eq. (1).
EXzK
”
fˆpxK , XzKq
ı
“
ż
fˆpxK , XzKq dPpXzKq “ yPDfˆ ,KpxKq (3)
Eq. (3) is shifted by the mean prediction and used as a payout function vPDpxKq,
so that an empty set of features (K “ H) results in a payout of zero [4].
vPDpxKq “ EXzK
”
fˆpxK , XzKq
ı
´ EXKYpP zKq
”
fˆpXK , XzKq
ı
“ yPDfˆ ,KpxKq ´yPDfˆ ,HpxHq
“ yPDfˆ ,KpxKq ´ 1n
nÿ
i“1
fˆpxpiqK , xpiqzKq
The marginal contribution ∆jpxKq of a feature value xj joining the coalition of
feature values xK is:
∆jpxKq “ vPDpxKYtjuq ´ vPDpxKq “ yPDfˆ ,KYtjupxKYtjuq ´yPDfˆ ,KpxKq
The exact Shapley value of the j-th feature for a single vector of feature values
x corresponds to:
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{Shapleyfˆ ,j “ ÿ
K ĎP ztju
|K|!p|P | ´ |K| ´ 1q!
|P |! ∆jpxKq
“
ÿ
K ĎP ztju
|K|!p|P | ´ |K| ´ 1q!
|P |!
”yPDfˆ ,KYtjupxKYtjuq ´yPDfˆ ,KpxKqı
Shapley values are computationally expensive because the PD function has
a complexity of OpN2q. Computations can be sped up by Monte Carlo sampling
[19]. Furthermore, in [14] the authors propose a distinct variant to compute
Shapley values called SHapley Additive exPlanations (SHAP).
Local interpretable model-agnostic explanations (LIME): In contrast to all
previous techniques which are based on interpreting a single model, LIME [17]
locally approximates the black box model with an intrinsically interpretable
surrogate model. Given a single vector of feature values x, we first perturb xj
around a sufficiently close neighborhood while xzj is kept constant. Then we
predict with the perturbed feature values. The predictions are weighted by the
proximity of the corresponding perturbed values to the original feature value. Fi-
nally, an intrinsically interpretable model is trained on the weighted predictions
and interpreted instead.
4 Generalized Framework
Although the techniques presented in Section 3 are seemingly unrelated, they
all work according to the exact same principle. Instead of trying to inspect the
inner workings of a non-linear black box model, we evaluate its predictions when
changing inputs. We can deconstruct model-agnostic techniques into a framework
of four work stages: sampling, intervention, prediction, aggregation (SIPA). The
software package iml [16] was inspired by the SIPA framework.
We first sample a subset (sampling stage) to reduce computational costs,
e.g., we select a random set of available observations to evaluate as ICEs. In or-
der to change the predictions made by the black box model, the data has to be
manipulated. Feature values can be set to values from the observed marginal dis-
tributions (ICEs and PD or Shapley values), or to unobserved values (FD based
methods such as MEs and ALEs). This crucial step is called the intervention
stage. During the prediction stage, we predict on previously intervened data.
This requires an already trained model, which is why model-agnostic techniques
are always post-hoc. The predictions are further aggregated during the aggrega-
tion stage. Often, the predictions resulting from the prediction stage are local
effect estimates, and the ones resulting from the aggregation stage are global
effect estimates.
In Fig. 1, we demonstrate how all presented techniques for feature effects are
based on the SIPA framework. Although LIME is a special case as it is based
on training a local surrogate model, we argue that it is also based on the SIPA
framework as training a surrogate model can be considered an aggregation of
the training data to a function.
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Fig. 1. We demonstrate how all presented model-agnostic methods for feature effects
are based on the SIPA framework. For every method, we assign each computational
step to the corresponding generalized SIPA work stage. Contrary to all other methods,
LIME is based on training an intrinsically interpretable model during the aggregation
stage. We consider training a model to be an aggregation, because it corresponds to an
optimization problem where the training data is aggregated to a function. For reasons
of simplicity, we do not differentiate between the actual functions or values and their
estimates.
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5 Feature Importance
We categorize model-agnostic importance measures into two groups: variance-
based and performance-based.
Variance-based : A mostly flat trajectory of a single ICE curve implies that
in the underlying predictive model, varying xj does not affect the prediction for
this specific observation. If all ICE curves are shaped similarly, the PD can be
used instead. In [10] the authors propose a measure for the curvature of the PD
as a feature importance metric. Let the average value of the estimated PD of
the j-th feature be denoted by yPDfˆ ,jpxjq “ 1n řni“1 yPDfˆ ,jpxpiqj q. The estimated
importance zIMPyPD,j of the j-th feature corresponds to the standard deviation of
the feature’s estimated PD function. The flatter the PD, the smaller its standard
deviation and therefore the importance metric. For categorial features, the range
of the PD is divided by 4. This is supposed to represent an approximation to
the estimate of the standard deviation for small to medium sized samples [10].
zIMPyPD,j “
$’’&’’%
d
1
n´1
nř
i“1
”yPDfˆ ,jpxpiqj q ´yPDfˆ ,jpxjqı2 xj continuous
1
4
”
max
!yPDfˆ ,jpxjq)´min!yPDfˆ ,jpxjq)ı xj categorial (4)
In [20] the authors propose the feature importance ranking measure (FIRM).
They define a conditional expected score (CES) function for the j-th feature.
CESfˆ ,jpvq “ EXzj
”
fˆpxj , Xzjq
ˇˇ
xj “ v
ı
(5)
It turns out that Eq. (5) is equivalent to the PD from Eq. (1), conditional on
xj “ v.
CESfˆ ,jpvq “ EXzj
”
fˆpv,Xzjq
ı
“ PDfˆ ,jpvq
The FIRM corresponds to the standard deviation of the CES function with all
values of xj used as conditional values. This in turn is equivalent to the standard
deviation of the PD. The FIRM is therefore equivalent to the feature importance
metric in Eq. (4).
{FIRM fˆ ,j “bV arpzCESfˆ ,jpxjqq “bV arpyPDfˆ ,jpxjqq “zIMPyPD,j
Performance-based : The permutation feature importance (PFI), originally
developed by [3] as a model-specific tool for random forests, was described as a
model-agnostic one by [6]. If feature values are shuffled in isolation, the relation-
ship between the feature and the target is broken up. If the feature is important
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for the predictive performance, the shuffling should result in an increased loss [4].
Permuting xj corresponds to drawing from a new random variable X˜j that is
distributed like Xj but independent of Xzj [4]. The model-agnostic PFI measures
the difference between the generalization error (GE) on data with permuted and
non-permuted values.
PFIfˆ ,j “ E
”
LpfˆpX˜j , Xzjq, Y q
ı
´ E
”
LpfˆpXj , Xzjq, Y q
ı
Let the permutation of xj be denoted by x˜j . Consider the sample of test data
Dj where xj has been permuted, and the non-permuted sample D. The PFI
estimate is given by the difference between GE estimates with permuted and
non-permuted values.
zPFI fˆ ,j “ yGEpfˆ ,Djq ´yGEpfˆ ,Dq
“ 1
n
nÿ
i“1
Lpfˆpx˜piqj , xpiqzj q, ypiqq ´
1
n
nÿ
i“1
Lpfˆpxpiqj , xpiqzj q, ypiqq (6)
In [4] the authors propose individual conditional importance (ICI) and partial
importance (PI) curves as visualization techniques that disaggregate the global
PFI estimate. They are based on the same principle as the ICE and PD. The
ICI visualizes the influence of a feature on the predictive performance for a
single observation, while the PI visualizes the average influence of a feature for
all observations. Consider the prediction for the i-th observation with observed
values fˆpxpiqj , xpiqzj q and the prediction fˆpxplqj , xpiqzj q where xpiqj was replaced by a
value x
plq
j from the marginal distribution of observed values xj . The change in
loss is given by:
∆Lpiqpxplqj q “ Lpfˆpxplqj , xpiqzj qq ´ Lpfˆpxpiqj , xpiqzj qq
The ICI curve of the i-th observation plots the value pairs pxplqj , ∆Lpiqpxplqj qq for
all l values of xj . The PI curve is the pointwise average of all ICI curves at all l
values of xj . It plots the value pairs pxplqj , 1n
řn
i“1∆Lpiqpxplqj qq for all l values of
xj . Substituting values of xj essentially resembles shuffling them. The authors
demonstrate how averaging the values of the PI curve results in an estimation
of the global PFI. zPFI fˆ ,j “ 1n
nÿ
l“1
1
n
nÿ
i“1
∆Lpiqpxplqj q
Furthermore, a feature importance measure called Shapley feature impor-
tance (SFIMP) was proposed in [4]. Shapley importance values based on model
refits with distinct sets of features were first introduced by [5] for feature selec-
tion. This changes the behavior of the learning algorithm and is not helpful to
evaluate a single model, as noted by [4]. The SFIMP is based on the same com-
putations as the Shapley value but replaces the payout function with one that is
sensitive to the model performance. The authors define a new payout vGEpxjq
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that substitutes the estimated PD with the estimated GE. This is equivalent to
the estimated PFI from Eq. (6).
vGEpxjq “ yGEpfˆ ,Djq ´yGEpfˆ ,Dq “ zPFI fˆ ,j “ vPFIpxjq
We can therefore refer to vGEpxjq as vPFIpxjq and regard the SFIMP as an
extension to the PFI [4].
6 Extending the Framework to Importance Computations
Variance-based importance methods measure the variance of feature effect es-
timates, which we already demonstrated to be based on the SIPA framework.
Therefore, we simply add a variance computation during the aggregation stage.
Performance-based techniques measure changes in loss, i.e., there are two possi-
ble modifications. First, we predict on non-intervened or intervened data (pre-
diction stage). Second, we aggregate predictions to the loss (aggregation stage).
In Fig. 2, we demonstrate how feature importance computations are based on
the same work stages as feature effect computations.
7 Conclusion
In recent years, various model-agnostic interpretation methods have been de-
veloped. Due to different notations and terminology it is difficult to see how
they are related. By deconstructing them into sequential work stages, one dis-
covers striking similarities in their methodologies. We first provided a survey on
model-agnostic interpretation methods and then presented the generalized SIPA
framework of sequential work stages. First, there is a sampling stage to reduce
computational costs. Second, we intervene in the data in order to change the
predictions made by the black box model. Third, we predict on intervened or
non-intervened data. Fourth, we aggregate the predictions. We embedded mul-
tiple methods to estimate the effect (ICE and PD, ALEs, MEs, Shapley values
and LIME) and importance (FIRM, PFI, ICI and PI and the SFIMP) of fea-
tures into the framework. By pointing out how all demonstrated techniques are
based on a single methodology, we hope to work towards a more unified view
on model-agnostic interpretations and to establish a common ground to discuss
them in future work.
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Fig. 2. We demonstrate how importance computations are based on the same work
stages as effect computations. In the same way as in Fig. 1, we assign the computational
steps of all techniques to the corresponding generalized SIPA work stages. Variance-
based importance measures such as FIRM measure the variance of a feature effect,
i.e., we add a variance computation during the aggregation stage. Performance-based
importance measures such as ICI, PI, PFI and SFIMP are based on computing changes
in loss after the intervention stage. For reasons of simplicity, we do not differentiate
between the actual functions or values and their estimates.
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