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Landslide ground surface displacements vary at all spatial scales and are an essential 
component of kinematic and hazards analyses. Unfortunately, survey-based displacement 
measurements require personnel to enter unsafe terrain and have limited spatial resolution. And 
while recent advancements in LiDAR technology provide the ability remotely measure 3D 
landslide displacements at high spatial resolution, no single method is widely accepted. A series 
of qualitative metrics for comparing 3D landslide displacement field measurement methods were 
developed. The metrics were then applied to nine existing LiDAR techniques, and the top-
ranking methods –Iterative Closest Point (ICP) matching and 3D Particle Image Velocimetry 
(3DPIV) – were quantitatively compared using synthetic displacement and control survey data 
from a slow-moving translational landslide in north-central Colorado. 3DPIV was shown to be 
the most accurate and reliable point cloud-based 3D landslide displacement field measurement 
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Understanding the spatial distribution and magnitude of three-dimensional (3D) ground 
displacements is essential for adequate landslide hazard characterization and analysis. 
Landslide displacements are most commonly measured using traditional “fixed-point” methods 
where the position of survey monuments or GPS stations are tracked (e.g., Baum, et al., 1998). 
Fixed-point methods require the installation, monitoring, and periodic maintenance of 
instrumentation, and in turn require field personnel to enter potentially unsafe terrain. Moreover, 
fixed-point methods cannot provide measurements at sufficient spatial resolution (i.e., number 
of measurements per unit area) to capture complex displacement fields in which the direction 
and magnitude of motion is variable at all scales. The remote sensing technology known as light 
detection and ranging (LiDAR), or laser scanning, provides a safer, more efficient, and more 
complete way of measuring 3D landslide displacement fields. 
The use and reliability of laser scanning for landslide displacement measurements has 
expanded in recent years for several reasons. First, the accuracy of LiDAR-based displacement 
measurements can equal or exceed those of survey/GPS techniques (Vosselman & Maas, 
2010). Second, LiDAR data can be collected from remote locations that allow field personnel to 
avoid dangerous ground. Third, the spatial resolution of LiDAR data is much finer than that of 
fixed-point methods. Fourth and lastly, LiDAR-based methods do not require the installation of 
monuments, targets, or other instrumentation to measure displacements. 
Despite the growing use and reliability of laser scanning in landslide studies, it does 
have its drawbacks, and there is no widely accepted method for measuring high-resolution 3D 
displacement fields from LiDAR point cloud data. LiDAR methods require more expensive 
equipment than survey methods and necessitate some form of data processing before 
displacements can be measured. Moreover, landslide displacement field measurements have 
largely been limited to 1D vertical and 2D horizontal estimates based on interpolated 
topographic models. Only recently have raw LiDAR point clouds been used to estimate 3D 
ground surface displacement fields, and such methods are rarely used in landslide investigation 
and monitoring programs (Aryal, et al., 2015). While ground-based Radio Detection and 
Ranging (RADAR) methods have proven useful in landslide studies (Lowry, et al., 2013), they 
can only be used to measure line-of-sight (LOS) displacements. 
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The purpose of this Thesis was to validate the efficacy and accuracy of available 
methods for measuring 3D displacement fields of slow-moving landslides. It was designed to 
answer the following questions: 
(1) What point cloud-based displacement field measurement methods are available? 
(2) Which of the available methods are most likely to produce accurate and reliable 
measurements of 3D displacement fields for slow-moving landslides? 
(3) How accurate are the methods relative to each other? 
(4) How accurate are the methods relative to survey techniques? 
(5) Are any of the available methods viable alternatives to traditional methods of 
measuring ground surface displacements on slow-moving landslides (e.g., survey 
monuments)? 
This Thesis includes an introduction to laser scanning technology and applications, a 
review of available point cloud-based 3D displacement field measurement methods, and 
qualitative and quantitative comparisons of available techniques. Nine measurement techniques 
were qualitatively compared using performance metrics developed based on landslide science 
and engineering principles and information found in literature. The two best-performing methods 
were quantitatively compared using synthetic displacement and control survey data from 
Granby Landslide – a large translational slide in north-central Colorado. The results of the 
analysis validate the use of 3D laser scanning for monitoring and analyzing landslide 
kinematics, and provide error estimates point cloud-based 3D displacement field measurement 
methods on slopes. To date, no similar studies are known to have been performed. 
1.1 LiDAR Fundamentals 
The product of a laser scan is a “point cloud” of x-y-z locations. The points reproduce the 
shape, size and orientation of objects within its field of view, thereby providing an accurate 3D 
representation of the environment.  Single point clouds can be used to interpolate surfaces 
(e.g., digital elevation models), model shapes and structures (e.g., buildings), and determine 
precise locations and geometries of environmental features (e.g., tree locations and heights). 
Multi-temporal (i.e., time-series) laser scans can be used to detect changes in surface geometry 
and measure displacements with high spatial resolution and accuracy, among other things. 
In principle, LiDAR functions similarly RADAR. Electromagnetic (EM) energy is emitted 
from a source, and the “time-of-flight” required for the signal to travel to a reflector and back is 
measured. Because the speed of EM waves in a given medium is constant, time-of-flight can be 
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transformed into a range using Equation 1.1. The result is a precise range measurement that 
combined with the scanner’s line-of-sight direction (LOS), yields the x-y-z position of the target 
from which the signal was reflected (Figure 1.1a). Target positions can also be triangulated if 
the receiver is spatially separate from the laser emitter (Figure 1.1b). In practice, triangulation is 
rarely used because it requires precise placement of both a transmitter and a receiver. Signal 
returns are recorded for thousands to millions of look vectors, producing a 3D “point cloud” 
model of the environment. 
 � =  ��       (1.1) 
 
Where: ρ = range to the target from the scanner τ = time-of-flight 
c = speed of light in a vacuum 
n = correction factor for speed of light in a given medium. 
 
 
Figure 1.1 Schematic of laser scanning principles from Vosselman & Maas (2010). (a) 
Pulsed-wave position calculation. (b) Triangulation method. Continuous-wave 
systems only differ from pulsed systems in how range is determined.  
 
Time-of-flight can be determined in two ways. Pulsed-wave scanners emit narrow-
bandwidth laser pulses and directly measure time-of-flight using a gated receiver that triggers 
once a signal return is detected by the device. Continuous-wave scanners use amplitude 
modulation (AM) or frequency modulation (FM) to detect phase shifts in the signal that 
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correspond to the flight-time delay (Equation 1.2). AM is sensitive to phase differences between 
emitted and return signals (Figure 1.2a). FM is sensitive to phase shifts in beat frequencies of 
the return signal (Figure 1.2b). Pulsed-wave systems are more common because they acquire 
smaller datasets and have longer ranges (Vosselman & Maas, 2010). 
 � =  ��� ���       (1.2) 
 
Where: τ = time-of-flight Δϕ = phase shift λm = wavelength of amplitude modulation 
c = speed of light in a vacuum 
 
 
Figure 1.2 Schematic of continuous-wave modulation time-of-flight measurement from 




Laser scans can be collected from mobile, ground-based (terrestrial), and airborne 
platforms. Mobile laser scanning (MLS) systems are typically mounted on vehicles and are 
designed for rapid survey applications. Airborne laser scanning (ALS) systems are mounted on 
rotary or fixed-winged aircraft and are designed for surveying large areas and topography. 
Terrestrial laser scanning (TLS) systems are typically mounted on tripods or stable structures 
and are designed for high-accuracy survey applications where precision is crucial. 
1.2 Precision, Accuracy and Spatial Resolution 
Like all remote sensing tools, LiDAR systems are built for optimal performance under 
specific conditions. Thus the precision, accuracy and spatial resolution of LiDAR data depends 
on scanner componentry, the physical limitations of LiDAR techniques, and environmental 
conditions (Hodge, 2010; Lichti, 2007; Vosselman & Maas, 2010). Laser scanning precision is 
defined as the variation of repeat measurements for a given x-y-z target location. Accuracy is 
defined as the margin of error associated with a single measurement of a given target’s position. 
Spatial resolution is defined as the average density of a point cloud expressed as the number of 
points per unit area in a 2D plane (usually the x-y plane). 
Systematic errors govern the precision of laser scanning instruments. They are often the 
result of imperfections in manufacturing processes and equipment construction (Vosselman & 
Maas, 2010). Limitations of the LiDAR method itself – such as detection limits of light sensors 
and tolerances of phase coherence algorithms – also produce systematic errors (Hodge, 2010; 
Lichti, 2007). Given a fixed target and static environmental conditions, the result of systematic 
errors is a “spread” of measurements that resembles a random distribution of points around the 
actual target location (Figure 1.3). Also known as “repeatability,” scanner precision is expressed 
as the distance corresponding to half the 95% confidence interval (σ) of the measurements 
surrounding the actual surface location. Precision values for laser scanners are typically 
between 3 and 15 mm. 
Instrument precision can be improved by reducing, eliminating, or correcting for 
systematic errors. Eliminating errors caused by the equipment or method of data collection is 
complex and expensive. It is more practical to correct for the anticipated errors using calibration 
techniques that rely on error modeling and system calibration. For this reason, scanners are 
calibrated at specific intervals and/or before each data collection (Vosselman & Maas, 2010). 
Both general and scanner-specific calibration models exist and are actively being researched 




Figure 1.3 Schematic representation of point spread associated with systematic (precision) 
errors in laser scanners. 
 
Laser scanner accuracy includes both systematic (precision) errors, and non-systematic 
errors. Some non-systematic errors, such as artifacts in returned signals due to multi-path beam 
reflections and variations in atmospheric density and moisture content, can be corrected for 
using theoretical and empirical models (Aguilar, et al., 2010). Others, such as random errors 
due to imaging geometry and reflectivity are more difficult to correct (Hodge, 2010). Scan 
accuracy is also affected by laser beam divergence patterns and errors during co-registration of 
point clouds from multiple scans (Lichti, 2007; Vosselman & Maas, 2010). Mobile (MLS) and 
airborne (ALS) scanners also suffer from complexities associated with detecting the position 
and orientation of the scanner while in motion (Vosselman & Maas, 2010). 
Scanner accuracies are necessarily coarser than their precision, usually between 5 and 
20 mm. LiDAR accuracy can be improved during post-processing (Hodge, 2010; Lague, et al., 
2013). However, it is important to note that accuracy generally decreases with increasing scan 
range because of beam divergence and signal decay. Thus it can be difficult to determine the 
“true” accuracy of a given point in a laser scan, and manufacturers typically report accuracies 
and precisions for a specific range to target (e.g., 100 m). 
The maximum and minimum spatial resolutions of a laser scanner are a function of the 
design of the instrument and range to target. High spatial resolutions indicate a large number of 
points per unit area and thus a more complete representation of the 3D geometry of the 
scanned object or landscape. Spatial resolution is often selectable, but scanning with small 
point spacing can lead to data processing, storage and analysis issues (see Sections 1.3 and 
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0). The ideal spatial resolution of LiDAR data largely depends on the application. For example, 
in the case of a wide-swath aerial topographic mapping over 100 km2, a spatial resolution of 100 
points/m2 may be too dense. A more appropriate point spacing might be 1 point/m2 or 0.1 
point/m2. On the other hand, mapping precise geometric features of an embankment dam may 
require spatial resolutions of 100 points/m2 or more.  
Like scanner accuracy, spatial resolution varies within a scan because it depends on 
scanner design, range to target, beam divergence, and target geometry. Environmental features 
scanned at a low angle can cause shadows that occlude portions of the scene. Occlusions 
reduce the overall spatial resolution of point cloud data and are particularly common in TLS and 
MLS scans because of their oblique look angle. Thus the “spatial resolution” of a scan is usually 
an average value for the entire point cloud. 
1.3 Data Collection, Storage, and Analysis 
Laser scanners typically collect four types of data for each point: (1) x-y-z position; (2) 
scanner position and orientation; (3) signal return intensity, amplitude, or reflectance, and (4) 
RGB color value. Target positions are generated for each signal return as described in Section 
1.1. Scanner position and orientation data are gathered using on-board or detachable GPS units 
and internal compasses and leveling gimbals. ALS and MLS systems are linked to inertial 
devices for measuring three-axis rotations and velocities. Intensity and reflectance depend on 
environmental conditions but are affected by intrinsic properties of the target (Vosselman & 
Maas, 2010). Color values are recorded in RGB format using an integrated or detachable digital 
camera (Figure 1.4) or broad-spectrum photo detector. 
Modern pulsed-wave laser scanners are capable of collecting multiple returns, or 
echoes, for a given target (Vosselman & Maas, 2010). Because the laser beam spreads radially 
as it travels, multiple target reflections may occur for a single look vector (Figure 1.5). Multiple 
return signal amplitude peaks are recorded to produce separate echoes. Beam divergence 
varies depending on the type of scanner and range to target. At short ranges beam divergence 
is often small enough that each signal return has a single amplitude peak. TLS systems tend to 
have the shortest ranges and smallest beam divergence. These factors contribute to the 






Figure 1.4 Example of a terrestrial laser scanner with mounted camera and linkable GPS 
antenna. Copyright RIEGL Laser Measurement Systems GmbH, 2014. 
 
 
Figure 1.5 Schematic of multiple-return concept from Vosselman & Maas (2010) showing 










The ability to record multiple returns is particularly useful in environments with vegetation 
or anthropogenic ground cover. First returns represent the position of the uppermost vegetation 
layer. Later returns represent progressively lower levels of vegetation, and the last return is from 
the surface at the furthest depth of penetration of the laser signal (Figure 1.5). The last echo is 
typically assumed to correspond to the ground surface, but where vegetation is very thick the 
final return may actually be from an additional layer of vegetation. Collection of multiple returns 
enables relatively simple extraction of vegetation for forestry and ecology applications (Lefsky, 
et al., 2002; McInerney, et al., 2010). It also enables the creation of “bare-earth” digital terrain 
models (DTMs) from only those points representing the ground surface (Aguilar, et al., 2010; 
Buckley & Mitchell, 2004; Vosselman & Maas, 2010). 
Return intensity generally diminishes with each successive echo, but depends on the 
material properties of the target (e.g., grass versus hard rock), and the spectrum of the laser 
pulse. Most long-range scanners operate in the near-infrared spectrum (700-1500 nm) due to 
relatively low attenuation rates and increased penetration depths in translucent materials 
(Vosselman & Maas, 2010). Higher frequency lasers are used for short-range applications and 
tend to be more accurate than near-infrared scanners (Vosselman & Maas, 2010). 
Laser scanners can collect millions of x-y-z points in a single scan, producing point 
clouds that can be several hundred megabytes to tens of gigabytes in size. Reflectance, 
intensity, RGB and scanner position/orientation data appended to the point clouds further 
increase their size and complexity. Such large datasets can be cumbersome to store and 
difficult to analyze. The data are typically stored in binary or text format as tabular data (Figure 
1.6), and analyzed using specialty software products designed to handle large point clouds.  
 
 
Figure 1.6 Example of tabular ASCII format LiDAR data. 
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The raw data collected by a laser scanner requires two primary post-processing steps 
before it can be used in analytical work (Vosselman & Maas, 2010). First, the data must be 
calibrated to reduce inherent systemic errors (see Section 1.2). Second, the data must be 
georeferenced (also known as “registration”). Georeferencing is the transformation of raw scan 
data from the relative coordinate system in which it was collected to a more common local or 
global geographic coordinate system. 
Some laser scanners apply automatic calibration corrections prior to storing the raw data 
(Vosselman & Maas, 2010). Other error correction models can be applied post-collection, but 
prior to any sort of georeferencing and data analysis (Hodge, 2010; Lichti, 2007). Calibration 
algorithms that address a multitude of common systematic errors and data artifacts exist, but 
they all share the same purpose – to improve the precision and accuracy of the data. Without 
this step, erroneous data may persist and confound analysis results. 
Georeferencing is most often accomplished using a 3D rigid-body transformation 
algorithm that applies rotations and translations to the point cloud until specified objects or 
points in the cloud occupy their correct positions in the desired coordinate system (Vosselman & 
Maas, 2010). Specified points in TLS data are usually the position of the scanner and modular 
targets within the scanner’s field of view. Precise GPS coordinates are recorded for the scanner 
and targets, and the raw data are transformed accordingly. ALS and MLS data have fewer 
points for registration because targets are not available or the scan range is too large to detect 
them (Skaloud, et al., 2010). When only the geographic position of the scanner is known, scans 
are georeferenced directly using internal compass data and the scanner’s GPS position. This 
method is similar to, but less accurate than the target-based technique. 
Scan registration can also be accomplished using a technique known as Iterative 
Closest Point (ICP) matching (Vosselman & Maas, 2010). This technique works well for multi-
temporal scans of the same scene, or when only a local coordinate system is necessary for 
future analysis. Strictly speaking, however, ICP does not “georeference” the scans; it merely co-
registers multiple scans to each other. ICP is also used for change detection and displacement 
measurements and is discussed in more detail in Chapters 2 and 3. 
1.4 Limitations 
The accuracy of a laser scan is affected by environmental factors and georeferencing 
errors inherent to geodetic remote sensing tools. Additionally, because laser scanning is an 
active remote sensing method (i.e., signal is both produced and recorded by the instrument) it is 
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subject to the influence of material, spatial, and geometric properties of the environment. These 
effects include: (1) “multipath” signal returns that are reflected to the scanner by way of multiple 
objects or surfaces; (2) phase shifts and/or signal amplitude changes due to variation in material 
properties; and (3) signal dispersion due to target geometry (Hodge, 2010; Skaloud, et al., 2010; 
Vosselman & Maas, 2010). 
Environmental conditions such as temperature, humidity, precipitation, and wind can 
influence the performance of laser scanners. Large changes in temperature during a scan (i.e., 
~ 10-20° C) can alter atmospheric density, introducing spatial bias in the data. Changes in 
humidity can have the same effect. Precipitation can impede data collection by blocking signal, 
producing false target returns, or saturating potential targets, thereby reducing their reflectivity. 
Targets can also be obscured by dust or snow. Wind is typically only a problem for TLS, as high 
winds can cause the scanner to vibrate or move, introducing measurement errors. Heavy 
vegetation can prevent the collection of sufficient points representing the ground surface. It can 
also change the reflectivity of surfaces and reduce return intensities to undetectable levels. 
Fortunately, climate conditions can be adjusted for using the scanner’s data collection software; 
temperature, humidity and wind speed can be recorded before a scan, and the appropriate scan 
parameters adjusted accordingly. 
Georeferencing errors are virtually unavoidable when using remote sensing tools, 
particularly when used at long ranges (e.g., 500+ m). While errors can be minimized using 
advanced GPS techniques and equipment (Skaloud, et al., 2010), many LiDAR users prefer to 
conduct their analyses in coordinate systems fixed to a scan position. If necessary the data can 
later be transformed to fit local or global coordinates without introducing additional error into the 
analysis. In cases where multiple scans must be co-registered prior to analysis, highly accurate 
GPS triangulation using fixed base stations is recommended by most scanner manufacturers. 
Multipath signal reflections are difficult to distinguish in LiDAR data and can introduce 
data errors (Vosselman & Maas, 2010). However, the number of multipath returns is typically 
very low in a natural scenes where the majority of materials have low reflectivity (versus, for 
example, building exteriors in a city). Multipath returns tend to have low intensities (amplitudes) 
and can often be filtered from the data using an intensity cutoff threshold. The multipath points 
remaining in a cloud after filtering can be considered part of the statistical “noise” in the dataset, 
and their associated error is typically less than the accuracy of the instrument. 
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Like multipath effects, phase shifts, amplitude changes, and light dispersion effects 
depend on the geometry and material properties of the target. These changes in the return 
signal can affect the range measurement. For example, the amplitude of reflections from dark 
runway asphalt is lower than the white dividing lines. Because of the way some scanners 
calculate range, the dividing lines might appear to “hover” above the asphalt when in fact they 
are at the same elevation (Vosselman & Maas, 2010). Various correction methods exist for 
these issues and they are generally applied automatically during data collection, and scanner 
accuracy and precision estimates usually include these effects.  
1.5 Terrestrial Laser Scanning 
Terrestrial laser scanners are used in a variety of applications, including topographic and 
terrain modelling, agricultural and vegetation analysis, geohazards mapping and analysis, and 
industrial and structural modeling (Vosselman & Maas, 2010). TLS systems are typically more 
accurate and precise than ALS and MLS systems. This is largely due to shorter-range data 
collections and the lack of a need to collect real-time inertial and position measurements. TLS 
instruments also allow for the deployment of reflective targets used to fine-tune calibration and 
registration of the data (Lague, et al., 2013; Lichti, 2007; Vosselman & Maas, 2010).  
TLS scanners are usually mounted on a tripod or bollard (Figure 1.7) and do not require 
the vibration dampening systems present on most MLS and ALS systems. Scans are performed 
at fixed positions that are recorded using highly-accurate differential GPS units. Digital color 
photographs are typically collected in tandem using a built-in or modular camera. The digital 
images can then be registered to the point cloud data automatically or during post-processing to 
add textures and/or color values to the points. 
 
 
Figure 1.7 A TLS system being used in the field near Granby, Colorado. 
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Many newer TLS instruments can scan a 360° scene in just a few minutes. Depending 
on the scanner’s range, such wide view angles may allow a single scan to cover an entire study 
area. This eliminates the need for co-registration of scans (unless multiple scans are necessary 
to improve data coverage) and likewise reduces the cost of data collection. Unfortunately, 
scanning such large areas can create enormous point clouds with very high spatial density that 
are likewise difficult to store, process, and analyze. 
Terrestrial systems have three primary disadvantages. First and foremost, TLS requires 
field personnel to set up the tripod, scanner, targets, and GPS system. In most cases, however, 
instrumentation can be placed outside hazardous or inaccessible terrain. Second, TLS scans 
require setup and tear-down of the instrument when a new scan location is desired. This may 
increase field time and thereby increase labor costs. Lastly, TLS suffers from shadowing and 
oblique-view imaging effects known as “occlusion”. Dense vegetation, anthropogenic ground 
cover, and/or highly variable terrain with overhanging or pinnacle-like features can occlude 
portions of the scene, leaving “gaps” in the point cloud. Moreover, the beam width of TLS 
instruments is often small enough to prevent multiple-return signals from actually reaching the 
ground surface. These factors necessitate vegetation and other types of filtering that may 
increase post-processing time. Despite its limitations, however, TLS is often less expensive than 
ALS and MLS and generally preferable where accuracy and spatial resolution are paramount 
concerns. 
1.6 Applications of TLS 
Engineers use laser scanning data to create accurate 3D models of structures (Alba, et 
al., 2006), map the structure of built environments (Wang, et al., 2010), detect flaws in 
engineered objects and structures (Gumus, et al., 2013), and perform forensic analysis following 
engineering failures (Collins, et al., 2009; Luna, et al., 2007). As-built models can be used to 
test conformance with design specifications (Casas, et al., 2012), and conduct risk assessments 
(Heine, et al., 2007). 
Industrial facilities with complex networks of piping and mechanical systems can be 
automatically cataloged and inspected for flaws using 3D models generated from point clouds 
(Zhang & Arditi, 2013). Structural characteristics of buildings and infrastructure can be 
characterized (Martinez, et al., 2012), and additions to facilities and structures can be designed 
using point cloud-based models. 
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LiDAR also enables engineers to monitor structural deformation (Gumus, et al., 2013; 
Monserrat & Crosetto, 2008; Tsakiri & Lichti, 2006) and conduct post-failure forensic analyses 
(Collins, et al., 2009; Luna, et al., 2007). Such tasks are essential to maintaining performance 
standards and improving the state of practice. Because of their oblique-view orientations, 
structures are most often scanned using TLS. Mobile (MLS) systems are used less frequently, 
and ALS systems are used only on rare occasions. For obvious reasons, the interior of industrial 
facilities and buildings are exclusively scanned using TLS. 
In recent years the mining and transportation industries have taken advantage of 
advances in laser scanning technology. LiDAR is used to monitor surface and underground 
mining excavations for stability problems (Walker, 2013). It is also used to calculate volume 
changes in deposits (Thornton, et al., 2006) and optimize production methods. Important ground 
characteristics such as rock mass discontinuities can be characterized using LiDAR 
(Deliormanli, et al., 2014; Gigli & Casagli, 2011). The effects of mining on the natural landscape, 
such as subsidence induced by underground excavation (Palamara, et al., 2007) and alterations 
at the surface (Maxwell, 2013) can also be monitored using LiDAR. 
Transportation corridor features, including tunnels, road cuts, road signs, and pavement 
conditions are mapped and monitored using LiDAR (Williams, et al., 2013). Problems such as 
road damage (Puente, et al., 2013), tunnel deformation (Han, et al., 2013; Perissin, et al., 2012), 
and geohazards (Lato, et al., 2009) are located and addressed using comparative 3D models 
generated from point clouds. The mining and transportation industries rely heavily on MLS, 
primarily because it requires less time than TLS and is less expensive than ALS. TLS and ALS 
are used for subsidence and open-pit analysis, as well as for continuous monitoring of slopes 
and geologic hazards that may affect operations or infrastructure. 
In geography, LiDAR is primarily used for topographic mapping (Lague, et al., 2013; 
Mallet & Bretar, 2009) and geomorphic analysis (Trevisani, et al., 2009). Laser scanning also 
enables geographers to rapidly visualize complex terrain (Cowgill, et al., 2012). Geologists use 
laser scanning to map (Haneberg, et al., 2009), model (Travelletti & Malet, 2012), and analyze 
geologic hazards (Roering, et al., 2009), as well as to model and interpret outcrops (Bellian, et 
al., 2005; Kurz, et al., 2008) and create 3D models of complex stratigraphy (Buckley, et al., 
2008). LiDAR is also used to conduct Paleoseismic investigations (Haddad, et al., 2012) and 
detect (Cunningham, et al., 2006; Harding, 2000), map, visualize (Jones, et al., 2009) and 
analyze seismogenic faults and their displacements (Borsa & Minster, 2012; Tseng, et al., 
2009). Recent developments have enabled geoscientists to discriminate between rock types in 
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a single outcrop using only LiDAR intensity values (Franceschi, et al., 2009). LiDAR is also used 
for snow studies to determine snow depths and characterize glacial accumulation and ablation 
(Deems, et al., 2006; Deems, et al., 2013; Helfricht, et al., 2014). 
In geotechnics LiDAR is used to characterize rock masses (Kemeny, et al., 2006), 
specifically by detecting discontinuities (Deliormanli, et al., 2014) and mapping patterns in rock 
structure (Gigli & Casagli, 2011). It is also used for kinematic analysis (Daehne & Corsini, 2013) 
and monitoring of unstable slopes (Casas, et al., 2012) and structures (Gumus, et al., 2013). 
LiDAR applications to rockfall and rockslides (Oppikofer, et al., 2009; Stock, et al., 2011), 
landslides (Abellan, et al., 2006; Derron & Jaboyedoff, 2010), and other mass wasting events 
(Corsini, et al., 2009) are actively being researched. ALS systems are most commonly used for 
topographic and large-area applications. TLS systems provide oblique views of rock faces and 
outcrops, and are thus ideal for geotechnical and geologic analyses. MLS systems are used 
less frequently for these purposes because they are less accurate. 
LiDAR is frequently used in slope stability and landslide studies (Jaboyedoff, et al., 
2012). In the case of rapid, catastrophic slope failures, mass and volumetric change detection is 
used to characterize slope movement (Guzzetti, et al., 2009). Where landslide movement is 
slower, LiDAR methods can be used to estimate surface displacements (Motta, et al., 2013), 
map and track surface features (Travelletti, et al., 2014), and compute stress-strain relationships 
(Morse, et al., 2014; Teza, et al., 2008). It is also used in continuous-monitoring scenarios 
where precise motion detection is required for the entire landslide body (Travelletti, et al., 2012). 
While laser scanning has not replaced traditional survey techniques, the number and breadth of 
documented landslide applications indicate that industry and research communities are headed 
in that direction (Jaboyedoff, et al., 2012). 
1.7 TLS and Landslide Kinematics 
Terrestrial laser scanning (TLS) has become a common tool in landslide investigations. 
The ability to collect thousands of displacement measurements with a single set of multi-
temporal LiDAR scans enables precise and comprehensive kinematic analysis without the need 
for a large number of survey points. While survey-based displacement measurements have long 
been used for landslide kinematic analysis (Baum, et al., 1998), a growing body of research 
suggests that TLS-based analyses are more efficient, and of equal or better accuracy than 
survey-based techniques (Daehne & Corsini, 2013; Delacourt, et al., 2004; Teza, et al., 2008).  
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If laser scans of the same scene are collected two or more times, differences between 
the point clouds can be used to measure morphologic changes. The distance between ground 
positions in the point cloud from the first epoch (i.e., the “reference” cloud) and the same 
positions in the point cloud from the second epoch (the “compared” cloud) can be measured. 
This process can be repeated and automated using algorithms that identify matching points in 
each point cloud. Thus total displacement can be measured at hundreds, thousands, or even 
millions of locations in the scene. And because total displacement and displacement rate are 
important considerations in landslide analyses, (Baum, et al., 1998; Turner & Schuster, 1996) 
high spatial-resolution measurements can provide a wealth of important analytical information. 
Because point cloud data have very high spatial resolution relative to traditional survey 
methods, LiDAR has the potential to reveal new and important details about the kinematic 
behavior of landslides: high-density 3D displacement fields – or measured surface 
displacements at regular, closely-spaced intervals – can now be accurately measured. 
Displacement field measurements can then be used to constrain the boundary conditions of 
landslide kinematic models (Baum, et al., 1998) and detect variations in slope movement 
indicative of particular stress-strain conditions (Morse, et al., 2014; Teza, et al., 2008). The 
speed and accuracy of LiDAR-based measurements may also reduce the cost of landslide 
monitoring programs, while increasing their completeness and efficiency. 
1.7.1 Benefits of TLS vs. Traditional Survey Techniques 
Survey monuments are difficult to maintain on active landslides. Landslide movement 
can shear-off survey stakes and engulf monuments. Replacement and/or relocation of survey 
points increases the time and cost of surveys. Long-term continuous monitoring of survey points 
is also difficult if not impossible because at some point most survey markers will be destroyed, 
lost, or removed by landslide motion. And without continuous monitoring, an accurate multi-
temporal kinematic model of landslide motion is nearly impossible to create. Thus, despite their 
accuracy, traditional survey-based landslide displacement measurements can be unreliable – 
especially in long-term monitoring scenarios. 
Traditional survey methods also require field personnel to spend significant amounts of 
time in unstable and/or dangerous terrain. While slow-moving landslides are generally not 
expected to fail catastrophically without some sort of rapid change in stresses in the slope (e.g., 
earthquake loading, rapid increase in pore pressure), they have morphologic features that are 
dangerous in and of themselves. Sag ponds, tension cracks, and oversteepened slopes pose 
drowning, slip/trip/fall and other risks to field personnel. When survey markers must be located 
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or replaced, field personnel spend additional time on the landslide – further increasing their 
exposure to hazards. Surveying also requires more time in the field than laser scanning: a 
single TLS scan can be performed in a matter of minutes. 
TLS-based landslide monitoring methods eliminate most of the problems associated with 
traditional survey techniques. Landslide monitoring can be conducted with or without fixed laser 
scanning targets. Fixed targets provide consistent and repeatable measurement points on the 
landslide body. Unfortunately, like survey monuments, they are subject to destruction or toppling 
as the landslide moves. Temporary targets are commonly used in TLS data collection for geo-
referencing and co-registration of scans (see Section 1.3). Luckily these targets can be placed 
outside the landslide body and have no specific spacing or position requirements. Monitoring 
landslide displacements with TLS instruments thus does not require the replacement or 
relocation of targets, reducing data collection and maintenance costs. 
By definition, TLS is a remote sensing tool. Because data can be collected at some 
distance from the landslide, field personnel are able to avoid entering hazardous areas. Some 
TLS instruments can collect point cloud data at target ranges of 1,000 meters or more. Multiple 
scans can also be co-registered and combined to produce complete point clouds of the 
landslide body, even when the dimensions of the landslide exceed the range of the scanner. 
When fixed targets on the landslide are used, entering unsafe territory may be unavoidable. But 
because the data collection itself is not conducted within the landslide mass, TLS at very least 
reduces amount of time field personnel must spend in hazardous terrain. 
Because TLS data collection is relatively simple, it may also require fewer field 
personnel surveys. A single person with adequate training can operate a TLS scanner. Surveys 
can also be performed by a single individual, but this is not common practice; at least two field 
personnel are generally deployed to conduct a survey, and often three or more persons are in 
the field at any given time. TLS can thus further reduce costs by eliminating the requirement for 
multiple field assistants.  
In terms of kinematic analysis, the most important advantage of TLS-based landslide 
monitoring is spatial resolution. Traditional surveys contain discrete point measurements that 
lack the spatial resolution required to measure the entire “field” of landslide displacements. Point 
spacing may be tens to hundreds of meters, and displacements between the surveyed points 
must be interpolated. This is of particular concern where movement within the landslide mass is 
highly variable. TLS, on the other hand, can provide measurements at spatial resolutions 
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exceeding tens of measurement per square meter or more. And because displacements can be 
measured at every point in a point cloud, the displacement fields could contain millions of 
measurements. Having accurate measurements at such close spacing can significantly improve 
kinematic models, and thereby improve analysts’ ability to predict landslide behavior. 
1.7.2 Target-Based TLS Landslide Monitoring 
Landslide displacements can be monitored using static TLS targets placed on a 
landslide mass. The targets are typically highly reflective, precisely machined geometric objects 
(e.g., discs or spheres) mounted on a stable platform. Mounting platforms include buried posts, 
tripods, or concrete pillars – although no specific type of target or mounting system is 
necessary. Static targets can also include existing structures such as buildings or 
telecommunications infrastructure. The only requirements of static TLS monitoring targets are 
that their shape and dimensions are known, and that during the monitoring period their 
reflectivity remains high. Some private and public organizations have implemented target-based 
landslide monitoring, but little specific information about such methods was found in the 
literature. 
In a typical monitoring workflow, geometric models of the targets are created and fitted 
to each point cloud epoch. The distance between successive models’ centroids are measured, 
and three-axis target rotations are tracked by comparing model orientations. Using the target 
models improves the accuracy of displacement measurements by eliminating point spread 
(Figure 1.3), but limits the spatial resolution to that of the target spacing. It is also possible to 
estimate target displacements by directly measuring the distance between target points. While 
direct target displacement measurements are simpler, they are less accurate and more time-
intensive than automated tracking algorithms. 
The size and shape of the target must be chosen with care. A target that is too small or 
has too complicated a shape is difficult to detect and match in the point cloud data. Adequate 
model fitting requires that each point cloud contains tens to hundreds of points on the target’s 
surface. Because the spatial resolution of TLS varies with range and instrument type (see 
Section 1.2), the target dimensions and shape must be selected on a case-by-case basis. No 
single type of target will be sufficient for every monitoring program. 
Traditional survey techniques include a simpler form of target-based laser scan 
monitoring. Instead of a laser scanner, a less complicated laser “range finder” is used to map 
the location of the target. Measurements are generally taken from a pre-defined location using 
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“prisms” installed on the slope of interest. While they are accurate and in many ways similar to 
the target-based TLS method, they cannot account for changes in target orientation. 
Unfortunately, target-based TLS methods produce neither more spatially dense or 
accurate displacement field measurements than traditional survey techniques. They also require 
the installation of targets that are significantly more complex and expensive than survey 
monuments and prisms. The primary advantages of this method are that measurements can be 
automated and performed remotely. This type of monitoring is commonly used in populated 
zones with densely-spaced structures. It is also used in the mining industry where slopes are 
engineered and well-suited for the installation of permanent targets and monitoring stations. 
1.7.3 Non-Target-Based TLS Landslide Monitoring 
While target-based methods are sometimes preferable to traditional surveys, they are 
still limited to discrete measurements. The only existing method of obtaining high-resolution 
landslide displacement fields is non-target-based point cloud comparison. The primary 
difference between target and non-target techniques is that the former relies on a known target 
geometry to constrain the measurements, while the latter relies on an assumed or quantifiable 
similarity between the epochs’ ground surfaces. Non-target-based displacement measurements 
are made at some specified interval, or for every point in the “reference” cloud. The 
measurement interval and the type of ground-surface tracking depend on the method used to 
make the measurements. Regardless of the measurement technique used, however, a semi-
continuous “field” of displacements measured (rather than discrete). 
The primary concern with the non-target methods is that they may not directly “track” the 
displacement of a point. Instead, they require one of the following: (1) assumed or a-priori 
knowledge of displacement direction, or (2) feature-tracking algorithms designed to search for 
matching topographic or photographic features in each epoch. Both options can introduce error 
into the displacement field measurement that is systematic and difficult to correct for without 
ground-truth data. The induced measurement error depends on the difference between the 
actual and assumed displacement directions, but could be large relative to the actual 
displacement. This is especially true in cases where landslide displacements are small. 
Feature tracking algorithms may be complex, but cause fewer problems than assuming 
displacement directions. Landslide motion tends to be non-linear and difficult to predict. It is 
therefore generally unacceptable to assume a single type or direction of motion for a given point 
on a landslide – particularly when displacements are large. Because landslide motion is highly 
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variable within the landslide body, it is similarly unacceptable to assume a single direction of 
motion for the entire landslide. Instead, different displacement directions would have to be 
assumed for different landslide zones. Such assumptions would be difficult to make and would 
increase the amount of time required for data analysis. 
A solution to “assumed direction” problem is to pick specific zones or ground-truth points 
where the displacement direction is known. Directions of motion between the survey points can 
then be inferred, and directions of motion can be assigned to the point cloud. While this process 
may improve the accuracy of the direction assumptions in some areas, it relies on existing 
survey data to measure the displacement field and thus still requires the use of survey data to 
make accurate LiDAR-based displacement measurements. Unfortunately, survey data are often 
unavailable, and where they are, using TLS to provide additional displacement measurements 
may be cost-prohibitive and/or unnecessary. Furthermore, to avoid all assumptions, the non-
target-based displacements would have be computed for only the areas where survey data 
exist. In such cases the TLS-based methods would not provide measurements at higher spatial 
density or accuracy than surveys, making their use unnecessary. 
Feature tracking algorithms can also be problematic. They are generally difficult to 
calibrate and implement and often require additional datasets such as digital photographs to 
augment the point cloud data. There are various ways to “match” points from imagery and point 
cloud data, but they all require calculating the “match” between a given area in the reference 
dataset and a corresponding window in the compared dataset. The shifted position of the 
corresponding epoch’s window that yields the best match is used to calculate the displacement 
of the point at the center of the window. While this process is not particularly complex, it can be 
difficult to select window sizes and correlation search radii. Inappropriate windows and search 
radii will yield spurious displacement fields, or result in statistically insignificant matches. These 
problems could result in a reduction of measurement density, accuracy, or both. Moreover, the 
parameter selection process is iterative and can be time-consuming. 
Despite the aforementioned pitfalls of non-target-based displacement field 
measurements, several measurement techniques have been developed, and their use and 
reliability are growing. This is because the benefits of not having to install targets or be limited to 
an arbitrary number of measurement points outweigh the potential for measurement error. It 
remains to be seen, however, which of the techniques is most appropriate for landslide 
applications. As described in Chapter 2 and 3, this Thesis helps to answer that question by 





QUALITATIVE COMPARATIVE ANALYSIS 
LiDAR data are commonly used to analyze landslide motion, but there is no widely 
accepted technique for measuring 3D displacement fields from the raw point cloud data. As 
such, before conducting any in-depth quantitative performance tests it was necessary to narrow 
the list of methods based on qualitative metrics. A detailed literature review was conducted to 
identify the available methods. The advantages and disadvantages of each method were 
documented and compared to each other using a set of eight qualitative metrics. To eliminate 
poor technical performers, a preliminary evaluation was conducted using five technical metrics 
and a weighted ranking system. To produce a final ranking, three additional, more general, 
performance metrics were applied. The metrics were developed specifically for landslide and 
slope stability applications and include factors that affect the accuracy and reliability of 
measuring displacement fields using laser scanning data. This analysis provides answers to 
research questions (1) and (2) outlined Chapter 1: 
(6) What point cloud-based displacement field measurement methods are available? 
(7) Which of the available methods are most likely to produce accurate and reliable 
measurements of 3D displacement fields for slow-moving landslides? 
While this analysis was largely subjective, it provides a wealth of information about 
available 3D displacement field measurement methods and serves as a guide for selecting an 
appropriate technique for landslide kinematic analysis. The results of this analysis were used to 
select two methods that would be used for quantitative comparisons detailed in Chapter 3. 
2.1 Point Cloud-Based Displacement Field Measurement Methods 
There are many ways to measure displacements using multi-temporal point cloud data. 
These methods can be used to measure landslide displacements and velocities. The most 
common methods for measuring displacement fields using point cloud data are described 
below. It is important to note that a limited number of landslide studies have included point cloud 
differencing methods, and that most have utilized only a single technique. In the interest of a 
thorough review, some of the techniques discussed herein were included despite receiving little 
or no attention in landslides literature; a method’s exclusion from the literature does not 
necessarily indicate that it is less useful or applicable to a landslide problems. 
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2.1.1 Direct Point-to-Point (P2P) Measurements 
Direct point-to-point (P2P) measurements are exactly as the name implies: the distance 
between a point in a reference cloud and a point in a compared cloud is measured. 
Measurements are made manually using point-snapping and direct-measuring tools in point 
cloud processing software. No landslide studies utilizing this technique were found in the 
literature, but P2P is commonly used for rock mass characterization (Deliormanli, et al., 2014; 
Gigli & Casagli, 2011), as well as rockfall analysis (Abellan, et al., 2009; Stock, et al., 2011). 
P2P is an excellent technique for obtaining geometric parameters of surface features and 
analyzing temporal changes in object geometries and volumes. It is used in other fields such as 
mechanical and structural engineering for measuring spot movements. 
2.1.2 Cloud-to-Cloud Measurements (C2C) – Point-only and Local-model 
Cloud-to-cloud (C2C) displacement measurements are similar in principle to the P2P 
method, except that shortest-path distances are always used. The distance between each point 
in the reference cloud and its nearest neighbor in the compared cloud is measured (Figure 
2.1a). C2C distances can also be measured using a local model – or height function – to 
represent the reference cloud’s surface (Figure 2.1b). The height function is a best-fit planar 
surface centered at an arbitrary, pre-defined location in the reference cloud, and interpolated 
using the points that fall within a pre-defined radius of that center point. The distance to the 
nearest point in the compared cloud is then computed in the direction normal to the local model. 
No mention in the literature is made of directly applying C2C to landslide problems. 
 
 
Figure 2.1 Schematic of nearest-point (a) and local height function (b) C2C methods from 
Lague et al. (2013). 
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2.1.3 Cloud-to-Model (C2M) and Model-to-Model (M2M) Measurements 
Cloud-to-model (C2M) and model-to-model (M2M) measurements are similar in principle 
to the local-model version of the C2C method (Section 2.1.2), except that globally-fit surfaces 
are used instead of locally-fit surfaces. Many methods can be used to interpolate global surface 
models (e.g., kriging, inverse distance weighted averaging, Delaunay triangulation, etc.), and 
each has certain advantages and disadvantages. The merits of particular surface interpolation 
methods are beyond the scope of this work. However, it should be noted that there is a key 
distinction between local and global interpolation: local models tend to “fit” the point cloud data 
more closely but cannot capture large-scale topography, while global models “smooth” the data 
and designed to represent large-scale topographic trends. C2M uses a global surface to 
represent the reference cloud (Figure 2.2). It measures the distance to the nearest point in the 
compared cloud in the direction of the surface-normal vector at some spacing. M2M uses global 
models for both clouds, and measures the distance between the reference and compared 
surfaces at some specified spatial interval and direction.  
 
 
Figure 2.2 Schematic of C2M method from Lague et al. (2013). 
 
The M2M method takes two forms. The most common is known as the DEM-of-
Difference (DEMoD) technique. It requires interpolation of both the reference and compared 
clouds’ elevation (z) values, such that a raster dataset known as a digital elevation model (DEM) 
is created. The compared surface is then subtracted from the reference surface, outputting a 
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new surface with values that correspond to differences in surface elevation. DEMoD is used in 
landslide, slope stability, and rockfall analyses to calculate volumes of displaced material and 
analyze slope movement (Baldo, et al., 2009; Casson, et al., 2005; Daehne & Corsini, 2013; 
Delacourt, et al., 2007; Dewitte, et al., 2008; Jaboyedoff, et al., 2012; Prokop & Panholzer, 
2009; Ventura, et al., 2011). 
The second most common form of M2M is known as the “slope-normal” method. In 
slope-normal M2M, the models can be any form of surface model that represents the cloud 
geometry (e.g., a triangulated irregular network). The distance between the models is then 
measured along the direction normal to the surface plane, usually with the positive normal 
direction being in the positive-Z (up or skyward). Measurements are repeated for the entire 
reference surface’s area at some specified interval. This method has not been applied to 
landslides in the literature, but it is used in other fields such as mechanical and structural 
engineering for obtaining spot and area-based displacement measurements. 
2.1.4 Multiscale Model-to-Model Cloud Comparison (M3C2) 
The multiscale model-to-model cloud comparison (M3C2) method was recently 
developed as a way to track displacements using time-series laser scans in natural 
environments (Lague, et al., 2013). M3C2 measures the distance between point clouds in a 
surface-normal direction (Figure 2.3). The surface normal is computed using a local model fitted 
to the points within a certain radius around each point in the reference point cloud. The radius is 
variable and can be calculated using roughness values estimated from the point cloud, or set to 
a fixed value by the user based on their experience. Another, typically smaller radius (hence 
“multiscale” in the title) is drawn in the plane of the local model, and extended in the normal 
direction for some specified distance to form a cylindrical domain. All points from each cloud 
that fall within the domain are selected, and the average position of each set of points along the 
axis of the cylinder is identified. The average locations are considered to be the position of the 
“surface” in each cloud, and the distance between them is the surface displacement 
measurement. The radii, cylinder length, and type of average used (i.e., mean, median, 
geometric, etc.) are user-selectable. Please refer to Lague, et al. (2013) for a more complete 






Figure 2.3 Explanation of the M3C2 measurement method from Lague, et al. (2013), 
including both (a) simple and (b) complex topographic scenarios. Note the two 
radii used in the calculation, D/2 and d/2. D/2 is the distance used to define the 
search zone for local-model creation. The other radius, d/2, is used to define the 
dimensions of the search cylinder for distance computation. 
 
2.1.5 Iterative Closest Point (ICP) Matching 
Iterative closest point (ICP) methods were developed for fine-scale co-registration and 
modelling of point clouds (Chen & Medioni, 1992). More recently, variants of the ICP algorithm 
have been streamlined (Rusinkiewicz & Levoy, 2001) and subsequently applied to landslide and 
earthquake analyses (Nissen, et al., 2012; Teza, et al., 2007; Oppikofer, et al., 2009). ICP is 
used to measure displacements between reference and compared clouds by iteratively applying 
rigid-body transformations to the compared cloud(s) until the distances between points or 
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surfaces in each cloud are minimized (Figure 2.4). Each successive iteration results in 
displacement matrix that includes translations and rotations about some reference point. When 
the minimization process converges on some pre-defined value, displacement matrices for each 
iteration are summed – yielding a total displacement measurement. In order to obtain a 
displacement field (rather than a single rototranslation for the entire point cloud), ICP is run on a 
cellular, or “windowed”, version of the points where rototranslation matrices are calculated for 
each cell (or window, Figure 2.4). 
 
 
Figure 2.4 Schematic of ICP method. In the ICP method the “model” point cloud is shifted 
using a 3D rototranslation matrix that solves a least-squared point-distance-
minimization algorithm. 
 
2.1.6 Particle Image Velocimetry (PIV) and Digital Image Correlation (DIC) 
In practice (and in the literature), particle image velocimetry (PIV) and digital image 
correlation (DIC) are often used interchangeably. Both methods track the position of unique 
features on the surface of a landslide body (Figure 2.5). For the purposes of this review, PIV will 
be used to refer to position tracking using LiDAR datasets. DIC will be used to refer to 
photography-based displacement tracking. Although DIC does not use LiDAR data, it is included 




Figure 2.5 Schematic from Aryal, et al. (2012) showing principle of PIV method. WI is the 
interrogation window of the initial image (first epoch) that is searched during 
correlation function calculation. Wc is the correlation window of the second epoch 
that is iteratively shifted through the domain of WI. In (a) there is no shift of the 
elements within the Wc window, and correlation is relatively low. In (b) a shift of 
(1,-1) is applied to the Wc window contents. In (c) a shift of (2,-2) is applied to the 
Wc contents. The correlation matrix in (d) is the sum of various shifts, and 
distance and direction between the centroid of the initial position of WI and the 
position of the peak of the 2D correlation matrix (d) is the measured 2D PIV 
displacement. Note: the correlation shifts are integer values of grid indices. 
 
PIV displacement measurements are made by first gridding point clouds from the 
reference and compared point clouds into a global surface model at the same resolution, and 
assigning elevations to each grid or “pixel” (e.g., a raster DEM). A cross-correlation algorithm is 
then run on the gridded data, and a 2D displacement field is calculated by tracking the position 
of grid elevation patterns that are most strongly correlated (Aryal, et al., 2012). Thus, PIV is 
analogous to tracking the displacement of unique topographic features as they move in a 2D 
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plane (Figure 2.5). The chosen plane of motion is typically horizontal (i.e., parallel to the earth’s 
curvature at a local scale). The assumption of 2D displacement is reasonable for many 
landslides, because their movement is much larger in the horizontal direction than the vertical 
(Aryal, et al., 2012). PIV has only been used in one landslide study (Aryal, et al., 2012), but has 
also been used to measure earthquake ground displacements (Mukoyama, 2011). The DIC 
method functions similarly to PIV, but instead of correlating topographic trends in the data, 
photographic characteristics are matched (Debella-Gilo & Kaab, 2011). 
2.2 Method Advantages and Disadvantages 
Each method described in Section 2.1 has particular characteristics that make it more or 
less useful with respect to measuring and analyzing the kinematic behavior of landslides. The 
first task in the qualitative analysis was to define these characteristics, so that they could be 
used for a more rigorous qualitative assessment of each method’s applicability to landslide 
displacement field measurements. 
2.2.1 Advantages/Disadvantages of P2P 
The primary advantage of P2P is that it allows the user to pick the most appropriate 
measurement point, and therefore allows for the measurement of “true” point displacements. 
P2P also does not rely on surface modelling or interpolated point locations (see Section 1.2); 
measurements are taken from individual data points. The user can select the most appropriate 
points in each cloud, and likewise make very precise measurements. 
The primary disadvantage of P2P is that it does not account for data variance (see 
Section 1.2, Figure 1.3). Depending on what points are used, displacement measurements 
could be significantly greater or less than the actual value – especially where displacements are 
small (such as in slow moving landslides). For example, if a point near the margin of the data 
“spread” (Figure 1.3) is selected for the measurement, and the actual displacement is of similar 
magnitude to the data variance, the measured displacements could be nearly zero despite 
some amount of displacement. Moreover, reliable automation of P2P is virtually impossible 
because it requires the user to manually select measurement points. 
2.2.2 Advantages/Disadvantages of C2C 
C2C without a local model has a single advantage over P2P: measurements can be 
automated for the entire point cloud. The primary advantage of the local-model version of the 
C2C method is that it accounts for data variance (Section 1.2, Figure 1.3). Thus the influence of 
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data spread on the displacement measurements can be minimized, without introducing the 
errors associated with global surface interpolation (also see Section 2.2.3). 
The primary disadvantage of both versions of C2C is that “true” ground surface 
displacements cannot be measured. The point-only version measures motion along the 
minimum-distance vector. The local model version measures motion in the direction normal to 
the modelled surface. If the largest portion of landslide movement occurred in the direction 
normal to its surface, this method could be used to measure “true” landslide displacement. 
Unfortunately landslides rarely exhibit motion that is purely normal to their surface. 
2.2.3 Advantages/Disadvantages of C2M and M2M 
The primary advantage of C2M and M2M methods is their simplicity. Raster and other 
types of global surfaces can be interpolated rapidly and reliably, and measuring the distance 
between any two surfaces or a point and a surface can be accomplished in a variety of software 
programs. C2M and M2M methods are less computationally intensive that C2C methods, 
allowing the user to obtain measurements more quickly. 
The primary disadvantages of C2M and M2M methods are errors induced by surface 
interpolation and spatial averaging. Spatial averaging occurs when the actual surface 
represented by the point cloud data are smoothed due to the simplifying assumptions of global 
surface creation. While LiDAR point clouds always exhibit a “spread” of point around the actual 
surface (Figure 1.3), the surface they represent may have irregularities that exist at a smaller 
scale than the data spread (Hodge, 2010). Moreover, the point spacing of the data may 
necessitate a certain scale of surface interpolation (e.g., a minimum raster cell dimension). At 
that scale, surface morphologies apparent in zones with higher point densities may be 
smoothed by creating a global surface model. Similarly, morphologic artifacts may by introduced 
in zones with lower point densities. 
Interpolation of point clouds with low or no point density (e.g., occlusions) produce 
erroneous representations of the actual surface. Even the most advanced interpolation 
algorithms cannot accurately recreate surface morphologies where data coverage is below a 
certain threshold (Aguilar, et al., 2010; Hodgson & Bresnahan, 2004). Thus C2M and M2M 
measurements tend to be unreliable where point spacing is large.  
2.2.4 Advantages/Disadvantages of M3C2 
The primary advantages of the M3C2 method are that it uses statistical methods to 
calculate the position of ground surface in the reference and compared clouds, and that it can 
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accommodate variation in scale and magnitude of surface roughness when fitting a local model 
to the data. Thus both the variance in point cloud data about the actual surface and changes in 
local surface morphology are accounted for. Moreover, the entire displacement measurement 
process from parameter fitting (e.g., selection of the optimal cylinder radius) to distance 
computation can be automated – simplifying the measurement process. 
The primary disadvantages of the M3C2 method are that it uses a surface-normal 
displacement and that it is computationally intensive. Surface-normal displacements may or 
may not be accurate measures of slope movement. The assumption that the majority of 
movement will occur in the direction normal to the slope may be valid in the case of vertical or 
near-vertical slopes that are calving or sloughing in short bursts. On shallower slopes where 
movement may be primarily vertical or horizontal, the normal-displacement assumption may be 
less reasonable.  
2.2.5 Advantages/Disadvantages of ICP 
The primary advantages of ICP are that it provides “true” translational and rotational 
displacements, and that it is an automated process. While landslides always move downslope, 
back-rotation, slumping, spreading, compression and dilation can complicate the surface 
expression of landslide motion. Because of ICP’s ability to measure both translational and 
rotational displacements, it can be used to develop realistic models of landslide motion. 
Moreover, displacement measurements can be made with little input from the user and 
automation is possible for large multi-temporal datasets that contain many point clouds. 
The primary disadvantages of ICP are that it relies on self-similarity between point 
clouds and does not function well when point clouds have significant occlusions. The algorithm 
used to fit a compared cloud to a reference cloud requires that the surface morphology of each 
cloud is similar enough to determine the best-fit rototranslation. Rapid changes in surface 
morphology on landslide bodies (e.g., tension crack development) can reduce the topographic 
coherence of the compared and reference clouds, and thereby prevent the matching algorithm 
from converging. Thus in some cases it may not be possible to measure displacements on a 
landslide body. Large occlusions can cause a similar lack of convergence, and may necessitate 




2.2.6 Advantages/Disadvantages of PIV/DIC 
The primary advantages of the PIV/DIC method are that it is able track the “true” 
displacement of individual locations on a landslide, and it is a well-developed tool. Much like the 
ICP method, PIV/DIC uses topographic or color/intensity patterns to match locations on a 
landslide between epochs. If the terrain permits, and sections of the landslide surface move 
downslope as cohesive “units,” then the true motion of a particular section of the slide can be 
accurately tracked. This is an obvious benefit PIV/DIC, and as a result it has been used in many 
landslide studies and is considered by the research community as a reliable way to measure 2D 
landslide displacements. 
The primary disadvantages of the PIV/DIC method are that it cannot be used for direct 
measurements of 3D displacements and the topography-based PIV method requires global 
surface modelling. If combined with the DEMoD method, PIV/DIC can be used to estimate the 
3D displacement field of an unstable slope (Aryal, et al., 2015). Otherwise only 2D 
displacements can be obtained. In any case, the topography-based PIV technique requires 
interpolation of the point clouds to form raster-type datasets similar to digital photographs. Such 
regularized global surface models can introduce additional measurement error (see M2M 
discussion in Section 2.2.3. 
2.3 Preliminary Relative Ranking 
A preliminary set of the methods discussed in Section 2.2 best suited for measuring 
landslide displacement fields were identified using a weighted ranking system comprising five 
technical metrics. The metrics were chosen based on their technical significance when 
measuring landslide displacement fields. Each was in the form of a yes or no question, where a 
“yes” was given a score greater than zero, and “no” was given a score of exactly zero. The 
relative weight of each metric was assigned based on its importance with respect to measuring 
landslide displacement fields. More important metrics were given higher weight and less 
important lower weight. 
Score magnitudes were assigned to each metric, beginning with a value of one for the 
least important (lowest weight) and increasing with importance in increments of one. Maximum 
and minimum weights were arbitrary and chosen for the sake of simplicity. Thus for the five 
metrics positive factors scores ranged from 1 to 5. The scores were then summed, and the total 
score of each measurement method was ranked. This preliminary evaluation of the technical 
merits of the methods preceded a final assessment that considered more general constraints 
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and complexities of point cloud-based displacement measurements for landslide kinematic 
analysis (Section 2.4). 
2.3.1 Metric 1: Global Surface Modelling 
Global surface models “smooth” point clouds and can create data artifacts that introduce 
measurement errors. This effect is particularly pronounced when point spacing is large or highly 
variable. The error associated with global surface modelling varies, but can be significant where 
landslide displacements are small. As such, avoiding global surface models is generally 
preferable for measuring landslide displacement fields. However, many forms of global surface 
models exist (e.g., kriging, Delaunay triangulation, etc.) and their relative errors can depend on 
terrain, point density, and other factors. Thus, while it is preferable to avoid global surface 
models, this is considered one of the least important metrics. 
2.3.2 Metric 2: Automation of Measurements 
If only spot (non-automated) displacement field measurements are made, the point-
cloud-based techniques are not necessarily superior to traditional survey methods for two 
reasons. First and foremost, accurate spot measurements require an understanding of the 
surface of the landslide that only comes from visual inspection, requiring field personnel to enter 
hazardous environments despite having used a remote sensing tool. Second, making manual 
measurements requires a significant amount of time. Non-automated measurement methods 
are also contrary to the ultimate purpose of using LiDAR point clouds to measure landslide 
displacement fields: to better understand the kinematic behavior of the entire landslide, rather 
than just small portions of it. The majority of displacement field measurement methods found in 
the literature can be automated, however, ultimately reducing the value of this metric relative to 
the others considered here. This metric is considered the second-least important metric. 
2.3.3 Metric 3: Accounting for Local Variance 
Variance of the point cloud about the actual landslide surface is inherent to laser 
scanning data (Figure 1.3). Measurement errors can be reduced by accounting for this variance 
using local modelling or statistical techniques. This is a particularly important consideration in 
cases where landslide motions are small, and measurement error introduced by point “spread” 
is more than about 10-20% of the total displacement. M3C2 and other point cloud-based 
displacement field measurement methods were specifically developed to address this issue. 
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2.3.4 Metric 4: Measurement of Rotations 
Landslides often exhibit rotational motion in the form of back-tilting and/or up-thrusting 
cohesive soil and rock blocks. This is especially true of deep-seated slope failures. But because 
this comparison of displacement field measurement methods was not tailored to a specific 
landslide type (e.g., earth flow vs. vs. translational), this metric was determined to have 
moderate importance relative to the other metrics in this analysis, and it was essential to include 
the ability to capture rotational motion as a performance metric. Many of the standard slope 
stability analysis methods assume rotational motion, and rotations must be accounted for if a full 
understanding landslide kinematics is to be developed. For this reason, the ability to measure 
rotations was given a relatively high weight in the comparative analysis. 
2.3.5 Metric 5: Measurement of “true” motion 
A “true” displacement measurement is one that tracks the movement of a unique point 
on the slope over time. Because landslide motion can include slumping, lateral extension and 
compression and other types of complex motion, measuring true displacements is vital to 
obtaining accurate displacement fields. Moreover, without this capability, assumptions about the 
displacement field must be made – such as assuming that motion occurs dominantly in the 
surface-normal direction – which makes trusting point cloud-based displacement field 
measurement methods over survey data difficult at best. This metric is thus the most important 
consideration when judging the technical merit of available displacement field measurement 
methods, and was likewise assigned the highest weight in this analysis. 
2.3.6 Preliminary Ranking Results 
Results of the preliminary relative ranking indicate that the best method for measuring 
landslide displacement fields is ICP (Table 2.1). The second-best method is PIV/DIC. M3C2, 
direct P2P, and the local-model version of C2C were tied at third. While these results are 
intriguing, they only take into account the methods’ technical merits and are a first-cut ranking of 
their applicability to the measuring landslide displacement fields. In order to select the final set 
of “best” methods, an additional comparison was conducted using three metrics that take into 
account the complexities of measuring displacement fields using multi-temporal point cloud 






Table 2.1 Summary of the preliminary evaluation of the technical merits of point cloud-
based displacement field measurement methods. Positive factors are shown in 
green. Negative factors are shown in pink. 
 
 
2.4 Final Relative Ranking 
The preliminary analysis results summarized in Table 2.1 are an excellent starting point 
for selecting the best landslide displacement field measurement method. However, there are 
important considerations beyond the technical merits of each method. First, simple methods are 
generally preferable. Overly complicated measurement methods that require significant data 
pre-processing or a complex series of steps are generally less desirable than their simpler 
counterparts. Second, methods that have already been proven effective in landslide studies are 
preferable. Methods that have been reliable in the past can usually be relied on in the future, 
and are most likely to receive updates that improve their performance. Lastly, the original 
purpose of a tool is usually the task it is best suited for, and displacement field measurement 
methods designed for natural morphologies and/or landslide applications are preferable.  
Because of their low rank in the Preliminary Analysis, the C2M, M2M, and point-only 
C2C methods were eliminated from the analysis. Each remaining method was scored between 
one and five in the three categories just described: “simplicity”, “reliability”, and “design” – five 
being the best and one the worst. The scores were added to the preliminary score, and each 
method was re-ranked. The top two methods were selected for the quantitative analysis detailed 
in Chapter 3. 
Does not 
require global 













+1 -2 -3 -4 +5 -3 3
Point only +1 +2 -3 -4 -5 -9 6
Local model +1 +2 +3 -4 -5 -3 3
-1 +2 -3 -4 -5 -11 7
DEMoD -1 +2 -3 -4 -5 -11 7
Normal -1 +2 -3 -4 -5 -11 7
+1 +2 +3 -4 -5 -3 3
+1 +2 -3 +4 +5 +9 1


















2.4.1 Preliminary Rank 3: Direct P2P, Local-model C2C, and M3C2 
Three methods were equally ranked as “third” during the preliminary qualitative analysis: 
direct P2P, local-model C2C, and M3C2. While the direct P2P method is simpler to implement 
than the other methods evaluated, it is also the least reliable and is poorly suited for landslide 
applications. Despite being used in numerous rockfall and rock mass characterization studies 
(Abellan, et al., 2009; Deliormanli, et al., 2014; Gigli & Casagli, 2011; Lato, et al., 2009), P2P 
has not been used to measure landslide displacement fields. Moreover, P2P was originally 
developed as a tool for general industrial and engineering design applications in built 
environments and controlled settings. That said, P2P is relatively simple to implement and 
requires very litle data processing. 
Local-model C2C is slightly more complex than P2P. It requires some parameterization 
to determine the boundaries and type of local modelling used for displacement measurements, 
and because it is an automated method may require additional computation time. Its origins are 
unknown, however, and no evidence for its use in landslide studies exists in the literature. 
Furthermore, the rationale for moving beyond the “simple” C2C tools in geomorphologic 
applications has been demonstrated (Lague, et al., 2013). 
M3C2 requires more complex parameterization than local-model C2C, but is specifically 
designed for use in natural environments. It has been shown to be effective in geomorphologic 
applications (Lague, et al., 2013), but to-date has not been applied to landslide-specific 
problems. Nonetheless, M3C2 is considered to be a reliable method with the most landslide-
specific design of any of the methods reviewed in this study.  
2.4.2 Preliminary Rank 2: PIV/DIC 
In terms of parameterization and computation, PIV/DIC is significantly more complex 
than local-model C2C and P2P while being slightly simpler than M3C2. It has, however, been 
proven reliable in landslide studies (Aryal, et al., 2015; Aryal, et al., 2012; Mukoyama, 2011), 
and is the most widely-accepted method for measuring landslide displacements using remotely-
sensed data. Unfortunately PIV/DIC must be combined with DEMoD or other techniques to 
obtain 3D displacement measurements. In many cases 2D (horizontal) displacement 
measurements are sufficient (Aryal, et al., 2012), but 3D measurements are always preferable. 
Combined PIV/DEMoD methods that sidestep this limitation have been developed (Discetti & 
Astarita, 2012) and successfully applied in landslide applications (Aryal, et al., 2015). PIV/DIC 
was not designed for natural morphologies but by virtue of its underlying physical principles (see 
Section 2.1.6) is extensible to a wide range of change detection applications. 
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2.4.3 Preliminary Rank 1: ICP 
ICP was ranked first during the preliminary analysis. Compared to the other methods 
reviewed in this study, it has moderate simplicity, reliability, and design. It is a well-known 
morphologic change measurement technique (Nissen, et al., 2012; Nissen, et al., 2014; 
Rusinkiewicz & Levoy, 2001), but is only known to have been applied to a single landslide study 
(Teza, et al., 2007). Moreover, while the ICP algorithm was also originally developed for 
matching points in natural surfaces (Chen & Medioni, 1992), those surfaces were relatively 
smooth buffs and representations of human features. ICP also requires a relatively large 
number of calculations and – depending on the algorithm used – can be parameterized with 
varying levels of complexity. 
2.4.4 Final Ranking Results 
Based on the discussion in Section 2.2, scores were assigned to each of the top-ranking 
methods from the Preliminary Analysis (Section 2.3) in three additional areas: simplicity, 
reliability, and design. Scores were summed for each metric and added to the Preliminary Score 
(Table 2.1 and Table 2.2) to calculate a “final” score and relative rank (Table 2.2). ICP was 
identified as the most appropriate method for measuring landslide displacement fields. PIV/DIC 
was the runner-up. M3C2, local-model C2C and direct P2P ranked third, fourth and fifth, 
respectively. The final ICP score was more than twice that of any other method. The other 
methods were more closely matched, with a maximum spread of two points between them. 
 
Table 2.2 Final results of the qualitative comparison of 3D point cloud-based landslide 
displacement field measurement methods. ICP was determined to be the “best” 
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2.5 Discussion and Conclusions 
The number and complexity of methods for measuring landslide displacement fields 
using LiDAR data makes them inherently difficult to compare. Nonetheless, this review provides 
a simple and straightforward evaluation of their relative merits based on both technical and 
general considerations when measuring landslide displacement fields. Nine methods were 
evaluated using five technical and three general performance metrics. In general, methods 
designed to track motion in natural morphologies with minimal complexity or user input 
outperformed methods designed for other applications and/or heavy user-based 
parameterization. Methods that have the capability to measure “true” displacements (i.e., motion 
of unique points on a slope) performed better than those that required assumptions about the 
direction of landslide movement. This is unsurprising, but an important litmus test of the 
methods used to evaluate the value of the methods discussed here; the goal of displacement 
field measurements is to accurately determine the displacement of “particles” on a slope. 
Methods that require any assumption about the direction of slope movement are therefore less 
than ideal and should always rank lower than those that do not. The techniques used in this 
qualitative analysis produced that result without explicitly excluding methods that require 
assumptions – to some degree validating the results of the analysis. 
Despite any validation, however, the results of this analysis are subjective. The metrics 
used to evaluate that efficacy and accuracy of point cloud-based displacement field 
measurement techniques in this study might vary between practitioners. Every effort was made 
to choose objective metrics that were both reasonable and defensible amongst laser scanning 
and landslide experts, but another person with a different set of experiences or expertise might 
choose different metrics. That said, this evaluation is a useful tool for isolating those 
displacement field measurement methods that are best-suited for landslide kinematic analysis. 
Moreover, it provides the framework for selecting the top methods to be considered in more 
detailed quantitative comparisons. It would, after all, be impractical to conduct a quantitative 
comparative analysis of nine separate displacement field measurement methods. Instead, the 
top-two methods from this Chapter – ICP and PIV/DIC – were selected for a detailed 






QUANTITATIVE COMPARATIVE ANALYSIS 
The two top-performing methods from the analysis in Chapter 2 – Iterative Closest Point 
(ICP) matching and Particle Image Velocimetry (PIV) – were quantitatively compared using 
control survey and point cloud data from a slow moving landslide in north-central Colorado. This 
portion of the Thesis had three primary goals: (1) to estimate the accuracy of ICP and PIV 
relative to each other, (2) to estimate the accuracy of ICP and PIV relative to survey 
measurements, and (3) to determine the viability of PIV and ICP for accurately measuring high 
spatial resolution 3D displacement fields on slow-moving landslides. 
In order to measure true-3D displacements with PIV, a local-model version of DEM-of-
Difference (DEMoD) was used to measure vertical displacements by back-slipping the data. 
This “bundled” technique was termed 3DPIV. The relative accuracies of ICP and 3DPIV were 
evaluated using idealized synthetic displacements applied to a real low-density point cloud, 
where internal strain and differences between the point clouds’ geometries were minimized. 
Errors with respect to survey measurements were estimated using point cloud subsets for 34 
survey markers that had sufficient point density to allow for both ICP and 3DPIV to be 
performed. The viability of the techniques for measuring high-density displacement fields was 
determined by comparing error estimates from synthetic and survey tests with the estimated 
error of the survey measurements, while considering the practical limitations of each method – 
including point density, spatial resolution, and other factors. 
While both ICP and 3DPIV produced reasonable displacement fields with much higher 
spatial resolution than that of the survey data, 3DPIV outperformed ICP during the survey tests. 
The survey-based total displacement uncertainty of 3DPIV and ICP measurements were ± 12.5 
cm and ± 23.8 cm, respectively. Both methods performed significantly better during the 
synthetic tests, having equal uncertainties of ± 0.3 cm. The differences between the survey 
results of each method (and between the synthetic and survey tests) were attributed to a variety 
of factors, including vegetation growth and internal strain. Despite their relatively large 
uncertainties, this study confirms that point cloud-based 3D landslide displacement field 
measurements can be both accurate and efficient, while providing data coverage that far 
exceeds traditional techniques. Furthermore, 3DPIV and/or ICP may allow for the rapid and 
robust estimation of landslide motion without requiring field personnel to enter unsafe terrain. 
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3.1 Study Area 
The study area comprises a slow-moving active translational and mixed earthflow slide 
known as “Granby Landslide” or “Granby Landfill Slide” located just northwest of Granby, Grand 
County, Colorado (Figure 3.1). It is a reactivated paleo-slide that has had multiple stages of 
movement in the last decade. The upper half of the reactivated portion contains a landfill owned 
by Grand County. The landfill is in the completion/remediation stage of development, but 
environmental and geotechnical concerns over its motion have prompted the implementation of 
a comprehensive geotechnical monitoring program that includes 42 survey monuments and 
several inclinometers, piezometers, and groundwater monitoring wells. Many of the survey 
monuments are on stable ground outside the landslide boundary. 
 
 
Figure 3.1 A view of Granby Landslide looking approximately NE. Yellow dashed line is 
approximate landslide boundary. Note the highway in the foreground of the 
image is Colorado State Highway 125. 
 
Granby Landslide was chosen because of the number and availability of 3D survey 
measurements, its accessibility for field work, and its rate of movement. The majority of Granby 
Landslide’s movement occurs in the summer months and is believed to be triggered by elevated 
groundwater as a result of spring runoff (Lowry, et al., 2013). Total estimated movement is 
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approximately 10 cm/month during the summer (much less than about 5 cm/day) and is highly 
variable within the landslide body. The slide ranges in elevation from about 2,400 to 2,500 
meters (7,900 to 8,200 ft) a.s.l., and is mostly covered in short alpine and subalpine grasses 
and shrubs (Figure 3.1). The boundaries of the landslide are distinct. 
3.2 Data Collection 
Two TLS approximately 1000 m x 1000 m point clouds of Granby Landslide were 
collected using terrestrial laser scanner (Figure 3.2). The first was collected on May 14, 2014 
using a Riegl™ VZ-1000 TLS system. It contains more than 21.1 million points and has a 
median point spacing of 4.8 cm. The second was collected on August 13, 2014 using a Riegl™ 
VZ-600 TLS system. It contains more than 3.6 million points and has a median point spacing of 
10.1 cm. Intensity data and RGB values from digital imagery were collected for all points. During 
each data collection, six laser scans were performed at three scan positions (two scans at each 
position). The first scan position is coincident with the location from which the photograph in 
Figure 3.1 was taken. The second scan position is on the southwest corner of the intersection of 
Highway 125 and the small dirt road near the toe of Granby Landslide visible at the right in 
Figure 3.1. The third scan position is out of view to the southeast in Figure 3.1 on a highpoint 
near a power station on the southwest side of Highway 125. 
 
 
Figure 3.2 3D visualization of the Granby Landslide point cloud from May 2014. Note the 
occluded areas with very low or no point density and the relatively high-density 
zones that appear almost surface-like. 
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Survey data for 42 monuments were obtained from an engineering firm contracted with 
Grand County to collect periodic 3D measurements of the markers’ positions (Figure 3.3). The 
data include measurements at multiple times during the investigation period (May 14 to August 
13, 2014). Because the survey dates were not coincident with LiDAR data collections, average 
daily survey displacements between the nearest collection dates bracketing period between 
laser scans (April 25 and August 21, 2014) were calculated, then multiplied by the number of 
days between the laser scans (91 days) to obtain displacement estimates. The maximum 
estimated displacement was 34.76 cm. The minimum estimated displacement was 0.48 cm. 
Twenty-five survey monuments had displacements greater than 5.0 cm. Of those, the minimum 
estimated displacement was 9.01 cm. The remaining 17 monuments with less than 5.0 cm of 
displacement are outside the landslide boundary (Figure 3.4), and among them the maximum 
measured displacement was 4.63 cm. This implies a survey “drift”, or error, of approximately 5.0 
cm during the investigation period. 
 
 
Figure 3.3 3D visualization of survey points and relative displacement vectors for Granby 
Landslide. The projection and scale are the same as in Figure 3.2, but vector 
magnitudes are not to scale and show only relative movement. The largest 





Figure 3.4 Aerial image of Granby Landslide showing landslide boundary in yellow and 
points with greater (crosses) and less than (circles) 5.0 cm of motion. Total 
displacement magnitudes are shown for each marker. Note that the maximum 
displacement measured outside the landslide boundary (4.63 cm) is 
approximately half the magnitude of the minimum displacement measured inside 
the landslide boundary (9.01 cm), implying a survey error, or “drift” of about 5 cm. 
 
3.3 Data Processing 
The Granby TLS scans were locally and globally georeferenced using a semi-permanent 
base station (Figure 3.5) and a series of modular geometric reflectors. At the time of the first 
data collection (May 14, 2014) the base station was installed on a large, stable boulder on a 
hillside to the west and across Highway 125 from Granby Landslide. The base station 
installation was semi-permanent so it could be re-occupied during the second data collection on 
August 13, 2014. Modular reflectors similar to the red circular reflector shown in Figure 3.5 were 
mounted on tripods and strategically placed throughout the scanning area to allow for rotational 
and scaling adjustments. Survey-grade GPS positions of the scanner and targets were collected 




Figure 3.5 Photograph of semi-permanent base station installed on a large, stable boulder 
on the hillside to the west across the highway from Granby Landslide. The base 
station was used to perform local and global georeferencing of the LiDAR scans 
for both data collection dates and utilized a geometric reflector similar to the 
modular reflectors placed in the scene (red disc). 
 
For each data collection date, all scans were georeferenced and merged into a single 
point cloud using the scanner manufacturer’s data processing software. The point clouds were 
initially assumed to be correctly georeferenced. Unfortunately, in December 2014, it was 
discovered that static features in the two point clouds (e.g., buildings, road signs, etc.) occupied 
different positions in space. The georeferencing error was able to be corrected, and new, 
correctly georeferenced point clouds were produced for each date. The point clouds were then 
clipped to include only the main landslide body and stable areas near its margins (Figure 3.2). 
 Duplicate points were removed using the “Remove Duplicate Points” tool in 
CloudCompare™. For each cloud, wherever two or more points were within 1 cm of each other, 
a single point of the group was retained. This step reduced the size of the data and ensured that 
data density remained high while reducing file size and number of points in the cloud, which in 
turn reduced analysis time. After removing duplicate points, erroneous points were removed 
manually by selecting and deleting obvious multi-path reflections and returns from airborne 
particulates and view obstructions (e.g., passing vehicles) that resulted in points “floating” above 
the ground surface. Points near the ground surface that could not be distinguished from “true” 
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signal returns were not removed from the datasets. Other filters for automatic removal of 
erroneous points in I-Site Studio™ and CloudCompare™ were also used, but ultimately 
abandoned because they produced “thin” point clouds that were missing many true returns. 
Once georeferencing was complete and duplicate and erroneous points removed, 
vegetation was filtered from each point cloud using the Boise Center Aerospace Laboratory 
(BCAL) LiDAR Tools. Lucas Spaete from Boise State University performed the vegetation 
filtering and provided classified point clouds. The vegetation filter is a “height filter” and is part of 
a standard set of tools developed at BCAL (http://bcal.boisestate.edu/tools/lidar). The height 
filter functions by first interpolating a minimum-elevation surface from the raw point cloud, then 
classifying all points within some specified distance above that surface as vegetation. All points 
below the specified height are then classified as ground points. A screenshot of the vegetation-
filtered data from May 2014 is shown in Figure 3.6. 
 
 
Figure 3.6 Screenshot of vegetation-filtered point cloud from May 14, 2014. Red points are 
vegetation, yellow are ground. Note how few points are classified as ground. This 
is common in TLS data and the result of small point spacing and spot size. 
 
Vegetation filtering severely limited the number of points available for quantitative 3D 
displacement field comparisons (Figure 3.6). If the vegetation-filtered data were retained and 
used in the comparisons, the reliability of the results would have depended only on the variation 
in point density and occlusions present in the point clouds. Because vegetation filtering would 
45 
 
have the same effect in most landslide-prone environments where TLS is used, and because it 
is computationally intensive, relatively hands-on, and difficult to implement in real-world 
scenarios the vegetation-filtered data were not used in this study. 
3.4 Implementation of ICP and 3DPIV 
Freely available ICP and PIV Matlab® scripts were obtained. The PIV code was 
provided by Arjun Aryal at the University of Hawaii. His code is an adapted version of PIV 
termed “LPIV” wherein elevations are substituted for pixel values in the images using a DEM 
grid (Aryal, et al., 2012). The ICP code was published to the Matlab® File Exchange by Jakob 
Wilm in May 30, 2010 and last updated on June 25, 2013. The code was written by Hans Martin 
Kjer and Jakob Wilm as part of their Bachelor Thesis research at the Technical University of 
Denmark (Kjer & Wilm, 2010). Both codes required significant testing and review before they 
could be used in a final set of tests for this study. The following includes a brief description of 
each algorithm and how they were adapted for measuring 3D displacement fields on landslides. 
3.4.1 Description of the PIV Code 
In the Aryal et al. (2012) PIV algorithm, an “interrogation” window size is defined and 
each DEM image is divided into overlapping windows based on this size and number of 
windows the user desires. A smaller “correlation” window is then defined and gridded within 
each interrogation window, for each DEM image. The “model” DEM image (i.e., time 1) is then 
clipped to each correlation window and iteratively shifted by integers of the DEM grid resolution. 
The cross-correlation of the model DEM image with the “target” image (i.e., time 2) is then 
computed for each shifted position. A 2D cross-correlation matrix is computed for each 
interrogation window and the location of the cross-correlation peak corresponds to the 2D (x-y) 
displacement between the two DEM images for a given interrogation window.  
A second, finer run of the same cross-correlation process is run to improve the 
displacement measurements. The second-run correlation window is translated based on the 2D 
displacement field from the first run, and deformed to mimic the shape of the cross-correlation 
peak. This process tightens the correlation peak and does not require shifts equal to integers of 
the grid resolution, thereby increasing the accuracy of the 2D displacement measurements. 
Translations in the x and y dimensions are stored to produce a 2D displacement field at a 
spatial resolution equal to the dimensions of the second-run interrogation window, minus the 
amount of window overlap. Additional details on PIV can be found in Aryal et al. (2012) and 
Meunier, et al., (2003). A description of the PIV input parameters is included in the Appendix. 
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3.4.2 Adaptation of PIV for 3D Displacement Field Measurements 
The PIV code used by Aryal et al. (2012) is limited to 2D displacement field 
measurements. To achieve realistic 3D displacement fields, additional Matlab® code combining 
a local-model version of DEM-of-Difference (DEMoD) with LPIV was written. It utilized a “back-
slipping” technique to measure vertical displacements at the assumed location of the points in 
each interrogation window, directly from the point clouds. This adapted version of the PIV 
method was referred to as 3DPIV. To measure vertical displacements, the 2D displacement 
measurements made using LPIV were first added to the x and y centroid locations of the 
interrogation windows. The shifted x-y positions were then used to define a clipping zone equal 
in dimensions to the second-run LPIV interrogation window. The target (time 2) point cloud was 
clipped to each shifted interrogation window and the mean elevation of the points in the clipped 
cloud was calculated. The target (time 1) point cloud was clipped to the un-shifted interrogation 
window bounds, and the mean elevation of the points in the clipped cloud was calculated. The 
difference between the mean elevations of the clipped target and model point clouds was 
measured as the z displacement. This “back-slipping” technique performed better than other 
similar DEMoD methods, including local best-fit plane differencing, pixel-by-pixel DEM 
differencing, and non-back-slipped mean elevation differencing. Additional details of PIV 
adaptations can be found in the Appendix. 
3.4.3 Description of the ICP Code 
For select points in a “target” (final) point cloud the Kjer & Wilm (2010) ICP algorithm 
searches for the nearest-neighbor in a “model” (initial) point cloud and computes the distance 
between them. The model point cloud is then rotated and translated iteratively using 6 degrees 
of freedom to minimize the distance between the point clouds using a least-squares approach. 
After a specified number of iterations the code outputs a 3-by-3 rotation matrix and a 3-by-1 
translation matrix, corresponding to the rigid body transformation that best matches the model 
cloud position to the target cloud position. While some ICP variants use a minimum position 
change “threshold” between iterations to halt the code, such an option was not available for the 
variant used here. This ICP variant uses randomly sub-sampled points in each cloud (rather 
than every point) to reduce processing time while maintaining accuracy. Additional details can 
be found in Kjer & Wilm (2010). A detailed description of the various ICP input parameters can 
is included in the Appendix. 
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3.4.4 Adaptation ICP for 3D Displacement Field Measurements 
The ICP code was originally designed for the purpose of matching point clouds with very 
high point density and uniform geometries using a single rigid-body transformation (Kjer & Wilm, 
2010). It was not designed for TLS data from natural terrain where point cloud density is low, the 
clouds have irregular geometry, or significant occlusions are present. Moreover, it was not 
designed for “windowed” applications where a single large point cloud is subset automatically 
and 3D rototranslation matrices are returned for each subset to form a 3D displacement field. To 
produce a displacement field, a looping Matlab® script that iteratively clipped the target and 
model clouds was written. For each loop, ICP was run on the set of clipped target and model 
clouds, producing a translation vector for each clipped area. Despite being designed for other 
purposes, this code produced reasonable first-pass results with synthetic test datasets (see 
Section 3.5) compared with the other freely available ICP algorithms available on the Matlab® 
File Exchange. Additional details of ICP adaptation used here can be found in the Appendix. 
3.5 Synthetic Tests 
An initial set of synthetic test clouds were used to optimize the 3DPIV parameters used 
in the later portions of this study. A 110 x 110 m portion of the August 2014 Granby Landslide 
point cloud was clipped and randomly subsampled to retain 50% of its points and produce a 
static model cloud.  The following synthetic displacements (in the x/y/z dimensions) were 
applied to the remaining 50%-density point cloud to produce three test target datasets: (1) -
100/-100 /-100 cm; (2) 0/0/0 cm; and (3) 100/100/100 cm. 
In order to optimize the windowed ICP inputs and test the accuracy of windowed ICP 
and 3DPIV with respect to each other, a series of test datasets with various synthetic 
displacements were created. Synthetic displacements of 0, 5, 10, 20, 40, 60, 80, and 100 cm in 
the negative x, y, and z direction were applied to copies of the previously described 50%-density 
target point cloud, creating eight target clouds for synthetic tests. The model cloud was clipped 
by 5 m on each side to produce a 100 x 100 m final test cloud. The target clouds were clipped 
by 2 m on each side to produce a series of 106 x 106 m test clouds that encompassed a 
correlation fringe of three-times the total maximum displacement (100 cm) on all edges. 
Windowed ICP and 3DPIV were run using the 100 x 100 m model and eight 106 x 106 m 
targets, at two different spatial resolutions, for each of the eight test datasets. The variation in 
ICP and PIV displacement measurements with respect to known synthetic displacements. The 
results of each 3DPIV and windowed ICP were compared using One-way Analysis of Variance 
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(ANOVA) to determine if a statistically significant difference existed between their displacement 
measurements. 
3.5.1 Parameter Optimization of 3DPIV  
The two primary factors controlling the accuracy of the LPIV method are the DEM grid 
size and the interrogation window size (for more information, refer to the Appendix). The 
optimum DEM grid resolution was determined by running a series of 15 tests in which the grid 
resolution was varied while holding the spatial resolution of the displacement field constant. For 
example, given a grid resolution of 0.025 m and interrogation window size of 256 pixels, an 
increase in grid resolution to 0.05 m would correspond to a smaller interrogation window size of 
128 pixels. The optimum interrogation window size was determined by running six tests where 
the synthetic displacement was held constant and the interrogation window size varied for two 
DEM grid resolutions. 
The grid resolution was varied between 2.5 and 40 cm and the absolute error of the 
mean of the 2D displacement field and z-displacement vector with respect to the known 
displacements were recorded for three synthetic displacements. The error of the 2D (x-y) and z 
vector fields were recorded separately to ensure that the grid resolution was optimized, while 
taking into account that the method is a hybridization of PIV and DEMoD techniques (see 
Section 3.4.2). The results for each synthetic displacement of 0, -100, and 100 cm in the x, y 
and z dimensions were plotted with a straight-line curve fit to the data points to identify the ideal 
grid resolution in the horizontal (Figure 3.7) and vertical (Figure 3.8) dimensions. 
For both the x-y (Figure 3.7) and (Figure 3.8) z dimensions, absolute errors reached a 
minimum near a grid resolution of 0.10 m, regardless of the direction of displacement. Errors 
were lower for the zero-displacement case, and the x-y plane error was directly proportional to 
grid resolution. Z-dimension error in the zero displacement case reached a minimum at a grid 
resolution of about 0.10 m. An optimum grid resolution of 0.10 m was chosen. 
To optimize the interrogation window size, two tests were run using respective grid 
resolutions of 0.10 m and 0.20 m, for a single synthetic displacement (-100/-100/-100 cm) and 
three interrogation window sizes. The relative size of the interrogation windows was kept 
constant during all tests, such that the spatial resolution of the displacement field only varied 
between each interrogation window size and not among the tests. The interrogation window 
sizes tested were 64/128/256 pixels and 32/64/128 pixels for the 0.10 m and 0.20 m tests, 
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respectively. The mean absolute displacement errors for each test in the x-y (Figure 3.9) and z 
(Figure 3.10) dimensions were plotted against interrogation window size. 
Mean 2D displacement field error was inversely proportional to interrogation window size 
for a given grid resolution (Figure 3.9). Mean 3DPIV displacement field error in the z dimension, 
on the other hand, had a local minimum at somewhere between the minimum and maximum 
window sizes tested, regardless of grid resolution (Figure 3.10). Given these results, and the 
fact that the mean measured 2D displacement error is only about 1 cm for a moderately-sized 
interrogation window and grid resolution of 0.10 m, an ideal 3DPIV interrogation window size of 
128 pixels was selected. 
 
 
Figure 3.7 Plot of mean absolute error between known 2D synthetic displacements and 
3DPIV 2D displacement field measurements for various DEM grid resolutions at 
constant field resolution. Data for three synthetic displacements (-100/-100/-100, 









Figure 3.8 Plot of mean absolute error between known z synthetic displacements and 
3DPIV z displacement field measurements for various DEM grid resolutions at 
constant field resolution. Data for three synthetic displacements (-100/-100/-100, 













Figure 3.9 Plot of mean absolute error between known 2D displacements and 3DPIV 2D 
displacement field measurements for various interrogation window sizes using 














Figure 3.10 Plot of mean absolute error between known z displacements and 3DPIV z 
displacement field measurements for various interrogation window sizes using 





3.5.2 Optimized 3DPIV Synthetic Test Results 
Based on the parameter optimization outlined in Sections 3.5.1 and 3.5.3, 3DPIV was 
run for each of the eight synthetic-displacement test point clouds using a DEM grid resolution of 
0.10 m and interrogation window sizes of 128 and 256 pixels. Window overlap was 
approximately 50% in the x and y dimensions, resulting in vector fields with spatial resolutions of 
6.4 m and 12.8 m. The mean of 3D displacements measured for each interrogation window 
were calculated, and their errors with respect to the known displacement were measured. To 
evaluate the performance of 3DPIV on synthetic displacement data, the mean of displacement 
field measurements and their absolute errors were plotted against synthetic displacements 
(Figure 3.11 and Figure 3.12), the displacement field measurements were plotted against point 
density for the test with the lowest percent error (Figure 3.13). 
The mean measured displacement resulting from the synthetic 3DPIV tests were very 
close to the actual value (Figure 3.11). Deviation of the mean from the actual displacement was 
larger for smaller displacements (Figure 3.11 and Figure 3.12), although the minimum and 
maximum values of the x, y and total displacement fields increased as the total synthetic 
displacement increased. The minimum and maximum measured displacements varied more for 
the z displacements than the other dimensions (Figure 3.11), but in all dimensions the maximum 
absolute error of the displacement field measurements never exceeded 7.0 cm (Figure 3.12). 
Displacement field measurements from the 25.6 m interrogation window tests had smaller 
margins of error than the 12.8 m tests, with the x-y accuracy in most cases falling well below 0.5 
cm and z accuracy less than 3.5 cm (Figure 3.12). However, the mean measured displacements 
for both tests were very similar in all dimensions, and with the exception of the -5/-5/-5 cm and -
10/-10/-10 cm tests, were always less than 0.5 cm (Figure 3.12). Because the total 
displacement error on the mean does not vary more than about 5 cm between the smallest- and 
largest-displacement synthetic tests (Figure 3.13), the -100/-100/-100 cm tests had the lowest 
percent error – despite having the largest absolute error. 
Plots of the displacement field measurements versus point density for the -100/-100-100 
cm test case (Figure 3.13) do not indicate a strong correlation between measurement accuracy 
and point density. During the 12.8 m interrogation window test, there was a slight reduction in 
variance of displacement field measurements at higher point densities, in all dimensions. This 
effect was not apparent for the 25.6 m test case, and in the x and y dimensions the spread of 
displacement measurements around the actual values was much less than that of the 12.8 m 




Figure 3.11 Plots of mean measured displacement versus known displacement from the 
3DPIV synthetic tests for 12.8 m (red) and 25.6 m (blue) interrogation windows: 
(a) shows x measurements, (b) shows y measurements, (c) shows z 
measurements, and (d) shows total displacement measurements. Black line is a 





Figure 3.12 Plots of absolute error versus known displacement from the 3DPIV synthetic 
tests for 12.8 m (red) and 25.6 m (blue) interrogation windows: (a) shows x 
measurement errors, (b) shows y measurement errors, (c) shows z measurement 





Figure 3.13 Plots of displacement field measurements versus point density from -100/-100/-
100 cm 3DPIV synthetic test for the 12.8 m (red) and 25.6 m (blue) interrogation windows: The 
black lines show indicate the true displacement.  
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3.5.3 Parameter Optimization of Windowed ICP  
The two windowed ICP inputs that needed to be optimized were the size of the 
“interrogation window”, or clipped point cloud segments, and the number of iterations of the ICP 
code. ICP results are generally more accurate when the target and model point clouds have 
larger numbers of points (Chen & Medioni, 1992). And because the number of points in each 
clipped cloud increases with interrogation window size, it was essential to compare the results 
of windowed ICP for various clipping sizes and known synthetic displacements and determine a 
minimum functional limit on the interrogation window to be used for the 3DPIV/ICP comparative 
tests. The number of iterations required for the Kjer & Wilm (2010) ICP code to converge on a 
reasonable displacement measurement had to be determined before the looping “windowed” 
code could be implemented. 
Using the -100/-100/-100 cm synthetic target data, the Kjer & Wilm (2010) ICP code was 
run for various point cloud sizes, at 10, 50, 100, and 200 iterations. A cursory inspection of the 
displacement results indicated that any less than 100 iterations of the ICP code – regardless of 
point cloud size – would not provide sufficiently accurate displacement field measurements. 
More than 100 iterations improved the result in some cases, but was not practical because it 
dramatically increased the processing time. Further optimization of iteration numbers is 
possible, but not necessary because the goal was to determine a value that would be sufficient, 
rather than try to minimize processing time. An iteration number of 100 was thus selected as the 
optimum value for windowed ICP. 
The size of the ICP clipping area was optimized by running ten tests of the Kjer & Wilm 
(2010) ICP code with 10 different clipping window sizes (5, 10, 12, 14, 16, 18, 20, 40, 60, and 
80 m), and six synthetic displacements (-5, -10, -20, -40, -60 and -80 cm). Following six initial 
tests with large size differences (5, 10, 20, 40, 60, and 80 m), and additional four tests were 
added in increments of 2 m (12, 14, 16, and 18 m) to clarify the accuracy-versus-clipping size 
trend. The mean of absolute displacement field measurement errors in the x, y, and z 
dimensions for were plotted against clipping window size (Figure 3.14) and the number of points 
in the clipped clouds (Figure 3.15) 
Regardless of the synthetic displacement magnitude, the mean of absolute ICP 
displacement errors did not drop below 10 cm until a clipping window size of 18 m was achieved 
(Figure 3.14). The error dropped to a more reasonable value of about 2 cm at a clipping window 
size of 20 m, and continued to drop as the clipping window size increased. Thus, given the point 
density of the synthetic datasets used here, a minimum interrogation window of about 20 m was 
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appropriate. But because ICP accuracy increases with point count, this size limit was unique to 
the tested clouds and may not be appropriate for denser clouds (Figure 3.15) 
Regardless of the synthetic displacement magnitude, the mean absolute ICP 
displacement error did not drop below 10 cm until a point count of about 1,100 was achieved 
(Figure 3.15). The error dropped to a more reasonable value of about 2 cm at a point count of 
approximately 1,200, and continued to drop as the number of points increased. Thus, the Kjer & 
Wilm (2010) ICP code did not produce accurate displacement results until more than 1,200 
points in each clipped cloud were available. Likewise, at a minimum the compared clouds 
should contain at least 1,200 points (Figure 3.15). 
 
 
Figure 3.14 Plot of mean absolute error between known synthetic displacements and ICP 
displacement measurements in x, y and z dimensions, for various interrogation 










Figure 3.15 Plot of mean absolute error between known synthetic displacements and ICP 
displacement measurements in x, y and z dimensions, for various numbers of 





3.5.4 Optimized Windowed ICP Synthetic Test Results 
Based on the parameter optimization (Sections 3.5.1 and 3.5.3), windowed ICP was run 
for each of the eight synthetic-displacement test point clouds using the same window size as for 
3DPIV, 12.8 m and 25.6 m. Window overlap was approximately 50% in the x and y dimensions, 
resulting in vector fields with spatial resolutions of 6.4 m and 12.8 m for the two sets of tests. 
The mean of 3D displacements measured for each interrogation window were calculated, and 
their errors with respect to the known displacement were measured. To evaluate the 
performance of ICP on synthetic displacement data, the mean of displacement field 
measurements and their absolute errors were plotted against synthetic displacements (Figure 
3.16 and Figure 3.17), the displacement field measurements were plotted against point density 
for the test with the lowest percent error (Figure 3.18). 
The mean measured displacement resulting from the synthetic windowed tests were 
very close to the actual value, up to a displacement of -60/-60/-60 cm (Figure 3.16). Deviation of 
the mean from the actual displacement was greater for larger and smaller displacements 
(Figure 3.16 and Figure 3.17), although the minimum and maximum values of the x, y and total 
displacement fields generally increased as the total synthetic displacement increased (Figure 
3.16). The minimum and maximum measured displacements varied more for the z 
displacements than the other dimensions (Figure 3.16). The maximum absolute error of the 
displacement field stayed below about 35 cm up to a synthetic displacement of -60 cm (Figure 
3.17). Displacement field measurements from the 25.6 m interrogation window tests had smaller 
margins of error than that of the 12.8 m tests, with the x, y and z accuracy falling below 5.0 cm 
up to a synthetic displacement of -60 cm (Figure 3.17). The mean and total absolute errors of 
the -80/-80/-80 cm and -100/-100/-100 tests were much greater than the other tests (Figure 
3.17). The total measurement error for both interrogation windows was at a minimum during the 
-60/-60/-60 cm synthetic test (Figure 3.17). This test also had the largest synthetic displacement 
without having extreme error margins, and likewise the lowest percent error. 
Plots of the displacement field measurements versus point density for the -60/-60-60 cm 
test case (Figure 3.18) indicate a strong correlation between measurement accuracy and point 
density. There was a significant reduction in measurement variance of the displacement field 
measurements at higher point densities for the 12.8 m interrogation window, in all dimensions, 
including the total displacement magnitude (Figure 3.18). The variance of the 25.6 m 
interrogation window did not exhibit as strong a correlation, but was generally smaller and 




Figure 3.16 Plots of mean measured displacement versus known displacement from the 
windowed ICP synthetic tests for 12.8 m (blue) and 25.6 m (red) interrogation 
windows: (a) shows x measurements, (b) shows y measurements, (c) shows z 
measurements, and (d) shows total displacement measurements. Black line is a 





Figure 3.17 Plots of absolute error versus known displacement from the windowed ICP 
synthetic tests for 12.8 m (blue) and 25.6 m (red) interrogation windows: (a) 
shows x measurement errors, (b) shows y measurement errors, (c) shows z 





Figure 3.18 Plots of all displacement field measurements versus point density from   -60/-60/-
60 cm windowed ICP synthetic test for the 12.8 m (blue) and 25.6 m (red) 






3.5.5 3DPIV Synthetic Results vs. Windowed ICP Synthetic Results 
To compare the results of the 3DPIV and windowed ICP algorithms from the synthetic 
tests, the mean x, y, z, and total displacement vectors of the 25.6 m interrogation window tests 
and their absolute errors were plotted against the known synthetic displacements (Figure 3.19 
and Figure 3.20). To illustrate more intricate differences between the two methods, the set of 
results that were mutually nearest the true displacement were plotted in the following forms: (1) 
images showing the relative accuracy of the displacement measurements in each dimension 
and total displacement (Figure 3.21 and Figure 3.22); (2) images showing point density and 
absolute error (Figure 3.23 and Figure 3.24); and (3) x-y and z vector fields (Figure 3.25 and 
Figure 3.26). One-way ANOVA was run on the displacement field measurements of the 12.8 m 
and 25.6 m interrogation window tests to determine whether their means were significantly 
different (Table 3.1). The standard error on the mean of measured displacements and absolute 
measurement error of each method was calculated for the 25.6 m interrogation window (Table 
3.2 and Table 3.3). 
The 3DPIV and windowed ICP mean displacement measurements were similar in all 
dimensions, with the exception of the -80/-80/-80 cm and -100/-100/-100 cm tests (Figure 3.19). 
The ICP results were relatively poor for the large-displacement tests, and had variances that 
were in some cases greater than the total measured displacement (Figure 3.16 and Figure 
3.19). Nonetheless, up to -60 cm of displacement, ICP measured a more consistent (albeit 
slightly less accurate) mean displacement in all dimensions (Figure 3.20). The total and z-
dimension displacement field measurements also had less variance than those of 3DPIV 
(Figure 3.20c and Figure 3.20d). The 3DPIV measurements in x and y were more accurate and 
had less variance than windowed ICP (Figure 3.20a and Figure 3.20b). Up to and including 
displacements of -60 cm, both 3DPIV and windowed ICP measurement errors remained below 
7.0 cm. The maximum absolute total displacement 3DPIV and windowed ICP errors during the -
60/-60/-60 cm tests were approximately 4.4 cm and 1.2 cm, respectively (Figure 3.20d).  
The magnitude and direction of displacements measured using 3DPIV and widowed ICP 
agreed well with the synthetic displacements (Figure 3.21 and Figure 3.22). The x and y 3DPIV 
displacements showed less deviation from the known value than windowed ICP. Deviations 
were greater in the z direction for both methods, but were visually similar. Ultimately both 





Figure 3.19 Plots of mean measured displacement versus known displacement from the 
windowed ICP (red) and 3DPIV (blue) using an interrogation window of 25.6 m: 
(a) shows x measurements, (b) shows y measurements, (c) shows z 
measurements, and (d) shows total displacement measurements. Black line is a 





Figure 3.20 Plots of absolute error versus known displacement from the windowed ICP (red) 
and 3DPIV (blue) synthetic tests using an interrogation window of 25.6 m: (a) 
shows x measurement errors, (b) shows y measurement errors, (c) shows z 





Figure 3.21 Images showing relative accuracy of the 3DPIV displacement measurements in 
the (a) x, (b) y, (c) z dimensions, as well as (d) total displacement for the -60/-
60/-60 cm test dataset using a 25.6 m interrogation window. Green blocks are 
close to the actual synthetic displacement. Increasingly red blocks are further 
away the true displacement. The blank margin is an “edge effects” zone that is 





Figure 3.22 Images showing relative accuracy of the windowed ICP displacement 
measurements in the (a) x, (b) y, (c) z dimensions, as well as (d) total 
displacement for the -60/-60/-60 cm test dataset using a 25.6 m interrogation 
window. Green blocks are close to the actual synthetic displacement. 
Increasingly red blocks are further away from the true displacement. The blank 







Figure 3.23 Images showing (a) point density and absolute (b) x-y and (c) z 3DPIV 
displacement measurement errors for the -60/-60/-60 cm test dataset using a 
25.6 m interrogation window. In (a), cyan blocks have low point density and 
magenta blocks highs. In (b) and (c), white blocks have small absolute errors and 
black have large. The blank margin is an “edge effects” zone that is automatically 






Figure 3.24 Images showing (a) point density and absolute (b) x-y and (c) z windowed ICP 
displacement measurement errors for the -60/-60/-60 cm test dataset using a 
25.6 m interrogation window. In (a), cyan blocks have low point density and 
magenta blocks highs. In (b) and (c), white blocks have small absolute errors and 
black have large. The blank margin is an “edge effects” zone that is automatically 









Figure 3.25 3DPIV vector fields in the (a) x-y and (b) z dimensions for the -60/-60/-60 cm test 
dataset using a 25.6 m interrogation window. Green vectors are close to the 
actual synthetic displacement. Increasingly red vectors are further away from the 
true displacement. The z vectors are crosshairs for down (-z) and encircled dots 
for up (+z). Vectors scaled linearly to each other (not to page). The blank margin 















Figure 3.26 Windowed ICP vector fields in the (a) x-y and (b) z dimensions for the -60/-60/-60 
cm test dataset using a 25.6 m interrogation window. Green vectors are close to 
the actual synthetic displacement. Increasingly red vectors are further away from 
the true displacement. The z vectors are crosshairs for down (-z) and encircled 
dots for up (+z). Vectors scaled linearly to each other (not to page). The blank 










Deviations from the known displacement field were more pronounced in the z direction 
for both methods (Figure 3.25 and Figure 3.26), but each had somewhat different patterns of 
absolute error (Figure 3.23 and Figure 3.24). The absolute error of both 3DPIV and windowed 
ICP loosely matched the pattern of point density. This effect was more observable for ICP in the 
x-y and z dimensions, and barely apparent in the 3DPIV results. Point cloud density was 
relatively low for these tests, ranging from 0 to about 15 pts/m2 (Figure 3.23a and Figure 3.24a). 
Despite this, the absolute errors for each interrogation window before were no more than about 
5 cm (Figure 3.23 and Figure 3.24) and the range of absolute errors for 3DPIV and windowed 
ICP were comparable. 
Based on the ANOVA results (Table 3.1), for a significance level of five percent and 
using an interrogation window of 25.6 m, five of eight 3DPIV and windowed ICP displacement 
field means an were not significantly different. Using an interrogation window of 12.8 m reduced 
that number to one. For the larger interrogation window, significant differences were particularly 
difficult to distinguish where the synthetic displacement was less than -10 cm or greater in -60 
cm. For the smaller interrogation window, the only synthetic test that showed no significant 
difference in total displacement measurements was -60/-60/-60 cm. 
 
Table 3.1 Table summarizing the results of the ANOVA comparisons of 3DPIV and 
windowed ICP for 12.8 m and 25.6 m interrogation windows and various 
synthetic displacements. Bold italicized numbers indicate that the 3DPIV and 
windowed ICP results were not significantly different.  
 
 
x y z Tot. Displ. x y z Tot. Displ.
0/0/0 0.06 0.83 0.56 0.00 0.02 0.15 0.95 0.00
-5/-5/-5 0.84 0.04 0.27 0.00 0.20 0.00 0.63 0.01
-10/-10/-10 0.02 0.74 0.35 0.00 0.05 0.36 0.98 0.28
-20/-20/-20 0.04 0.67 0.37 0.00 0.03 0.47 0.99 0.27
-40/-40/-40 0.03 0.33 0.38 0.02 0.06 0.62 0.92 0.42
-60/-60/-60 0.80 0.36 0.26 0.89 0.06 0.67 0.91 0.41
-80/-80/-80 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00
-100/-100/-100 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.10
P Values from One-way ANOVA comparisons of 3DPIV and Windowed ICP  (signifcance: p > 0.05) 






The maximum and minimum mean measurement errors for 3DPIV synthetic tests with 
an interrogation window of the 25.6 m were 1.7 cm and 0.2 cm, respectively (Table 3.2). The 
standard error on the mean for all 3DPIV synthetic displacements was 0.2 cm, and the 
estimated measurement error of 3DPIV was likewise 0.5 cm (Table 3.2). The maximum and 
minimum mean measurement errors of the windowed ICP synthetic tests were 13.5 cm and 0.0 
cm, respectively (Table 3.3). The standard error for windowed ICP ranged between 15.8 cm and 
0.2 cm. The estimated measurement error of windowed ICP was 3.4 cm (Table 3.3).+ 
 
Table 3.2 Table summarizing the results of the 3DPIV synthetic tests for an interrogation 
window of 25.6 m for various displacements. 
 
 
Only considering the six synthetic displacements with the lowest absolute total 
displacement error, the overall mean absolute 3DPIV and windowed ICP errors on synthetic 
data dropped from 0.5 cm to 0.2 cm and 3.4 cm to 0.5 cm, respectively (Table 3.2 and Table 
3.3). The standard error on the mean of total ICP displacement measurements dropped from 
3.7 cm to 0.2 cm, while the 3DPIV standard error remained constant at 0.2 cm. The best-




0/0/0 0.001 0.000 0.003 0.003 0.000 0.003 0.002
-5/-5/-5 -0.056 -0.058 -0.050 0.096 0.087 0.010 0.002
-10/-10/-10 -0.100 -0.100 -0.098 0.173 0.173 0.001 0.002
-20/-20/-20 -0.199 -0.200 -0.197 0.345 0.346 0.002 0.002
-40/-40/-40 -0.399 -0.400 -0.397 0.691 0.693 0.002 0.002
-60/-60/-60 -0.599 -0.600 -0.597 1.037 1.039 0.002 0.002
-80/-80/-80 -0.799 -0.800 -0.797 1.384 1.386 0.002 0.002
-100/-100/-100 -0.999 -1.000 -0.997 1.730 1.732 0.002 0.002
3DPIV Error: 0.003 0.002
Best 6: 0.002 0.002
Middle 4: 0.001 0.002
Standard  
















Table 3.3 Table summarizing the results of the windowed ICP synthetic tests for an 
interrogation window of 25.6 m for various displacements. 
 
 
 When the results were further limited to only the middle four synthetic displacements of 
20, 40 and 60 cm, the absolute measurement error of both dropped to 0.1 cm (Table 3.2 and 
Table 3.3). The standard error on the means of the displacement measurements using the 
middle-four measurement results were the same as for the best-six. Using only the middle-four 
thus produced nearly identical results for 3DPIV and windowed ICP. 
 Despite producing nearly identical displacement results, the processing time required to 
create the 3D displacement fields was significantly different. 3DPIV was relatively rapid and 
required only a matter of 2 to 3 min to complete each 100 m x 100 m synthetic dataset. ICP 
required closer to 20 min to complete each windowed synthetic test. Thus for the 8 tests, 3DPIV 
required about 15-25 min of processing time and ICP required 160 min. 
3.6 Survey Tests 
To provide a more realistic estimate of the accuracy of 3DPIV and windowed ICP than 
that of synthetic displacement tests (Section 3.5), both methods were run on point clouds of 
various sizes centered on 34 survey markers from Granby Landslide. Mean displacements of 
square point clouds windows 5, 10, 15 and 20 m wide and centered at the location of each 
survey marker were measured. Because of occlusions in the TLS data, only 34 of the 42 
available survey points could be used. Because of point density-based accuracy limitations of 
x y z
0/0/0 -0.004 0.002 0.002 0.005 0.000 0.005 0.002
-5/-5/-5 -0.053 -0.049 -0.048 0.091 0.087 0.004 0.002
-10/-10/-10 -0.104 -0.099 -0.097 0.175 0.173 0.002 0.002
-20/-20/-20 -0.203 -0.199 -0.197 0.347 0.346 0.001 0.002
-40/-40/-40 -0.403 -0.399 -0.397 0.693 0.693 0.000 0.002
-60/-60/-60 -0.603 -0.599 -0.597 1.039 1.039 0.000 0.002
-80/-80/-80 -0.669 -0.716 -0.768 1.282 1.386 0.104 0.129
-100/-100/-100 -0.693 -0.231 -0.895 1.598 1.732 0.135 0.158
ICP Error: 0.031 0.037
Best 6: 0.002 0.002
Middle 4: 0.001 0.002
Standard  
















the ICP method discussed in Section 3.5.3, the windowed version of ICP was not used. A single 
ICP run was performed on each point cloud window, yielding a single 3D displacement vector.  
Similarly, because 3DPIV requires multiple interrogation windows to be present within 
the point clouds being compared (see Section 3.5.1), smaller interrogation windows than those 
of the synthetic tests were used. A 3DPIV interrogation window of 16 pixels was used for the 
smallest survey cloud window of 5 m. An interrogation window of 32 pixels was used for all 
other survey cloud window sizes. A  DEM grid resolution of 0.10 m was used for all 3DPIV tests, 
corresponding to interrogation window sizes of 1.6 m and 3.2 m. The mean 3DPIV displacement 
in all dimensions was recorded for each test and compared to the ICP results. All results were 
considered inconclusive if the point clouds windows had 30 or fewer points. Because of low 
point densities in the small 3DPIV interrogation windows, no displacement could be measured 
for many of the survey points. The ICP results for these points were removed from the analysis 
so as not to bias the results by number of measurements. 
The accuracy of measured 3DPIV and ICP displacements was analyzed by plotting them 
against the known displacement of the survey markers for each point cloud window size, in 
each dimension (Figure 3.27 through Figure 3.30). Survey data errors were assigned based on 
the “drift” estimation detailed in Section 3.2, and equaled ± 5 cm in all directions. To constrain 
the “true” 3D displacement field measurement error, the errors of each measurement with 
respect to the survey data were measured and plotted against point cloud window size and 
density (Figure 3.31 and Figure 3.32). The 2D and z vector fields of the survey, 3DPIV, and ICP 
measurements were also plotted (Figure 3.33 and Figure 3.34). The deviation of the means of 
3DPIV and ICP measurements from the survey data were used to estimate their errors. An error 
value (deviation from actual value) for each dimension and point cloud window size was 
calculated (Table 3.4 and Table 3.5). The standard error on the mean of x, y, and z errors were 
also calculated for each point cloud window size, and an overall value given. 
3.6.1 3DPIV Survey Test Results 
The 3DPIV x-displacements were reasonable up to a true displacement of about -0.20 m 
(Figure 3.27). After that point, the measurements began to undershoot the true displacement 
magnitude. The accuracy of 3DPIV x-displacement measurements appeared to improve as the 
point cloud window size increased, although the results of the 10 m, 15 m, and 20 m tests were 
visually very similar (Figure 3.27). Many of the measured displacements fell within the error 





Figure 3.27 Plots of mean measured displacement in x versus known displacement of the 
survey markers from the 3DPIV (blue +) and ICP (red x) survey tests at various 
point cloud window sizes: (a) 5 m (b) 10 m, (c) 15 m, and (d) 20 m. Black dots 






Figure 3.28 Plots of mean measured displacement in y versus known displacement of the 
survey markers from the 3DPIV (blue +) and ICP (red x) survey tests at various 
point cloud window sizes: (a) 5 m (b) 10 m, (c) 15 m, and (d) 20 m. Black dots 






Figure 3.29 Plots of mean measured displacement in z versus known displacement of the 
survey markers from the 3DPIV (blue +) and ICP (red x) survey tests at various 
point cloud window sizes: (a) 5 m (b) 10 m, (c) 15 m, and (d) 20 m. Black dots 






Figure 3.30 Plots of mean measured total displacement magnitude versus known 
displacement of the survey markers from the 3DPIV (blue +) and ICP (red x) 
survey tests at various point cloud window sizes: (a) 5 m (b) 10 m, (c) 15 m, and 
(d) 20 m. Black dots with error bars are the survey measurements. Black line is a 






Figure 3.31 Plots of 3DPIV and ICP displacement error versus point cloud window size for (a) 
errors in x (b) errors in y, (c) errors in z, and (d) total displacement error. Solid 
black line represents zero error. Dashed lines are survey error bounds of ± 5 cm. 






Figure 3.32 Plots of 3DPIV and ICP displacement error versus point cloud density for (a) 
errors in x (b) errors in y, (c) errors in z, and (d) total displacement error. Solid 
black line represents zero error. Dashed lines are survey error bounds of ± 5 cm. 







Figure 3.33 Horizontal (x-y) Vector fields of survey (black), 3DPIV (blue), and ICP (red) 
measurements for (a) 5 m, (b), 10 m, (c) 15 m, and (d) 20 m point cloud 







Figure 3.34 Vertical (z) Vector fields of survey (black), 3DPIV (blue), and ICP (red) 
measurements for (a) 5 m, (b), 10 m, (c) 15 m, and (d) 20 m point cloud 





Similar to the x-displacements, the 3DPIV y-displacements were generally more 
accurate for smaller-magnitude displacements and tended to undershoot the true displacement 
at larger magnitudes (Figure 3.28). Their accuracy dropped off more quickly, however, at about 
-0.15 m. Y-displacement accuracy also appeared to improve with increasing point cloud window 
size, but visually distinguishing the 10 m, 15 m, and 20 m plots was difficult. Many of the 
measured displacements fell within the error margins of the survey data, especially at smaller 
displacements. 
The 3DPIV z-displacements were less accurate than the x- and y-displacement 
measurements (Figure 3.29). They tended to be positive values (up), and were extreme enough 
that many were outside the boundaries of the plot shown in Figure 3.29. A few of the 
measurements fell in the range of the survey data error, but most were well outside. Smaller 
point cloud windows tended to perform better, but no obvious accuracy “threshold” (as in the x- 
and y-displacement plots) was observed (Figure 3.29). 
The total 3DPIV displacement measurement tended to be more accurate with increasing 
surveyed displacement magnitude (Figure 3.30). Measurements also generally overshot the 
true value at lower displacements, up to a total displacement of about 0.15 m. The 10 m and 15 
m point cloud windows showed the best overall displacement magnitude measurements, but still 
exhibited displacement-dependent behavior. 
The mean measured error of 3DPIV x displacements was always less than the error 
margins of the survey data, regardless of the displacement window size (Figure 3.31a). The 
same was true for y displacements, although the lowest mean error was observed for the 10 m 
and 15 m point cloud windows (Figure 3.31b). The mean measured error of z displacements 
always fell outside the survey error range and was always positive (Figure 3.31c). The mean 
measured error of the total displacement measurements behaved similarly to the z-
displacements (Figure 3.31d). 
The range of 3DPIV errors generally diminished with increasing point density, but in all 
dimensions except the vertical (z), tended toward undershooting the true displacement as 
density increased (Figure 3.32). At lower point densities the x and y error was spread somewhat 
evenly around “zero line” (Figure 3.32a and Figure 3.32b). As point cloud density increased, x 
and y errors tended to become more negative (i.e., less than the true magnitude). The 3DPIV z 
displacements were almost entirely greater than the measured magnitude and did not exhibit a 
strong pattern of change with increasing point density – other than a reduction in the error 
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variance (Figure 3.32c). The total displacement measurements tended to overestimate the 
displacement at lower point cloud densities and underestimate it at high densities (Figure 
3.32d). At higher point cloud densities, many of the total displacement measurements fell within 
the error bounds of the survey data. 
Horizontal 3DPIV vectors show a wide range of measurement accuracy (Figure 3.33). 
Larger point densities tended to have more accurate vectors for all point cloud window scales, 
but point density was not a definitive indicator of accuracy. Conformance with survey data was 
better for larger windows, and was the best for the largest point cloud window of 20 m (Figure 
3.33d). In cases where the 3DPIV vector direction was similar to the survey vector direction, the 
magnitude tended to also be similar (and vice-versa). Where magnitudes and directions were 
similar to the survey data, the horizontal displacement magnitude was typically less than the 
surveyed displacement. 
Vertical 3DPIV vectors were in most cases much larger than the actual displacement, 
and indicated upward movement (Figure 3.34). Larger point densities tended to have more 
reasonable vector lengths, but the vector magnitudes almost always exceeded those of the 
survey data. The vertical vectors had less extreme variance in size than the horizontal vectors 
(Figure 3.33), but were less accurate overall. Larger point cloud windows did not noticeably 
improve the results. 
3.6.2 ICP Survey Test Results 
The ICP x measurements were generally more reasonable for smaller-magnitude 
displacements (Figure 3.27). Measurements were least accurate for the largest point cloud 
window of 20 m, but were also poor for the smallest window 5 m. Using the 10 m and 15 m 
windows, the x measurements tended to undershoot the actual displacement about -0.20 m 
(Figure 3.27). For the same window sizes, many of the measurements fell within the error 
bounds of the survey measurements. 
Similar to the ICP x measurements, the y measurements were most accurate for the 10 
m and 15 m point cloud windows (Figure 3.28). However, they did not exhibit as distinct a 
pattern of performance with actual displacement; small displacements were not necessarily 
more accurate or reliable. Also similar to the x measurements, the y displacements were 
generally underestimated above a known displacement of about -0.15 m using 10 m and 15 m 
point cloud windows (Figure 3.28). Relatively few of the measurements fell within the survey 
margins of error. 
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The ICP z-displacements were less accurate than the x- and y-displacement 
measurements (Figure 3.29). They tended to be positive values (up), and were extreme enough 
that many were outside the boundaries of the plot shown in Figure 3.29. A few of the 
measurements fell in the range of the survey data error, but most were well outside. Smaller 
point cloud windows tended to perform better, but no obvious accuracy “threshold” (as in the x- 
and y-displacement plots) was observed (Figure 3.29). 
The total ICP displacement measurements tended to be more accurate with increasing 
surveyed displacement magnitude (Figure 3.30). Measurements also generally overshot the 
true value at lower displacements, up to a total displacement of about 0.15 m. The 10 m and 15 
m point cloud windows showed the best overall displacement magnitude measurements, but still 
exhibited displacement-dependent behavior. 
The mean measured error of ICP x displacements was always only less than the error 
margins of the survey data for the 10 m and 15 m point cloud windows (Figure 3.31a). The error 
for the 5 m and 20 m window sizes were much larger, and that of the 20 m was so large it was 
beyond the plot boundaries. The mean error of the y displacements was always outside the 
margins of the survey data error, but the 20 m window had a large spike in mean error (Figure 
3.31b). The mean measured error of z displacements always fell outside the survey error range 
and was always positive (Figure 3.31c). The mean measured error of the total displacement 
measurements behaved similarly to the z-displacements, but had a distinct low for the 10 m and 
15 m point cloud windows (Figure 3.31d). 
The range of ICP errors generally diminished with increasing point density, but in all 
dimensions except the vertical (z), tended toward undershooting the true displacement as 
density increased (Figure 3.32). At lower point densities the x and y error was spread somewhat 
evenly around “zero line” (Figure 3.32a and Figure 3.32b). As point cloud density increased, x 
and y errors tended to become more negative (i.e., less than the true magnitude). The 3DPIV z 
displacements were almost entirely greater than the measured magnitude, but tended to cluster 
closer to zero error with increasing point density (Figure 3.32c). The total displacement 
measurements tended to overestimate the displacement at lower point cloud densities and 
underestimate it at high densities (Figure 3.32d). Above a point cloud density of about 50 
pts/m2, none of the total displacement measurements fell within the error of the survey data. 
Horizontal ICP vectors show a wide range of measurement accuracy (Figure 3.33). 
Larger point densities tended to have more accurate vectors for all point cloud window scales, 
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but point density was not a definitive indicator of accuracy. Conformance with survey data was 
best for the 10 m and 15 m point cloud windows, and was by far the least for the largest point 
cloud window of 20 m (Figure 3.33d). In cases where the ICP vector direction was similar to the 
survey vector direction, the magnitude tended to also be similar (and vice-versa). Where 
magnitudes and directions were similar to the survey data, the horizontal displacement 
magnitude was typically less than the surveyed displacement. 
Vertical ICP vectors were in most cases much larger than the actual displacement, and 
indicated upward movement (Figure 3.34). Larger point densities tended to have more 
reasonable vector lengths, but the vector magnitudes almost always exceeded those of the 
survey data. The vertical vectors has less extreme variance in size than the horizontal vectors 
(Figure 3.33), but were less accurate overall. Larger point cloud windows tended to increase the 
variance of vertical ICP vector magnitudes and directions, which were extreme for the 20 m 
point cloud window (Figure 3.33d). 
3.6.3 3DPIV Survey Results vs. ICP Survey Results 
The 3DPIV x displacements had lower mean error than ICP error for all point cloud 
window sizes in every dimension except z (Figure 3.31a, Table 3.4 and Table 3.5), and were 
more accurate than ICP at higher point cloud densities (Figure 3.32a). Moreover, while the 
mean x 3DPIV error was within the error margins of the survey data for all point cloud window 
sizes, that of ICP was within it for only the 10 m and 15 m windows (Figure 3.31a,Table 3.4 and 
Table 3.5). The mean ICP error in x was much larger than 3DPIV for the 5 m and 20 m 
windows, and especially large for the 20 m window. Yet both methods showed similar behavior 
with increasing point density: a broad range of measurements centered near zero error at low 
densities, and a smaller range that tended to underestimate the true displacement at higher 
densities (Figure 3.32a). 
Mean errors of the 3DPIV y displacements were also lower than ICP, regardless of point 
cloud window size (Figure 3.31b, Table 3.4 and Table 3.5). The mean 3DPIV y displacement 
errors always fell within the error bounds of the survey data, while the mean ICP errors always 
fell above. The mean ICP error was extremely large for the 20 m point cloud window, while 
hovering around a more reasonable 0.10 m for the other window sizes (Figure 3.31b and Table 
3.5). Both ICP and 3DPIV showed similar behavior with increasing point density: a broad range 
of measurements centered near zero error at low densities, and a smaller range that tended to 
underestimate the true displacement at higher densities (Figure 3.32b). The magnitude of 
underestimation in the y dimension was also similar at higher point densities. 
89 
 
Table 3.4 Table summarizing the results of the 3DPIV and survey data comparisons. The 
mean of measurement errors for all survey markers and each point cloud window 
size, in each dimension, are shown. The overall measurement error is the mean 
of the absolute values of errors in all dimensions. Survey error is ± 0.05 m. 
 
 
Table 3.5 Table summarizing the results of the ICP and survey data comparisons. The 
mean of measurement errors for all survey markers and each point cloud window 
size, in each dimension, are shown. The overall measurement error is the mean 
of the absolute values of errors in all dimensions. Survey error is ± 0.05 m. 
 
 
Mean errors in the z dimension were similar for both methods (Figure 3.31c, Table 3.4 
and Table 3.5). The mean 3DPIV z error was larger than ICP up to a point cloud window of 20 
m, where the ICP error increased sharply. Both methods tended to overestimate z 
displacements, and always fell outside the range of survey data error (Figure 3.31c, Table 3.4 
and Table 3.5). This was true regardless of point cloud density (Figure 3.32c). Despite both 
exhibiting “flat” error trends with respect to point cloud density, ICP out-performed 3DPIV as 
x y z Total
5 m -0.009 -0.041 0.155 0.086 0.003
10 m 0.018 -0.003 0.197 0.152 0.002
15 m -0.028 -0.004 0.184 0.132 0.002
20 m -0.029 -0.029 0.194 0.152 0.001
Overall -0.012 -0.019 0.183 0.131 0.002
Best 3 -0.006 -0.016 0.179 0.123 0.002
Standard Error 




Mean 3DPIV Measurement Errors (m)
x y z Total
5 m 0.179 0.088 0.083 0.253 0.011
10 m 0.028 0.126 0.171 0.209 0.004
15 m 0.039 0.115 0.180 0.233 0.005
20 m 0.502 0.512 0.260 0.861 0.007
Overall 0.187 0.210 0.174 0.389 0.006
Best 3 0.082 0.110 0.145 0.232 0.006
Point Cloud 
Window Size 
Mean ICP Measurement Errors (m) Standard Error 




density increased: above a density of about 100 pts/m2 none of the mean 3DPIV errors fell 
inside the survey error range, while all of the ICP errors did. At lower point densities both 
methods had errors above the “zero line”, indicating overestimation of the z displacement. 
Mean errors of total 3DPIV displacements were always less than ICP, but both fell 
outside the range of survey data error (Figure 3.31d, Table 3.4 and Table 3.5). Similar to the x 
and y dimensions, the ICP total displacement error rose sharply for the 20 m point cloud window 
while the 3DPIV error remained relatively flat for all window sizes (Figure 3.31, Table 3.4 and 
Table 3.5). Both methods tended to overestimate total displacement magnitudes at low point 
densities and underestimate them at higher densities (Figure 3.32d). 3DPIV generally 
performed better than ICP at higher point densities, however, and above about 100 pts/m2 
always fell within the survey data error margin (Figure 3.32d). 
For larger point cloud windows, 3DPIV horizontal displacement vectors were noticeably 
more consistent and accurate than ICP (Figure 3.33). However, neither method had very 
consistent horizontal vector fields using small point cloud windows. 3DPIV vertical displacement 
vectors were noticeably less accurate than ICP for small point cloud windows (Figure 3.34a), 
despite having less variance than ICP for the 20 m window (Figure 3.34d). In general, however, 
the variance and inaccuracy of the vertical displacement vectors increased with point cloud 
window size for both methods (Figure 3.34). 
With the exception of the z dimension, 3DPIV has lower overall magnitudes of 
displacement error than ICP (Table 3.4 and Table 3.5). 3DPIV underestimated x and y 
displacements by about 1 cm and 2 cm, respectively. ICP overestimated x and y displacements 
by about 19 cm and 21 cm, respectively. Their overall error in z was nearly identical, however, 
with 3DPIV overestimating by about 18 cm and ICP by about 17 cm (Table 3.4 and Table 3.5). 
The overall mean error of 3DPIV total displacement measurements was about 13 cm, one-third 
of ICP’s 39 cm, and large in comparison to the maximum total survey displacement of 35 cm. 
The standard error on the mean for both methods was less than 1 cm and matched closely the 
standard error on the mean of synthetic displacement measurements (Table 3.4 and Table 3.5). 
Only considering the three point cloud windows with the smallest total displacement 
errors – the 5, 10, and 15 m windows – the ICP results were significantly improved (Table 3.4), 
while the 3DPIV results changed very little (Table 3.5). The overall ICP errors in the x, y, and z 
dimensions dropped to 8 cm, 11 cm, and 15 cm, respectively. The overall ICP total 
displacement error dropped to 23 cm, but was still higher than the 3DPIV estimate of 12 cm. 
91 
 
The standard error on the mean of errors of both methods remained the same when using only 
the best point cloud window sizes (Table 3.4 and Table 3.5). 
The processing time required to run the 3DPIV survey tests was less in comparison to 
the ICP tests. For each survey monument, 3DPIV and the non-windowed version of ICP were 
run on four sizes of point cloud clipping windows, corresponding to a total of 136 individual runs 
for each method. Processing time was proportional to the point cloud clipping window, but on 
average 3DPIV completed runs on all 34 survey points in 11 min. ICP required an average time 
of 186 min to do the same. 
3.7 Application to Granby Landslide 
Granby Landslide is situated on a southwest-facing slope and was mapped prior to this 
study (Figure 3.4). It exhibits largely translational motion that is most significant in the west and 
south (negative x and negative y) directions (Figure 3.3). Vertical displacements were small, but 
measurable. The upper portion of the slide is capped by a landfill in remediation, and has been 
reworked significantly, including engineered slopes, berms, roads, and fences. The remediated 
landfill was seeded with grass in the spring of 2014, and significant vegetation growth occurred 
between the data collections in May and August. In order to maintain road access and control 
surface water, personnel at the site regularly backfill tension cracks and level scarps as they 
appear near the head of the slide (northeast).To stabilize failing slopes above the landfill and 
control surface water infiltration, a large berm was built upslope of the current failure zone (prior 
to this study). The berm and areas above the current failure zone show little to no movement, 
and other than surface modifications by landfill personnel, and are considered stable. 
Based on the results of synthetic and survey tests (Sections 3.5 and 3.6), 3DPIV and 
windowed ICP were run on an limited-area, approximately 120 x 80 m sub-sample of the 
Granby Landslide point clouds. ICP processing time prevented its implementation on the full 
dataset, and required reducing the iteration number to 10, but a full-scale 3DPIV run was 
completed. To maintain spatial continuity between 3DPIV and windowed ICP results, the same 
interrogation window of 25.6 m was used for both. The corresponding measurement spatial 
resolution was 12.8 m. Point cloud density and the magnitudes of x, y, and z displacements 
were plotted (Figure 3.35, Figure 3.38 and Figure 3.41), along with horizontal and vertical vector 
fields (Figure 3.36 and Figure 3.37; Figure 3.39 and Figure 3.40; Figure 3.42 and Figure 3.43). 
The spatial pattern and relative accuracy of the resulting 3D landslide displacement fields were 
analyzed using the aforementioned plots. 
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3.7.1 Limited-Area Results 
The limited-area dataset was selected to incorporate a range of displacements and 
include several survey measurements. The selected region straddles the toe of Granby 
Landslide on the west side of its southern lobe. It includes an active portion of the landslide and 
a part of the stable creek bottom below. Significant amounts of shrubs and trees were present in 
the creek bottom. Shrubs and grass covered the landslide toe. 
The limited-area 3DPIV results agreed well with the expected behavior of Granby 
Landslide. Large x and y displacements were measured on the northwest (active) side of the 
mapped landslide boundary (Figure 3.35). Some of the x displacements mapped in the creek 
bottom were higher than expected, but they generally decreased away from the mapped 
boundary. The y displacements were well-aligned with the mapped toe line, but some small y 
displacements were measured in the creek bottom. As in the survey tests, the z displacements 
were mostly positive, or up. Their patterning was only loosely aligned with the landslide 
boundary, but most of the “down” displacements were within the landslide boundary. The 
pattern of displacements in all dimensions was somewhat similar to the point density pattern. 
Horizontal 3DPIV displacement vectors were very close in magnitude and direction to 
that of the survey measurements (Figure 3.37). The survey measurements appeared to be 
underestimated in the northern portion of the area, but were slightly overestimated in the 
southwestern portion where “true” displacements were small. Vector magnitudes dropped 
dramatically across the landslide boundary. As with the survey tests, the vertical displacement 
vectors were mostly “up” and their magnitudes were significantly larger than the survey data, 
and were the largest near the creek bottom (Figure 3.38). 
The limited-area ICP results did not agree well with the expected behavior of Granby 
Landslide (Figure 3.38). The x and y displacement images showed a somewhat “random” 
distribution of displacements, although many were in the ‘negative’ direction, as expected. The 
y-displacement image showed a loose correlation with the landslide boundary, and most of the 
positive and near-zero y displacements were outside the landslide boundary. The x-
displacement image showed a similar but less obvious correlation. A majority of z-
displacements were positive (up), and they showed very little, if any correlation with the 
landslide boundary. Point density was not strongly correlated with the pattern of displacement 






Figure 3.35 Images showing the 3DPIV displacement magnitudes in the (a) x, (b) y, (c) z 
dimensions, as well as (d) point cloud density for a limited area on Granby 
Landslide using a 25.6 m interrogation window. In (a) through (c) Green pixels 
are close to zero displacement. Red pixels are negative displacements and blue 





Figure 3.36 3DPIV horizontal displacement field for a limited area on Granby Landslide using 
a 25.6 m interrogation window. Blue vectors are close to zero displacement. 
Increasingly red vectors have larger magnitudes. Black vectors show survey 
data. Diamonds are the survey markers. All vectors are scaled linearly to each 




Figure 3.37 3DPIV vertical displacement field for a limited area on Granby Landslide using a 
25.6 m interrogation window. Green vectors are close to zero displacement. 
Positive displacements are increasingly-red circles. Negative displacements are 
increasingly-blue x symbols. Symbol size corresponds to relative displacement 






Figure 3.38 Images showing the ICP displacement magnitudes in the (a) x, (b) y, (c) z 
dimensions, as well as (d) point cloud density for a limited area on Granby 
Landslide using a 25.6 m interrogation window. In (a) through (c) Green pixels 
are close to zero displacement. Red pixels are negative displacements and blue 





Figure 3.39 ICP horizontal displacement field for a limited area on Granby Landslide using a 
25.6 m interrogation window. Blue vectors are close to zero displacement. 
Increasingly red vectors have larger magnitudes. Black vectors show survey 
data. Diamonds are the survey markers. All vectors are scaled linearly to each 





Figure 3.40 ICP vertical displacement field for a limited area on Granby Landslide using a 
25.6 m interrogation window. Green vectors are close to zero displacement. 
Positive displacements are increasingly-red circles. Negative displacements are 
increasingly-blue x symbols. Symbol size corresponds to relative displacement 




Horizontal windowed ICP displacement vectors were highly variable, and many were 
extreme in direction and/or magnitude (Figure 3.39). The most reasonable vectors were 
measured where point cloud density was high near the southeast corner (Figure 3.38). Vertical 
ICP vectors were extreme compared to the survey data. Most of the vertical vectors were in the 
“up” direction (Figure 3.40). Their magnitudes were generally larger than those of the survey 
measurements, and tended to be larger at the dataset edges and near the creek. 
Limited-area 3DPIV and windowed ICP results were very different. The 3DPIV results 
matched the expected behavior of Granby Landslide better, and had many fewer spurious 
horizontal vectors (Figure 3.36 and Figure 3.39). While a small portion of the windowed ICP 
technique produced reasonable horizontal vectors in a high-point density zone, where point 
density was lower the results were much less accurate. The horizontal 3DPIV results did not 
show the same patterning, but there was some similarity between the patterns of x, y, and z 
displacement images and the point density image (Figure 3.38). Both methods measured 
inaccurate vertical displacement vectors over the entire cloud area. The distribution of the 
vertical displacement magnitudes was similar, and larger magnitudes in the “up” direction were 
concentrated in the creek bottom. The same few “down” displacement zones were apparent, for 
both methods, and fell inside and outside the landslide boundary (Figure 3.37 and Figure 3.40). 
3.7.2 Full Results 
The pattern of measured x and y 3DPIV displacements matched well with the expected 
behavior of Granby Landslide (Figure 3.41a and Figure 3.41b). The major portion of 
displacements measured in the west and south (negative x and negative y) directions fell within 
the landslide boundary, and stable areas on the slopes to the northwest, southeast, and the 
creek bottom to the southwest had very small x and y displacement magnitudes. Some areas 
northeast of the landslide head showed positive (upslope) displacements, although positive 
movements in this zone was more pronounced in the y dimension than the x. The western lobe 
of the landslide exhibited significantly larger displacements in the x dimension than in y, 
corresponding to predominantly west displacements (Figure 3.41a). Similarly, the southern lobe 
moved slightly more south than west (Figure 3.41b). 
The pattern of measured 3DPIV z displacements was not well-correlated with the 
landslide boundary (Figure 3.41c). Looking at the z-displacement results from Granby Landslide 
(Figure 3.41 and Figure 3.43) the vectors are almost entirely in the positive-z direction and are 
as large as 40 cm or more. The “up” vectors are concentrated near the central portion of the 
landslide that was seeded with grass prior to the first data collection, and had all summer to 
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grow. Other very large vertical displacements are concentrated in near the creek bottom and at 
the margin of the landslide where seepage would be expected to cause rapid vegetation growth. 
The majority of z displacements were positive (up, or skyward), both inside the landslide 
boundary and out, although distinct areas with negative (down) displacements in the western 
and southern lobes. These “down” zones are just below the engineered slopes of the 
remediated landfill. With the exception of a few isolated areas, the majority of the landfill area 
shows upward displacements. Some areas southwest of the toe show negative displacements, 
and they are aligned with the creek bottom shown in Figure 3.4. 
The point density ranged from 0 to more than 40 pts/m2 (Figure 3.41d). The toe of the 
slide and areas near the creek bed had the highest point density. The head of the slide and 
above had very low point densities, as did the top central portion of the landfill. The engineered 
slopes of the landfill’s western margin had much higher point density than other portions. 
The horizontal 3DPIV displacement field matched well with the expected behavior of 
Granby Landslide (Figure 3.42). The majority of displacements larger than 5 cm were within the 
landslide boundary, and the magnitude and directions of 3DPIV displacements were close to 
those of the survey data. Many of the measured 2D displacement vectors were smaller than the 
surveyed displacements, but their directions were consistent in most cases. Most of the stable 
areas around the slide had small 2D displacements, usually less than 5 to 10 cm. Some stable 
areas did, however, show significant “artificial” horizontal displacement (Figure 3.42). The 
direction and magnitude of 2D displacements is generally consistent with field observations. The 
western lobe is moving almost due west, while the southern lobe and most of other portions of 
the slide are moving southwest (Figure 3.42). There is a relatively high velocity zone near the 
center of the landslide, and with the exception of this zone, horizontal velocities generally 
decrease toward the margins of the slide. Survey markers outside the landslide boundary that 
had little or no displacement correlated well with the 3DPIV results. 
The vertical 3DPIV displacement field did not correlate well with the survey data (Figure 
3.43). Survey displacements were much smaller than the 3DPIV measurements, and were 
nearly invisible on the z vector plot (Figure 3.43). The majority of measured vertical 
displacements were in the positive (up, or skyward) direction, and their magnitudes were 
especially large in the creek bottom and inside the landfill boundary. A few areas showed 
negative vertical displacements, and were concentrated in the middle portions of the western 





Figure 3.41 Images showing the 3DPIV displacement magnitudes in the (a) x, (b) y, (c) z 
dimensions, as well as (d) point cloud density for Granby Landslide using a 25.6 
m interrogation window. In (a) through (c) Green pixels are close to zero 
displacement. Red pixels are negative displacements and blue are positive. In 




Figure 3.42 3DPIV horizontal displacement field for Granby Landslide using a 25.6 m 
interrogation window. Blue vectors are close to zero displacement. Increasingly 
red vectors have larger magnitudes. Black vectors show survey data from 34 
markers. Diamonds are the survey markers. All vectors are scaled linearly to 





Figure 3.43 3DPIV vertical displacement field for Granby Landslide using a 25.6 m 
interrogation window. Green vectors are close to zero displacement. Positive 
displacements are increasingly-red circles. Negative displacements are 
increasingly-blue x symbols. Symbol size corresponds to relative displacement 




Several key relationships were apparent from the synthetic, survey, and Granby results. 
First, both 3DPIV and ICP tended to underestimate the actual displacement in x and y. Second, 
both also tended to overestimate the actual displacement in z, and during the survey and 
Granby tests mostly measured positive (up) displacements. Third, both methods generally 
overestimated total displacement, especially where it was small. Fourth, interrogation windows 
with larger point densities tended to produce more accurate results. Fifth, and lastly, there was a 
significant difference in the amount of processing time required to perform 3DPIV and windowed 
ICP. Based on these relationships and the test results (Section 3.5, Section 3.6 and Section 
3.7), each method’s measurement uncertainties were estimated, and a number of conclusions 
were drawn regarding the accuracy and reliability of 3DPIV and windowed ICP for TLS point 
cloud-based 3D landslide displacement field measurements. 
3.8.1 Underestimation of x and y Displacements 
The tendency of 3DPIV and windowed ICP to underestimate the true horizontal 
displacement is most likely the result of the parameterization used during the analyses. Both 
techniques rely on a distance minimization process in which the position of a group of 3D points 
is shifted iteratively until it converges on some small “threshold” distance between them. The 
sum of the iterative shifts is used to calculate the displacement vector. Because each shift 
moves toward the second position in the direction of displacement, when the minimum distance 
threshold is reached the displacement vector should, in theory, always be smaller than the 
actual value. Thus the size of the minimum distance threshold should control how much the 
horizontal displacement field is underestimated. 
Because 3DPIV tracks the peak of a cross-correlation matrix between images with a 
specific grid resolution, the minimum distance threshold is effectively one-half the length of one 
side of each grid. Each grid, or pixel, in the image is assigned a unique value based on the 
elevation of the points that fall within that grid. Thus the spatial distribution of the elevations is 
“smoothed” across each pixel domain, and the matching elevation in the model point cloud may 
be as much as one-half the grid resolution from the pixel centroid. All 3DPIV synthetic and 
survey runs in this study used a grid resolution of 10 cm, and would likewise be expected to 
underestimate the true displacement by about 5 cm. Survey tests directly supported this 
conclusion, but the synthetic tests did not show the same behavior. 
During the survey tests, mean 3DPIV x and y measurement errors remained within 5 cm 
of the actual value (Figure 3.31), and appeared to converge on -5 cm with increasing point 
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density (Figure 3.32) – an underestimate of exactly one-half of the length of a grid pixel. With 
the exception of the -100/-100/-100 cm test, mean absolute synthetic displacement errors in the 
x and y dimensions were much less than 5 cm (Table 3.2). This difference in behavior is 
attributed to the fact that the synthetic displacements were applied to the same data: one 
random sub-sample of a larger point cloud was shifted relative to another. Because the points in 
each grid were sampled from the same population, the elevation grids would tend to match 
more closely, and the resulting cross-correlation matrix would be expected to have less 
uncertainty. However, one-half the grid resolution is the practical minimum limit of 3DPIV 
uncertainty in x and y. It is also the minimum detection limit, and would explain why there was a 
rise in 3DPIV errors for the -5/-5/-5 cm synthetic displacement (Figure 3.12). Thus for a grid 
resolution of 10 cm, the minimum horizontal 3DPIV uncertainty was estimated as ± 5 cm. 
Ostensibly, the best way to reduce 3DPIV estimation error would be to decrease the grid 
resolution. Yet optimization tests of various grid resolutions revealed that smaller image grids 
actually increased the mean total synthetic displacement error (Figure 3.8). This trend is 
attributed to the fact that synthetic displacements were applied to data from the same point 
cloud, and the clouds were relatively low-density. If the points used to create each image were 
sampled from the same cloud, smaller grid resolutions may misrepresent the true distribution of 
topography by assigning elevations at too high a spatial resolution. That is, for a given 
topographic feature in the randomly sub-sampled clouds, one image may have it, and the other 
may not, especially if the point density is low. Because the point cloud density of synthetic test 
clouds was relatively low, the best synthetic displacement measurements were obtained using a 
relatively large grid resolution of 10 cm. With higher point densities, a smaller grid resolution 
would probably have produced more accurate synthetic displacement measurements. 
ICP is not subject to the same accuracy constraints as 3DPIV. By default, the Kjer & 
Wilm (2010) ICP code automatically runs a certain number of matching iterations, rather 
converging once a certain “minimum distance” threshold is reached. While a minimum distance 
threshold can be set, the simplest way to control the algorithm’s convergence is to change the 
number of iterations (default is 10). For the synthetic and survey tests the number of iterations 
was set to 100. While optimization tests showed that this value produced reasonable 
displacement fields, the required number of iterations increased with the number of points in 
each cloud. Thus where the point count (or clipping window size) was large, the iteration 
number may have been insufficient to converge the “true” displacement measurements. And 
because each iteration would result in a closer estimate of the displacement field, using too few 
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iterations would be expected underestimate the displacements. Moreover, for a given number of 
iterations and points, the amount of underestimation should increase with displacement 
magnitude. The sharp increase in both synthetic and survey errors using larger point clouds with 
more points, supports these conclusions (Figure 3.17 and Figure 3.31). 
It may be possible to improve the accuracy of windowed ICP by increasing the number 
of iterations, or by adjusting some of the optional parameters available in the code (refer to 
Section 3.4.3). Unfortunately, quantifying the horizontal ICP displacement field errors is more 
complicated than measuring deviations from known values. ICP solves a least-squares distance 
minimization problem that has six degrees of freedom – three for translation, and three from 
rotation. Rotations may effects the magnitude of x and y translation vectors, and vice versa. 
Moreover, in cases where the number of points being matched is small, the number of roto-
translations that solve the distance minimization function is large. An accurate displacement 
fields would likewise be more difficult to obtain than if the point count was larger. In cases where 
the displacements are large, it is also possible to solve the ICP objective function without 
actually matching the correct point pairs. That is, if the distance between matching points is 
large, the ICP algorithm may not be able to match their positions – such as for larger synthetic 
displacements analyzed here (Figure 3.17). 
During the survey tests, the magnitude of both ICP and 3DPIV horizontal displacement 
field underestimations were similar (Figure 3.31 and Figure 3.32). ICP underestimated the x 
displacements slightly more than 3DPIV, but was virtually indistinguishable from the 3DPIV 
results at higher point densities (Figure 3.32). With respect to point cloud window size, the mean 
error of the x and y ICP measurements was consistently higher than 3DPIV (Figure 3.31a). 
Except for the 20 m point cloud window, the mean ICP error hovered around positive 10 cm in 
both x and y, but was consistently higher in the y dimension (Figure 3.31b).  This suggests there 
may have been some bias in the ICP y-displacement results, and is attributed to spatial patterns 
in the point cloud. North-south trending concentrations of points were observed in the raw TLS 
data, and could conceivably promote matching in the x dimension (over matching in the y 
dimension) by creating “false topography” aligned in the x direction. Because the survey point 
density plots indicated a convergence on nearly the same error as 3DPIV (5 cm) at high point 
densities (Figure 3.32), but the mean ICP error for all point cloud windows was closer to 10 cm, 
the minimum horizontal displacement ICP uncertainty was estimated as ± 8 cm. 
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3.8.2 Overestimation of z Displacement 
Both methods overestimated the survey z displacements, regardless of point density 
(Figure 3.32). At higher point densities, ICP appeared to converge on the true displacement, but 
3DPIV remained high and tended to produce positive (up) z displacements (Figure 3.34), 
despite having less variance in the displacement measurements than ICP. The mean 
displacement error nonetheless remained above about 8 cm for all point cloud window sizes 
(Figure 3.31), which is especially important because the magnitudes of the z displacements 
were small (-9 cm to 6 cm). During the synthetic tests, on the other hand,  the mean z-
displacement errors and variances of both methods were comparable to horizontal errors 
(Figure 3.20), and the mean displacement measurements tended to slightly underestimate the 
actual value (Figure 3.21 and Figure 3.22). They most likely explanation for the difference 
between the survey and synthetic tests is vegetation growth.  
It is possible that georeferencing errors in were responsible for the observed vertical 
displacement overestimates. However, the fact that the largest magnitudes of upward 
displacements were measured in the seeded landfill zone and the heavily-vegetated creek 
bottom (Figure 3.43), indicates that vegetation was the cause. Moreover, due to early 
georeferencing mistakes (refer to Section 3.3), final georeferencing errors were carefully 
checked before performing any of the analyses herein. And even if poor georeferencing errors 
did contribute to vertical displacement error, the more than 40 cm of upward displacement near 
the head the landslide (Figure 3.43) would be difficult to explain, as large downward movements 
would be expected in this zone. Vegetation growth tends to be rapid in the alpine climate in 
which Granby Landslide is situated. It is not unreasonable to expect 10 cm or more of 
vegetation growth in a single season, and grasses and shrubs can grow by a 100 cm or more 
during the summer months.  
Differences between the windowed ICP and 3DPIV test results also indicate that 
vegetation was the primary contributor to z-displacement errors. During synthetic tests, the 
variance of absolute ICP z-displacement errors with displacement magnitude was very similar to 
that of the x and y dimensions (Figure 3.17). The variance of 3DPIV displacement errors, on the 
other hand, was much more extreme in the z than in the x or y dimensions (Figure 3.12). ICP 
minimizes the distance between all point pairs in a given set of clouds, many of which are 
ground points. 3DPIV, on the other hand, simply uses the mean elevation of points to measure 
the z-displacement. Thus if there has been substantial vegetation growth, the mean 3DPIV z-
displacement measurement will be more affected than that of ICP. The survey results revealed 
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as much, with fewer 3DPIV measurements plotting close to the true measurement (Figure 3.29). 
The mean ICP displacement error for 3 of 4 point cloud window sizes was also closer to the true 
vertical displacement than 3DPIV (Figure 3.31), regardless of point density (Figure 3.32). 
Nonetheless, both methods greatly overestimated the true vertical displacement magnitude 
(Figure 3.34), and appear to have measured vegetation growth more accurately than they 
measured vertical ground movement. 
3.8.3 Overestimation of Total Displacement 
The apparent overestimation of total displacement during the survey tests (Figure 3.31) 
was controlled by errors in the z displacement (please refer to Chapter 3.8.2). Disregarding the 
magnitude of z displacement overestimates, 3DPIV would likely have measured the total 
displacement relatively accurately. ICP may have overestimated it slightly. This conclusion is 
supported by the fact that the 3DPIV total displacement error was slightly smaller than in the z 
dimension, and that the horizontal ICP measurement errors were slightly larger than 3DPIV, and 
were mostly overestimates (Figure 3.31).  
The magnitudes of 3DPIV and ICP total displacement overestimates were inversely 
proportional to total survey magnitude (Figure 3.30). Below about 2.5 cm of total surveyed 
displacement, the total measured 3DPIV and ICP displacements were two- to four-times the 
survey measurements or more. Like z-displacement errors, this pattern was attributed to 
vegetation effects; at small total “true” displacements, measuring a large z displacement will 
significantly increase the measured total displacement magnitude. As larger and larger x and y 
displacements are observed, the relative magnitude of the z measurements in the total 
displacement estimate diminishes, and so does the apparent overestimate. The regularity and 
accuracy of the measured 2D vector fields (Figure 3.33) relative to the z vector fields (Figure 
3.34) further illustrate the importance this effect, and demonstrate how biased the total 
displacement magnitudes were by the z-displacement measurements. 
3.8.4 Dependence on Point Density 
Based on the results of the survey and synthetic tests, 3DPIV produces more accurate 
and reliable 3D displacement fields than ICP at higher point densities (Figure 3.13 and Figure 
3.18). Higher point densities nonetheless reduced mean measurement error and total error 
variance of both methods (Figure 3.31 and Figure 3.32). Small point densities tended to 
produce highly-variable displacement results, even with uniform synthetic displacement fields 
(Figure 3.13 and Figure 3.18). 
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The inverse relationship between displacement field errors and point cloud density is 
attributed to the fidelity of the point cloud: point density is the primary control on how well a point 
cloud represents topography. And because both 3DPIV and ICP rely on matching patterns in 
surface geometry, higher point densities will generally produce more accurate displacement 
fields, in all dimensions.  
The tendency of 3DPIV to produce more accurate displacement fields than ICP at higher 
point densities is attributed to the ICP parameterization used. As implemented here, 100 
iterations of brute-force least-squares distance minimization were used to create the ICP 
displacement fields (Section 3.4.3). However, during initial optimization tests of the Kjer & Wilm 
(2010) ICP code, it was apparent that increasing the number of iterations improved the results 
for larger point clouds. Thus the use of 100 iterations may have been insufficient for 
interrogation windows that had very high point densities. Moreover, using less than 100 
iterations generally produced poor displacement fields, such as in the limited-area application to 
Granby Landslide (Figure 3.39 and Figure 3.40). While this trend was recognized relatively early 
on, increasing the number of iterations beyond 100 was deemed impractical because it 
increased the already significant processing times.  
3.8.5 Processing Time 
Regardless of the size or number of points analyzed, ICP was significantly slower than 
3DPIV. This was most likely the results of two factors. First, the ICP iteration number used was 
an order of magnitude larger than the default. While using a larger iteration number was 
deemed necessary to produce reasonable displacement fields, it dramatically increased the 
processing time. Second, the Kjer & Wilm (2010) ICP code necessarily solves an objective 
function with six degrees of freedom (rotations and translations). 3DPIV, on the other hand, only 
solves for three degrees of freedom (translation), and the horizontal and vertical translations are 
calculated somewhat independently (please refer to Section 3.4.2). The 3DPIV method thus 
requires fewer calculations, and all else being equal, should require less processing time to 
achieve the same result. 
Because of the processing time limitations of windowed ICP, an “apple-to-apples” 
comparison of both methods was not possible during the full-scale analysis. The full potential of 
ICP with respect to measuring 3D landslide displacement fields could not be evaluated in 
comparison to 3DPIV, and any conclusions about their relative performance are likewise limited. 
Nonetheless, given that the 3DPIV was able to produce high-quality displacement fields in a 
fraction of the time of ICP, it was judged to be superior. 
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3.8.6 Error Estimation 
When estimating the uncertainty of displacement field measurements, there are two 
important types of error: the error with respect to “true” displacements, or accuracy, and the 
expected error of repeat measurements of the same displacement, or precision. The accuracy 
of 3DPIV and ICP was estimated using the mean of absolute errors with respect to known 
displacements in a series of displacement fields. The precision was estimated using the 
standard error on the mean of displacement errors in the fields. Total uncertainty values for 
3DPIV and ICP were estimated by summing the precision and accuracy values. Interestingly, 
the estimates of accuracy and precision varied between the synthetic and survey results, and 
among their individual tests. 
The size of the point cloud window used in the synthetic tests dramatically affected how 
similar the ICP and 3DPIV results were (Table 3.1). Using the 12.8 m interrogation window and 
for all but one of the displacement magnitudes tested, the total 3DPIV and ICP displacement 
field measurements were significantly different from each other (Table 3.1). The opposite was 
true for the 25.6 m interrogation window: the majority of synthetic tests showed that the two 
methods were not significantly different. Their results were especially similar if limitations with 
respect to minimum and maximum displacement bounds were considered (Section 3.8.1 and 
Section 3.8.2), and the two smallest and largest synthetic displacements were ignored (Table 
3.2 and Table 3.3). In fact, ignoring the limiting cases increased the accuracy and precision of 
both methods to the same values of ± 1 mm and ± 2 mm, respectively. Thus the total 
displacement uncertainty of synthetic displacement field measurements for both 3DPIV and 
windowed ICP is estimated as ± 3 mm. 
The similarity of the 3DPIV and ICP synthetic test errors is attributed to the fact that the 
target and model data came from the same point cloud. As described in Sections 3.8.1 and 
3.8.2, the geometric similarity of the clouds and lack of vegetation growth served to minimize the 
absolute errors of the displacement field measurements. If the two point clouds were identical 
(i.e., not random sub-samples of the same population), the measurement error would thus be 
expected to equal zero. The precision would remain the same, however, because how well the 
surface geometry is represented by the point clouds depends on variations of point distribution 
in the cloud (i.e., occlusions and topography) – and those variations control how well the 
displacement field measurement technique is able to track ground movements. 
During the survey tests, the point cloud clipping window size had more of an effect on 
the ICP accuracy than on 3DPIV (Table 3.4 and Table 3.5). The 20 m point cloud window had 
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particularly large ICP errors. This trend is attributed to insufficient ICP iterations for the number 
of points included in the 20 m point cloud window (Section 3.8.4). Ignoring the 20 m point cloud 
window, the ICP error dropped by more than one-third (Table 3.5), but was still nearly twice the 
magnitude of 3DPIV (Table 3.4). Because ICP is inaccurate when point clouds with less than 
about 1,100 points are matched (Figure 3.15), and the variance in the survey test errors was 
highest at low point densities (Figure 3.32), inaccurate ICP survey test measurements were 
probably the result of running ICP on point clouds that had too few points. As discussed in 
Section 3.8.4, the number of possible solutions to the ICP least-squares minimization function 
increases as the point count decreases, thereby reducing the probability that the algorithm will 
converge on an accurate displacement measurement. 
The survey 3DPIV precision was also better than that of ICP (Table 3.4). Unlike 
accuracy, however, ignoring the 20 m point cloud window results did not improve the precision. 
The ICP precision was also three-times worse than during the synthetic tests, while 3DPIV had 
the same overall precision for both sets of tests (Table 3.4 and Table 3.5). Thus while the 
repeatability of the 3DPIV displacement measurements was nearly constant, ICP 
measurements were less repeatable using “real” point cloud datasets. This behavior is 
attributed to insufficient iterations and the introduction of errors from vegetation growth, as 
discussed in previous Sections. 
The mean total 3DPIV displacement accuracy and precision during the survey tests 
were ± 12.3 cm and ± 0.2 cm, respectively (Table 3.4). The overall total displacement 
uncertainty is thus estimated as ± 12.5 cm, more than 12 cm greater than during the synthetic 
tests, and 7.5 cm greater than the survey drift. While these differences were rather large, the 
total displacement uncertainty was biased by errors in the z-dimension, as discussed in 
Sections 3.8.2 and 3.8.3. If z-displacement errors induced by vegetation growth are ignored, the 
uncertainty drops to a more reasonable ± 2.2 cm (Table 3.4). 
The mean total ICP displacement accuracy and precision during the survey tests were ± 
23.2 cm and ± 0.6 cm, respectively (Table 3.5). The overall total displacement uncertainty was ± 
23.8 cm – almost twice that of the 3DPIV method and more than 20 cm greater than during the 
synthetic tests (Table 3.3). The overall z-dimension uncertainty was smaller than for 3DPIV, but 
the x and y-dimension errors were larger. Thus the z-displacement error bias attributed to 
vegetation growth (Section 3.8.2) was less pronounced for ICP. That did not make for more 
accurate displacement field measurements, however, and even ignoring the z displacement 
error, the ICP uncertainty is ± 19. 2 cm – more four times the survey drift. 
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Even considering the effects of vegetation on vertical displacement measurements, the 
large increases in ICP displacement field uncertainties between the synthetic and survey tests 
implies that some other source of error was introduced. But because the error is not consistent 
between the two methods, it is not likely to have been caused by georeferencing problems. And 
because the observed 3DPIV error is well below the expected uncertainty of point position 
measurements, the error increase is probably not related to the accuracy of the laser scans 
themselves. Furthermore, because the synthetic tests showed a general underestimation of 
displacements with insufficient runs, rather and an overestimate, it is unlikely that the ICP 
algorithm failed to converge on an accurate result. In the absence of any other explanation, the 
excess error introduced to the ICP method is attributed to methodological differences between 
the 3DPIV and ICP survey tests. 
The “windowed” version of ICP could not be used on the survey test datasets. Instead, a 
single run of ICP was performed for each survey point and point cloud window – providing a 
single displacement vector. 3DPIV, on the other hand, could be windowed, and the compared 
displacement vector was the mean of all vectors measured within the point cloud windows. Any 
strain within the window would thus be averaged by the 3DPIV method and not by ICP, possibly 
bringing the 3DPIV displacement estimate closer to the “true” surveyed displacement. Of 
course, that technique could also have the opposite effect: the true displacement could be 
exaggerated if the surveyed point was moving much slower or faster than the rest of the surface 
within the window. 
3.9 Conclusion 
While both 3DPIV and windowed ICP can be used to measure 3D landslide 
displacement fields at much higher spatial resolution than survey measurements, 3DPIV is more 
accurate and reliable. While this conclusion is limited to the survey and synthetic tests because 
of processing time issues with ICP, 3DPIV was shown to be more precise and accurate in real-
world scenarios and require less computation time, and thus is at very least more practical than 
ICP. Errors introduced by vegetation growth and spatial variations in point cloud density 
adversely affect both techniques, and are especially problematic for windowed ICP. The impacts 
of vegetation growth can be minimized by adapting the data collection interval to the landslide of 
interest. The time between data collections should exceed that required for the landslide to 
move more than the minimum detection limit of the displacement field measurement methods 
used. Likewise, the data collection interval should be short enough that vegetation growth is 
significantly smaller than the measured displacement. This timing will vary among landslides. 
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In the absence of vegetation growth and large variations in point cloud density between 
the target and model point clouds, 3DPIV and windowed ICP have equal total measurement 
uncertainties: ± 0.3 cm. This uncertainty estimate is unrealistically low, but serves to 
demonstrate the potential of these techniques. In real-world conditions, 3DPIV can capture 
“true” total displacements with an uncertainty of ± 12.3 cm. Windowed ICP uncertainty is 
approximately ± 23.8 cm. While these uncertainties are higher than that of most GPS surveys, 
the majority of their magnitude is in the vertical dimension and is attributed to vegetation growth 
between data collections. Thus, in appropriate applications and with proper treatment of the 
data, 3DPIV and windowed ICP are viable alternatives to survey techniques for measuring 3D 





LIMITATIONS AND IMPLICATIONS 
Given the results and conclusions presented in Chapters 1 through 3, some final 
remarks on the limitations and implications of this Thesis are warranted. The accuracy of even 
the “best” methods for measuring 3D landslide displacement fields is strongly influenced by 
vegetation growth. This is especially true where vegetation is very dense, grows quickly, or 
landslide displacements are small. Similarly, occlusions present in TLS data reduce the 
accuracy and reliability of the 3D displacement field measurements. Using other types of point 
clouds may improve the measurements, but TLS will in most cases be the best option. Finally, 
based on its performance here, 3DPIV is a reliable and accurate alternative to traditional survey 
methods for measuring landslide displacement fields on slow-moving translational landslides. 
This conclusion has implications for the future of kinematic analysis, hazard characterization, 
and monitoring of slow-moving landslides. 
4.1 Vegetation Effects 
Vegetation is known to affect TLS point cloud data (refer to Chapter 1), and was shown 
here to have a significant impact on the vertical component of 3D landslide displacement field 
measurements (refer to Chapter 3). Unfortunately, vegetation filtering is difficult to implement 
with TLS point clouds, and attempts to filter vegetation from the Granby Landslide data yielded 
point clouds with too few ground points to perform survey and full-scale analyses. As a result, 
only unfiltered point clouds were used and the effects of vegetation growth were significant. 
The horizontal displacement fields produced with 3DPIV and windowed ICP were much 
more accurate than their vertical fields. If the mere presence of vegetation was problematic, 
however, the horizontal measurements should have been more inaccurate than they were. Yet 
the horizontal uncertainty of the top-performing measurement method, 3DPIV, was less than 
that of the survey measurements. Thus it was vegetation growth that was the major contributor 
to displacement field errors, and without filtering the vegetation or in some way compensating 
for its growth, may be impossible to avoid. There are, however, some data collection best 
practices that can reduce the need for vegetation filtering. 
Vertical displacement errors due to vegetation growth will be more pronounced when 
many weeks or months separate point cloud data collections. They will also be exacerbated in 
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areas where vegetation is very dense, its growth is rapid, and/or when ground movement in the 
z-dimension is small. In the case of this Thesis, all of these were a factor: Granby Landslide is 
located in an area where vegetation growth is rapid, it exhibits very small vertical displacements, 
and the two data collections were three months apart. 
Except in areas where vegetation is nearly non-existent or landslide motion is very small, 
point cloud data collections should not be separated by months or years. The frequency of data 
collections should be shortened based on the amount and type of vegetation on-site, and the 
season. Sparse vegetation will only effect those areas in the LiDAR scene that are vegetated, 
and accurate displacement fields can be obtained for the regions between vegetation. Dense 
vegetation will require more careful data collection planning based on the type of vegetation and 
the season. In winter months data collections can be less frequent, perhaps once a month, as 
vegetation growth is slower. Snow cover may be an issue in the winter, however, and should in 
general be avoided as it may reduce measurement accuracy. In summer months, data 
collections should no more than about two weeks apart except where landslide motion is less 
than about 10 cm per month. Slow-growing vegetation such as large trees and woody plants will 
require less frequent data collections. Likewise, fast-growing grasses and shrubs necessitate 
more frequent collections. These are general recommendations, however, and the specific 
climate of the landslide in question must be considered. 
Slow moving landslides present a particularly troublesome scenario for measuring 3D 
displacement fields with point cloud data. Because of increased pore pressures and seepage, 
they tend to be heavily vegetated and even in dry climates can exhibit extremely rapid 
vegetation growth. Displacement rates may also be small enough that unless data collections 
are separated by many weeks or months, detecting motion with 3DPIV or other point cloud-
based methods may not be possible. Thus slow-moving slides may require particularly careful 
data collection planning. Granby Landslide is an example of one such scenario, and was thus 
an ideal test case for evaluating the accuracy and reliability point cloud-based displacement 
field measurement methods. 
 While the vertical component of displacements at Granby Landslide could not be 
accurately measured using 3DPIV (the “best” technique, Chapter 3), the horizontal 
displacement field closely matched the magnitude and direction of surveyed displacements 
(Figure 3.43). But because Granby’s vertical displacements were very small, the measured 
horizontal displacement field was able to capture the majority of landslide movement. Slow-
moving translational landslides often exhibit the same type of dominantly-horizontal movement, 
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and ignoring the vertical component of displacement field measurements may thus not 
significantly reduce the accuracy of the measured displacements. While certainly not ideal, until 
better vegetation filtering algorithms are available, measuring vertical displacement fields of 
slow-moving translational landslides using TLS data will be extremely difficult.  
4.2 The Use of TLS Data 
The oblique look angle and small spot-spacing of terrestrial laser scanners (refer to 
Chapter 1) may reduce the accuracy of point cloud-based 3D landslide displacement field 
measurements. Vegetation and topographic features in the line-of-sight (LOS) of the scanner 
can obscure ground points on the landslide, potentially occluding significant portions the point 
cloud scene. Occlusions reduce the displacement field accuracy by reducing point density 
and/or preventing the collection of any ground points – exacerbating vegetation errors (see 
Section 4.1) and leaving portions of the landslide without sufficient points to enable 
displacement measurements. All active remote sensing tools are subject to “occlusion” errors, 
but TLS is particularly vulnerable in landslide monitoring scenarios. 
TLS instruments emit narrow laser beams that form small “spots” on the target. Often the 
spot size is sufficiently small that collecting multiple signal returns for a single look vector 
(Figure 1.5) is not possible. Thus, even if the instrument is capable of collecting multiple returns, 
return signals from vegetation may be the only returns recorded, and filtering the data using 
“last return” methods (refer to Chapter 1) does not increase the number of ground points. 
Moreover, because TLS instruments have an oblique look angle to the terrain – especially in 
areas with shallow slopes – laser signals must often penetrate many layers of vegetation before 
reaching the ground. An oblique LOS may also cause “hard” occlusions, where terrain features 
like up-thrusted blocks and compression ridges completely obscure other portions of the 
landslide. Thus unless the scanner is positioned well-above the landslide and the spot-spacing 
is relatively large, it may difficult to obtain sufficient TLS data coverage to accurately measure 
3D landslide displacement fields. Similarly, scan positions should be distributed around the 
margins to provide the best data coverage, and the scans merged to produce “full” point clouds. 
Other data collection techniques may be able to produce point clouds with less 
vegetation and/or better data coverage, but have their own drawbacks. Airborne laser scanning 
(ALS) can be used to produce “bare-earth” point clouds. Their spot sizes are much larger than 
TLS instruments, enabling the collection of last-return ground points, but simultaneously limiting 
the spatial resolution of the point cloud. Moreover, where vegetation is very thick the ground 
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points may not actually be from the ground surface. ALS systems also have worse range 
accuracy and precision than TLS because of their distance target is greater and the motion of 
the airborne platform must be compensated for using an inertial measurement unit. Mobile 
(MLS) systems may have better range accuracy and spatial resolution than ALS data, but suffer 
from the same oblique-angle and spot-spacing issues that TLS systems do. 
Point clouds can also be produced using cameras mounted on unmanned aerial 
systems (UAS) and Structure-from-Motion (SfM) photogrammetry. UAS-based SfM can produce 
high-density point clouds with relatively high accuracy. But because photogrammetry is a 
passive remote sensing tool that produces a single “layer” of points, it is extremely difficult to 
filter vegetation from SfM point clouds. In shadowed areas – such as beneath a bush – 
resolving the 3D position of the surface is difficult, and is often interpolated between neighboring 
areas that are not in shadow. In this way SfM, like TLS, is subject to occlusion problems. It 
does, however, allow for short-range aerial views of the landslide body and data coverage can 
be excellent. 
None of the methods for collecting 3D point cloud data are ideal for landslide kinematic 
analysis. As discussed in Chapter 1, however, TLS measures point positions more accurately 
than other LiDAR methods. It also is generally the least expensive and most versatile LiDAR 
technique, and can (however infrequently) penetrate vegetation. TLS is thus the best method for 
collecting point cloud data when the user’s goal is to obtain accurate 3D landslide displacement 
fields. But its limitations necessitate careful consideration of vegetation conditions, collection 
intervals, and data processing steps before it is implemented in a landslide monitoring or 
hazards analysis program. 
4.3 Implications for Landslide Characterization, Mitigation and Analysis 
The fact that accurate landslide displacement field measurements can be reliably 
measured using multi-temporal point cloud data may change how landslides are characterized 
and analyzed. Reliable landslide monitoring can now be performed without requiring surveyors 
to enter unsafe terrain, and while still providing “true” displacement measurements. If properly 
planned, 3DPIV can be used to analyze repeat laser scans and provide accurate 3D 
displacement fields at very high spatial and temporal resolutions. The measurement density and 
accuracy of the displacement field can be utilized to improve kinematic models and facilitate 
hazard characterization. 3DPIV might also facilitate near-real-time monitoring in high-hazard 
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areas, provide important indicators of impending slope failures, or to identify ground movement 
in areas otherwise thought to be stable. 
Traditional survey methods (i.e., non-automated position measurements of fixed 
markers) require personnel to enter potentially unsafe terrain and have limited spatial and 
temporal resolution. And while using more modern and expensive GPS monitoring stations can 
improve temporal resolution, it is impractical to greatly increase the spatial resolution of survey 
measurements. It is also impossible to eliminate the need to enter unsafe terrain. Because 
3DPIV is both accurate and efficient with long-range TLS point clouds (Chapter 3), point cloud-
based 3D landslide displacement field measurement methods are now a viable alternative to 
traditional survey methods. Yet these methods are not simply a replacement of traditional 
techniques: they can generate displacement fields at spatial and temporal resolutions never 
before possible.  
Complex kinematic slope stability models require a number of boundary conditions. 
Often, the boundary conditions are subsurface data that is sparse and difficult to obtain, such as 
lithology distribution, groundwater elevations, and slip plane locations. Between data points 
those boundary conditions must be interpolated, and are often adjusted based on interpretations 
during the “forward” modelling process (i.e., matching a modelled behavior to an observed 
behavior). Because the goal of most slope stability models is to predict the magnitude and 
spatial distribution of slope movements, high-resolution displacement field measurements can 
serve as a high-resolution validation tool during forward modelling. 
Alternatively, high-resolution 3D displacement fields might be used to find “inverse” 
model solutions (i.e., using a calibrated model to predict one observation based on another). For 
example, imagine slope stability model requires exactly three boundary conditions to model 
slope movement: groundwater elevations, lithologic boundaries, and slip plane location. If the 
surface displacements can be measured accurately, and assuming simple direct relationships 
between these features exist, the model could theoretically be used to solve for any one of the 
other boundary conditions. Thus if groundwater elevation and lithology were known, high-
resolution 3DPIV displacement field measurements might be combined with the model to predict 
the slip plane location. Likewise displacement field data may help determine groundwater 
elevations or lithologic boundaries. In this way the advent of point cloud-based 3D displacement 
field measurements may change how landslide kinematic analysis is performed. At very least, it 
can provide a wealth of new validation data, and may allow the user to predict other landslide 
features that are more difficult to observe than surface motion (e.g., groundwater table).  
119 
 
High-resolution 3D displacement fields can also be useful for tasks other than kinematic 
modelling. Because of the dangers and complexities associated with directly measuring 
displacements in active slopes, movement rates are often estimated between sparse 
measurement points. The limits of this type of interpolation are well known, and during slope 
stability analyses and hazard characterization the most conservative approach is usually taken: 
assume the portions of the slope between measurement points is moving at a rate greater than 
or equal those measured. Such conservative estimation is typically safe, but can be wasteful 
and may lead to incorrect hazard characterization.  
To improve landslide management plans and reduce costs in mitigation projects, much 
of landslide engineering practice is moving toward risk-based methods. Risk analysis 
incorporates a number of factors beyond the scope of this Thesis, but invariably takes into 
account landslide “hazard”. Adequate characterization of landslide hazards is likewise 
necessary to improve risk analyses, and ultimate increase the effectiveness and efficiency of 
landslide mitigation projects. Because landslide hazard is in part based on the rate of slope 
movement and the distribution of that movement, high-resolution displacement fields are an 
important step forward. Increased measurement fidelity improves practitioners’ ability to 
characterize the landslide and model it – thereby improving their mitigation designs. And 
because 3DPIV requires relatively little computation time, high-resolution 3D displacement field 
measurements may enable real-time monitoring in high-risk scenarios. 
Laser scanners can be deployed automatically to perform slope monitoring. Because the 
3DPIV analysis technique can also be automated, it is possible to deploy a rapid real-time 
landslide monitoring system. Similar monitoring systems have been used for many years, but 
none have had the ability to provide true 3D displacement measurements at the spatial density 
3DPIV can provide. This is important because on actively failing slopes it is possible for ground 
movement occur in areas where no monitoring equipment is deployed. Similarly, TLS and 
3DPIV might be used to detect slope movements in high-hazard areas where active landslides 
have not been observed. While the position of a TLS-based monitoring system must be carefully 
planned, it is nonetheless an emerging alternative to more traditional monitoring techniques.  
While using point cloud-based 3D displacement fields measurements for landslide 
hazard characterization, mitigation, and analysis has many advantages, the limitations of 
vegetation growth and point cloud data collection must be considered. Planning a monitoring or 
analysis program around these methods will require careful consideration of the factors outlined 
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This appendix contains details about the parameter options of PIV and ICP. It also 
describes how the ICP and PIV methods were modified and adapted to obtain true 3D 
displacement fields for this study. It is intended as an explanatory addendum to the main body 
of this Thesis, and is relevant only in the context of the other Chapters herein. 
A-1 PIV Input Parameters 
Required inputs for this PIV variant include: (1) the target and model DEM images, (2) 
interrogation window size in x and y dimensions, (3) the number of interrogation windows in x 
and y, (4) the size of correlation windows in x and y, (5) the minimum and maximum x and y 
boundaries of the data, and (6) the scale of the DEM images. Explanations of each are below. 
(1) The target and model DEM images should have the pixel and image dimensions and 
be in TIFF format. These can be created from the target and model point clouds 
using any DEM-gridding algorithm, but the scale (i.e., pixel size) should be recorded. 
 
(2) Two interrogation window sizes are required – one for the coarse first run, and one 
for the finer second run. Both are expressed in pixels and the first-run size must be a 
power of two. The first run interrogation window dimensions have two minimum 
limits. First, the window dimensions must be sufficient to encompass a minimum of 
four “particles” (i.e., discreet elevation pixels). Displacement measurement accuracy 
improves with more particles, however, and a minimum of 10 to 20 particles is 
recommended (Meunier, et al., 2003). Thus, following the rule in Equation A-1 is 
advisable: 
 
 ��� �� � >  6  →    �� >      (A-1) 
 
Where: Wi  = first-run interrogation window dimension (pixels) 




Second, to avoid losing more than one-third of the particles in any given correlation 
pair, the first-run interrogation window size must be three times greater than the 
maximum anticipated displacement in the images, as expressed in Equation A-2. 
 �� >  Q ��     (A-2) 
 
Where: Wi  = first-run interrogation window dimension (pixels) 
Qmax = the maximum estimated displacement in the image (pixels) 
 
The upper boundary of the first-run interrogation window size is controlled by the size 
of the particles and the displacement gradient inside the window (Meunier, et al., 
2003). The window must be less than the particle size divided by the inverse of the 
displacement gradient across the window. In the case of LPIV, each particle is one 
pixel by one pixel, and the displacement gradient inside the interrogation window can 
be approximated as the displacement gradient of the entire image. Thus, the 
maximum first-run interrogation window size can be estimated using Equation A-3: 
 
 �� <  d�������     (A-3) 
  
Where: Wi  = first-run interrogation window dimension (pixels) 
Qmax = the maximum estimated displacement in the image (pixels) 
dmax = the maximum x or y dimension of the scene (pixels) 
 
In some cases where the displacement gradient in the image is very small, the 
maximum first-run interrogation window size can be nearly as large as the image. A 
good rule of thumb in such cases is to use interrogation windows that are less than 




Other than the number of particles limit expressed in Equation A-1, the second-run 
interrogation window size can be any size (Meunier, et al., 2003). In most cases it is 
acceptable to use a second-run interrogation window size that is equal to that of the 
first run.  
(3) The number of interrogation windows controls their overlap, and in combination with 
the interrogation window size, likewise controls the spatial resolution of the 2D 
displacement field. Any number of interrogation windows can be used, but to limit 
processing time, first-run interrogation windows should have little or no overlap 
(Meunier, et al., 2003). To avoid excessive window correlation and “duplicate” 
displacements while accommodating for local displacement variation, second-run 
interrogation windows should overlap by about 50% (Meunier, et al., 2003). The 
number of first-run interrogation windows is approximated by Equation A-4. The 
number of second-run interrogation windows is approximated by Equation A-5. 
 
 �  =  d��      (A-4) 
 
Where: N1 = number of first-run interrogation windows 
Wi  = first-run interrogation window dimension (pixels) 
d = the x or y dimension of the scene (pixels) 
 
 �  =  d�� −      (A-5) 
 
Where: N2 = number of first-run interrogation windows 
Wi  = first-run interrogation window dimension (pixels) 
d = the x or y dimension of the scene (pixels) 
 
(4) The first-run correlation window, by definition, can be no larger than its interrogation 
window (Equation A-6). However, it must be at least twice the estimated maximum 
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displacement in the scene to ensure the entire displacement is recoverable in the 2D 
cross-correlation matrix (Equation A-7). 
 ��  ��       (A-6) 
 
Where: Wc  = first-run correlation window dimension (pixels) 
Wi  = first-run interrogation window dimension (pixels) 
 
 ��  Q ��     (A-7) 
 
Where: Wc = first-run correlation window dimension (pixels) 
Qmax = the maximum estimated displacement in the image (pixels) 
 
The second-run correlation windows can be any size up to and including the size of 
the second-run interrogation window (same as in Equation A-6). Because the 
second-run correlation window is translated and deformed based on the results of 
the first run, it has no minimum size. However, this parameter will have a very limited 
effect on the result (Meunier, et al., 2003), and can generally be set equal to that of 
the first-run correlation window. 
(5) The minimum and maximum x-y boundaries of the data define the locations and 
limits of the interrogation windows. They are required to locate the centroid of the 
interrogation windows and provide x-y positions for the displacement measurements. 
Generally, these are the dimensions of the images, in meters. 
(6) The “scale” of the images used in the LPIV code is equal the DEM grid resolution. It 
is expressed in meters-per-pixel and depends on the resolution used to produce the 
DEM images. The value is pre-determined by the grid resolution of the DEMs 
created from the point clouds. 
Optional inputs to the PIV code from Aryal et al. (2012) include: (1) masking, (2) number 
of calculations in the first run, (3) Gaussian filter selection, (4) calculation type, (5) image 
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splitting, and (6) selection of a weighting function. Other parameters were available in the 
original PIV code (Meunier, et al., 2003), but were not used in the adapted version from Aryal et 
al. (2012). Explanations of each are below. 
(1) Masking allows the user to eliminate transformation vectors calculated from 
interrogation windows with less than a specified number of points. In general, any 
window with less 30 pixels with non-zero values should be masked as not having a 
statistically significant correlation function. 
(2) The number of iterations of the first-run cross-correlation search can be set to any 
value. In general 3 or 4 iterations are sufficient for most applications. Additional 
iterations do not greatly improve the result and tend to greatly increase computation 
time. 
(3) A Gaussian filter of any size can be applied to the correlation function for each 
interrogation window to reduce noise and improve the accuracy of the displacement 
measurements. This might be necessary if the displacement gradient inside the 
correlation gradient is very high or if the displacements are very small relative to the 
correlation window. 
(4) The type of correlation computation can be switched between “direct”, or brute-force, 
and Fast-Fourier-Transform (FFT). Using FFT to compute the correlation in the 
frequency domain is less computationally intensive than brute-force calculations, but 
may introduce some small amount of error during the transformations. 
(5) Image splitting allows the user to divide the image into left and right halves for the 2D 
displacement field calculation. This can be useful in cases where the images have 
distinct displacement fields. 
(6) Weighting function selection allows the user to select a weighted correlation that may 
improve the transformation estimate. 
A-2 ICP Input Parameters 
Required inputs for this variant of ICP include only the target and model point clouds in 
3-by-n Matlab® array form. Optional inputs include: (1) edge rejection and matching boundaries, 
(2) iteration direction extrapolation, (3) matching type, (4) minimization type, (5) normals 
selection, (6) return transformations for all iterations, (7) triangulation selection, (8) verbose 
output, (9) weighting function, and (10) worst point rejection. Explanations of each are below. 
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(1) The target point cloud should include a “fringe” of points bordering the entire area of 
the model point cloud that is at least as large as the maximum estimated 
displacement (Nissen, et al., 2012). This allows for matching the entire point set in 
the model cloud to be matched with corresponding points in the target set. Generally 
transformation accuracy improves as the number of point pairs increases (Chen & 
Medioni, 1992). Edge rejection and boundary definitions simulate the “fringe”. 
(2) Extrapolation is used to constrain the direction and magnitude of movement in each 
iteration by tracking movements in previous iterations. In theory, this should reduce 
the number of iterations required to converge on a solution by predicting the outcome 
of the transformation. Please refer to Kjer & Wilm (2010) for more information. 
(3) The matching option allows the user to select brute force, Delaunay triangulation, or 
kDtree methods are used to match point pairs.  
(4) The minimization option allows the user to select whether to minimize point-to-point 
or point-to-plane distances. Additionally it allows for the use of non-linear least 
squares point-to-point matching via the Levenberg-Marquardt algorithm. 
(5) Normals can be calculated prior to running the ICP code and used to supplant the 
automatic calculation of point normals performed in the code using principle 
component analysis of four nearest neighbor points. Normals are used along with the 
point-to-plane minimization. 
(6) Each iteration produces a singular transformation. The option to return the entire set 
of transformations is given. If not selected, the returned transformation matrices are 
the sum of each iteration and correspond to the final model-to-target transformation. 
(7) A triangulation matrix indexed to the point triplets in the target point cloud can be 
provided. It is required to use the edge rejection and boundary options and serves to 
constrain the boundaries of point matching. 
(8) The verbose output option shows extrapolation outputs in the Matlab® command 
window while the code is running. 
(9) An optional weighting function can be assigned that gives preference to point pair 
matches in some specific zone of the target point cloud. It changes the relative point 
matching importance for calculating the final transformation. 
(10) The worst-matching point pairs can be rejected from the final transformation. This 
is specified as a percentage of the total number of point pairs. 
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A-3 Adaptation Details for PIV 
Other than utilizing DEMoD techniques, Aryal et al.’s (2012) LPIV code was further 
adapted by adding masking functionality to exclude extreme outliers in the displacement fields 
by using the principles of Equations A-1 through A-7 to reduce the number of required input 
parameters, and automating the creation of DEM grids in local coordinates. Additional inputs 
were added to improve the plotting and display of test data where displacement fields were 
known. 
The original masking functionality included in Aryal et al.’s (2012) code removed from 
the result any displacement vector that had corresponded to any interrogation window that had 
less than 30 points in the point cloud. This technique was retained, while adding an additional 
functionality. Based on the median displacement of the entire displacement field, any 
displacement was greater than or less than three times the median displacement plus or minus 
the Inter-Quartile Range (IQR) was eliminated from the result. This technique is commonly used 
in statistics to remove “extreme” outliers in noisy datasets (Kachigan, 1991). 
Considering the number of runs required for the testing in this study, it was impractical to 
continuously vary and input the required PIV parameters. Because several of the parameters 
have defined limits, the number of required input parameters was reduced based on Equations 
3.1 through 3.5. The maximum and minimum sizes of the first-run interrogation windows was 
calculated based on the rules in Equations A-1 through A-3, and the maximum size was not 
allowed to exceed one-half of the entire scene’s width (see Section 3.4.1). The minimum size of 
the second-run interrogation window was calculated based on Equation A-1. Its maximum size 
was limited to one-half of the scene’s width. A “recommended” first-run interrogation window 
size was calculated by finding the next-highest power of two larger than the minimum. The 
recommended size of the second-run interrogation windows was set to that of the first-run. 
The number of interrogation windows was calculated using the rules in Equations A-4 
and 3.5. For the first run, the number of windows was calculated such that each window would 
have little or no overlap. For the second run, the number of windows was calculated such that 
each window would overlap its neighbors by approximately 50%, depending on the dimensions 
of the DEM images. The correlation window size bounds were calculated based on Equations 
A-6 and A-7 for the first run, and the second-run correlation window size was set to equal that of 
the first. The “recommended” first-run correlation window size was calculated by subtracting four 
pixels from the first-run interrogation window size. The recommended second-run correlation 
window size was set equal to 12 pixels less than the second-run interrogation window size. 
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These values were based on the “default” values provided by the PIV code originators (Meunier, 
et al., 2003). 
Aryal et al.’s (2012) code required a separate DEM gridding step to create DEM grids of 
the target and model point clouds that were shifted into more manageable local coordinates. 
Point cloud data are often registered in local or global coordinate systems that have very long or 
unintuitive coordinates. To eliminate the processing step of “shifting” the point clouds 
individually, in 3DPIV the point clouds are automatically loaded into Matlab® and shifted by an 
amount equal to minimum x, y, and z point coordinates. The shifted clouds are then gridded 
using the University of Hawaii’s Generic Mapping Tools (GMT) via the Matlab® command-line 
execution tools. The grid resolution is input by the user and automatically stored for calculation 
of parameter limits (see Section 3.4.1). The option is also given to the user to define custom 
gridding and analysis boundaries within the shifted point clouds, so that a particular area of 
interest can be analyzed without processing data for the entire point cloud area. 
The LPIV code was further augmented to allow for “test” scenarios where the 
displacement field is known and be able to plot the results of the 3DPIV analysis in a reliable 
and repeatable fashion, and accommodate for multiple “runs” by inputting a run number and 
saving outputs to a corresponding directory. The added inputs include: (1) run number, (2) 
estimated and actual displacements in x, y, and z dimensions, (3) the selection of “default”, 
“recommended”, or “custom” window size parameters, (4) resolution of hillshaded DEM to be 
placed in the background of plots, and (5) the option to plot the known displacement at the 
center of the resulting vector plots. 
The run number is a unique value assigned by the user to track what test analysis is 
being done. All results are saved to a folder beginning with the run number in the active 
Matlab® directory. The estimated or actual displacements are used for error comparisons in the 
output, as well as for plotting the “known” vector (if the option is selected). Selecting “default” 
parameters will set the window sizes and numbers to that of the original PIV code in Meunier et 
al. (2003). Selecting “recommended” parameters will set the window sizes and numbers as 
described above. Selecting “custom” parameters allows the user to input interrogation window 
sizes, and all other required PIV parameters will be calculated automatically. The hillshaded 
DEM is a base map for display purposes only. All 3DPIV inputs are collected using a custom 




Figure A-1 Screenshot of the custom dialog box created for inputting 3DPIV parameters. All 
required and optional inputs for running 3DPIV on ASCII point cloud data are 
listed, including units and directions for the inputs. 
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A-4 Adaptation Details for ICP 
To allow for direct comparison with 3DPIV results in the synthetic and survey tests 
(Sections 3.5 and 3.6), the clipping boundaries were set based on the 3DPIV results for any 
given run, and all masking and plotting features present in 3DPIV were mimicked. Other user 
inputs to 3DPIV were automatically passed through to the “Windowed ICP” code using an 
output data file from the corresponding 3DPIV test. 
To form the ICP displacement field, the centroid of each 3DPIV interrogation window (x 
and y location) was used to define the center of the ICP clipping zones, and the model cloud 
was iteratively clipped to the size of the interrogation window using the PIV scale (m/pixel). The 
target cloud was clipped with slightly larger bounds, allowing for a “fringe” equal to twice the 
maximum estimated displacement in the scene. Resulting rotation, translation, and absolute 
error matrices were stored and plotted in the same way as for 3DPIV. This adaptation allowed 
for direct comparison of the two methods’ results for various test datasets, wherein the spatial 
resolution and scale of the two 3D displacement fields were identical. Initial testing indicated 
that the optional inputs to the Kjer & Wilm (2010) ICP algorithm other than the iteration number 
had little effect on the results. This was a somewhat surprising result considering that point-to-
plane minimization has proven efficient and accurate in natural terrains (Nissen, et al., 2012) 
 
