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ABSTRACT 
Rapid Impact Modal Testing for Bridge Flexibility: Towards Objective Condition 
Evaluation of Infrastructures 
John Blair Prader 
 
 
 
Current infrastructure condition evaluation by visual inspection is a subjective endeavor 
while maintenance, repair and retrofit are effective only when designed and implemented 
by engineers with extensive experience and heuristic knowledge. As experienced 
engineers retire and as available funds dwindle, infrastructure owners, managers, and 
operators face a loss of expertise as well as diminishing resources for preservation and 
renewal. In this research, an integrated analytical/experimental strategy and an associated 
experimental tool is proposed for an objective evaluation of bridge condition to 
supplement visual inspection. Termed as rapid modal analysis, this test technique aims at 
reducing both the time and personnel required to produce estimates of bridge flexibility at 
strategic coordinates using spatially truncated measurement grids. 
The reported research started with an overview of modal analysis by impact and through 
the process of applying modal analysis to bridges, limitations to its widespread 
application were identified including, time and personnel requirements, traffic control 
requirements, and scaling factor reliability. To address these limitations several 
mitigation strategies were identified, validated, and implemented to increase the 
applicability of modal analysis for evaluating large populations of bridges. 
The use of a spatially truncated measurement grid to evaluate bridge flexibility along a 
girder, diaphragm, or traffic lane was evaluated by examining the variability of flexibility 
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estimates at a point using a full grid, truncated grid, and single point estimates of 
flexibility. It was found that reliable estimates of flexibility were possible using truncated 
measurement grids by integrating individual single input multiple output test setups. To 
overcome the identified problems in obtaining reliable scaling factors, the use of an 
analytical mass matrix for scaling of mode shapes was examined using several simulated 
impact tests subjected to extraneous noise sources. It was determined that the use of an 
analytical mass matrix for mode shape scaling is a reliable substitute for traditional 
scaling methods if accurate estimates of material properties are available. 
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CHAPTER 1: INTRODUCTION 
1.1 Motivation for Research 
Current infrastructure condition evaluation, maintenance and repair practices are known 
to be subjective and are effective only when carried out by engineers with extensive 
experience and heuristic knowledge. As experienced engineers retire and as available 
funds dwindle, infrastructure owners, managers, and operators are being forced to 
prioritize how to spend their available resources for infrastructure preservation and 
renewal with the current condition evaluation practice.  In this research, an integrated 
“experimental-analytical-heuristic” strategy and an associated experimental tool is 
proposed for the evaluation of bridge condition to supplement visual inspection. The 
contribution in this research is to explore, prove and demonstrate that impact-based rapid 
modal analysis can be used to estimate the flexibility of selected coordinate(s) of a bridge 
to leverage this for objective (mechanistic, experimental measurement-based), and 
quantitative measures of a bridge’s condition.  
A business case for the feasibility of the proposed rapid modal analysis can be made 
based on the following scenarios:   
1) Many States and Counties have bridge inventories in the thousands and often ten-
thousands, a large number of which may be structured into populations of bridge 
“types” or “families” featuring similar mechanisms that govern their load distribution 
and capacity. For example, research on statistical populations of cast-in-place RC T-
Beam bridges (Catbas, et al., 2005) and RC deck-on-steel-girder bridges revealed that 
these bridges distributed live loads by RC deck and lateral braces, and gained 
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significant capacity due to the compressive forces that developed by the restraining at 
their abutments. It follows that testing a statistical population of say 30 of a bridge 
family would reveal insight on the actual behavior, load capacity rating and possible 
failure modes of an entire family of possibly thousands.  
2) Visual inspections of most major bridges require traffic control and snoopers and lifts 
for access. This offers an opportunity to perform rapid impact testing without any 
additional traffic restriction and provide flexibility of various coordinates on the deck. 
In the case of typical medium-span bridges with multiple spans, one may envision 
rapid modal analysis can be executed while DOT vehicles slow the traffic – by 
moving side-by-side in a crawl at starting from a distance of several hundred feet 
away from a bridge. The 10-15 minute respite from traffic may be sufficient to 
influence several coordinates along a bridge for a rapid impact test. 
3) In the case of critical bridges, such as those characterized as fracture –critical, it may 
be advised to perform a comprehensive baseline modal analysis and then carry out 
rapid modal analysis at inspections.  
Given the above and additional scenarios, the flexibility estimated from a rapid modal 
analysis may be leveraged by: (a) tracking over time; (b) comparing to spatial distribution 
of flexibility. For example, it may be possible to compare flexibility at a coordinate to the 
flexibility of symmetric coordinates on the same span, or on similar spans of the bridge as 
well as spans of similar bridges that belong to the same family; (c) comparing to an 
analytical estimate of flexibility; and (d) evaluation by an experienced engineer – such as 
by reviewing deflected shapes indicated by flexibility along a girder or across girders 
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along a diaphragm. It may also be possible for an inspector to evaluate whether a 
measured flexibility is a statistical outlier for similar bridges. 
1.2 Current Bridge Inspection State-of-Practice   
Currently, visual inspection is the primary approach used for condition evaluation of 
highway bridges. The National Bridge Inspection Standards (NBIS) that were first 
established in 1971 govern the inspection and management of all public-owned bridge 
inventories. The NBIS was established to locate and evaluate existing bridge deficiencies 
at a given interval in order to guarantee the safety of the motoring public. Since 1971, 
several revisions to the NBIS have been made including the addition of inspection 
practices specifically targeted at scour of bridge substructures, inspection of fracture 
critical members, and underwater inspection.  Routine inspections are conducted every 24 
months, however, in depth and other specialized inspection procedures, such as 
underwater, scour, fracture critical, may be conducted at different intervals. Most 
recently, NBIS was modified to permit the states to submit plans for the approval of 
FHWA to perform routine inspections of certain bridges at a 48-month interval.  
In 2001, a report released by FHWA documented that routine inspections were often 
associated with significant variability. In this study, a group of 49 inspectors from 25 
state agencies was asked to perform ten inspection tasks at seven different test sites. Each 
inspector was provided with consistent information, instruction and tools and each 
inspector’s performance was judged utilizing self-reporting, interviews, and direct 
measurements. Following a compilation of the inspection results, it was found that 68% 
of condition ratings will vary within one point while 95% of ratings will vary within two 
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points (FHWA, 2001). While visual inspection has shown to be subjective, certain bridge 
types have been shown to be particularly difficult to inspect using visual inspection 
techniques. Bridges incorporating pre-stressing or post-tensioning are especially difficult 
to inspect since the pre-stressing/post-tensioning strands and their anchorages are 
generally hidden from view and often embedded in concrete. Moreover, pre-stressing and 
post-tensioning tendons are recognized to be susceptible to accelerated stress-corrosion. 
It follows that the condition and safety of a RC bridge relying on pre-stressing or post-
tensioning for its load carrying capacity may visually appear satisfactory, however 
corrosion and deterioration that would decrease the capacity of the structure cannot be 
ruled out.  
For example, one of the girders of an Interstate Overpass bridge featuring adjacent box 
girders suddenly collapsed on I-70 near Pittsburgh in 2005 although it was inspected 
some months ago and found safe. In this type of construction, pre-stressed box girders 
share load by a shear key and transverse post tensioning ties. It was found that the shear 
key had deteriorated and allowed water and deicing fluids to fill the void. Over time, the 
water and deicing fluids entered the void inside the beam through the opening for the 
posttensioning tie and corroded the prestressing strands. The corrosion progressed to a 
point where the beam was no longer able to transfer shear to the adjacent beam and 
became unable to carry its own self-weight.  The result was the collapse of the fascia 
girder.  
Currently bridge engineers are provided guidance by AASHTO Manual for Bridge 
Evaluation in case visual inspections are inconclusive or a closer evaluation is needed 
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(AASHTO, 2011). Since the typical analysis model used for bridge rating is to consider 
most of a tire load applied to a single girder, this model exaggerates the demands at the 
critical cross-section of one girder and therefore the bridge may appear not to rate.  In 
such cases load tests are permitted as per the AASHTO Manual. The section dedicated to 
load testing describes diagnostic and proof level load tests. These tests are distinguished 
generally by the level of load, with diagnostic level loads near service loads and proof 
loads closer to design loads. Although the AASHTO Manual is an excellent attempt to 
take a broad, holistic look at the problem of bridge condition evaluation and 
management, there are a number of dangerous shortcomings with the current form of this 
document: (a) the recommendations to use proof-level load testing without the benefit of 
any analytical prediction of the safety; and, (b) the highly unreliable manner that the 
manual recommends diagnostic tests results be used to update rating factors.  
Many bridge engineers agree that there is a clear and significant need for guidance to 
ensure that a load testing provides:  (a) a clear explanation of the physical reasons why a 
bridge rates in a load test, (b) an explicit and physical meaning of the limit state and limit 
event that should govern a rating, and (c) the duration through which the results of a load 
test would remain valid (related to the long-term repeatability and reliability of the load 
resisting mechanisms identified). 
1.3 Dynamic vs. Truck-Load Testing 
Dynamic testing (or modal analysis) is an experimental technique that offers advantages 
over truckload testing if the expertise, hardware and software required for this test 
technique is available. Modal analysis originated in aerospace and automotive 
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engineering, and has been transformed to test constructed systems in the past two 
decades. One form of modal analysis is multi-reference impact testing (MIMO) that has 
been shown to yield reliable measurements of bridge flexibility. In this test technique, the 
structure is subjected to an impact, measuring both the impact and the corresponding 
decay responses at carefully selected coordinates. The input versus response relationships 
are processed in the frequency-Laplace domain to extract the frequencies, mode shapes, 
damping and effective mass of each mode, which are sufficient to obtain modal 
flexibility. The single most important advantage of this test is in eliminating the need to 
measure displacements under controlled truckloads, and therefore the need for building a 
reference frame under a bridge for displacement measurements.  The fact remains, 
however, that a comprehensive modal analysis of a typical 3-span bridge would require 
partial closure for a day and several highly-trained engineers need to be dedicated for 
executing the testing and signal processing. 
1.4 Overview of Modal Analysis 
Modal analysis is classified into two broad approaches named experimental modal 
analysis (EMA) and operational modal analysis (OMA). Experimental modal analysis 
describes the general approach of obtaining the natural frequencies, damping ratios, mode 
shapes, and modal scaling from a system using controlled forced excitation or impact. 
Experimental modal analysis is typically utilized for bridges having short to medium 
spans. Operational modal analysis is based on recording ambient vibrations and assuming 
that these may be characterized as broad-banded white-noise. OMA is typically used on 
long span structures and provides an estimate of the operating frequencies, mode shapes 
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and damping. OMA and associated processing techniques were developed to especially 
cope with the constraints imposed by long span structures such as limited access time and 
cost associated with experimentation using controlled excitation.   
Modal analysis has been used in two different ways for evaluating the condition of 
bridges. First, the development of field-calibrated finite element models by leveraging the 
Structural Identification (St-Id) framework, which requires that experimental data (modal 
parameters) to be used for validating and calibrating an a-priori model. Modal parameters 
serve as excellent indicators of structural behavior since they are derived directly from 
the mass, stiffness, and damping of the structure. Second, if modal flexibility may be 
extracted from the modal parameters through mass-normalized modes, this may serve as 
an excellent sensitive baseline for the structural conditions of a structure that may be used 
for tracking of changes in structural behavior.  
A significant portion of St-Id applications to civil constructed systems rely on obtaining 
and utilizing modal data from a structure in the calibration of an a-priori model. The 
primary benefit of extracting modal parameters of a structure (i.e. natural frequencies, 
mode shapes, damping ratios, and modal flexibility in case mode shapes may be mass-
normalized) is the speed one may obtain global indices describing the as-is behavior of 
the structure. The natural frequencies, mode shapes, and damping ratios are derivative 
measures of the global structural parameters, namely the mass, stiffness, and damping 
matrices that fully describe the structure and its behavior.  
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Modal analysis requires an appreciation of the assumptions, implementation, modal 
modeling, and the bridge-foundation-soil-environment interacting as a system .The 
objective of modal analysis is the extraction of the natural frequencies, damping ratios, 
mode shapes, and modal scaling by fitting a mathematical model describing the structure 
to experimental vibration data captured during an experiment. The mathematical model 
that is commonly used for modal analysis by impact is the frequency response function 
(FRF). The FRF incorporates the mass, stiffness, and damping of the structure and how it 
responds to a known input to the system (forcing function). The FRF is typically 
expressed in a partial fraction format that is composed of the residues in the numerator 
and the complex poles of the system (damping and frequencies). The partial fraction form 
of the FRF for a 3DOF cantilever beam is shown in Equation 1-1 and an example of an 
FRF is shown graphically in Figure 1-1 and Figure 1-2. In these figures, the modal 
parameters are shown directly on the partial fraction representation of the FRF. 
 ܪ௣௤ሺ߱ሻ ൌ෍ ܣ௣௤௥ሺ݆߱ െ ߣ௥ሻ
ே
௥ୀଵ
൅ ܣ௣௤௥
∗
ሺ݆߱ െ ߣ௥∗ሻ 1-1 
ܪ௣௤ሺ߱ሻ is the FRF relating the response at p due to an input at q 
ߣ௥ represent the poles of the system, ߣ௥ ൌ ߪ௥ ൅ ݆߱௥	ܽ݊݀	ߣ௥∗ ൌ 	ߪ௥ െ ݆߱௥		 
 ߪ௥ is the damping coefficient 
 ߱௥ is the damped natural frequency 
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ܣ௣௤௥ is the residue and ܣ௣௤௥, ܣ௣௤௥∗ ൌ ܳ௥߮௣௥߮௤௥ ൌ 	ு೛೜ሺఠሻఙೝ  
The residue is a mathematical concept and represents the absolute scaling of the 
FRF. However, the residue has no physical significance. 
ܳ௥ is the scaling factor for mode r 
߮௣௥ and ߮௤௥ are modal coefficients for mode r and point p and point q 
* denotes the complex conjugate 
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Figure 1-1: 3DOF Complex Pole Definition – Graphical Description on FRF 
In Figure 1-1, the relationship between the damping factor, natural frequency is shown on 
the second resonance of the FRF. The full partial fraction representation of the FRF is 
also given in terms of the residues, damping factor, and natural frequencies. 
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Figure 1-2: 3DOF Residue Definition – Graphical Description on FRF 
In Figure 1-2, the relationship between the residue and the FRF is shown on the second 
resonance of the FRF. The mode shapes and scaling factor in relation to the second 
residue is also given. The other terms in the partial fraction representation of the FRF are 
small in comparison to the partial fraction at the resonance. This is due to the difference 
between the frequency variable and the natural frequency in each fraction. Therefore, 
the partial fraction representation can be simplified at each resonance. 
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Figure 1-3: Quadrature Method of Estimating and Displaying Mode Shapes 
In Figure 1-3, the imaginary portions of the FRFs are plotted spatially along the length of 
the 3DOF cantilever beam. The mode shapes can be estimated and plotted by connecting 
the peaks in the imaginary portion of the FRF at consistent frequency lines. The 
imaginary portion is used since it contains both the amplitude and phase of the mode 
shape. For real normal modes, the FRF value near the resonance is a complex number 
that is dominated by the imaginary portion of the number. Therefore, this value can be 
used to estimate the amplitude and phase of the mode shapes. 
To carry out a physically meaningful modal analysis of a structure, it must be linear, 
observable, and time invariant or stationary.  Superposition and therefore Reciprocity 
should be valid. Maxwell’s theory of reciprocity which is based on the equality of work 
states that if a load that is applied at degree of freedom p causes a response at degree of 
freedom q, this will be equal to the response at degree of freedom p if the same load is 
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applied at the degree of freedom q. Time invariance implies that the properties of a 
structure do not change over time. 
If linearity and time invariance are valid, an experimental program based on controlled 
excitation suitable for measurement will produce repeatable results. It is of course 
necessary that responses to the experimental inputs can be discerned from the responses 
due to ambient inputs during a test. In general, constructed systems are never strictly 
stationary or linear, and successful modal analysis becomes a matter of whether the 
changes in structural properties due to nonlinearity and non-time invariance may be 
properly averaged or smeared into an effectively stationary and linear representation of 
the system.  
In addition to satisfying linearity and time invariance requirements, the global behavior 
and responses of the structure should be observable. For example, if a structure exhibits 
rigid-body modes due to foundation movement or rocking, one should be able to measure 
this. Previous experience shows that many constructed structures may exhibit local non-
linearity or violate time invariance and it will be up to the test engineer to determine the 
effects of any violations on the extraction of modal parameters. Experience is essential 
for successful modal analysis since the instrumentation grid, coordinates that are selected 
for excitation input and controlling data quality and repeatability during a test are critical 
for any meaningful results. Reporting of modal parameters with statistical variability is 
one method used to illustrate the range over which modal parameters may vary with 
changes in structural behavior due to changes in ambient conditions.  
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To place modal analysis in the hierarchy of full-scale experimental technologies, test 
methods can be classified based on the input. The input can be classified as either static, 
such as the loads used during a truckload test or dynamic such as the excitation from 
traffic during an ambient vibration test. Furthermore, the excitation can be divided into 
groups based on whether the input is controlled and measured, controlled and not 
measured, uncontrolled and measured, and uncontrolled and unmeasured. Impact based 
modal analysis would fall under the category of controlled and measured input. The input 
can be controlled by the height from which the impact hammer is dropped when using a 
repeatable impact source such as a drop hammer. Operational modal analysis would fall 
under the category of uncontrolled and unmeasured since input excitation from traffic and 
wind cannot be measured or controlled. 
When performing a forced excitation test within the modal analysis framework, a test 
configuration is chosen that dictates the number of inputs and outputs to be used. The 
Structural Dynamics Research Laboratory (SDRL) at the University of Cincinnati has 
reported extensively on the use of forced excitation testing methods.  Four different 
configurations that can be envisioned for testing a structure using forced excitation. The 
methods include single input, single output (SISO), single input, multiple output (SIMO), 
multiple input single output (MISO), and multiple input, multiple output (MIMO). Each 
testing configuration has benefits and drawbacks but the MIMO testing configuration is 
desirable since the information is collected in the shortest amount of time with the fewest 
changes in test conditions (Allemang, 2001).  
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1.5 Objectives and Scope 
Given the motivation and background presented previously, this thesis has been arranged 
around two principal objectives. The research couples experimental and analytical 
components in evaluating techniques to address the constraints imposed by applying 
rapid modal analysis techniques. The analytical components involve simulating rapid 
modal analysis techniques on a grid structure to demonstrate the feasibility of the 
techniques. The experimental components will first be used to demonstrate the best 
practices in modal analysis of bridges. The results from these experiments will also be 
used to demonstrate rapid modal analysis techniques on a real structure. The objectives of 
the research address two main areas: 
1) Review the best practices in multi-reference impact testing MRIT and establish 
updated best practices that account for changes in hardware, software, and signal 
processing. The best practices will also address the lessons learned from previous 
MRIT applications and provide a basis with which to conduct future tests. The 
described best practices will be demonstrated on a real structure and the 
experimental results will be used further in rapid modal analysis techniques. 
2) Establish and evaluate techniques designed to address the constraints imposed by 
applying rapid modal analysis to a bridge structure. In order to apply modal 
analysis techniques in a rapid manner the structure will need to remain open to 
traffic which presents several problems including  being able to test only a portion 
of the structure and also non coherent excitation from traffic. These two 
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challenges will be evaluated and methods to address and mitigate these challenges 
will be demonstrated. 
a. Mitigate sources of extraneous excitation 
i. Overwhelm extraneous inputs using a large scale impact equivalent 
to a truck wheel load impacting the structure 
1. Extraneous inputs will be orders of magnitude smaller than 
the response of structure and thus may be treated as noise 
b. Measure only a portion of the structure and link these sections together to 
form a full flexibility matrix. 
i. Identify sets of modal parameters and then use an analytically 
derived mass matrix to obtain scaled mode shapes and modal 
flexibility.  
1.6 Outline of the Dissertation   
Research started with an overview of modal analysis by impact, and progressively 
developed hardware, software and test strategies to render modal analysis by impact into 
a practical application to a typical 3-span highway bridge while requiring minimal traffic 
control.  Termed as rapid modal analysis, this test technique aims reducing both the time 
and personnel required to produce estimates of bridge flexibility at the strategic 
coordinates of a bridge. By reducing the time and personnel required for implementing 
impact testing on highway bridges,  the cost is reduced, and the number of bridges that 
can be practically tested increases. Therefore, information regarding a population of 
bridges can be obtained at an acceptable level of expenditure and disruption associated 
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with truckload testing, and this can be done immediately before or in conjunction with a 
visual inspection. The research is presented in nine separate chapters. 
Chapter 1 outlines the background and motivation for the proposed research described in 
this thesis. Several challenges served as the motivation of work including a wide array of 
dynamic testing techniques that are not unified into one document detailing the best 
practices and the investigation of localized modal analysis and its relation to the rapid 
testing of highway bridges. 
Chapter 2 reviews the key literature sources for forced and ambient testing of bridges in 
order to establish the state of the art in regards to the dynamic testing of short span 
bridges. 
Chapter 3 presents the theoretical background of structural dynamics and modal analysis. 
A straightforward SDOF example is presented to establish the theory underlying many 
modal analysis techniques. Finally, a MDOF system is used to expand the concepts to 
multiple degrees of freedom. 
Chapter 4 details the considerations in designing and implementing a dynamic 
experiment on a bridge structure. Particular focus is given to impact testing of highway 
bridges and how many decisions made in the design of experiments affect the final 
outcome of the experiment. Ambient vibration test design and execution is also discussed 
and compared with the considerations taken during the design of an impact test. 
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Chapter 5 provides an overview of modal parameter estimation and the algorithms used 
to extract these parameters from time domain and frequency domain data. Discussion of 
different reliability and quality checks is also discussed. 
Chapter 6 discusses the background and motivation for the localized modal analysis 
technique and its broader application to the NIST – ANDERS program. A theoretical 
overview of the localized modal analysis technique is given and the shortcomings and 
potential challenges are identified. 
Chapter 7 presents a case study documenting the implementation of mature modal 
analysis techniques and presents modal flexibility as a bridge condition indicator on a 
common bridge structure. Both ambient and forced excitation methods are used to 
determine the modal parameters of the structure. Rapid modal analysis techniques are 
also applied to the data to evaluate the feasibility of the method on real bridge data 
obtained from a controlled situation 
Chapter 8 presents a case study documenting the implementation of mature modal 
analysis techniques and presents modal flexibility as a bridge condition indicator on a 
common bridge structure that is more complex than the example presented in Chapter 7. 
Both ambient and forced excitation methods are used to determine the modal parameters 
of the structure. Rapid modal analysis techniques are also applied to the data to evaluate 
the feasibility of the method on real bridge data obtained from a controlled situation 
although the test was less controlled than example presented in Chapter 7.  
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Chapter 9 presents a number of conclusions formulated from this research and includes 
recommendations for future research work related to the localized modal analysis of 
highway bridges and its relation to rapid condition evaluation of such structures as well 
as the overall best practices in modal testing. 
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CHAPTER 2: LITERATURE REVIEW 
2.1 Introduction to Vibration Based Structural Identification 
Vibration based Structural Identification (St-Id) encompasses over 50 years of multi-
disciplinary research and development in structural dynamics, signal processing, 
mathematics, engineering mechanics, and civil engineering. In the late 1970s, modal 
testing using frequency response function measurements obtained from impact testing 
was gaining increased appeal in the testing and development of many consumer and 
industrial products (Halvorsen, 1977). Occurring simultaneously with the development of 
frequency response testing, structural identification (St-Id) was receiving significant 
attention from the engineering research community. St-Id is a transformation and 
application of System Identification to mechanical (manufactured) and civil (constructed) 
structural systems (Catbas, et al., 2008).  
One may view St-Id as a transformation of observable quantities such as strains, 
displacements and accelerations to unobservable quantities such as load ratings, capacity, 
and safety. During the late 1970s, Hart and Yao introduced engineering mechanics 
researchers to the concept of St-Id while Liu and Yao introduced the civil/structural 
engineering community to St-Id. (Hart and Yao, 1977, Liu and Yao, 1978) These two 
papers are widely considered the seminal papers in the field of St-Id. Active research in 
St-Id has grown over the previous thirty years since first introduced to the engineering 
community, and advances continue to be made even with limited applications of St-Id to 
civil constructed systems (Aktan, 1998, Aktan, 1997, Catbas, et al., 2007, Gul and 
Catbas, 2008, He, et al., 2009, Moon and Aktan, 2006). The few applications of St-Id 
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applied to constructed systems has fueled skepticism among owners and stewards of 
these systems a reliably be implemented and the results from St-Id leveraged properly for 
management decisions (Catbas, et al., 2008). Often, the collection of reliable data and 
correlation with a mathematical model has been one of the primary challenges when 
applying St-Id to constructed systems.  
Experimental methods and technologies, applied within Step 3 of the St-Id process, serve 
as the only objective, quantitative link to the constructed system of interest. As such, this 
step is indispensable. However, it is necessary to recognize that experimentation on 
constructed systems is still an emerging field of research itself. Loading/excitation, 
instrumentation, data acquisition, data quality assurance including pre-processing, data 
communication/archival, and most importantly, documentation of the overall experiment 
require highly specialized and multi-disciplinary training and extensive heuristics. In the 
past, the only linkage to actual constructed systems involved visual inspection, testing 
concrete cores and steel coupons retrieved from a structure, or, under unusual 
circumstances, strain gauging. However, at the present time civil engineers have many 
options for measuring strain, distortions, deformations, tilt, velocity and acceleration 
among many other measurands including mechanical-thermal and electrochemical 
phenomena at the microscopic scales. Many additional options for nondestructive testing 
and evaluation (NDE) have become available which permit imaging and identification of 
discontinuities and faults within members and connections. 
In many of the applications of St-Id, vibration data, whether obtained through ambient or 
forced excitation test methods, has been used in model updating procedures used to 
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calibrate an a-priori finite element model. The process of obtaining experimental data 
from a structure and then subsequently using the data to update an a-priori model helps to 
reduce uncertain parameters in the model. The research in this thesis deals primarily with 
the third step of the structural identification paradigm. The third step in St-Id is controlled 
experimentation and includes any methods used to collect and archive measured data 
from a structure. The remaining discussion will cover the history and development of 
operational and experimental modal analysis test methods. 
Before examining specific examples of each testing technique, other researchers have 
provided literature reviews on the application of dynamic testing techniques of civil 
constructed systems. (Salawu and Williams, 1995) prepared a literature review on full-
scale dynamic tests conducted on bridge structures. Both forced and ambient vibration 
tests are cited and summarized while documentation of the benefits and drawbacks of 
dynamic testing is provided. In general, the researchers concluded that forced excitation 
testing provides more reliable estimates of modal parameters while extraction of reliable 
modal parameters from ambient vibration data requires experience and significant 
analysis and verification. (Sohn, et al., 2004) provide a comprehensive review of 
literature related to structural health monitoring of large civil constructed systems.  
The review characterizes the literature based on the statistical pattern recognition 
paradigm reported by (Farrar, et al., 2001). The utilized paradigm classifies the reviewed 
literature using a four-part process (1) Operational Evaluation, (2) Data Acquisition, 
Fusion, and Cleansing, (3) Feature Extraction and Information Condensation, and (4) 
Statistical Model Development for Feature Discrimination. The literature is then further 
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refined into categories based on structural form. (Brownjohn, et al., 2011) presents an 
overview of vibration based monitoring (VBM) and presents case studies where the 
results from the monitoring program assisted in helping infrastructure owners make 
decisions regarding their assets. 
While comprehensive in nature, the material in previous literature reviews is useful for 
following the global development of dynamic test methods applied to constructed 
systems. However, the reviews are in general, too broad in scope for accurate 
characterization of the state of the art in the best practices of modal testing and, therefore, 
numerous papers will be presented to track the development of the best practices in 
experimental(transient/impact) and operational modal analysis. 
2.2 Development of Transient Testing Techniques 
With the development of a mathematical understanding of the Fourier transform and the 
development of the Fast Fourier Transform algorithm (FFT) (Cooley and Tukey, 1965), 
researchers were seeking methods of applying the properties of the Fourier transform to 
solve engineering problems. Impact testing was developed as one of the first practical 
applications of the fast-Fourier transform (FFT) (Brown, 2011). In the years prior to the 
development of the FFT, frequency response function measurements were made using 
sine testing procedures. While excellent results could be obtained, these testing methods 
were significantly slower than the newly developed impact testing procedures due to the 
need for large and elaborate reaction frame structures used to mount large hydraulic or 
electrodynamic shakers. Several laboratory implementations of impact testing are 
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reported in the literature from the 1970s and detail several key advances in impact 
testing.  
Richardson et al reported on the identification of the modal parameters of a plate using 
impact testing and subsequent identification of transfer functions describing the 
input/output relationship (Richardson and Potter, 1974). A comparison was performed 
between the modal parameters obtained through experiment versus those obtained from 
an analytical model of the plate. The correlation of results showed that applying 
analytical transfer functions estimated using a least squares estimation to a linearly 
behaving structure, modal parameters consistent with those predicted by theory could be 
obtained. While limited in scope, the results showed that it was possible to obtain reliable 
estimates of a structures’ modal parameters from transfer functions generated through 
impact testing under the controlled laboratory conditions. 
Another important advance in the 1970s, in addition to the implementation of the Fourier 
transform, was the development of windowing functions designed specifically to address 
some inherent problems in impact testing. Given the short time duration of the impact, a 
significant portion of the signal is at the noise level of the force transducer will introduce 
unwanted noise into the frequency response function calculation. Therefore, specific 
windowing functions were developed simultaneously with the evolution of impact testing 
to condition the force signal and remove unwanted noise. It has been proposed to 
multiply the force signal with a window that is equal to one over the duration of the 
impulse followed by a cosine taper from one to zero over 1/16th of the sample period 
duration (Halvorsen, 1977). The response signals can also benefit from windowing in 
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certain situations. If the time signal does not freely decay to near zero during the 
sampling period, a phenomenon called spectral leakage will occur. This phenomenon 
often occurs with lightly damped structures whose response does not decay to zero during 
the sampling period. The leakage phenomenon is where the frequency resolution of the 
discrete Fourier Transform cannot resolve all of the components of the analyzed signal 
into the finite number of frequency bins. When certain frequencies are not able to be 
resolved, their energies are smeared into the adjacent bins of the DFT. To reduce the 
effects of leakage on the response signals in impact testing, an exponential window was 
developed to force the response signals close to zero and significantly reduce the effects 
of leakage. Other developments during the early evolution of impact testing included 
advances in modal parameter estimation. 
During the early development of transient testing methods, modal parameter estimation 
techniques were  limited to single degree of freedom methods SDOF such as quadrature 
and circle fitting. Not until the early 1970s when the complex exponential algorithm 
(Spitznogle, et al., 1970) was proposed, were multiple degree of freedom (MDOF) 
algorithms used for modal parameter estimation of data obtained from transient test 
methods. Also in the same decade the Ibrahim time domain algorithm (ITD) (Ibrahim and 
Mikulcik, 1977) and the least squares complex exponential algorithms (LSCE) (Brown, 
et al., 1979) were developed as MDOF modal parameter estimation.  
Each of the aforementioned modal parameter estimation methods was based on the use of 
a single reference. It was found that the modal parameters varied based on the reference 
used in the estimation and that multiple reference modal parameter estimation techniques 
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were required to make use of the redundant spatial information supplied by transient 
testing techniques such as impact testing. In the early 1980s, the poly-reference time 
domain algorithm (PTD) (Vold and Rocklin, 1982) was developed as an expansion of the 
LSCE method. The PTD method took the mathematical formulation of the LSCE method 
and allowed for the use of multiple references in the calculation. The development of the 
PTD method was followed closely by the proposed Eigen system realization algorithm 
(ERA) (Juang and Pappa, 1985) which was an expansion of the ITD method to multiple 
references. 
In the 1980s and early 1990s advances in data acquisition and sensor technology fostered 
growth in the speed cost of conducting transient type testing. Low cost data acquisition 
systems featuring numerous measurement channels were widely available and allowed 
for low cost testing of structures. Accelerometers were being manufactured with internal 
electronics, eliminating the need for large signal conditioning units, and they were also 
shrinking in size and cost allowing groups outside of the aerospace and automotive 
industries to effectively test structures at a much lower cost than in previous decades.  
During the late 20th century, the applications of St-Id on bridge structures increased 
dramatically. Several stimuli triggered the significant increase in the application of St-Id 
including the rise of the personal computer (PC) and the decrease in the cost of sensors 
and testing equipment. One of the test methods employed in the testing of small to 
medium span bridge structures is impact based modal analysis or multi-reference impact 
testing (MRIT). Raghavendrachar and Aktan ((Raghavendrachar, 1992)) employed St-
Id in conjunction with MRIT to investigate integrity monitoring and diagnostics of 
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bridges. Throughout the mid-1990s, a series of studies were carried out to investigate 
and develop an improved understanding of actual load resisting mechanisms of common 
bridge types using St-Id (Aktan, 1995, Aktan, 1996, Catbas, 1998). Most of these 
studies employed multiple reference impact tests to develop modal flexibilities, which 
were validated by crawl-speed truck tests. Following the validation of response 
measurements, the results were used to calibrate the FEM of the structure. The authors 
noted that by incorporating the identified load carrying mechanisms (e.g. composite 
action for non- composite bridges) into the analytical model, excellent correlation with 
the experiment was achieved. Two key benefits of integrating this type of 
experimentation with analytical modeling are: (1) Bridge rating factors obtained using 
the analytical models are several times (up to 4.0) higher than their counterparts 
obtained by idealized models (Aktan, 1995). (2) Field calibrated models permitted best 
design for super load axle  configuration, crossing paths and positions on bridges, as 
well as possible options for effective bridge strengthening when needed  (Turer, 1999). 
(Alampalli, 1998) reported as much as 40% fluctuation over a 24 hour period in the mode 
shapes and frequencies.  The authors performed several impact tests on the same bridge 
at different temperatures to characterize the changes in modal parameters due to changes 
in temperatures. The authors reported large swings in modal frequencies and these swings 
generally occurred with a large swing in the temperature over the measurement period. 
The structural form of a bridge has significant influence on the effect of temperature 
changes on the dynamic properties of the structure. In this case, the bridge was designed 
with integral abutments, which prevent expansion and contraction due to temperature. As 
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the temperature, decreases the modal frequencies increase significantly, sometimes up to 
40%. This change can be attributed to the change in stiffness of the structure due to a 
compressive force introduced into the steel stringers as they try to contract. This 
contraction is resisted by the integral abutments and thus the stiffness of the bridge is 
increased when the temperature decreases below freezing. It should be noted that the 
bridge was tested after damage was induced and changes in modal parameters were less 
than those due to temperature. Therefore, changes in modal parameters may not be 
attributable to a single source such as damage or temperature rather the changes may be 
due to several sources. As was mentioned before, the structural form of the bridge has 
significant influence on the change of modal parameters due to temperature and this 
study represents one of the more extreme cases of temperature induced change of modal 
parameters. The majority of the reports indicate temperature induced modal parameter 
changes between 5-20%. (Moon and Aktan, 2006) 
(Farrar, 2000) reported the results of vibration tests conducted on Alamosa Canyon 
Bridge in NM. In this study, several different excitation techniques including multiple 
impact, single impact, ambient traffic from an adjacent bridge, and direct traffic 
excitation were utilized. The authors presented the results of studies on the variability of 
modal parameters due to thermal effects, vehicle weight, excitation source, and data 
reduction. The 1st mode of the structure was found to vary by 5% during a 24-hour 
monitoring period while other modes were found to experience similar changes due to 
temperature gradients in the deck. The authors also investigated the effect of traffic 
loading on the variability of modal parameters. Four cars totaling 22 kips were placed on 
the bridge and Frequency Response Functions (FRF) were generated and the natural 
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frequencies, mode shapes, and damping ratios were extracted. The authors found that the 
frequencies did not decrease in accordance with the prediction made before the test. The 
authors predicted that 60 kips of additional mass, 30 kips in each lane, should reduce the 
natural frequencies of the structure by approximately 19%.  
While the authors noted that the modal frequencies and mode shapes were consistent, 
significant changes were observed in the damping ratios, which were correlated with the 
excitation amplitude. The authors pointed out that some of the modes identified by 
impact testing could not be identified by ambient vibration testing. The results from 
impact, ambient, and shaker testing were compared. Modal parameters were estimated 
from several impact tests over the course of several days and compared with the 
parameters estimated from several ambient tests. The impact test was coupled with 
several checks of linearity(reciprocity) to ensure the structure was remaining in a linear 
state. By checking reciprocity, which is a comparison of the output at A due to the input 
at B versus the output at B due to the input at A, one can establish whether the structure is 
behaving in a linear manner under the ambient test conditions.  
An interesting aspect of the testing involved the change in frequencies due to temperature 
and weather. It was noticed that the natural frequencies of the structure changed with 
temperature meaning the structure violated the assumption of time invariance. It was also 
found that following a heavy rainfall, the frequencies of the system changed. These 
changes were attributed to the absorption of water into the concrete deck and the resultant 
change in mass, which in turn lowered the natural frequencies. Several modal parameter 
estimation algorithms were used to estimate the modal parameters. The subsequent modal 
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parameters were estimated with means, standard deviations and confidence intervals in 
order to provide statistical information regarding the changes in the parameters due to 
environmental effects.  This implementation of impact testing serves as one of the 
benchmarks available in the literature in regards to the best practices in impact testing. 
Peeters et al provided a comparison of excitation techniques on the Z24 benchmark 
bridge (Peeters, et al., 2001). The authors concluded that for continuous monitoring, only 
the ambient excitation was practical while it was determined impact excitation was only 
suitable for cursory an intermittent testing. The authors also commented on the effects of 
temperature on the modal parameters. They concluded that changes in the modal 
parameters were equal to or greater than those of damage events. The authors proposed 
techniques to differentiate temperature events from damage events using ARX models. 
Zhou et al reported the studies conducted on a deteriorated reinforced concrete bridge 
(Zhou, et al., 2011). Multireference impact testing was used to obtain the modal 
parameters of the structure, including modal flexibility. Strains and displacements were 
obtained under proof level loads. A comparison was made between the displacements 
obtained through truckload testing and modal flexibility. Good correlation was shown 
between the two methods of obtaining displacements of the structure after overcoming 
several challenges including high damping ratios, finite element model updating, and 
application of load to the modal flexibility matrix. 
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2.3 Operational Modal Analysis 
This portion of the literature review will present select literature sources describing 
applications of operational modal analysis. Each paper describes challenges, methods of 
overcoming these challenges, and each paper provides a wealth of knowledge regarding 
the best practices in operational modal analysis. Similar to the development of impact 
testing techniques during the 1960s and 1970s, researchers were posed with the problem 
of characterizing the behavior of large constructed systems that were difficult to test 
using forced excitation techniques. Ambient vibration in civil engineering has been used 
extensively to test large bridges and buildings using techniques developed to obtain 
modal parameters from a structure excited by operational level excitation forces. These 
forces are generated from due to wind and in the case of bridges, the excitation forces 
generated due to vehicles crossing the structure. One of the earliest reported applications 
of ambient vibration test methods applied to a bridge structure were presented in 1971 
(McLamore, et al., 1971). The scope of this study was to estimate the structural response 
of a suspension bridge due to wind excitation.  
The most pronounced and still remarkable applications of operational modal analysis of a 
structure were the early experiments performed on the Golden Gate Bridge by Ghaffar et 
al in the late 1970’s and early 1980’s (Abdel-Ghaffar, 1976, Abdel-Ghaffar and Scanlan, 
1985, Abdel-Ghaffar, 1985). The main goals of the paper were to estimate the modal 
parameters of the spans and towers of the suspension bridge and to compare the findings 
with previously recorded data in addition to two and three dimensional finite element 
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models. The authors reported a strong correlation between the models and experimental 
data and determined the models were representative of the real structure. 
Following the testing of the Golden Gate Bridge by Ghaffar, White et al also performed 
ambient vibration on the structure in 1987 (White and Pardoen, 1987). The authors tested 
one tower of the bridge and compared the identified results with previous data and 
concluded that the identified modal parameters were similar to those presented in 
previous studies. Several new observations were made in regards to the modal parameters 
including that the identified tower modes often exhibit motion in more than one direction 
and that often the tower modes are coupled with span modes. The authors also reported 
on the difficulties experienced in data processing and excitation of the structure. 
Brownjohn et. al. reported ambient vibration studies on the first Bosphorus bridge in 
Turkey (Brownjohn, et al., 1989). The underlying motivation for the experimental 
program was to reduce the uncertainties associated with the assumptions made during the 
construction of a finite element model necessary for wind and earthquake response 
studies. An interesting observation made during the monitoring and subsequent post 
processing showed that the first vertical mode occurred at two different frequencies 
depending on the traffic loading conditions. The traffic loading in 1987 was calculated to 
be 3% of the dead load of the suspended span. Monitoring the frequencies for 5pm to 
5am showed that the frequencies of the structure decreased until around 7-8pm after 
which the frequencies increased steadily until 3-4am. The change in frequencies of mode 
1-4 were attributed to changes in the excitation and traffic loading and not due to 
temperature given the time period during which the changes occurred. The measured 
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frequencies and mode shapes were shown to be in reasonable agreement with the 
calculated frequencies and mode shapes from the finite element models. However, the 
measured frequencies and mode shapes did not agree with those measured frequencies 
and mode shapes measured before the bridge was commissioned in 1973. Several 
explanations for these discrepancies were presented including mass loading due to traffic, 
structural changes due to normal wear and tear, and errors in experimentation and data 
processing. The authors concluded that mass loading was the likely source of the 
differences between the 1973 and 1987 experiments.  
(Brownjohn, et al., 1992) performed an ambient vibration test on the second Bosphorus 
bridge in Turkey. Similarly, with the experiment performed on the first Bosphorus 
bridge, the objectives of this study were to validate a mathematical model that would be 
used to perform seismic and wind analyses of the structure. The vertical frequencies and 
mode shapes of the bridge were well excited and compared well with the finite element 
model when the deck boundary conditions were assumed to be fixed at one end and free 
to slide at the other end. The lateral frequencies and mode shapes were not well defined 
and comparisons with the finite element model were not reliable. The authors attributed 
these difficulties with the lack of sufficient excitation in the lateral direction along with 
the unusually wide deck structure. Ensuring data quality and reducing the uncertainty 
with ambient vibration measurements requires careful planning and execution of a test 
scheme where all potential pitfalls realized and mitigated. The study presented by 
(Brownjohn, et al., 1992) underscores the necessity for data quality checks and 
uncertainty reduction in order to extract the most from low level ambient signals. 
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(Asmussen, et al., 1998) presented an ambient vibration study of the Vestvej Bridge. The 
bridge is a short span reinforced concrete structure spanning a second highway. The 
objective of the study is to perform a pre-investigation of the dynamic behavior to obtain 
information for the design of a demonstration project concerning the application of 
vibration-based inspection of bridges. The data analysis process of ambient vibration 
testing of bridges has traditionally been based on auto and cross-spectral densities 
estimated using the FFT algorithm. In the pre-analysis state, the spectral densities are all 
averaged to obtain the averaged spectral densities (ASD from which the Eigen 
frequencies of the structure can be identified. This information can be used in the main 
analysis, where all modal parameters are extracted from the spectral densities. Due to 
long cable lengths and low response levels (small ambient excitation) the response 
measurements have a low signal to noise ratio and, therefore, larger levels of uncertainty 
in the data quality. Thus, it might be difficult to clearly identify physical modes from the 
spectral densities. The Random Decrement (RD) technique is a popular method to 
perform data analysis in the time domain. In this paper, it is demonstrated how the RD 
technique can be used in the pre-analysis state in combination with the FFT algorithm, 
and how the technique can be used in a full analysis. The researchers concluded that more 
continuous monitoring data would be needed to have more confidence in the modal 
parameters identified from the small preliminary analysis. This example of ambient 
vibration has identified several sources of uncertainty including noise, insufficient data 
(length), and low and variable excitation. The uncertainties are attempted to be mitigated 
using the RD technique, which smears the uncertainties together before averaging them. 
The Random Decrement method produces a composition of decaying sinusoids that have 
35 
 
 
been shown to represent the free decay of the structure.  Given a sufficient number of 
averages taken during the application of the RD method, the uncertainty associated with 
the time domain signals will be minimized, while the response of the structure will be 
maximized, thereby simplifying the modal parameter identification procedure. 
(Andersen, et al., 1999) reported a study, where the performance of four different system 
identification methods was compared using operational data obtained from an ambient 
vibration test of the Swiss Z24 highway bridge. The four methods were frequency 
domain based peak-picking method, polyreference LSCE method, stochastic subspace 
method for estimation of state space systems and the prediction error method for 
estimation of Auto-Regressive Moving Average Vector models. (Kramer, et al., 1999) 
compared forced vibration testing and ambient vibration testing, on the bridge Z24 in 
Switzerland utilizing data collection methods, which allow sensor roving of one group 
while measuring another group of sensors. 
(Brincker, et al., 2000) presented an ambient vibration monitoring program of the Great 
Belt Bridge, which is one of the largest suspension bridges in the world. Subsequent 
analysis of the time domain records was carried out in order to investigate the 
possibilities of estimating reliable damping values from the ambient response due to 
traffic and wind. Three different techniques were used in the analysis of the response data 
including a non-parametric technique based on Frequency Domain Decomposition 
(FDD), a parametric technique working on the raw data in the time domain, a data driven 
Stochastic Subspace Identification (SSI) algorithm and finally a covariance driven SSI 
technique. In a short frequency band from 0.17-0.29 Hz, 5 modes were identified after the 
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raw data were band pass filtered, and the quality of the modal estimates were evaluated 
based on the mode shape  MAC values and the standard deviations of damping estimates. 
The researchers concluded that the SSI techniques had difficulty identifying the first five 
modes and the corresponding damping ratios had significant uncertainty.  
The FDD method was able to identify the first 5 modes and damping ratios with limited 
uncertainty. The FDD method required 1-hour data windows in order to minimize the 
effect of leakage on the estimation of damping ratios. The researchers recommend using 
longer data windows coupled with the FDD technique. This research examined the effect 
of the processing method on the identification of modal parameters and how uncertainty 
is present in the modal parameter identification stage of ambient vibration analysis. The 
underlying reasons for the failure of the SSI techniques to identify reliable modal 
parameters may have been due to issues with the quality of the data being operated on 
and the conclusion may be drawn that SSI techniques may not perform well in the 
presence of noise and other data quality issues. 
(Brincker and Andersen, 2000) presented the ambient vibration monitoring of the 
Heritage Court Building. The response data were analyzed using two different 
techniques: a non-parametric based on Frequency Domain Decomposition (FDD) and a 
data driven Stochastic Subspace Identification (SSI) algorithm, which is a parametric 
method operating on the raw time domain data. Both techniques successfully identified 
11 modes less than 10 Hz of which two sets of closely spaced modes were located. For all 
modes, natural frequencies identified by the two techniques showed satisfactory 
agreement, mode shape estimates were nearly identical, and damping ratios reasonably 
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close and around 1-2% in the most cases, although the third mode showed a higher than 
expected damping ratio of 3.4%. Several of the mode shapes associated with the closely 
spaced modes were uncertain in their identification. The researchers attributed this 
uncertainty to the nature of the closely spaced modes. This is another prime example of 
the necessity of high quality data. High quality data with a suitable frequency resolution 
would reduce the uncertainty with the closely spaced mode phenomenon given there are 
significantly more data points to discretize the signal.  
(Fujino, et al., 2000) reported forced and ambient excitation tests on the Hakucho 
suspension bridge. A dense instrumentation array was employed to measure the response 
of the structure under ambient conditions (wind, temperature, traffic) and forced 
excitation conditions provided by two exciters. The researchers proposed a new 
systematic modal parameter identification scheme combining the random decrement 
(RD) process with the Ibrahim Time Domain (ITD) algorithm. The authors found that as 
wind speed increases, the first natural frequency corresponding to the first bending mode 
of the structure increases. However, preliminary wind tunnel experiments show that at 
higher wind velocities, the natural frequency will decrease. The researchers attribute this 
phenomenon to the effect of the friction bearings at the girder supports near the towers. 
At lower wind velocities, the friction bearings provide restraint against movement while 
at higher wind velocities the bearings provide less restraint resulting in the observed 
decrease in the natural frequency of the first vertical bending mode. The authors of this 
paper have presented a unique conclusion regarding the influence of wind on the natural 
frequencies of a large suspension bridge. The observed changes in the natural frequency 
and mode shape of the first vertical bending mode show observed behavior not predicted 
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by preliminary analysis. This result is a prime example of the uncertainty associated with 
field monitoring and St-ID when certain structural behaviors are unknown. Collecting 
high quality data from a structure increases the reliability of the derived results also 
allows for the observation of behaviors such as those recorded during the testing of the 
Hakucho suspension bridge. 
(Ko, et al., 2000) investigated the practicality of vibration-based damage identification 
methods for the instrumented Tsing Ma Suspension Bridge. Significant emphasis was 
placed on how to cope with datasets containing noise and other uncertainties. Numerical 
simulation studies of using noisy time series measurements to identify damage 
occurrence utilizing auto-associative neural network and for damage localization with the 
probabilistic neural network are presented. 
(Ren, et al., 2004) reported ambient vibration testing, using traffic and wind excitation, of 
a steel girder arch bridge. The authors noted satisfactory agreement between frequencies 
identified by peak picking and Stochastic Subspace Identification (SSI) methods; 
however, the SSI method provided superior mode shapes. 
Grimmelsman reported on the uncertainty reduction measures used in the data collection 
and processing of ambient vibration signals collected from the Henry Hudson Bridge 
(Grimmelsman, et al., 2007). The authors reported methods for reduction of uncertainties 
through examination of the variability of modal parameters due to time of day and 
character of excitation, length of collected data, and temperature. It was found that 
temperature had minimal effect on the modal parameters, which starkly contrasts the 
behavior of short to medium span bridges subjected to changes in temperature. 
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(Pakzad, et al., 2008) reported the ambient vibration tests of 18 highway bridges where 
the primary source of excitation was traffic. Two significant challenges were identified as 
obstacles to widespread implementation of ambient vibration testing of constructed 
systems including (1) the nature of input may cause peaks that are not related to structural 
modes, (2) if long time windows of data are taken the structure itself may undergo 
changes due to its nonstationary nature. However, if a short dataset is collected there is a 
risk of missing modes due to gaps in excitation that may exist during certain monitoring 
periods.  
(Pakzad and Fenves, 2009) conducted a study on the Golden Gate Bridge which consisted 
of instrumenting the spans and south tower with a spatially dense wireless sensor 
network. The sensor network comprised of 64 nodes each measuring responses in two 
directions. The nodes on the spans measured the vertical and transverse directions while 
the nodes on the tower measured the longitudinal and transverse directions. One unique 
aspect of this study was the number of datasets collected and the following statistical 
modal parameter identification. In total, 174 datasets were collected over approximately a 
3-month period. The Peak Picking technique using Welch’s method was used to produce 
a baseline estimate of the natural frequencies, damping ratios, and mode shapes from a 
single dataset System identification were performed on each dataset using an 
Autoregressive Moving Average Model (ARMA). The resulting identified modal 
parameters were further processed to produce statistical estimates of the structures modal 
properties. These include means, standard deviations, and 95% confidence intervals. The 
results obtained from the Peak Picking technique and those produced by the ARMA 
analysis compared favorably and the researchers concluded that the Peak Picking 
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technique would be sufficient for studies that have constraints on the length of 
monitoring. This is especially useful for low power wireless sensors, which could have a 
Peak Picking algorithm included in the onboard software and reduce the amount of data 
transmitted over the network. The drawback to only transmitting modal parameters is that 
the original data is lost and further data post processing is essentially lost after the 
memory of the sensor is overwritten. Therefore, it is difficult to identify uncertainty 
sources in the data produced by the wireless sensor network. All uncertainty sources are 
lumped together in identified modal parameters and specific events would not be able to 
be identified without the original data. The researchers also compared the results of the 
2009 study with those produced by (Abdel-Ghaffar, 1985); (Abdel-Ghaffar and Scanlan, 
1985) and determined that the identified results for the lower modes produced from the 
1985 study fell outside of the 95% confidence intervals produced in 2009. The 
researchers attributed these differences to the retrofitting and re decking of the bridge in 
addition to the data quality and errors in the system identification method used in 1985.  
In an effort to quantify the uncertainty involved in this study, the researchers used 
statistical analysis to bound the modal parameters identified using an ARMA analysis. 
The uncertainty due to data quality, environmental changes, and structural changes are 
lumped together in the statistical analysis of the modal parameters. Changes in the modal 
parameters due to specific effects were not presented in this paper. It would have been 
useful for the researchers to mention specific changes in modal parameters and attribute 
them to specific events or changes in the structure, environment, or data quality. Several 
studies that examine changes in modal parameters due to excitation and environmental  
41 
 
 
(Cornwell, 1999) discussed the effect of temperature gradients on changes in observed 
modal parameters. Two 24hr monitoring periods were used to establish the modal 
parameters of the structure. The first period was used to establish a baseline for the modal 
properties as well as define 95% confidence intervals for each identified frequency using 
a linear regression curve fit. The second monitoring period was plotted on top of the first 
period to see if the data fit within the confidence intervals established during the first test. 
In general, the data from the second test fit within the bounds of established by the first 
test except for the most significant temperature swing of 30 degrees Fahrenheit. An 
interesting observation made by the researchers indicated that the bridge mass changed 
due to heavy rains preceding the test. The change in frequency may have been caused by 
the absorption of water into the bridge structure. It should be noted that more than 
temperature measurements should be made to accurately characterize the environmental 
effects on modal properties. This case again reinforces the challenges associated with 
uncoupling sources of uncertainty in data acquisition and analysis. The changes in modal 
parameters cited in this study were attributed to several environmental effects and could 
not be traced to a single source of uncertainty. 
Peeters and DeRoeck carried out a detailed study on Z-24 bridge in Switzerland (De 
Roeck, et al., 2002, De Roeck, et al., 2000, Peeters and De Roeck, 2000)They identified 
modal frequencies at a spectrum of temperatures and reported a bi-linear relationship 
between the temperature and natural frequency of the structure. The authors traced this 
bi-linear dependence to the influence of the wearing surface. Specially, during warm 
periods the asphalt stiffness was such that it did not contribute to the response; however 
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during colder periods (<0 C) the stiffness of the wearing surface increased and thus 
participated in the bridge response. 
Other root mechanisms contributing to time varying behavior reported in the literature 
include stiffening of expansion bearings, internal redundancies (Catbas and Aktan, 2002), 
and boundary and continuity conditions.  (Fu and DeWolf, 2001) reported approximately 
10-13 % changes in modal parameters when the temperature fell below 60 degrees 
Fahrenheit. At temperatures above 60 degrees Fahrenheit, there was little change 
reported. The change in the modal parameters that occurred with drops in temperature 
was attributed to partial fixity provided by rocker bearings that would not allow the 
bridge girders to contract due to temperature. Ultimately, the friction in the bearings at 
low temperatures provided the restraint in rotation. The partial fixity at the bearings 
induced an axial tension force in the girders and as a result the natural frequencies for the 
first three modes increased significantly. The researchers also reported changes in the 
natural frequencies due to the live load present on the structure. However, the changes in 
frequencies due to live loading are less significant (3-5%) than those changes due to 
temperature (10-13 %). Changes in modal parameters due to live loading are much more 
prevalent in short span bridges than long span bridges due to the mass of the bridge being 
similar to the loads due to traffic on the bridge. Uncertainties are present in any type of 
experiment and measures to identify and mitigate them are necessary. Best practices 
implementations of dynamic test methods are one key to reducing uncertainties and 
ensuring high quality data for St-Id. 
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2.4 Summary 
It is evident from reviewing applications of modal analysis including both forced 
excitation and ambient excitation that many similar challenges associated with 
uncertainty, including non-time invariance, variable excitation, etc., were mentioned or 
studied. Furthermore, while most of the resulting characterizations utilizing vibration 
records were ultimately deemed as successful in accomplishing many or all of the 
original objectives of the application, it is also apparent that many of these applications 
identify sources of uncertainty and work to reduce their effect but the techniques used to 
reduce the uncertainty have not been compiled into a single source of literature. It 
remains that the best practices of modal testing and analysis remain scattered in many 
different documents. The following general observations may be made with respect to 
uncertainty and the best practices in modal analysis: 
Sources of uncertainty have been identified and documented in many previous 
research studies. Changes in structural behavior due to temperature fluctuations 
are the most widely reported sources of uncertainty in the literature. Researchers 
have studied these phenomena and determined that changes in structural behavior 
due to temperature change is more significant in short to medium span bridges in 
comparison with long span bridges. Uncertainty in modal parameter estimation 
due to structural excitation is a second category of uncertainty studied in the 
available literature. 
The main objective of using a vibration monitoring program for St-Id is to 
identify the dynamic characteristics of a civil constructed system. The dynamic 
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characteristics are generally used to calibrate a finite element model which once 
validated is used to evaluate the structures response to wind and seismic loads 
(long span bridges) and live loads (short span bridges). In order to provide 
optimal data to augment traditional engineering processes, high quality data is 
essential. Establishing the best practices in regards to modal analysis of civil 
constructed systems will help ensure the reliable extraction of modal parameters 
to be used in the St-Id process. 
The most notable shortcoming with all of the presented literature is the amount of 
time required to collect and analyze the data whether it be forced excitation or 
operational data. The focus of this thesis will be exploring methods of decreasing 
the time required to implement a dynamic test on a civil constructed system. 
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CHAPTER 3: EXPERIMENTAL MODAL ANALYSIS THEORY 
3.1 Overview of Experimental Modal Analysis 
Experimental modal analysis (EMA) describes the general approach of obtaining the 
natural frequencies, damping ratios, mode shapes, and modal scaling from a system using 
experimental means. Experimental modal analysis using forced excitation is typically 
utilized for bridges having short to medium spans while operational modal analysis 
(OMA) is typically used on long span structures. Operational modal analysis and 
associated processing techniques were developed to cope with the constraints imposed by 
long span structures. Limited access to long span structures and the time and cost 
associated with experimentation using controlled and measured excitation have fostered 
the development of OMA testing techniques. Two cases exist where modal parameters 
obtained through experimental means for are used to assess structural behavior. The 
development of finite element models in the St-Id framework requires that experimental 
data be used to calibrate or update an a-priori model. Modal parameters serve as excellent 
indicators of structural behavior since they are derived directly from the mass, stiffness, 
and damping of the structure. The second use of modal parameters is in establishing 
baseline behavior of a structure used in tracking of changes in structural behavior. 
Typically, EMA techniques are employed when a problem with a system or structure has 
been traced to a dynamics problem. In general, most dynamics problems involve a 
problem associated with the interaction between the loading environment and the system 
characteristics. In the case of a bridge, a common problem with flexible and lightly 
damped highway bridges is cracking of the concrete deck due to the input from traffic 
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causing large oscillations that place the concrete deck, which was designed to function in 
compression, into tension many times over the course of its life. Concrete by itself cannot 
withstand large tensile forces and therefore will crack under the application of these high 
tensile forces due to traffic. Applications of EMA on civil constructed systems are a 
relatively new field compared with the mature applications of EMA found in the 
mechanical and aerospace fields. 
A significant portion of St-Id applications to civil constructed systems rely on obtaining 
and utilizing modal data from a structure in the calibration of an a-priori model. The 
primary benefit of extracting modal data from a structure (i.e. natural frequencies, mode 
shapes, damping ratios, and modal flexibility) is the rate one may obtain global indices 
describing the behavior of the structure. The natural frequencies, mode shapes, and 
damping ratios are derivative measures of the global structural parameters, namely the 
mass, stiffness, and damping matrices that fully describe the structure and its behavior. 
Any structural system can be represented by 3-1: 
 ሾܯሿݔሷ ൅ ሾܥሿݔሶ ൅ ሾܭሿݔ ൌ ݂ሺݐሻ 3-1 
 
Modal analysis in the simplest terms is a technique used to obtain information from a 
structure regarding its dynamic behavior. Modal analysis involves the interaction of 
assumptions, implementation, modeling, and experimentation as detailed in Error! 
Reference source not found.. 
47 
 
 
 
 
Figure 3-1: Modal Analysis Interaction Diagram 
The underlying assumptions of modal analysis are linearity, observability and time 
invariance. For modal analysis to be applied to a structure, it must be linear, observable, 
and time invariant. A structures’ response to simultaneously applied loads should equal 
be the summation of responses due to the loads applied individually. Reciprocity is an 
alternative method used to examine the linearity of a structure. Maxwell’s theory of 
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reciprocity states that a load that is applied at degree of freedom p causes a response at 
degree of freedom q is the same as the response at degree of freedom q due to the same 
load applied at degree of freedom p. In terms of frequency, response functions (FRFs) the 
FRF derived at response point p due to a controlled input at q should be equal to the FRF 
derived at response point q due to a controlled input at point p. If the assumption of 
linearity for a structure is valid, an experimental program where controlled excitation 
suitable for measurement can be used rather than operational forces experienced by the 
structure under normal operation. While a significant number of structures remain linear, 
many structures violate the assumption of linearity and if modal analysis methods are 
applied to these non-linear structures where a linear model is used to describe the 
structure, the best-case scenario is that the linear model provides a reasonable 
approximation of the behavior of the structure. In the worst-case scenario, a modal model 
is unable to approximate the structural behaviors that are influenced by the underlying 
non-linear mechanisms. 
 The second underlying assumption of modal analysis is time invariance. That is a 
structure should only have a single set of modal parameters and these modal parameters 
are consistent over changes in time. If a structure violates time invariance, its mass, 
stiffness, and damping depend upon factors that are either not measured or not included 
in the model. Therefore, for a structure to fulfill time invariance, its properties should not 
change with the passage of time or changes in temperature. It has been shown in previous 
research that structures tend to change with time, but modal analysis has yet been used as 
an experimental technology to evaluate such structures. Variability of modal parameters 
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due to changes and temperature has been reported in the available literature. In one case, 
the change in the natural frequency of a mode was found to change as much as 40% with 
changes in temperature (Alampalli, 1998).  A second numerical study was conducted on 
the variability of modal parameters and predicted that these parameters should not vary 
more than 5% with changes in temperature (Turner and Pretlove, 1988). Rohrmann 
reported results of tests performed over six months on bridge structures. The study shows 
that given a decrease in the mean ambient temperature, the natural frequencies increase. 
It is reported that the first frequency of the structure varies between 2.3 Hz and 2.8 Hz 
(Rohrmann and Ruecker, 1994). This equates to a change of approximately 18%. The 
previous studies concentrated on variability due to environmental effects on modal 
parameters. Farrar et al. reported on the variability of modal parameters due to changes in 
environmental condition, service conditions, and data reduction methods. Due to changes 
in ambient temperature, it was shown that the first frequency experienced a variation of 
3%. Most of the available literature report changes in natural frequencies of between 5%-
20% (Cornwell, 1999, Fu and DeWolf, 2001, Peeters and De Roeck, 2000, Roberts and 
Pearson, 1998).  A research group from Los Alamos National Laboratory also reported 
on the changes of modal parameters due to the loading environment. The researchers 
measured the modal parameters with added mass due to vehicles placed on the bridge. 
The natural frequencies were estimated to decrease by an average of 6.4%, which is 
equivalent to the square root of the mass ratios (22kips for vehicles and 156 kips for the 
bridge superstructure). An impact test was performed twice, once with the cars present, 
and once without the cars present. An intriguing phenomenon was found in that the 
frequencies did not decrease but rather increased (Farrar, 1997). Given the reported 
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variability of modal parameters due to various sources such as temperature, loading 
scenarios, and data processing, it is necessary for the test engineer to understand the 
limitations of applying modal analysis techniques to non-stationary structures.  
Violation of time invariance has also been attributed to other structural behaviors that 
change over time which affect the modal parameters including stiffening of expansion 
bearings (Alampalli, 1998, Fu and DeWolf, 2001), temperature gradients (Cornwell, 
1999), and various internal redundancies and mechanisms (Catbas and Aktan, 2002, 
Rohrmann, 2000). Non time invariance also poses problems in modeling these behaviors 
using physics based models and that even though the root causes of non-time invariance 
have been identified, representing these behaviors in an FE model remain difficult (Moon 
and Aktan, 2006). In addition to satisfying the linearity and time invariance requirements, 
a structure should also be observable in that the global behavior and response of the 
structure should be able to be measured. From previous experience, most structures will 
violate at least one of the assumptions of modal analysis. Many structures will have local 
non-linearities or will violate time invariance as the structure changes over time. It is up 
to the test engineer to determine the effect of the violation on the extraction of modal 
parameters. Reporting of modal parameters with statistical variability is one method used 
to illustrate the range over which modal parameters may vary with changes in structural 
behavior due to changes in ambient conditions. Once modal parameters are measured, a 
modal model representing the measured modal parameters is constructed that describes 
the structure. 
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An application of modal analysis entails developing a modal model representing a 
physical structure and its behavior at a certain point in time. The modal model combines 
the underlying assumptions of modal analysis and the implementation of modal analysis 
best practices. The process of relating a modal model to a physical structure is termed 
Structural Identification and was briefly described in the preceding chapters. St-Id helps 
to reconcile the differences between a modal model and physics based representation of a 
real structure. Since many modal models may be generated that represent a physical 
system, the St-Id procedure is used to identify those models that comply with physics and 
maintain an accurate representation of the system. 
To put modal analysis in the hierarchy of full-scale experimental technologies, one must 
examine these test methods based on the classification of their input. Full scale 
experimental test methods can be classified based on the input excitation, and whether it 
is static, such as a truckload test, or dynamic where the input is provided by traffic, wind, 
or other inputs such as an electromagnetic shaker. Furthermore, the excitation can be 
divided into groups based on whether the input is controlled and measured, controlled 
and not measured, uncontrolled and measured, and uncontrolled and unmeasured. Impact 
based modal analysis would fall under the category of controlled and measured input. 
The input can be controlled by the height from which the impact hammer is dropped or 
by using a repeatable impact source such as a drop hammer. Operational modal analysis 
would fall under the category of uncontrolled and unmeasured since excitation from 
traffic, and the wind is not easily measured or controlled. 
52 
 
 
 
When performing an impact test, a test configuration is chosen that dictates the number 
of inputs and outputs to be used. The Structural Dynamics Research Laboratory (SDRL) 
at the University of Cincinnati has reported extensively on the use of forced excitation 
testing methods.  Four different configurations can be envisioned for testing a structure 
using forced excitation. The methods include single input, single output (SISO), single 
input, multiple output (SIMO), multiple input single output (MISO), and multiple input, 
multiple output (MIMO). Each testing configuration has benefits and drawbacks that are 
listed below, but the MIMO testing configuration is the best testing situation since the 
information is collected in the shortest amount of time with the fewest changes in test 
conditions. (Allemang, 2001)  
SISO – Single Input Single Output 
Extended testing period due to low number of sensors used 
Roving inputs 
Roving outputs 
Time invariance issues between different roving setups 
SIMO – Single Input Multiple Output 
Shorter testing time than SISO testing 
Frequency and damping estimates are consistent between datasets acquired 
simultaneously 
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Time invariance issues between datasets collected from different inputs 
MISO – Multiple Input Single Output 
Long testing time due to having to rove the response transducer 
Each measurement cycle has more than one input 
Allows for the identification of repeated roots 
Allows for reciprocity checks 
Time invariance issues between different response locations 
MIMO– Multiple Input Multiple Output 
Shortest testing period of all methods 
Frequency and damping estimates are consistent between datasets acquired 
simultaneously 
Allows for detection of repeated roots 
Allows for reciprocity checks 
Best overall testing method 
54 
 
 
 
3.2 Modal Analysis Theory 
Modal analysis requires an understanding and integration of structural dynamics and 
signal processing techniques. The result of modal analysis is obtaining the natural 
frequencies, damping ratios, and mode shapes of a structure. This section will illustrate 
the mathematical relationships that describe how the physical system relates to a 
mathematical representation used to extract the modal parameters. A key to 
understanding modal analysis is the ability to understand the relationships between the 
different domains, time, frequency, and Laplace. While the aforementioned domains 
operate on continuous functions, experimental methods result in the usage of discrete 
signals and, therefore, discrete transforms such as the discrete Fourier transform (DFT) 
and the Z-transform are used. For the concepts presented going forward, the discussion 
will focus on the use of transforms to continuous functions. In order to examine these 
relationships in simple terms, an explanation of the principles behind the extraction of the 
modal parameters from a structure is presented using a numerical example involving a 
straightforward, mechanical single degree of freedom (SDOF) system. An example of 
SDOF system represented in terms of mass, stiffness, and damping is shown in Figure 
3-2. The principles used in the SDOF system are then expanded to multiple degrees of 
freedom using a cantilever beam example. 
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Figure 3-2: Analytical Mass, Spring, And Damper System 
The first step in extracting modal parameters from a SDOF system involves forming the 
equation of motion, which equates the mass, stiffness, and damping of the system to the 
applied external forces. The equation takes the following form: 
 ܯݔሷሺݐሻ ൅ ܥݔሶሺݐሻ ൅ ܭݔሺݐሻ ൌ ݂ሺݐሻ 3-2 
 
The above equation is Newton’s second law of motion. Several approaches may be taken 
to solve the equation of motion including making a change of variables and moving the 
system into the Laplace domain. The advantage of the Laplace domain formulation of the 
equation of motion is that, in the time domain, the solution for the differential equation 
must be found, while in the Laplace domain, the equation of motion is converted into an 
algebraic equation as opposed to a differential equation. From here on equation of motion 
will be solved using the Laplace domain formulation. The Laplace transfer from the time 
domain is shown in equation 3-3. 
 
ݔሺݐሻ ൌ ܺ݁௦௧ 
ݔሶሺݐሻ ൌ ݏܺ݁௦௧ 
ݔሷሺݐሻ ൌ ݏଶܺ݁௦௧
3-3 
M
C
K
x(t)
f(t)
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Substituting the previous equations into the equation of motion results in the following: 
 ሺܯݏଶ ൅ ܥݏ ൅ ܭሻܺ݁௦௧ ൌ 0 3-4 
 
For the nontrivial solution, Xest cannot be equal to zero so the following equation is 
obtained: 
 ܯݏଶ ൅ ܥݏ ൅ ܭ ൌ 0 3-5 
 
Equation 3-5 is known as the characteristic equation of the system. The characteristic 
equation is then solved for two complex conjugate roots shown in equation 3-6. 
 ߣଵ,ଶ ൌ െܥ2ܯ േඨ൬
ܥ
2ܯ൰
ଶ
െ ൬ܭܯ൰ 
3-6 
 
The general solution to the equation of motion then takes the form of: 
 ݔሺݐሻ ൌ ܣ݁ఒభ௧ ൅ ܤ݁ఒమ௧ 3-7 
 
The constants A and B are determined from the initial conditions of the system at time (t) 
= 0. A note must be made on damping. The damping ratios of physical structures 
generally do not exceed 10 percent of critical damping and, therefore, most structures can 
be described as under damped systems. The characteristic equations roots and the 
coefficients A and B in equation 3-7 are all complex conjugates. The roots of the 
characteristic equation can be expanded as follows: 
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 ߣଵ ൌ ߪଵ ൅ ߱ଵ ߣଵ∗ ൌ ߪଵ െ ߱ଵ 3-8 
 
The complex conjugate pairs shown in equation 3-8 show the only difference is in the 
sign between the damping factor (σ) and damped natural frequency (ω). 
3.2.1 Time Domain - Impulse Response Functions 
A general method for estimating the response of a system to an arbitrary input can be 
developed using the Dirac delta function. An impulse response function is the response of 
a system due to a unit impulse assuming the initial conditions of the system are zero i.e. 
the system is at rest. The Dirac delta function is assumed to take the form: 
 ݂ሺݐሻ ൌ ߜሺݐ െ ߬ሻ 3-9 
 
The Dirac delta function is a function that has a zero value at every point except where t 
= When this occurs the y value of the function is equivalent to infinity. The system 
response xሺtሻ	 due to the Dirac delta tis known as the impulse response function 
h(tIn general, functions with short time durations are called impulsive functions. An 
example of an impulse response function is shown in Figure 3-3.  Successive impulses 
can be used to approximate any arbitrary forcing function. The summation of successive 
impulsive functions can be expressed as shown in equation 3-10. 
 ݔሺݐሻ ൌ න ݂ሺ߬ሻ
ஶ
ିஶ
݄ሺݐ െ ߬ሻ݀߬ 3-10 
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The impulse response function can also be expressed as a function of the roots of the 
characteristic equation as follows in equation 3-11: 
 ݄ሺݐሻ ൌ ܣ݁ఒభ௧ ൅ ܣ∗݁ఒభ∗ ௧ 3-11 
 
Substituting the expanded expression for the complex conjugate roots into equation 3-11 
results in the following equation for the impulse response function: 
 ݄ሺݐሻ ൌ 	 ݁ఙభ௧൫ܣ݁ሺା௝ఠభሻ௧ ൅ ܣ∗݁ሺି௝ఠభሻ௧൯ 3-12 
 
 
Figure 3-3: SDOF Impulse Response Function 
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3.2.2 Frequency Domain – System Response 
The EOM can be described in the frequency domain by computing the Fourier 
Transform. By computing the Fourier Transform of the EOM, it has effectively converted 
a differential equation into an algebraic equation significantly decreasing the solution 
difficulty. The frequency domain representation of the EOM is given in equation 3-13. 
 ሾെܯ߱ଶ ൅ ݆ܥ߱ ൅ ܭሿܺሺ߱ሻ ൌ ܨሺ߱ሻ 3-13 
 
The expression contained inside the brackets in equation 3-13 is known as the impedance 
function. The frequency domain expression for the EOM can be simplified as follows: 
 ܤሺ߱ሻܺሺ߱ሻ ൌ ܨሺ߱ሻ 3-14 
 
Typically, the system response is calculated utilizing a known forcing function and 
known system impedance resulting in: 
 ܺሺ߱ሻ ൌ ܨሺ߱ሻܤሺ߱ሻ 3-15 
 
where: 
 	ܤሺ߱ሻ ൌ 1ܪሺ߱ሻ	; ܪሺ߱ሻ ൌ
1
െܯ߱ଶ ൅ ݆ܥ߱ ൅ ܭ 3-16 
 
ܪሺ߱ሻ is known as the Frequency Response Function (FRF) of the system and relates the 
system response to the forcing function applied to the system where each is evaluated in 
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the frequency domain. Rewriting equation 3-16 and dividing through by the mass term M 
results in the following: 
 ܪሺ߱ሻ ൌ
1
െܯ߱ଶ ൅ ݆ܥ߱ ൅ ܭ ൌ
1/ܯ
െ߱ଶ ൅ ݆߱ ܥܯ ൅
ܭ
ܯ
 3-17 
 
As was the case in the previous formulation of the solution to the EOM, equation 3-17 
takes a similar form and is known as the characteristic equation of the system. The values 
associated with the equation are complex in nature due to the inclusion of the complex 
variable j even though the characteristic equation is a function of a real valued variable 
The equation for the FRF can be rewritten in partial fraction from as follows: 
 ܪሺ߱ሻ ൌ ܣ݆߱ െ ߣଵ ൅
ܣ∗
݆߱ െ ߣଵ∗  3-18 
 
And from equation 3-18, it is known that the roots ߣଵ and ߣଵ∗  are equal to ߪଵ ൅ ݆߱ଵ and 
ߪଵ െ ݆߱ଵ respectively. Note the difference between and where the first is the 
general frequency variable and the second is the damped natural frequency of the system. 
When they equal each other, the FRF approaches a maximum value and when plotted in 
the absolute magnitude scale denoted by a peak in the frequency spectrum (Figure 3-4). 
When the real portion of the FRF is plotted, the poles display asymptotic behavior near a 
vertical line at the natural frequency as shown in Figure 3-7. When the imaginary portion 
is plotted, the poles show as negative peaks (Figure 3-6). 
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Figure 3-4: Frequency Response Function – Magnitude  
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Figure 3-5: Frequency Response Function – Phase Angle  
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Figure 3-6: Frequency Response Function – Imaginary Portion 
 
0 5 10 15 20 25 30
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
x 10-3
Frequency (Hz)
Im
ag
in
ar
y
64 
 
 
 
 
Figure 3-7: Frequency Response Function – Real Portion  
3.2.3 Laplace Domain Formulation of the EOM 
Similarly, to the frequency domain representation of the EOM, the Laplace domain has 
the advantage of converting a set of differential equations to ordinary algebraic equations 
that are significantly easier to solve. The difference between the two formulations is the 
bounds over which each is defined. The frequency domain is formulated over the range 
from negative to positive infinity while the Laplace domain is formulated over the range 
from zero to positive infinity with initial conditions.  
 
0 5 10 15 20 25 30
-4
-3
-2
-1
0
1
2
3
4
5
x 10-3
Frequency (Hz)
R
ea
l
65 
 
 
 
 ሾܯݏଶ ൅ ܥݏ ൅ ܭሿܺሺݏሻ ൌ ܨሺݏሻ ൅ ሾܯݏ ൅ ܥሿܺሺ0ሻ ൅ ܯ ሶܺ ሺ0ሻ 3-19 
 
If the initial conditions are assumed zero the previous equation reduces to: 
 ሾܯݏଶ ൅ ܥݏ ൅ ܭሿܺሺݏሻ ൌ ܨሺݏሻ 3-20 
 
Similarly, to the frequency domain formulation, the transfer function can be formulated 
as: 
 ܤሺݏሻ ൌ ܯݏଶ ൅ ܥݏ ൅ ܭ 3-21 
 
Therefore, 	
 ܤሺݏሻܺሺݏሻ ൌ ܨሺݏሻ 3-22 
 
 
ܺሺݏሻ
ܨሺݏሻ ൌ
1
ܤሺݏሻ ൌ ܪሺݏሻ 3-23 
 
H(s) is defined as the transfer function of the system and relates the inputs to the system 
to response of the system and is a function of the mass, damping, and stiffness of the 
system. The transfer function can be defined in several other forms including the 
following: 
 ܪሺݏሻ ൌ
1
െܯݏଶ ൅ ݆ܥݏ ൅ ܭ ൌ
1/ܯ
െݏଶ ൅ ݆ݏ ܥܯ ൅
ܭ
ܯ
 3-24 
 
The transfer function can also be expressed in a partial fraction form as follows: 
 ܪሺݏሻ ൌ ܣݏ െ ߣଵ ൅
ܣ∗
ݏ െ ߣଵ∗  3-25 
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The transfer function is a complex function of the complex independent variable s. The 
function is represented by a surface plot as shown in Figure 3-8. 
 
Figure 3-8: Transfer Function – Magnitude 
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Figure 3-9: Transfer Function – Real Portion 
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Figure 3-10: Transfer Function – Imaginary Portion 
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Figure 3-11: Transfer Function – Phase Angle 
3.2.4 Modal Parameters 
When describing modal parameters one most often refers to the complex valued modal 
frequencies, modal vectors (mode shapes), and modal scaling values. Many modal 
parameter estimation algorithms also estimate the residue and modal participation 
vectors, in addition to the primary modal parameters. Chapter 5 provides an overview of 
the many available modal parameter estimation techniques used for forced and ambient 
vibration. 
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3.3 Single Degree of Freedom Example 
The concepts outlined in this section are demonstrated in a straightforward example 
contained in APPENDIX A. 
3.4 Multiple Degree of Freedom Systems (MDOF) – Expansion of SDOF Concepts 
While basic concepts are described using a SDOF system, the benefits of applying modal 
analysis are not fully realized unless applied to larger systems such as bridges, buildings, 
etc. Typically, complex systems are simplified into lumped (or consistent) mass 
structures. For example, a continuous cantilever beam can be modeled as a series of 
masses, springs, and dampers as shown in Figure 3-12. The natural frequencies, damping 
ratios, and mode shapes of these systems can be estimated from the mass, damping, and 
stiffness of the structure or measured frequency response functions (FRF).  
 
Figure 3-12: M, K, C representation of MDOF system 
 
71 
 
 
 
MDOF systems are characterized by systems of equations describing the mass, damping, 
and stiffness of the system. The simultaneous equations are often presented in matrix 
format for explicit but concise presentation. One may view a MDOF of system as the 
linear superposition of many SDOF systems. Therefore, MDOF systems can be 
decomposed into SDOF of freedom systems, which can be solved easily, thus obtaining 
the total response of the system when each SDOF system response is superimposed on 
the other SDOF system responses. The MDOF example contained in APPENDIX B 
depicts the development of EOM and their solution. 
3.5 Experimental Formulation of Frequency Response Functions 
From the previous sections, the FRF has been developed from the mass, stiffness, and 
damping for the system. In most situations, these parameters are unknown, and the use of 
analytical FRFs to describe the physical system in terms of mass, stiffness, and damping 
would not be possible. Therefore, experimental techniques are required to produce the 
FRFs of the system. Modal parameter estimation from data collected from a structure 
excited using impact excitation testing utilizes FRFs constructed from the acceleration 
and force records collected in the time domain. The response time records are measures 
of acceleration and the input is a measure of force. The frequency transform of the 
acceleration data divided by the frequency transform of the force data is known as 
receptance. There are several forms of the FRF depending on the units, which the 
response is measured in, and whether the response is in the numerator of the FRF or the 
denominator. Several algorithms are available for the construction of FRFs including the 
H1, H2, and Hv algorithms. Each of these algorithms makes an assumption as to which 
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signals include noise and takes steps to minimize the noise on the chosen signals. Each 
algorithm will construct slightly different FRFs that have the characteristics described in 
Table 3-1. 
Table 3-1: Characteristics of FRF Construction Techniques 
 Assumed Location of Noise  
Algorithm Output Input Characteristics 
H1 Yes No 
 Underestimates amplitude at resonances 
and anti-resonances 
 Overestimates damping 
H2 No Yes 
 Overestimates amplitude at resonances 
and anti-resonances 
 Underestimates damping 
Hv Yes Yes 
 Best estimates amplitude at resonances 
and anti-resonances 
 Best estimate of damping 
 Does not alter phase characteristics 
 
 
 
Each FRF estimation technique utilizes auto power and cross power spectral densities to 
construct the best estimates of the FRF in the presence of noise. Ambient noise from 
various sources is an obstacle in any experimental program and reducing the effects of 
noise on recorded measurements is a critical step in ensuring the reliability and validity of 
the estimated modal parameters. One method to reduce the variability in FRF 
measurements due to non-coherent noise and other errors is to average the auto power 
and cross power spectral densities before constructing the FRFs. The auto power and 
cross power spectral densities (Gxx, Gff, Gxf, and Gfx) are calculated by transforming the 
acceleration (X) and force (F) time histories to the frequency domain using the Fast 
Fourier Transform (FFT), and then substituting the frequency spectra into equation 3-26. 
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The four equations shown below are used to construct the auto power and cross power 
spectral densities.  
 
ܩܺܨ௣௤ ൌ ෍ ܺ௣ܨ௤∗
ே௔௩௚
ଵ
 
 
ܩܨܺ௤௣ ൌ ෍ ܨ௤ܺ௣∗
ே௔௩௚
ଵ
 
 
ܩܺܺ௣௣ ൌ ෍ ܺ௣ܺ௣∗
ே௔௩௚
ଵ
 
 
ܩܨܨ௤௤ ൌ ෍ ܨ௤ܨ௤∗
ே௔௩௚
ଵ
 
 
 
3-26 
 
F is the Fast Fourier Transform (FFT) of the input force 
X is the FFT of the response accelerations 
* denotes the complex conjugate 
By increasing the number of averages used in the calculation of the auto power and cross 
power spectral densities, the random errors included in the estimation of FRFs are 
minimized. Reducing the random errors in the FRF estimation reduces the variance and 
produces a more accurate estimation. The number of averages required for sufficient 
estimation of an FRF depends on several factors including leakage errors, proper 
excitation of the modes of interest, and the degree to which unmeasured inputs affect the 
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structural response. Coherence and the number of averages are interrelated and coherence 
acts as an indicator of the number of averages required for capturing high quality FRFs. 
For example, if a mode of interest has low coherence, it will take significantly more 
averages to obtain the same variance on the FRF estimate as it would for a mode with 
high coherence. Coherence is also an indicator if the source of excitation at a frequency is 
due to the supplied input or other sources. If a mode of interest has coherence value of 
one, it indicates that the response at that frequency is entirely caused by the supplied 
input. If the coherence at a mode of interest is near zero, then the excitation of that mode 
is due to other sources besides the measured input. Once the averaged FRFs have been 
constructed, any one of the various modal parameter estimation techniques (curve fitting) 
can be leveraged to estimate the modal parameters and finally estimate the flexibility 
matrix of the structure. 
Curve fitting is a general description of techniques used to fit a mathematical model to 
experimental data. Curve fitting is one common method of modal parameter estimation 
since curve fitting is the process through which the modal parameters of the system are 
estimated by fitting a mathematical representation of an FRF to an experimental FRF. 
Curve fitting typically uses the partial fraction representation of the transfer function to 
fit the experimentally measured FRFs. The general mathematical form used to fit the 
experimental FRF is given as:  
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 ܪ௣௤ሺ߱ሻ ൌ෍ ܣ௣௤௥ሺ݆߱ െ ߣ௥ሻ
ே
௥ୀଵ
൅ ܣ௣௤௥
∗
ሺ݆߱ െ ߣ௥∗ሻ 3-27 
 
ܪ௣௤ሺ߱ሻ is the FRF relating the response at p due to an input at q 
ߣ௥ represent the poles of the system, ߣ௥ ൌ ߪ௥ ൅ ݆߱௥	ܽ݊݀	ߣ௥∗ ൌ 	ߪ௥ െ ݆߱௥		 
 ߪ௥ is the damping coefficient 
 ߱௥ is the damped natural frequency 
ܣ௣௤௥ is the residue and ܣ௣௤௥ܽ݊݀	ܣ௣௤௥∗ ൌ ܳ௥߮௣௥߮௤௥ ൌ 	ு೛೜ሺఠሻఙೝ  
The residue is a mathematical concept and represents the absolute scaling of the 
FRF. However, the residue has no physical significance. 
ܳ௥ is the scaling factor for mode r 
߮௣௥ and ߮௤௥ are modal coefficients for mode r and point p and point q 
* denotes the complex conjugate 
The curve fitting process should fit the experimental data well in order to provide the best 
estimate of the modal parameters. Curve fitting methods are described by several distinct 
characteristics including: 
1. Data domain - Time or Frequency 
2. Reference type – multi-reference or single reference 
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3. Global or local curve fitting 
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CHAPTER 4: EXPERIMENT DESIGN AND EXECUTION 
When designing an experiment to identify the modal parameters of a structure, one must 
consider many different constraints in relation to the structure, sensors, data acquisition, 
excitation, and the testing method. The considerations to be taken into account during the 
experiment design can be divided into two groups, those that are associated directly with 
the structure and those that are associated with the equipment used to perform the modal 
test. In this chapter, an overview of several major constraints faced during the design and 
execution of a dynamic experiment on an in service structure. Particular focus is given to 
the testing of short-medium span structures utilizing transient (impact) excitation given 
that the majority of the work completed in this thesis is based on the use of impact 
excitation as a means of exciting a structure. 
4.1 Test Structure Considerations 
4.1.1 Structure Size 
One of the most salient considerations when designing a modal test is the size and 
dimensions of the structure to be tested. Different structures lend themselves to be tested 
using different methods. Long span bridges in particular, lend themselves to testing 
where the inputs are not measured or controlled, which is known as operational modal 
analysis (OMA), whereas shorter span structures lend themselves to experimental modal 
analysis (EMA) where the inputs to the system are typically controlled and measured. 
Short span structures are key candidates for the application of forced excitation testing 
using an impact hammer (shown in Figure 4-1a) or shaker (shown in Figure 4-1b). Small 
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electrodynamic shakers and impact hammers are able to excite short span structures due 
to the relatively their small amount of mass as compared to long span bridges. The 
engineer must be conscience of the unique properties of short span bridges that allow 
these structures to be tested using a variety of test methods. A short span structure 
characterized by relatively low inertia can have its modal parameters influenced by the 
effects of traffic. Therefore, if a structure cannot be closed to traffic, care must be taken 
in testing the structure under light traffic conditions (worst case) or under zero traffic 
conditions (best case). For example, short span structures such as steel stringer bridges, 
have relatively low mass and thus the mass of the system can be influenced significantly 
by a heavy truck crossing the structure. Therefore, the modal parameters identified from 
data taken with a heavy vehicle on the structure will differ from those established with no 
external loading applied to the structure. Testing of a structure should be conducted under 
the presence of small passenger vehicles only or in the optimal case no traffic at all. 
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Figure 4-1: (a) Impact Hammer (b) Electrodynamic Shaker 
Long span bridges such as suspension and cable stayed bridges lend themselves to modal 
testing through the use of ambient vibration due to wind and traffic loading. Early 
examples of this type of testing are presented by (McLamore, et al., 1971) where two 
suspension bridges were characterized using ambient vibration techniques. One of the 
seminal applications of ambient vibration characterization was conducted by Abdel-
Ghaffar and Scanlan (1985, 1985). They described the experimental characterization of 
the Golden Gate Bridge using the ambient vibration test method. This investigation 
included a comprehensive experimental characterization of one of the main tower-pier 
structures. The objective for this investigation was to study the dynamic characteristics of 
the span and tower components of the bridge. The experimental characterization of the 
tower was performed using a total of 9 accelerometers deployed in a roving 
instrumentation scheme. The uniqueness of this application was in the testing of the 
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tower structures. Many ambient vibration monitoring programs ignore the towers and 
only test the spans due to access to the structure. Access to the structure under test 
remains a particularly critical component to the design and execution of an experimental 
program. 
4.1.2 Access to Test Structure 
Access to a structure should be considered during the planning and design of a modal 
test. Instrumenting a critical component of a structure may require unique access methods 
utilizing rope access or a man-lift. Consideration of the benefits of the measurements 
versus the cost of acquiring these measurements should dictate the placement of certain 
transducers. For example, in the testing of a short span bridge such as a highway bridge 
over a secondary roadway, accessing the underside of the structure to place sensors 
would require traffic control and a man lift. The alternative would be to place the sensors 
on the roadway above, but this option would also require significant traffic control and 
closing of the structure. Therefore, the disruption of normal operation is a significant 
constraint when designing and planning a dynamic experiment on a bridge structure. 
4.2 Test Equipment Considerations 
4.2.1 Instrumentation Layout and Design 
Design of an instrumentation plan for a dynamic experiment should be driven by the 
overall objectives of the St-Id. Since dynamic tests are often difficult to interpret for 
direct decision-making, often the goal becomes a reliable extraction of modal properties 
for model calibration (or updating). It should be mentioned, however, that depending on 
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the knowledge and experience of the test engineers, a direct interpretation of the 
measured inputs, outputs and various relationships between these (FRFs, coherence, 
reciprocity), as well as the modal parameters may be possible. This is not all that 
common as there are remarkably few civil engineers with the experience and insight 
required to directly interpret dynamic test results in a reliable manner.  
To help guide experiment design, a flowchart highlighting the key steps is provided in 
Figure 4-2. While the figure is based on the use of an a priori model (as a best practice 
approach) it is conceded that, in some situations, (due to time constraints) the use of a 
model in experiment design may not be possible. In addition, there are a few sufficiently 
experienced individuals who can reliably design an instrumentation plan based on just 
heuristics, but this is not common. In general, instrumentation plans for dynamic tests 
distribute sensors over the entire structure since the target measurements are global in 
nature. The primary issue in developing an instrumentation plan is to ensure that the 
sensor layout can capture the modes of interest, which typically requires the use of an a 
priori model. In some cases achieving this is difficult due to common constraints such as 
limits on the number of sensors (or data acquisition channels) as well as access 
constraints for sensor installation. 
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Figure 4-2: Experiment Design Flowchart 
4.2.2 Accelerometer, Excitation Device, and Data Acquisition Selection 
The transducers used in the measurement of the acceleration of civil structures, and 
structures in general, are often the most overlooked aspect when planning an experiment. 
All transducers are not useful for conducting all measurement tasks. Not only the 
transducer specifications, which are of significant importance, but the mounting method, 
can significantly affect the performance of the transducer and the measurements made 
with said transducer. Transducers used to measure acceleration are generally 
characterized by magnitude and frequency ranges, which they were designed to meet. 
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The specifications of the transducer are based on the measured calibration at time the 
transducer was manufactured, the frequency range over which this calibration factor 
applies, and how the magnitude and phase vary over the frequency range of interest. 
4.2.2.1 Accelerometers 
When selecting an accelerometer for a specific dynamic test, estimates of (1) the range of 
vibration amplitude expected, (2) the frequency range of interest and (3) the environment 
in which the accelerometer is to be installed, are needed. While some of these may be 
estimated using heuristics, the use of an a priori model or a preliminary vibration 
monitoring study can substantially increase reliability.  
The first issue, the expected amplitude of vibration, provides information to allow an 
accelerometer with an appropriate sensitivity and range to be selected. For applications 
using impact testing techniques, it is noted that accelerations in the vicinity of the impact 
can be quite large and thus ranges for accelerometers used in such locations should be at 
least 2.5 g and all acceleration records should be examined (manually or automatically) 
following each impact to ensure that sensors were not over-ranged. The second issue, the 
frequency range or bandwidth of interest also has a significant influence over the 
selection of accelerometers and this depends greatly on the structure being tested. 
However, in the case of typical highway bridges, which are candidates for impact testing, 
the typical frequency range would be approximately 2-50 Hz.  The third issue is the 
environment in which the sensor is to be installed and includes issues related to shock, 
temperature sensitivity, and sensor and connection durability, among others. While there 
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are numerous accelerometers that may be quite appropriate for laboratory experiments, it 
is the authors’ experience that only a few are appropriate for the harsh conditions 
experienced during bridge testing.  
The transducers used for measuring accelerations of civil structures, and structures in 
general, are often the most overlooked aspect of planning an experiment. Not only the 
transducer and its data acquisition specifications are of significant importance, but the 
mounting method and connections can significantly affect the performance of the 
transducer and the measurements made with said transducer. Transducers are 
characterized by the magnitude and frequency ranges, which they were designed to meet. 
The specifications of the transducer are based on the measured calibration at time the 
transducer was manufactured, the frequency range over which this calibration factor 
applies, and how the magnitude and phase vary over the frequency range of interest. 
Three types of typical accelerometers will be discussed in this section including 
piezoelectric, force balance, and micro-electro-mechanical (MEMs) type accelerometers. 
4.2.2.2 Accelerometer Selection 
4.2.2.2.1 Piezoelectric 
A piezoelectric accelerometer uses the piezoelectric effect of certain materials such as 
quartz or ceramic crystals for sensing. When acceleration is exerted on the transducer, the 
seismic mass inside loads a piezoelectric element. The loading on the piezoelectric 
crystal produces an accumulation of charged particles on the crystal. This charge is 
directly proportional to the force applied to the piezoelectric crystal and is either 
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conditioned by on board signal conditioning (Integrated Electronics Piezoelectric IEPE) 
or external signal conditioning (PCB, 2011). Transducers utilizing internal electronics for 
signal conditioning are known as voltage mode transducers, as opposed to charge mode 
transducers whose signal conditioning is provided externally. In addition to options in 
signal conditioning, the mechanical configuration of the piezoelectric transducer 
determines how the inertial force acts upon the piezoelectric element. The three main 
mechanical configurations include shear, flexural, and compression. Compression type 
designs can be separated into those that use upright compression and those that use 
inverted compression.  
 
Figure 4-3: Example Piezoelectric Accelerometer 
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4.2.2.2.2 Electromechanical Servo (Servo Force Balance) 
Force balance or electromechanical servo accelerometers are characterized by excellent 
low frequency performance from DC to several hundred Hertz. Typically, force balance 
type accelerometers are used to measure exceedingly small vibrations, on the order of 
Micro g, up to +/-5g. However, there are specific high performance models available that 
can measure up to +/-100g. Force balance type accelerometers are characterized by 
excellent resistance to drift and noise and are highly suited to low frequency, low 
acceleration measurements. Often, force balance accelerometers are used to measure 
earthquakes (seismometers), long span bridges, and tall buildings. 
In the force balance principle, the inertial force applied to the suspended mass is balanced 
with an electrically generated force provided by coils on opposite sides of the mass so 
that the mass moves as little as possible. The force generated by the coils nearly equals 
the inertial force due to the movement of the structure. 
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Figure 4-4: Example Servo Force Balance Accelerometer (Kinemetrics, Inc.) 
4.2.2.2.3 Surface Micro-machined Capacitive (MEMs) 
In recent years, silicon micro-machined sensors have made advances in terms of cost and 
on-chip integration for measurements such as acceleration and/or vibration. MEMs type 
sensors are three dimensional structures built on integrated circuit (IC) chips that are 
designed to perform autonomous processes with or without the use of a host computer. 
The benefits of MEMS accelerometers include resistance to thermal transients and form 
factor. The design of these sensors packages the sensor and signal conditioning directly 
on the chip, which is mounted inside a small housing. This design has all but eliminated 
the need for external components for signal conditioning (PCB, 2011). 
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Figure 4-5: Example MEMS Accelerometer (Silicon Designs, Inc.) 
4.2.2.3 Transducer Mounting Considerations 
The mounting of an accelerometer on a structure will have a significant effect on the 
accuracy and frequency response. During calibration, an accelerometer is securely fixed 
to a reference accelerometer, which results in a configuration where the operating 
frequency range is at its broadest. The stud mounting during calibration also yields the 
highest mechanical resonant frequency possible, which is lowered when mounted using a 
magnetic or adhesive base. The additional mass will ultimately limit the usable frequency 
range of the transducer. Several considerations are required when looking at the 
mounting of an accelerometer to the test structure including the mounting method and 
surface preparation. For accurate and precise measurement results, a machined surface is 
the preferable surface preparation especially if high frequency content is to be measured. 
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The application of silicone grease between the two mating surfaces will also improve 
high frequency transmissibility. Several mounting methods are available including stud, 
screw, adhesive, magnetic, and temporary probe type attachment methods.  
The preferred method for permanent installations is a stud mount (screw mount can be 
used for thin walled structures) to promote frequency transmissibility. Often stud 
mounting is impractical resulting in the use of other mounting techniques such as 
magnets or adhesives. Adhesive mounts use a separate base, such as an aluminum disk, 
which the adhesive is applied to and then mounted to the structure. Adhesive mounts 
offer the benefit of electrical isolation, which isolates the accelerometer from a structure 
and provides protection from noise and ground loop problems. Selection of a proper 
adhesive mount depends upon the application and the permanency of the installation. 
Adhesives range from hot glue to two part epoxies, and provide widely varying mounting 
stiffness, which alters the usable frequency range of the sensor. A schematic of n 
accelerometer mounted using a stud is shown in Figure 4-6. 
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Figure 4-6: Stud Mount Accelerometer 
Magnetic mounting is a convenient way of temporarily attaching a transducer to a 
structure. Careful attention should be paid to the surface smoothness for the most 
accurate and precise measurement results. With magnetic mounts, the issue of mass 
loading is more pronounced. Care should be taken when selecting an accelerometer and 
the mounting method when testing structures with low mass. For most civil structures, 
however, mass loading due to the transducer and mount is typically not a concern. An 
example of a magnetically mounted accelerometer is shown in Figure 4-7. 
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Figure 4-7: Magnetically Mounted Accelerometer 
In addition to the mounting of transducers, the mounting and securing of the power/signal 
cables requires particular care. Clamps, tape, or adhesives should be used for secure 
mounting of the cables to the structure with careful attention paid to strain relieving and 
securely fastening the cable near the transducer. By not fastening the cable near the 
sensor can cause the cable to be susceptible to movement, which can strain the 
connection and result in erroneous measurements. Researchers used PCB 393A03 
accelerometers mainly because of security and robustness of the connections provided for 
cables. The 2 pin military style connector provides more stability in the connection than 
the standard single pin 10-32 microdot connector. 
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4.2.2.4 Accelerometer Calibration 
Verifying and/or correcting a transducer’s calibration factor is a critical step before the 
execution of an experiment. Each transducer will have a unique calibration factor that 
relates electronic signals to acceleration, and over time and use in the field, a transducers’ 
factory calibration may change. Therefore, it is essential to check accelerometer 
calibration prior to its installation on a test specimen. Accelerometer calibration can be 
checked using one or a combination of the inversion, comparison, reciprocity, ratio and 
drop methods. Each method offers advantages and disadvantages; therefore, it is 
recommended to develop a strategy for calibrating large numbers of accelerometers. For 
example, if all the accelerometers to be used in a test are manufactured at the same time, 
the calibrations may be checked by the simplest method, and those that appear to be off 
factory calibration may then be calibrated more rigorously.   
The inversion method is rapid and straightforward and is based on measuring acceleration 
in reference to the gravitational field of the earth. The calibration is performed by holding 
the accelerometer vertically so that its measurement axis is point upwards and turning the 
accelerometer until it is point downwards. Inversion calibration may only be performed 
on those sensors that have steady DC response characteristics and will provide a 
calibration constant rather than frequency response characteristics. Note that only some 
accelerometers have steady DC response characteristics and many cannot measure 
frequencies less that 0.5 Hz. An accelerometer able to read accelerations at 0 Hz is said to 
have steady DC response. These accelerometers can sense changes in orientation, and 
thus are suitable to be calibrated using the inversion method. The frequency response of 
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an accelerometer or any device is defined by its response (amplitude and phase) to a 
known input across the frequency band of operation. When calibration is performed, and 
a frequency response is generated, a shaker is used to input a sinusoidal wave at many 
frequencies. The response of the accelerometer in both amplitude and phase relative to 
the input is plotted. An example of an accelerometer frequency response is shown in 
Figure 4-8. 
  
Figure 4-8: Accelerometer Frequency Response 
The comparison method back to back or reciprocity calibration method utilizes a 
reference accelerometer and compares the accelerations recorded from the reference 
accelerometer and the accelerometer in need of calibration to provide the frequency 
response of the sensor being calibrated. The input to the sensors would need to be applied 
through an external source such as an electromagnetic shaker. The shaker is set to apply 
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the same acceleration at different frequencies, and the ratio of the sensitivities of the two 
accelerometers is equal to the ratio of their outputs at each frequency. A second method 
utilizing an electromagnetic shaker is termed the reciprocity method. This method uses a 
known mass mounted to a shaker to which the accelerometer to be calibrated is attached. 
A known acceleration is applied to the mass/accelerometer assembly. The acceleration is 
generated by a voltage applied to the driver coils inside the shaker assembly. A 
comparison is made between the voltage applied to the shaker, and the output voltage of 
the accelerometer and a calibration factor is derived. A detailed explanation of this 
calibration method is given by an Endevco Inc. technical report on reciprocity calibration 
(Ensor, 1965). Figure 4-9 shows a typical setup for the reciprocity calibration procedure. 
 
Figure 4-9: Reciprocity Calibration Using Electromagnetic Shaker 
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The drop method is typically used to calibrate ac coupled accelerometers with respect to 
the earth’s local gravitational field. The accelerometer should be securely fastened to a 
flexible cord whose free ends are fastened to a frame at two points, effectively 
suspending the accelerometer between the two attachment points on the frame. The 
transducer should have its measurement axis point downwards. The engineer should then 
pick the sensor up until the flexible cords go slack and drop the sensor into free-fall. The 
flexible cords should be of sufficient length to allow a short free-fall without striking the 
ground or another object. This calibration will produce a constant calibration factor with 
respect to gravity since the accelerometer will experience 1g of acceleration during its 
free-fall. 
The final method for calibration utilizes a suspended mass such as the one shown in 
Figure 4-10. The accelerometer in need of calibration is affixed to the suspended mass, 
and a known force is applied to the mass causing acceleration. Using Newton’s second 
law of motion, a calculated theoretical acceleration is compared to the measured 
acceleration. The calibration factor of the accelerometer can be adjusted so that the 
theoretical and measured accelerations match.  
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Figure 4-10: Ratio Calibration Using Suspended Rigid Mass 
Typically, a reference load cell is used to measure the force imparted to the rigid mass. 
Since the force is applied to the rigid mass using an impact hammer, averaging is used to 
reduce the variability in the derived calibration factors. In general, those methods that 
employ human interaction in the calibration procedure should use averaging to reduce the 
variability in the calibration factors. It is recommended that each calibration performed 
using the ratio method is averaged a minimum of 5 times to reduce variability. The 
factory calibration factors were all verified utilizing the suspended mass calibration 
procedure. 
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4.2.2.5 Excitation Device 
Excitation sources used to excite a structure for the purposes of extracting modal 
parameters from measured structural responses can be categorized into four groups based 
on whether the excitation source is controlled or not controlled and whether the excitation 
source is measured or not measured. The most common excitation sources include 
shakers, impact hammers, and ambient excitation. This report presents the use of impact 
and ambient excitation for the experimental and operational modal analysis of the 
US202/NJ23 Bridge. However, a discussion of the most popular excitation sources is 
provided here to expose readers to the commonly available excitation source options. 
4.2.2.5.1 Shaker Excitation 
 Shaker excitation falls into one of two groups, controlled and measured excitation or 
controlled and not measured excitation depending upon whether the shaker input is 
measured simultaneously with the resultant structural responses.  Methods can be broken 
down according to the technology behind the operation of the shaker. Typical shaker 
devices include hydraulic, inertial, and electromagnetic shakers. Hydraulic shakers 
consist of a piston cylinder mechanism known as a ram, a servo valve, fluid pump, and a 
driving electric motor. The servo valve provides feedback on the operation of the 
hydraulic ram. Hydraulic shakers are suitable for load testing of civil structures and 
perform well at low to intermediate frequencies. At low frequencies, hydraulic shakers 
are able to operate under large displacements. Hydraulic shakers also have the flexibility 
to operate under variable force, constant force, and wide band random input testing (de 
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Silva, 2000). Hydraulic shakers can replicate many input signal shapes (sine wave, 
random, etc.), but at higher frequencies, these systems cannot accurately represent these 
signals due to the high noise inherent in hydraulic systems. 
The second group of shaker systems is termed inertial shakers, otherwise known as 
mechanical exciters. These shakers are characterized by the inertia force generated by the 
acceleration of masses. Eccentric mass shakers are common in this category. The theory 
of operation relies on the force generated by two masses rotating in opposite directions at 
the same speed in the same circle of radius. The eccentric mass shaker generates a 
sinusoidal force with constant frequency and amplitude. The frequency and amplitude of 
the shaker input can be varied by changing the mass that is rotating and by altering the 
speed with which the two masses rotate. The benefits of inertial shakers are the quality 
sinusoidal signal they produce as well as their low frequency performance. The drawback 
of using inertial shakers is that the input is exclusively sinusoidal and random input 
testing, constant force testing, and variation of displacement amplitude are not possible 
with inertial shakers. 
The third group of shaker systems is termed electromagnetic shakers or electrodynamic 
exciters. These shakers operate using the same principle as an electric motor. The input 
force is produced when a variable electrical signal is passed through a moving coil, which 
is placed, into a magnetic field (de Silva, 2000). The main benefits of electromagnetic 
shakers are in their high frequency performance, faithful reproduction of excitation 
signals (sine wave, random, etc.), and operating flexibility. Electromagnetic shakers are 
not used to test large structures and are characterized by high acceleration performance at 
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high frequencies and high velocity and displacement performance at low to intermediate 
frequencies. Electromagnetic shakers are not able to provide high input forces at low 
frequencies and thus are suitable for testing stiffer structures. 
    
Figure 4-11 (a) Eccentric Mass Shaker, (b) Servo-hydraulic Inertia Mass Shaker (c) Electro-dynamic 
shaker 
4.2.2.5.2 Ambient Excitation 
Ambient excitation refers to excitation that is unmeasured and uncontrolled. Ambient 
excitation can be imparted to a structure by waves, wind, or vehicular traffic crossing a 
structure. Ambient excitation is used when a structure does not allow for the use of 
conventional excitation techniques such as shaker or transient excitation techniques. 
Ambient excitation may also be used when budgetary constraints are such that the cost of 
maintenance and protection of traffic (MPT) and experienced personnel needed for 
conducting a force excitation test preclude the use of traditional forced excitation 
techniques. Using ambient excitation as the primary source for exciting a structure can 
100 
 
 
 
provide a rapid method for identifying the modal parameters of a structure, in addition to 
characterizing the response, due to the operational inputs. 
4.2.2.5.3 Impact Excitation 
There are several impact devices which can be used for forced dynamic testing, but all 
involve impacting the test structure with a known mass and measuring the resulting force 
transfer (through a load cell). To select an appropriate impact device there exist many 
considerations including cost, the force level and excitation energy required, the time 
allotted for the test, and the frequency band of interest. The two most common impact 
excitation devices are hand held instrumented hammers and custom designed drop 
hammers (Figure 4-14).  
While there are many variations in both size and force level, handheld instrumented 
hammers allow for modification of impact conditions through the use of impact tips with 
different stiffness. The advantages of handheld instrumented hammers are their minimal 
cost (less than $2000) and mobility (hammers can be roved around the structure). The 
disadvantages are related to the low force levels (typically less than 5000 lb.) which may 
not be sufficient to excite a structure in its operational range, the low mass (which smears 
the impact energy over a broad frequency band), and poor repeatability (as this is 
dependent on the operator).  
A drop hammer is typically composed of a frame that lifts a mass to a known height and 
drops it vertically onto the bridge surface. The primary advantage of these devices is that 
they can generate large and repeatable impacts. Since a double impact is an undesirable 
101 
 
 
 
event during an impact test, a method to stop the mass after its first impact with the 
structure is required. To prevent the impact mass from rebounding off the surface and 
impacting the structure multiple times (which initiates problems with data processing) 
these devices may employ large shock absorbers to dissipate the energy during the first 
impact and cause the impact mass to stick to the structure and not rebound. This has the 
effect of focusing the energy of the impact at lower frequencies (below 25 Hz), which 
depending on the frequency band of interest may be a benefit or a drawback. The force 
level attainable from a system employing a shock absorber to mitigate additional impacts 
is relatively low, and on the order of the force levels attainable using a hand held 
instrumented sledgehammer.  The two primary disadvantages of using a drop weight 
device are related to cost (approximately $30,000) and the mobility of the device (time 
consuming to rove hammer around the structure). The drop hammer used during the 
study employed an air brake system designed to catch the moving mass at the peak of its 
rebound following impact. The advantage of this approach is the narrow force pulse 
which excites a wider bandwidth (0-100Hz), and which sufficiently excites a number of 
frequencies in the band of interest. A brief description of the drop hammer is given in the 
following.  
The drop hammer used in this research was designed by the Drexel University team as 
shown in Figure 4-12. An adjustable heavy, moving mass drops from an adjustable 
height, and a PCB 200C50 load cell (0.10mv/lb., <50000lb) with a medium polyurethane 
impact tip (Model 084A32) provides an impact on the surface of the deck. Since the 
impact carriage bounces off the bridge deck, several impacts occur. The rebound control 
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system aims to stop these multiple impacts and consists of a brake system activated by a 
control system that tracks the position of the impact carriage (Figure 4-12).  
 
Figure 4-12: Rebound Controlled Drop Hammer 
The brakes are engaged by pneumatically activated springs that have a maximum 
response time of 0.05s. The brakes are released when the air pressure drops below 
5.52e5Pa (80psi) which is achieved through a computer controlled 3-way valve. Upon 
detection of zero velocity at the apex of the first rebound, the 3-way valve is activated, 
which in turn initiates two quick exhaust valves that rapidly purge the air pressure and 
engage the brakes. 
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The sensing/control system includes a National Instruments (NI) Compact RIO Data 
Acquisition system (cRIO DAQ) that interfaces with an Acuity AR700 laser distance 
gauge. The cRIO controller runs a NI LabVIEW Real-Time program that interfaces with 
the NI 9112 cRIO chassis, and a host PC that runs an interactive user interface. An NI 
9205 analog input module reads distance measurement data from the laser, while an NI 
9269 analog output module provides control signals to the mechanical control system 
described above. A typical impact displacement and velocity signals can be seen in 
Figure 4-13.  
 
Figure 4-13: Drop Sequence Experimental Data - Distance vs. Time / Velocity vs. Time 
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Both of these approaches to impact testing have a certain amount of flexibility to ensure 
the impact is appropriate for the structure being tested. In general, three parameters may 
be modified to influence the character of the impact: impact velocity, impact mass, and 
stiffness of the impact tip/surface. Increasing the impact velocity (either through 
swinging the hammer faster or increasing the drop height) increases energy (and force) 
imparted to the structure but does not influence the frequency content. An increase in the 
mass of the impact device results in an increase in the impact energy and alters the shape 
of the signal in the frequency domain. The addition or subtraction of mass from the 
impact device alters the distribution of energy over the frequency range of interest. 
Finally, increasing the stiffness of the impact tip will increase the force level of the 
impact and will spread the energy over a larger frequency band.  Proper configuration of 
these parameters to best excite the test bridge is imperative for reliable impact testing. 
Example force and resulting acceleration time histories captured from the custom drop 
hammer are shown in Figure 4-15 and Figure 4-16. 
 
Figure 4-14: Excitation by hand-held sledge, Drexel drop hammer and Cincinnati drop hammer 
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Figure 4-15: Force Time History from Drexel Drop Hammer  
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Figure 4-16: Acceleration Time Histories from Drop Hammer 
In addition to the actual device producing the impact, the quality of the impact is 
determined by the conditions present at the instant the impact is applied to the structure. 
These conditions are a function of the impact tip, impact surface conditions, and velocity 
of the device at the point of impact. All impact devices have a finite surface area through 
which the impact is applied. This surface area can be modified by varying the materials 
through which the impact is applied thus directing how the energy from the impact is 
distributed over the frequency band. In general, a stiffer impact surface will transfer the 
energy over a broader range of frequencies while a softer impact surface will produce the 
opposite effect and concentrate the energy from the impact over a smaller frequency 
range. The tip stiffness combined with the stiffness of the impact surface determines the 
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width of impact pulse. The pulse width associated with a stiffer impact surface will be 
much narrower and produce excitation frequencies across a broad band while a softer 
impact surface will produce a wider pulse and therefore a narrower frequency band. 
Figure 4-17 shows a comparison of different pulse widths in the time domain. Figure 
4-18 shows the resulting frequency representations of the pulse widths. 
 
Figure 4-17: Pulse Width Comparison 
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Figure 4-18: FFT of Pulse Widths 
The width of the analytical representation of an impact shown in Figure 4-17 was varied 
at three different levels to visually describe how the width of the impact pulse affects the 
frequency spectrum. The associated frequency domain representation of these impacts is 
shown in Figure 4-18. The first impact, which has one point describing the pulse, 
provides equal energy at every frequency line over the frequency band. This pulse is 
equivalent to a Dirac delta function. When the pulse is widened and more points are 
added to the pulse the energy provided across the spectrum is higher at the low 
frequencies, and begins to roll off approaching the Nyquist frequency. The third case 
shows when the pulse width is widened even further, and the energy rolls off at 
approximately half of the Nyquist frequency. As a general rule, the force spectrum over 
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the frequency range of interest should not have more than 10-20 dB of roll off over the 
frequency range of interest. This will help to ensure that the frequency band of interest is 
excited adequately and the frequency response functions can be captured adequately. 
A second area of concern when considering transient (impact excitation) is the problem 
of double impacts. This is especially of concern when testing lightly damped structures 
with low mass. Care should be taken to avoid impacting the structure twice given the 
quick response of these structures. Often a double impact cannot be avoided and a 
different input location should be chosen. Double impacts are not of significant concern 
when testing large constructed systems except in the case of an inexperienced hammer 
operator who might inadvertently impact the structure twice by mistake. Double impacts 
can cause corruption of the force spectrum and ultimately cause any FRFs generated from 
the impact to be in error. However, there are some cases where a double impact can be 
accepted as a valid measurement if the force spectrum, FRF, and coherence show 
satisfactory results.  
110 
 
 
 
 
Figure 4-19: Comparison of Force Spectra and FRF from Single and Double Impacts 
Figure 4-19 shows the resulting force spectrum and FRF from a double impact and a 
clean single impact. The force spectrum shows variation and dropout at several 
frequencies and the FRF measurement at these frequencies will possibly be in error given 
the poor frequency spectrum. The single impact spectrum shows a uniform roll off over 
the frequency range of interest. In addition to evaluating the FRF and force spectra, the 
coherence should also be evaluated for acceptability if a double impact is encountered. 
Coherence should be near one at all peaks located in the FRF spectrum. All three plots 
should be examined since it is possible to have good coherence even with a double 
impact and poor coherence with a seemingly good single impact (Avitabile, 2003). 
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4.2.2.6 Selecting Excitation Location 
The selection of input excitation locations prior to conducting an impact test is an 
essential step in the success of the modal analysis. In order to excite the structure and its 
modes, careful selection of impact locations should be made using information garnered 
from an a-priori FE model or a pre-test exploration using an impact hammer. Nodal 
points of mode shapes should be located and only used as input locations in conjunction 
with other impact locations. If the excitation is applied at the nodal point of a mode 
shape, then it is likely that shape will be poorly excited and possibly estimated unreliably. 
If this mode is critical to flexibility, then the flexibility estimates will be negatively 
affected. It has been shown in previous studies that local modes that have frequencies 
close to those of global flexural/torsional modes can have significant influence on the 
derived flexibility coefficients at affected DOF (Raghavendrachar, 1992). Impact 
amplitude control plays a significant role in the effectiveness of the MRIT. Impact 
amplitude that is too large may overload sensors and produce erroneous response, while 
low impact amplitude may not excite modes sufficiently for them to be captured at a high 
enough quality for reliable modal parameter estimation. Modes with high modal damping 
may not be excited for a long enough period for them to be extracted from the raw data. 
Therefore, care is needed on site to balance impact amplitude to capture high quality 
modes without overloading the transducers installed on a structure. Precaution must also 
be taken to avoid double impacts, which are undesirable during an impact. A skilled 
operator is required to avoid the pitfalls of applying impact excitation. The ability to 
control the amplitude of the impact provides a unique opportunity to evaluate the 
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linearity of the structure under test. Applying several impacts at varying force levels and 
subsequently comparing the FRFs allows the engineer to evaluate the structures linearity. 
If the structures modal characteristics change due to force levels, then some non 
linearities are present. From previous experience, it has been shown that changes in 
modal frequencies due to non-linearities are expected (Richardson and Douglas, 1987). 
Careful planning and preliminary investigation will help avoid some potential pitfalls 
mentioned previously and ensure a successful MRIT and flexibility estimation.  
4.2.2.7 Data Acquisition Considerations 
Data acquisition components are widely available and can range from plugin laptop cards 
with several channels up to multichannel chassis mounted systems. A decision regarding 
the type of data acquisition system depends upon not only the data acquisition 
specifications but also on the cost associated with purchasing such systems. Data 
acquisition purchases are capital investments and care should be taken in purchasing a 
system that not only meets the specifications required by modal data acquisition 
applications, but also fit in with the purchaser’s budgetary constraints. In the early years 
of modal testing, data acquisition components were cost prohibitive and only large 
aerospace and automotive industry groups were able to afford the costly data acquisition 
systems. Today, with the advent of low cost 24 bit sigma-delta analog to digital 
converters (A/D), many smaller research, industry, and academic groups are able to 
purchase data acquisition systems for use in solving engineering problems. Given the 
numerous data acquisition systems available on the market, a classification framework is 
needed. 
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There exist six basic categories that describe any data acquisition system. These include 
sampling frequency, input amplitude, channel count, interface, and software. When 
selecting a data acquisition system for use modal data acquisition, the user must have 
information in hand describing his or her needs in each of the six general categories 
describing data acquisition systems. If a data acquisition system is to be used to capture 
low frequency or slow speed responses such as static load test data, a system capable of 
sampling at 52 kHz is not necessary but if wave propagation or other dynamic data is of 
concern, a data acquisition system with the capability of measuring high frequency 
components would be necessary.  
The signal amplitude is a necessary parameter when selecting a data acquisition system. 
If the sensors being interrogate by the system produce signals in excess of 5V, a system 
that is capable of measuring signals with large amplitudes is necessary. The number of 
bits on the analog to digital converter is also extremely critical. The analog to digital 
converter converts the collected raw voltage signals and digitizes them into a digital 
signal of finite resolution. The standard in most data acquisition systems today is 16 bits, 
while A/D converters of 24 bits are becoming increasingly common.  
The interface by which the user will interact with the data acquisition is of importance 
when selecting a system. Some of the common interface technologies include Ethernet, 
IEEE 1394, USB, PCI, 802.11g, and RS232 among others. Ethernet and USB interfaces 
are becoming more and more common as standards for wired data acquisition due to their 
ability for high throughput data transfer. 802.11g is commonly referred to as wireless 
data transmission and wireless data acquisition systems have gained popularity over the 
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last 10 years. A significant amount of time can be spent on cabling a test specimen for a 
test and the benefit of the wireless data acquisition is in eliminating the numerous wires 
that need to be run back to the central data acquisition system.   
The final parameter typically used when selecting a data acquisition system is the 
included software to control the system. The software can range from basic text editors 
such as those used to program and control many of Campbell Scientific, Inc. data 
acquisition systems to high end software such as Catman Professional used to control 
HBM Inc. MGCplus data acquisition systems. There also exist data acquisition systems 
with the ability to be programmed and controlled using open source programming 
languages such as LabVIEW. There exist many data acquisition systems and vendors and 
it is up to the researcher to use knowledge of the test environment and structure in order 
to select a proper data acquisition system.  
In addition to data acquisition selection, one must be aware of the modal data acquisition 
test methods that have been developed over the past 50 years. During the half century of 
development, four general categories of experimental modal analysis methods have 
emerged as tools for gathering global modal information describing a structure. The type 
of data collected in each method defines each group as a whole.  The four main groups of 
experimental modal analysis methods include  
 Sinusoidal Input-Output Model 
 
 Frequency Response Function 
 
 Complex Exponential Response 
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 General Input-Output Model 
4.2.2.7.1 Data Acquisition and Signal Processing Errors 
In order to measure accurate frequency response functions, minimization of measurement 
and signal processing errors are necessary. Signal processing techniques are used to 
reduce noise involved in the measurement of system outputs and system inputs. There 
exist three general categories of noise including non-coherent noise, signal processing 
noise, and nonlinear noise. Non-coherent noise describes electrical noise contained in 
transducer signals or noise that is sourced from unmeasured excitation sources, which are 
non-coherent with the measured input signals. An example of non-coherent noise is 
excitation due to ambient traffic on a bridge during an impact test. The excitation due to 
the impact is in addition to excitation supplied by ambient traffic on the bridge at the 
same time. Digital signal processing procedures may also produce noise such as leakage 
produced when using the Fast Fourier Transform (FFT) when transforming time signals 
into their equivalent frequency domain representation. Signal processing noise can be 
reduced or eliminated by the implementation of windowing functions or by fully 
observing the measured time signals.   
Frequency response function errors are generally grouped into two categories, variance 
and bias. (Allemang, 2001) Variance errors are those due deviations of a sample function 
from the mean. Therefore, averaging has a significant role in obtaining accurate FRF 
estimates, and continuing to average FRF estimates will approach the true FRF estimate. 
The second classification of errors is bias errors that are consistently repeating errors that 
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averaging will not reduce. Bias errors are generally due to structural nonlinearities or 
measurement errors such as aliasing or leakage. Therefore, bias errors are significantly 
more detrimental to FRF estimates and are difficult to mitigate without prior knowledge 
of their form and source. Aliasing is an example of bias error and occurs due to a time 
signal being sampled at discrete times. When a signal has frequency components higher 
than the rate at which the signal is sampled, these high frequency components are aliased 
into the sampled frequency range. To reduce aliasing, data acquisition systems employ 
one of two methods to mitigate aliasing effects including anti-aliasing filters and 
oversampling. Once an engineer is aware of the steps needed to design an experiment and 
select the proper equipment and test method, the experiment can be conducted. 
4.3 Experiment Execution 
Prior to the execution of an experimental testing program, the data acquisition parameters 
should be examined and optimized. In order to obtain quality data from a structure, data 
acquisition parameters should be selected and examined for their appropriateness for the 
type of test being conducted. Several data acquisition parameters such as sampling rate 
and block size are universal parameters whether the data being collected is from an 
ambient vibration or forced excitation test. The sampling rate and block size determine 
the frequency bandwidth and frequency resolution. Proper data acquisition parameters 
will help ensure the quality of the data and minimize the effects of leakage. Setting the 
sampling frequency to 2.5 times the maximum frequency of interest is the minimum 
sampling rate required to capture the maximum frequency of interest. Although, 
applications of impact testing will require a higher sampling rate to accurately capture 
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sharp force pulses. For ambient monitoring, datasets are generally collected over longer 
periods of time that can range from 10 minutes to several months depending upon the 
scope of the experimental program and, therefore, the block size setting is generally used 
on for displaying the data for real time monitoring of the signal characteristics. Choosing 
the data acquisition parameters for a forced excitation test through impact testing requires 
significantly more attention to the consequences associated with the selection of each 
parameter. 
 
Figure 4-20: Sampling Rate and Blocksize Selection Flowchart 
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Figure 4-21: Pretesting Flowchart 
Figure 4-20 outlines the steps necessary to properly set the sampling rate and block size, 
which are primary data acquisition parameters. At a minimum, the sampling rate and 
block size settings should be set to provide an adequate frequency resolution to 
accurately describe closely spaced peaks in the frequency spectrum in addition to 
providing sufficient resolution of the force input in the time domain. The proper setting 
of the data acquisition parameters is an iterative process and requires collecting data from 
the structure followed by analyzing whether the time domain signals have been captured 
properly. Figure 4-21 outlines the logic used to determine if the data acquisition 
parameters are sufficient for capturing the data properly. If the data fails any of the 
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quality checks such as clipping, force pulse discretization, or frequency content, the 
engineer should modify the data acquisition parameters in order to properly capture the 
data. Given that each structure and test is different, the steps outlined in the flowcharts 
will need to be iterated until an ideal setup is found. 
There are several key distinctions and thoughts associated with selection of the sampling 
rate and block size for a forced excitation test using impulsive excitation. Due to the 
transient nature of the input, it may be necessary to set the sampling rate higher if such 
situations as filter ring and poor force pulse discretization are encountered. Filter ring 
occurs when the hammer excitation bandwidth excites the frequency response of the anti-
alias filter and causes an oscillating behavior to occur following the force pulse. This 
behavior may be reduced by setting the sampling rate to a larger value or by selecting a 
softer impact tip that reduces the frequency range of the impulse below that of the anti-
alias filter’s frequency response. It is up to the engineer to decide if filter ring is a 
significant problem.  Force discretization is the number of samples describing the force 
pulse. A sharp force pulse will require a higher sampling rate for it to be captured with a 
sufficient number of samples to accurately describe the shape of the pulse. In general, the 
force pulse should be described by five or more samples. 
The time responses collected during an impact test are generally described an exponential 
decay. Often for lightly damped structures, the response will not decay to zero by the end 
of the observation period. Therefore, the use of a windowing function is needed to force 
the signal to decay sufficiently by the end of the observation period. The usage of force 
and exponential windows on the force and response signals will help to minimize leakage 
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and improve the quality of the collected signals. Leakage occurs when a finite length 
signal is transformed into the frequency domain through the use of the discrete Fourier 
transform. Leakage describes the phenomenon where a finite length signal contains 
frequencies that cannot be described by the discrete bins of the DFT. Since the DFT does 
not contain a frequency bin describing a particular frequency in the signal, the energy at 
the frequencies that cannot be described by the DFT is smeared into adjacent bins. 
Windows are generally applied to finite length time signals to mitigate the effects of 
leakage.  
For impulse excitation, as was mentioned, a force or rectangular window is applied to the 
force to reduce the noise on the force channel. Since the force channel only records signal 
for a short duration and noise for the remainder of the signal, a rectangular window is 
applied to the area surrounding the impulse. The force window forces the remainder of 
the signal to equal zero. It is a general rule to use a force window equal to 1%-5% of the 
total time window. The exponential window is used to mitigate the effects of leakage in 
the response signals.  The exponential window is used to force the acceleration response 
to decay to zero by the end of the sampling period. This window minimizes the effects of 
leakage caused by the signals not decaying to zero by the end of the sampling period. 
There exists a single critical drawback to applying an exponential window to the 
acceleration signals. If a large amount of damping is used to force the signal to near zero 
at the end of the sampling period, closely spaced modes may be smeared into one mode 
because of the artificial damping introduced by the window. Before applying an 
exponential window to the acceleration time signals, several techniques should be 
121 
 
 
 
investigated to have the signal reduce to zero before the end of the sampling period. 
Increasing the time over which the signals are collected may allow the structural response 
to decay to zero naturally or allow the signal to decay enough to where the application of 
an exponential window will be less problematic. The effects of an exponential window 
are shown in Figure 4-22. 
 
Figure 4-22: Exponential Window 
A second area of concern when testing a structure using impulse excitation or any other 
type of forced excitation is eliminating or reducing the effects of extraneous inputs. 
Traffic, wind, and other forms of excitation can pollute the collected response signals. 
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For short to medium span civil structures, which are more commonly tested using forced 
excitation techniques, wind is less of a concern than the effects of traffic. Often, traffic 
can pollute the response signals collected from the structure and render the data unusable 
for further analysis. The effects of traffic can be reduced by simply performing the test 
while traffic is not present on the structure. This is easier said than done on structures that 
experience heavy traffic such as highway overpasses. When testing a structure during 
operation it may be necessary to take other steps to reduce the effects of traffic. 
Averaging is used to reduce the effects introduced by un-measureable and undesirable 
sources of excitation such as traffic, wind, etc. ((Lenett, et al., 1997)) By averaging 
several impact/response cycles, the effects of traffic can be minimized and the response 
of the structure due to the impact accentuated. The assumption is that fewer of the 
impact/response cycles will contain traffic noise and will be minimized when a sufficient 
number of averages are taken. The number of averages depends upon the amount of 
traffic crossing the structure.  
In general, the researchers believe a minimum of 5 averages should be taken in order to 
provide adequate coherence and reciprocity. However, more averages may be needed 
dependent upon the structure and experimental conditions. Each impact should be 
carefully applied in order to produce similar input for each average. The variability in 
impact conditions for each average may be unusually large and specialized automated 
impact hammers have been developed in order to remove variability from the input 
conditions. The main benefit of impact testing, test speed, is reduced significantly when 
more averages are taken at each excitation point and every effort should be made to test 
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the structure when excitation due to traffic has attenuated to near the noise level of the 
accelerometers in order to reduce the number of averages required to obtain reasonable 
FRFs and maintain test speed.  
Once the data acquisition parameters have been optimized and the test logistics set, 
several quality control steps are required to ensure the collection of high quality data 
from a structure. These quality control checks are used to verify the underlying 
assumptions about the structures behavior and include linearity, observability, and time 
invariance (time invariance). Figure 4-23 describes the general flow of conducting final 
quality checks on collected impact data. 
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Figure 4-23: Final Data Collection Flowchart 
The three assumptions about the structures behavior are key indicators as to whether a 
structure will be a candidate for an application of modal analysis. Civil engineering 
structures face constant changes in the surrounding environment including changes in 
temperature, humidity, wind speed, etc. The structures are also comprised of many 
materials whose properties are non-linear (concrete, asphalt) and temperature dependent 
(concrete, steel, asphalt). Therefore, linearity and time invariance are critical structural 
parameters that require evaluation in determining whether modal properties obtained 
from a structure are of sufficient quality for use in the calculation of modal flexibility. 
Maxwell’s principle of reciprocity is often used as a measure of a structures linearity by 
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comparing the response measured at p due to an input at q to the response measured at q 
due to an input at q. Reciprocity can be used to determine the effects of the surface to 
which the input is applied by comparing the frequency response functions generated at 
reciprocal DOFs.  
A second method for comparing the linearity of a structure is to compare FRFs generated 
from different force levels. A drop hammer where the drop height can be controlled and 
the mass generating the input force varied is a valuable tool for evaluating the linearity of 
a structure. If the structure is linear, the FRFs generated by different masses dropped 
from the same height should not vary. The larger mass should produce a proportionally 
larger impact force and a resulting larger acceleration. The proportion of the acceleration 
and force should remain constant for a linear structure regardless of the force applied, 
unless the applied force activates a structural non-linearity. Structural non-linearities 
dissipate energy and these non-linearities would affect the proportional increase in 
magnitude response of the structure due to the larger input force and thus the FRF would 
deviate when compared with the initial baseline FRF. In reality, all FRFs have some 
variance due to signal processing and extraneous excitation sources, so it is up to the 
engineer to decide whether the FRFs satisfy reciprocity/linearity to a level where the 
FRFs can provide reliable modal parameters. In general, the FRFs should show close 
similarity in areas of resonant frequencies. In areas of low signal such as anti-resonances, 
one might expect differences in the FRFs due to noise and other effects. Care should be 
taken to ensure reciprocity holds around resonant frequencies to guarantee the quality of 
extracted modal parameters especially if modal mass in the case of proportionally 
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damped structures or Modal A is trying to be extracted from the collected data. Figure 
4-24 outlines the general process of constructing FRFs from time domain signals using 
averaging of the spectral densities to minimize noise in the measurements. This flowchart 
also includes a step for checking reciprocity, which should be included as a critical step 
in checking the quality of the constructed FRFs. 
 
Figure 4-24: FRF Generation and Reciprocity Flowchart 
The previous sections detail the considerations associated with the design and execution 
of a dynamic experiment. Particular focus was given to impact testing; however most of 
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the discussion pertains to all types of dynamic testing. Once the FRFs are generated from 
the experiment and deemed of sufficient quality for further processing, the modal 
parameters of the structure are estimated using various available algorithms.  
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CHAPTER 5: DATA PROCESSING CONSIDERATIONS 
5.1 Data Quality and Reliability Checks 
During the execution of a dynamic test, data quality and reliability are checked 
consistently. After data collection, the data quality of all inputs and outputs should be 
checked, and those that are deemed of insufficient quality should be excluded from the 
post processing. The data quality checks range from visually inspecting the time records 
to examining reciprocity and coherence plots. Visual inspection of the acceleration and 
force time record should be performed during the execution of the experiment. Visual 
inspection, before further processing, should be used to identify the best signals. Figure 
5-1 shows an example of a sufficient force record. The force pulse is discretized by over 
thirty data points. As a general rule of thumb, the force pulse should be discretized by 
more than 10 data points. 
Two measures of data quality used to filter FRFs are coherence and reciprocity. 
Coherence describes the degree of causality in the FRF. Causality describes the 
relationship between two events and, therefore, coherence describes the relationship 
between the outputs of the system due to the input. The ordinary coherence function used 
to show the causality between the system response and the measured input varies from 
zero to one. A coherence value of means the system response is entirely due to the 
measured input while a coherence value of zero means the system response is entirely 
due to unmeasured excitation sources. 
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Figure 5-1: Acceptable Force Time History 
Scalar or ordinary coherence as defined previously is a measure of the degree to which 
the structural response is due to input to the system. In more general mathematical terms, 
ordinary coherence is a measure of the correlation between function x and function y at 
each frequency.  Coherence can be used to show how the output to input relationship 
varies over the frequency range of interest and is an indicator of how well the measured 
input is able to excite the frequency range of interest. Since the FRF is a measure of the 
measured output to the measured input, the amplitude estimation from the FRF will be in 
error if the coherence at a particular frequency is less than one. Coherence is often at a 
minimum where the FRF amplitude is at maxima or minima and can serve as an indicator 
to the presence of leakage. Lightly damped peaks in the FRF function are most 
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susceptible to leakage while local minima (anti-resonances) are also susceptible to 
leakage due to low system response at these frequencies. (Allemang, 2001)  Leakage can 
be mitigated and reduced by using weighting functions on the input and output time 
signals. Typically for transient testing the force/exponential window is used to reduce the 
effects of leakage in the time signals.  It has been shown that the coherence function will 
approach its expected value from the upper side as more averages are added to the 
calculation.  
Any contribution to modal flexibility from a frequency with low coherence will be in 
error and should not be used in the calculation. Coherence should be viewed after each 
impact averaging cycle and if the coherence is judged to be poor, the impact cycle should 
be rejected and the impact cycle repeated until a suitable impact that produces good 
coherence is captured. If good coherence is not possible using a particular set of 
weighting functions (windowing functions), the parameters of the window should be 
varied to determine if changing the window functions can improve coherence. If 
ultimately good coherence is not possible, the input location should not be used and a 
substitute input point should be used in the FRF calculation.  
In order to check each time signal for quality, the coherence between input and the 
response should be plotted for each response point following the application of impact 
excitation. For quality measurements to be obtained, the coherence at the natural 
frequencies should be close to one, which means that the response at that location was 
solely caused by the input. If the coherence is less than one, then some other source 
caused some of the response at that location. The best coherence is most likely to occur at 
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the driving point locations, since the signal to noise ratio will be the highest and the input 
and output are closest together. When all response locations are examined for quality 
coherence, if any points are found to have questionable coherence with an impact, those 
response signals should be marked for exclusion from the post processing. The following 
figures show various examples of coherence. 
 
Figure 5-2: Example of Response with Poor Coherence 
Figure 5-2 shows an example of poor coherence, which is characterized by minima at 
certain frequencies. Certain frequencies show appreciable excitation at this response 
location while others show poor excitation, especially at the lower frequencies. It appears 
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that an input at a DOF  does not excite several lower frequency modes and does not 
impart significant excitation at the lower frequencies. If an FRF is generated with poor 
coherence, the FRF should be excluded and the measurements repeated. If the coherence 
continues to be poor after redoing the measurements, the input point should be moved to 
a different location. 
 
Figure 5-3: Example of Response Location with Variable Coherence 
Figure 5-3 shows an example of coherence that varies across the frequency range of 
interest. At some frequencies, the coherence is sufficient, representing a strong 
correlation between the input and the output, while at other frequencies the coherence 
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indicates a poorer relationship between the input and output. Therefore, an FRF generated 
with variable coherence would only have reliable information at those frequencies where 
the coherence is sufficient. An FRF with variable coherence maybe used as long as 
information at frequencies with low coherence is not needed. 
 
Figure 5-4: Example of Response Location with Good Coherence 
Figure 5-4 shows an example of good coherence where the majority of frequencies has a 
coherence value of near 1, which indicates the response at each of these frequencies, is 
solely due to the measured input and not due to other extraneous excitation sources. The 
coherence shown in Figure 5-4 is for a driving point location where the signal to noise 
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ratio and correlation of input and output are expected to be good. The coherence shown in 
Figure 5-4 represents sufficient coherence associated with high quality FRFs. FRFs with 
this coherence should be used in further processing and analyses. 
The second data quality check is an examination of reciprocity. Maxwell’s principle of 
reciprocity is often used as a measure of a structures linearity by comparing the response 
measured at p due to an input at q to the response measured at q due to an input at q. 
Reciprocity can be used to determine the effects of the surface to which the input is 
applied by comparing the frequency response functions generated at reciprocal DOFs. 
Since one of underlying principles of modal analysis is linearity, it is necessary to check 
reciprocal FRFs for linearity to ensure modal analysis can be applied to the collected data 
without significant difficulty. Figure 5-5 through Figure 5-7 give three examples of 
reciprocity. 
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Figure 5-5: Example of Good Reciprocity 
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Figure 5-6: Example of Variable Reciprocity 
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Figure 5-7: Example of Poor Reciprocity 
Figure 5-5 shows an example of good reciprocity where the two FRFs are almost 
identical and feature minimal variation in frequency and amplitude at resonance 
locations. Figure 5-6 depicts an example of variable reciprocity where certain resonance 
locations are not identical between the two FRFs. Changes in frequencies, width of 
resonance peaks, may indicate non linearities. Figure 5-7 shows poor reciprocity between 
different impacts. The poor reciprocity is indicative of changes between the different 
impacts, which could include traffic on the structure, non-linearities, and poor application 
of the impact excitation. Given that the magnitude of the FRF is related to the modal 
scaling, the modal scaling will be unreliable if the relationship of the output of the system 
to the input cannot be measured accurately. A recommendation for the accurate recovery 
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of the modal scaling factors would be to perform the testing at low traffic periods, or 
have periodic shutdowns during which the impacts could be applied to the structure in the 
absence of traffic. Given that reciprocity was not consistent between all input/output 
pairs, only select input locations were used for processing obtained FRFs for modal 
flexibility identification. 
5.2 Mode Indicator Functions 
Mode indicator functions are valuable tools used to identify real, normal modes in a 
frequency range of interest. Mode indicator functions (MIFs) are typically characterized 
by local minima or maxima at the natural frequencies of real, normal modes(Allemang, 
2001). A mode indicator function is typically generated for each reference location and 
the primary mode indicator function shows the location of real, normal modes while 
subsequent mode indicator functions from other references are useful in locating repeated 
roots of the system. Two equivalent approaches are used to develop MIFs. The general 
procedure in developing a mode indicator function is as follows: 
1 Response vectors are formulated in terms of force vectors and the FRF matrix 
2 A minimization or maximization of the problem is formed from (1) and takes the 
form of a Rayleigh quotient 
3 A Rayleigh quotient is equivalent to a frequency dependent eigenvalue problem 
involving normal matrices which are formed from the FRF matrix or its real and 
imaginary components (Rades, 1994). 
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4 MIFs are equal to the eigenvalues of the minimization/maximization problem 
plotted against frequency 
Most MIFs show the existence of a mode of vibration as a dip or a peak at the natural 
frequency but often the MIF plots are difficult to interpret due to the cross eigenvalue 
effect associated with closely spaced natural frequencies. It is recommended that tracked 
MIF plots are used to track the contribution of modes to each MIF since the contribution 
from each mode of vibration varies as a function of frequency. If MIFs are not tracked it 
can be difficult to separate those peaks and dips that correspond to actual modes of 
vibration from those caused by the crossing of MIF curves. The real mode indicator 
function (RMIF) (Rades, 1994) is a mode indicator function capable of locating 
resonances but also being able to distinguish whether the resonance is a local or global 
mode. All MIFs are formulated from the relationship between the complex expression of 
the steady state response and the real force vector shown in equation 5-1. 
 ሼݔሽ ൌ ሼݔோሽ ൅ ݅ሼݔூሽ ൌ ሾܪሺ݅߱ሻሿሼ݂ሽ ൌ ൫ൣܪோሺ߱ሻ ൅ ݅ሾܪூሺ߱ሻሿ൧൯ሼ݂ሽ 5-1 
 
In this equation ܪሺ݅߱ሻ is the FRF matrix and it is assumed the number of input excitation 
points is less than the number of output or response locations.  
5.2.1 Real Mode Indicator Function (RMIF) 
The real mode indicator function is defined as a ratio of the reactive energy to active 
energy transmitted to the structure during a forced vibration cycle (Rades, 1994). In 
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mathematical terms, the RMIF is defined as the frequency dependence of the eigenvalues 
of the matrix product shown in equation 5-2. 
 ሾܪூሿ௉ூሾܪோሿ 5-2 
 
The PI in the above equation denotes the Moore-Penrose psuedoinverse. The number of 
input excitation locations dictates the number of curves on the RMIF plot where a zero 
crossing with positive slope indicates an undamped natural frequency (UNF). The RMIF 
can locate closely spaced frequencies, which are denoted by multiple RMIF curves 
crossing the zero axis near the same natural frequency. The slopes of the RMIF at a UNF 
is equivalent to modal mass for a given force vector and the modal damping is equivalent 
to the inverse of the UNFs. The theoretical formulation and development of the RMIF is 
given in (Rades, 1991). 
5.2.2 Multivariate Mode Indicator Function (MvMIF) 
The multivariate mode indicator function was developed on the basis of finding a force 
vector that will excite a normal mode at each frequency in the frequency range of interest 
(Williams, et al., 1985). If a force vector is found that can excite a real, normal mode, the 
response of the system to that force vector will exhibit a 90 degree phase lag 
characteristic. This characteristic is denoted by the real part of the FRF will be minimal 
while the imaginary part of the FRF will be maximized. This is condition is evaluated 
using a minimization problem shown in equation 5-3. 
 ݉݅݊ ሼܨሽ
்ሾܪோሿ்ሾܪோሿሼܨሽ
ሼܨሽ்ሺሾܪோሿ்ሾܪோሿ ൅ ሾܪூሿ்ሾܪூሿሻሼܨሽ ൌ ߣ 5-3 
141 
 
 
 
 
The above equation is solved for the smallest eigenvalue and corresponding eigenvector 
and is formulated at each frequency in the frequency range of interest, and the matrix 
products are square real valued matrices of size Ni x Ni where Ni is the number of 
references in the measured data. The MvMIF makes an assumption that the real portion 
of the FRF is zero at the resonance location. If the measurements have some distortion or 
if there is phase information in the measurements that may indicate non normal modes or 
complex modes, then this mode indicator function may not be able to identify the modes 
properly (Avitabile, 2007). These two mode indicator functions represent the most 
common used today. The complex mode indicator function or CMIF will be discussed 
later in terms of its application as a modal parameter estimation technique. 
5.3 Modal Parameter Estimation 
Identifying the modal parameters of a structural system from measured data requires an 
intricate knowledge of structural dynamics and signal processing theory. Modal 
parameters are in general estimated from measured data and specifically FRFs or IRFs. 
IRFs or impulse response functions are estimated using the inverse Fourier transform of 
the FRF. Modal parameters include the complex-valued modal frequencies (r), modal 
vectors (Zr}) and modal scaling (modal mass or modal A). Additionally, most current 
algorithms estimate modal participation vectors ({Lr}) and residue vectors ({Ar}) as part 
of the overall process (Allemang, 2001). The modal participation vectors describe how 
well each mode is excited at a reference location in the measured data. The residues can 
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be estimated from the modal vectors and modal participation factors shown in equation 
5-4. 
 ܣ௣௤௥ ൌ ܮ௤௥߰௣௥ 5-4 
 
The modal parameters of a structural system are derived from the mass, stiffness, and 
damping of the structure and are considered global in nature. Each FRF or IRF contains 
information described by the characteristic equation, modal frequencies, and damping. If 
each FRF or IRF is used in the modal parameter estimation procedure independently, one 
might expect inconsistent results. Many MPE techniques today use multiple references, 
which lead to the estimation of redundant modal vectors. Most of current MPE 
techniques estimate the modal frequencies and damping in a global sense while 
remarkably few estimate the modal vectors in a global sense. This discussion will start 
with simplified SDOF estimation techniques and progress to discussing MDOF and 
multi-reference techniques for the estimation of modal parameters. 
5.3.1 SDOF Parameter Estimation 
MDOF modal parameter estimation techniques estimate the parameters of a system in 
either a local or global sense. Local methods estimate the modal parameters from a single 
FRF measurement while global SDOF methods estimate the modal parameters of a 
system using a complete row or column of the FRF matrix. SDOF modal parameter 
estimation techniques include, among others, local and global least squares SDOF 
method and the two point finite difference method. (Ciloglu, 2006) The finite two point 
difference method obtains two points in the vicinity of a peak contained in the FRF and 
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estimates the modal frequency and residue from these two points. This method ignores 
the complex conjugate contribution in the estimation for the modal frequency and 
residue. Therefore, this method can be considered an approximate method for modal 
parameter estimation and should only be used in a cursory investigation of the modal 
parameters of a system. The two point finite difference method makes the approximation 
of the FRF shown in equation 5-5: 
 ܪ௣௤ሺ߱ሻ ൎ ܣ ௣௤௥݆߱ െ ߣ௥ 5-5 
 
Three equations are then developed in order to form an approximate solution for the 
modal frequency and residue. 
 Δଵ ൌ H୮୯൫jω୮൯ െ H୮୯ሺjωଵሻ ൎ ܣ ௣௤௥൫jωଵ െ jω୮൯ሺ݆߱ଵ െ ߣ௥ሻ൫݆߱௣ െ ߣ௥൯ 
5-6 
 
 Δଶ ൌ jω୮H୮୯൫jω୮൯ െ jωଵH୮୯ሺjωଵሻ ൎ ܣ ௣௤௥൫jωଵ െ jω୮൯ߣ௥ሺ݆߱ଵ െ ߣ௥ሻ൫݆߱௣ െ ߣ௥൯ 
5-7 
 
 Δଷ ൌ j൫ωଵ െ ω୮൯H୮୯൫jω୮൯H୮୯ሺjωଵሻ ൎ ܣ ௣௤௥ܣ ௣௤௥൫jωଵ െ jω୮൯ሺ݆߱ଵ െ ߣ௥ሻ൫݆߱௣ െ ߣ௥൯  
5-8 
 
 ߣ௥ ൌ ΔଶΔଵ 5-9 
 
 ܣ ௣௤௥ ൌ ΔଷΔଵ 5-10 
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5.3.2 Least Squares SDOF Method 
The least squares complex exponential SDOF formulation for modal parameter 
estimation allows for the reasonable estimation of modal parameters where the modes are 
widely separated. A SDOF model is fit to the data located near a resonant frequency. 
From this simplistic curve fit, the modal frequency and residue are estimated. Least 
squares formulations do not perform well when the modes to be extracted are closely 
spaced and thus should only be used on data containing widely spaced modes. This 
method also has problems when the identified modal coefficients are close to zero. The 
least squares method can be formulated in either a local or global sense. The least squares 
method is a common method used in conjunction with 2 channel signal analyzers 
developed in the early 1970s but may also be used in conjunction with modal parameter 
estimation techniques that decompose FRFs into individual SDOF systems corresponding 
to the modes of MDOF systems such as the procedure followed by the Complex Mode 
Indicator Function. Similar to most SDOF modal parameter estimation methods, the least 
squares formulation ignores the complex conjugate contribution of the FRF and does not 
take into account the contributions from other modes in the frequency band of interest. 
Therefore, the least squares SDOF method can be considered an approximate method. 
 ܪ௣௤ሺ߱ଵሻ ൎ ܣ ௣௤௥݆߱ଵ െ ߣ௥ 5-11 
 
 ܪ௣௤ሺ߱ଵሻሺ݆߱ଵ െ ߣ௥ሻ ൎ ܣ ௣௤௥ 5-12 
 
 ܪ௣௤ሺ߱ଵሻߣ௥ ൅ ܣ ௣௤௥ ൎ ሺ݆߱ଵሻܪ௣௤ሺ߱ଵሻ 5-13 
145 
 
 
 
 
߱ଵ represents a frequency near the damped natural frequency ߱௥. If the above equations 
are repeated for several frequencies before and after the damped natural frequency ߱௥ the 
resulting set of over determined linear equations can be solved using one of numerous 
pseudo inverse or normal equations approaches. The over determined equations take the 
form shown in equation 5-14. 
 ܪ௣௤ሺ߱ଵሻ 5-14 
 
5.4 Modal Parameter Estimation – Development of Unified Matrix Polynomial 
Approach 
The majority of modal parameter estimation techniques operate on frequency response 
functions (FRF) or impulse response functions (IRF) where the MDOF system is 
idealized as a summation of SDOF systems. An overview of modal parameter estimation 
techniques will be given in addition to an explanation of Least Squares Complex 
Exponential (LSCE), Least Squares Complex Frequency, Complex Mode Indicator 
Function (CMIF), and Stochastic Subspace Identification (SSI) methods. A need for 
describing the mathematics behind each modal parameter estimation technique was 
recognized by (Allemang and Brown, 1998).  The authors developed a Unified Matrix 
Polynomial Approach (UMPA) for modal identification, which allows for many of the 
common modal parameter estimation techniques to be formulated from the same starting 
point. The similarities and differences between the numerous modal parameter 
identification methods will be highlighted through a high level description of the unifying 
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concepts and formulations defined by the UMPA. The UMPA is defined by the following 
concepts: 
 Data Domain 
 Characteristic Space 
 First Stage Modal Identification Models 
 Second Stage Modal Identification Models 
The first concept in the UMPA framework is the data domain. Measured data are usually 
obtained in the time domain and stored or transformed into the frequency domain using 
the Fourier transform. For most modal identification problems, the modal parameter 
estimation algorithms operate on either IRFs or FRFs. These can be processed 
individually or simultaneously and are generally generated from one of three input cases 
including zero measured inputs (OMA), one measured input (SIMO), and multiple 
measured inputs (MIMO).  
The second concept described in the UMPA is the characteristic space, which describes 
the measurement space of the modal identification problem. In a conceptual way, the 
characteristic space can be envisioned as a three dimensional cube where two axes 
describe spatial information which are related to the input and output DOF. The third axis 
is referred to as the temporal axis describing the measurements in time or frequency 
domain. The characteristic space represents all possible measurement data and can be 
used as a visualization tool to show which data has been measured during the modal test. 
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Also, this conceptual representation is particularly useful in recognizing how the data are 
organized and utilized with respect to different modal parameter estimation algorithms. 
Information parallel to one axis consists of a superposition of the characteristics defined 
by that axis. The other two characteristics determine the scaling of each term in the 
superposition (Allemang and Brown, 1998). Figure 5-8 gives an example of a general 
characteristic space for FRF column measurements. For row measurements, the planes 
representing the measurements would be rotated 90 degrees about the temporal axis. For 
temporal measurements, the measurement planes would be rotated 90 degrees about the 
output DOF axis. 
 
Figure 5-8: Characteristic Space – Column Measurements 
Output DOF
Input DOF
Temporal Axis
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Since the characteristic space represents the total possible measurement space, any modal 
test will measure a subset of the total characteristic space. The best possible modal 
identification situations are those where multiple planes are populated in the 
characteristic space, meaning the measured subset includes contribution from both 
temporal and spatial measurements. The particular subset, which is measured, and the 
weighting of the data within the subset in an algorithm are the main differences between 
the various modal identification procedures, which have been developed. (Allemang, 
2001) 
5.4.1 Fundamental Modal Identification Models 
Most modal parameter estimation algorithms do not use physically founded mathematical 
models to solve for modal parameters but rather use matrix polynomial models as the 
basis for obtaining modal parameters. To understand how modal parameter estimation 
algorithms use matrix polynomials to solve for modal parameters start with the 
polynomial model used to describe a frequency response function. 
 ܪ௣௤ሺ߱ሻ ൌ ܺ௣
ሺ߱ሻ
ܨ௤ሺ߱ሻ ൌ
ߚ௡ሺ݆߱ሻ ൅ ߚ௡ିଵሺ݆߱ሻ௡ିଵ ൅ ⋯൅ ߚଵሺ݆߱ሻଵ ൅ ߚ଴ሺ݆߱ሻ଴
ߙ௠ሺ݆߱ሻ ൅ ߙ௠ିଵሺ݆߱ሻ௠ିଵ ൅ ⋯൅ ߙଵሺ݆߱ሻଵ ൅ ߙ଴ሺ݆߱ሻ଴ 5-15 
 
Equation 5-15 describes the frequency response function in terms of a ratio of 
polynomials, which can be condensed into the following form: 
 ܪ௣௤ሺ߱ሻ ൌ ܺ௣
ሺ߱ሻ
ܨ௤ሺ߱ሻ ൌ
∑ ߚ௞ሺ݆߱ሻ௞௡௞ୀ଴
∑ ߙ௞ሺ݆߱ሻ௞௠௞ୀ଴  5-16 
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Rearranging equation 5-15 as shown in 5-17 results in a linear relationship with alpha and 
beta as the unknown quantities. 
 ෍ߙ௞ሺ݆߱ሻ௞ܺ௣ሺ߱ሻ ൌ ෍ߚ௞ሺ݆߱ሻ௞
௡
௞ୀଵ
௠
௞ୀ଴
ܨ௤ሺ߱ሻ 5-17 
 
Equation 5-17 can be generalized into a form that can be used to describe a multiple 
input, multiple output relationship using matrices of coefficients. 
 ෍ቂሾࢻ௞ሿሺ݆߱ሻ௞ቃ
௠
௞ୀ଴
ሼࢄሺ߱ሻሽ ൌ ෍ቂሾࢼ௞ሿሺ݆߱ሻ௞ቃ
௠
௞ୀ଴
ሼࡲሺ߱ሻሽ 5-18 
 
Substitution can be made for the response and input vectors in 5-18 and replaced with 
frequency response function information. 
 ෍ቂሾࢻ௞ሿሺ݆߱ሻ௞ቃ
௠
௞ୀ଴
ሾࡴሺ߱ሻሿ ൌ ෍ቂሾࢼ௞ሿሺ݆߱ሻ௞ቃ
௠
௞ୀ଴
 5-19 
 
The coefficient matrices ሾࢻ௞ሿ and ሾࢼ௞ሿ are of size Ni x Ni or No x No and No x Ni or Ni 
x No respectively. Equation 5-19 can be rearranged into a linear matrix equation and 
repeated at many frequencies until all data is used or a sufficient over determination 
factor is reached.  The matrix polynomial model presented in equation 5-19 is equivalent 
to an autoregressive moving average model developed from a set of finite difference 
equations in the time domain (Allemang and Brown, 1998). Since ARMA models are 
generally known as time domain models, the UMPA models are used to describe matrix 
polynomial models in modal analysis in both time and frequency domains.  
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5.4.2 Second Stage Modal Identification Models 
Many current modal parameter estimation techniques were formulated from the basic 
partial fraction representation of the FRF. In general, the FRF is measured from a 
structure and, therefore, is a known quantity that can be sued to estimate the modal 
parameters. Most modal parameter estimation techniques utilize FRFs or IRFs to solve 
for the modal parameters of the system. The relationship between the modal parameters 
and the FRF matrix is shown in equation 5-20: 
 
ܪሺ߱ሻே೚௫ே೔ ൌ ሾ߰ሿே೚௫ଶே ൤
1
݆߱ െ ߣ௥൨ଶே௫ଶே
ሾܮሿଶே௫ே೔்  
ܪሺ߱ሻ்ே೚௫ே೔ ൌ ሾܮሿே೔௫ଶே் ൤
1
݆߱ െ ߣ௥൨ଶே௫ଶே
ሾ߰ሿଶே௫ே೚ 
5-20 
 
This is equation bears a striking resemblance to the traditional presentation of the partial 
fraction form of the FRF matrix. However, the residues have been substituted by the 
modal vector matrix and participation matrix. The impulse response functions are not 
generally measured but rather calculated from the FRF matrix using the inverse Fast 
Fourier Transform (IFFT). The relationship between the IRF and modal parameters are 
given in equation 5-21: 
 
݄ሺݐሻே೚௫ே೔ ൌ ሾ߰ሿே೚௫ଶேൣ݁ఒೝ௧൧ଶே௫ଶேሾܮሿଶே௫ே೔்  
݄ሺݐሻ்ே೚௫ே೔ ൌ ሾܮሿே೔௫ଶேൣ݁ఒೝ௧൧ଶே௫ଶேሾ߰ሿଶே௫ே೚்  
5-21 
 
Most modal parameter estimation algorithms were originally formulated from Equations 
5-15 through 5-21 while the UMPA was developed to relate the originally developed 
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equations and the general matrix polynomial models. The UMPA prescribes a two stage 
solution procedure as follows: 
Stage 1: 
 Load measured data into linear equation form  
 Solve for the scalar or matrix autoregressive coefficients 
 Solve matrix polynomial model for modal frequencies 
 Formulate the companion matrix 
 Obtain the eigenvalues of the companion matrix (ߣ௥	݋ݎ	ݖ௥). Forming the 
companion matrix converts a matrix polynomial problem into an eigenvalue 
problem 
 Convert eigenvalues from ݖ௥ to ߣ௥ for time domain formulation only 
 Obtain modal participation vectors or modal vectors from the eigenvectors of the 
companion matrix 
Stage 2: 
 Find the modal vectors and modal scaling 
The formulation of the companion matrix is an important step in using the UMPA 
framework for solving for the modal parameters of a system. Solving the companion 
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matrix eigenvalue problem is a procedure for solving the matrix polynomial equation for 
its roots. The roots of the matrix polynomial equation are equivalent to the modal 
frequencies of the system. The companion matrix formulation is shown in 5-22. 
 ܥ௖ ൌ
ۏ
ێێ
ێێ
ێێ
ێ
ۍെሾࢻ௠ିଵሿ െሾࢻ௠ିଶሿ െሾࢻ௠ିଷሿ ⋯ ⋯ െሾࢻଶሿ െሾࢻଵሿ െሾࢻ଴ሿሾ۷ሿ ሾ૙ሿ ሾ૙ሿ ⋯ ⋯ ሾ૙ሿ ሾ૙ሿ ሾ૙ሿ
ሾ૙ሿ ሾ۷ሿ ሾ૙ሿ ⋯ ⋯ ሾ૙ሿ ሾ૙ሿ ሾ૙ሿ
ሾ૙ሿ ሾ૙ሿ ሾ۷ሿ ⋯ ⋯ ሾ૙ሿ ሾ૙ሿ ሾ૙ሿ
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
ሾ૙ሿ ሾ૙ሿ ሾ૙ሿ ⋯ ⋯ ሾ૙ሿ ሾ૙ሿ ሾ૙ሿ
ሾ૙ሿ ሾ૙ሿ ሾ૙ሿ ⋯ ⋯ ሾ۷ሿ ሾ૙ሿ ሾ૙ሿ
ሾ૙ሿ ሾ૙ሿ ሾ૙ሿ ⋯ ⋯ ሾ૙ሿ ሾ۷ሿ ሾ૙ሿ ے
ۑۑ
ۑۑ
ۑۑ
ۑ
ې
 5-22 
 
The eigenvalues and eigenvectors of the companion matrix eigenvalue problem are 
related to the modal frequencies and modal vectors of the physical system. These 
parameters are obtained from the following equation: 
 ሾ࡯ሿሼࢄሽ ൌ ߣሼࢄሽ, ሾ࡯ሿሼࢄሽ ൌ ߣሾ۷ሿሼࢄሽ 5-23 
 
Caution should be exercised when using the eigenvectors from the companion matrix 
solution since these vectors may or may not be useful as modal parameters. The 
eigenvector found that is associated with each eigenvalue is of length model order times 
matrix coefficient size (Allemang and Brown, 1998). Each of these eigenvectors has a 
unique portion of length equal to the size of the coefficient matrices and is repeated in the 
overall eigenvector a number of times equal to the model order. As the unique portion of 
the eigenvector is repeated, the unique vector is multiplied by a scalar multiple of the 
modal frequency. This is shown in 5-24. 
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 ሼ߶ሽ௥ ൌ
ۖە
۔
ۖۓߣ௥
௠ሼ߰ሽ௥⋮
ߣ௥ଶሼ߰ሽ௥
ߣ௥ଵሼ߰ሽ௥
ߣ௥଴ሼ߰ሽ௥ ۙۖ
ۘ
ۖۗ
 5-24 
 
In equation 5-24, ሼ߶ሽ௥ is the rth eigenvector of the companion matrix solution that is 
associated with the eigenvalue ߣ௥  and ሼ߰ሽ௥ is the rth modal vector of the physical system 
associated with the modal frequency	ߣ௥ . Table 5-1 lists common modal parameter 
estimation algorithms and their respective characteristics in terms of UMPA. 
Table 5-1: Characteristics of Some Modal Parameter Estimation Algorithms 
 Data Domain Matrix Polynomial Order Coefficients 
 Time Frequency Zero Low High Scalar Matrix 
CEA x    x x  
LSCE x    x x  
PTD x    x   
ITD x   x    
MRITD x   x    
ERA x   x    
SSI x    x   
PFD  x  x    
SFD  x  x    
MRFD  x  x    
RFP  x   x x Both 
OP  x   x x Both 
CMIF  x x     
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Table 5-2: Acronyms for Modal Parameter Estimation Algorithms 
Acronym Modal Parameter Estimation Algorithm 
CEA Complex exponential algorithm 
LSCE Least squares complex exponential 
PTD Polyreference time domain 
ITD Ibrahim time domain 
MRITD Multireference Ibrahim time domain 
ERA Eigen system realization algorithm 
SSI Stochastic subspace identification 
PFD Polyreference frequency domain 
SFD Simultaneous frequency domain 
MRFD Multireference frequency domain 
RFP Rational fractional polynomial 
OP Orthogonal polynomial 
CMIF Complex mode indicator function 
 
 
 
5.5 Overview of Several Modal Parameter Estimation Algorithms 
5.5.1 Least Squares Complex Exponential (LSCE) 
The least-squares complex exponential modal parameter estimation algorithm is a time 
domain algorithm and was utilized as an on-site method for estimating modal parameters 
during an impact test. An overview of the algorithm is given to provide a context for its 
use in the research work. LSCE explores the relationship between the IRF of a MDOF 
system and its poles and residues through the use of a complex exponential function (He 
and Fu, 2001). An autoregressive (AR) model is used to link the IRF and the poles and 
residues of the system. The algorithm starts representing the transfer function of an 
MDOF system as follows: 
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 ߙ௣௤ሺݏሻ ൌ෍ቆ ܣ௣௤௥ݏ െ ݏ௥ ൅
ܣ௣௤௥∗
ݏ െ ݏ௥∗ቇ
ே
௥ୀଵ
 5-25 
 
The assumption can be made that for r>N ܣ௣௤௥ ൌ ܣ௣௤௥∗  and ݏ௥ ൌ ݏ௥∗ so equation 5-25 
becomes: 
 ߙ௣௤ሺݏሻ ൌ෍ ܣ௣௤௥ݏ െ ݏ௥
ଶே
௥ୀଵ
 5-26 
 
Since the LSCE algorithm operates in the time domain, the inverse Laplace transform of 
equation 5-26 is taken in order to transform the transfer function to an IRF. The 
representation of the IRF is shown in 5-27. 
 ݄௣௤ሺݐሻ ൌ෍ܣ௣௤௥
ଶே
௥ୀଵ
݁௦ೝ௧ 5-27 
 
If the IRF is sampled at equally spaced intervals, the time variable (t) can be replaced by 
the variable kwhere k = (0, 1, … 2N) and d is equal to the interval at which the IRF is 
sampled. This substitution is shown in equation 5-28. 
 
݄௣௤ሺ݇Δሻ ൌ෍ܣ௣௤௥
ଶே
௥ୀଵ
݁௦ೝ௞୼ ሺ݇ ൌ 0, 1, … , 2ܰሻ 
݄௞ ൌ෍ܣ௣௤௥
ଶே
௥ୀଵ
ݖ௥௞ ሺ݇ ൌ 0, 1, … , 2ܰሻ 
5-28 
 
The sampled IRF is composed of real valued quantities while the residues and poles are 
complex valued quantities. Once the IRFs are formulated, the next step is to estimate the 
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poles and residues from the sampled data. This is accomplished by using the Prony 
estimation method, which converts sinusoidal or exponential curves into systems of linear 
equations. This method was proposed by Gaspard De Prony and is used extensively in 
signal processing and finite element analysis of non-linear materials. Since the poles are 
complex conjugates, the following linear system of equations can be solve for ݖ௥  poles.  
 ߚ଴ ൅ ߚଵݖ௥ ൅ ߚଶݖ௥ଶ ൅ ⋯൅ ߚଶேିଵݖ௥ଶேିଵ ൅ ߚଶேݖ௥ଶே ൌ 0 5-29 
 
In summation form, Equation 5-29 can be written as follows: 
 ෍ߚ௞݄௞ ൌ
ଶே
௞ୀ଴
෍ߚ௞
ଶே
௞ୀ଴
෍ܣ௣௤௥
ଶே
௥ୀଵ
ݖ௥௞ 5-30 
 
When ݖ௥௞ is a pole or root of the linear system of equations, the right side of the equation 
is equal to zero and results in the following equation: 
 ෍ߚ௞݄௞ ൌ
ଶே
௞ୀ଴
0 5-31 
 
To solve for the ߚ௞ coefficients ߚ૛ࡺis set equal to one and then 2N sets of 2N samples are 
taken from the IRF and the resulting set of linear simultaneous equations can be solved. 
 ൦
݄଴ ݄ଵ ݄ଶ ⋯ ݄ଶேିଵ
݄ଵ ݄ଶ ݄ଷ ⋯ ݄ଶே⋮ ⋮ ⋮ ⋮ ⋮
݄ଶேିଵ ݄ଶே ݄ଶேାଵ ⋯ ݄ସேିଶ
൪ ൞
ߚ଴
ߚଵ⋮
ߚଶேିଵ
ൢ ൌ ൞
݄ଶே
݄ଶேାଵ⋮
݄ସேିଵ
ൢ 5-32 
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Once the ߚ coefficients are solved for, the roots ݖ௥  of equation 5-32 can be determined. 
The roots of the equation can be related to the complex natural frequencies of the system. 
The complex natural frequencies are determined by the undamped natural frequencies 
and the damping ratios shown equation 5-33. 
 
ݏ௥ ൌ െߞ௥߱௥ ൅ ݆ඥ1 െ ߞ௥ଶ߱௥ 
ݏ௥∗ ൌ െߞ௥߱௥ െ ݆ඥ1 െ ߞ௥ଶ߱௥ 
5-33 
 
The natural frequency and damping ratio of rth mode are then derived as follows: 
 ߱௥ ൌ 1Δඥln ݖ௥ ln ݖ௥∗ 5-34 
 
 ߞ௥ ൌ െ lnሺݖ௥ݖ௥
∗ሻ
2߱௥Δ  5-35 
 
Once the natural frequencies and damping ratios are estimated, the mode shapes can be 
estimated from the FRF information using equation 5-36. 
 ൦
1 1 ⋯ 1
ݖଵ ݖଶ ⋯ ݖଶே⋮ ⋮ ⋮ ⋮
ݖଵଶேିଵ ݖଶଶேିଵ ⋯ ݖଶேଶேିଵ
൪
ە
۔
ۓ ܣ௣௤ଵܣ௣௤ଶ
⋮
ܣ௣௤ଶேۙ
ۘ
ۗ
ൌ ൞
݄଴
݄ଵ⋮
݄ଶேିଵ
ൢ 5-36 
 
The solution to this set of linear equations will produce the residues and the mode shapes 
of the physical system. The above review of the LSCE method is a basic explanation and 
can be improved by using more samples from the IRF, more rigorous methods of solving 
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linear, simultaneous equations, and the use of stability/consistency diagrams used to 
show how the modal parameters stabilize as the model order increases. 
5.5.2 LSCF – Least Squares Complex Frequency Domain Estimator 
The least squares complex frequency domain estimator aims to find the best estimates of 
the modal data associated with a selected pole that minimize a defined error function (He 
and Fu, 2001). The method converts curve fitting a non-linear model into a weighted 
linear model, which makes the curve fitting easier and the solution to the error 
minimization easier to derive. The method starts with the basic expression of the FRF: 
 ܪሺ߱ሻ௣௤ ൌ෍ ܣ௣௤௥ߣ௥ െ ߱ ൅
ே
௥ୀଵ
ܣ௣௤௥∗
ߣ௥∗ െ ߱ 5-37 
 
The general partial fraction expression of the FRF can be shown to be equal to the 
following: 
 ܪሺ߱ሻ௣௤ ൌ෍ ܣ௣௤௥ߣ௥ଶ െ ߱ଶ
ே
௥ୀଵ
݆߱ 5-38 
 
The first step in the least squares frequency estimation is the creation of an error function 
as follows: 
 ܧ௜ ൌ
ܣ௥
ߣ௥ଶ െ ഥ߱௜ଶ ݆ ഥ߱௜ ൅෍
ܣ௥
ߣ௦ଶ െ ഥ߱௜ଶ ݆ ഥ߱௜௦ୀଵ௦ஷ௥
െ ܪሺ ഥ߱௜ሻ ൌ ܣ௥ߣ௥ଶ െ ഥ߱௜ଶ ݆ ഥ߱௜ ൅ ܴ
ሺ ഥ߱௜ሻ 5-39 
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The above equation is a nonlinear error function involving complex modal data ܣ௥ and 
ߣ௥. Rearranging of the error function into a more convenient form results in the 
expression shown in equation 5-40 
 ܧ௜ ൌ 1ߣ௥ଶ െ ഥ߱௜ଶ ቀ݆ ഥ߱௜ܣ௥ ൅
ሺߣ௦ଶ െ ഥ߱௜ଶሻܴሺ ഥ߱௜ሻቁ 5-40 
 
Since the basis for the LSCF method is having a good approximation of the natural 
frequencyߣ௥, then the term ଵఒೝమିఠഥ೔మ can be used as a weighting function for the linear 
parameters ܣ௥ and ߣ௥ଶ. The weighting function is now denoted as ݓ௜ in subsequent 
equations. The modulus square error known as ܧଶ is given in the following equation: 
 ܧଶ ൌ ܧ௜ܧ௜∗ ൌ |ݓ௜|ଶ ቀ݆ ഥ߱௜ܣ௥ ൅ ሺߣ௦ଶ െ ഥ߱௜ଶሻܴሺ ഥ߱௜ሻቁ ቀെ݆ ഥ߱௜ܣ௥∗ ൅ ሺߣ௦ଶ െ ഥ߱௜ଶሻܴ∗ሺ ഥ߱௜ሻቁ 5-41 
 
To produce a good estimate of the modal parameters at each selected pole, a number of 
FRF points around the pole are used in the least squares estimate, which results in a 
summation of errors given by the following equation: 
ܧଶ ൌ ܧ௜ܧ௜∗ ൌ෍|ݓ௜|ଶ ቀ݆ ഥ߱௜ܣ௥ ൅ ൫ߣ௦ଶ െ ഥ߱௜ଶ൯ܴሺ ഥ߱௜ሻቁ ቀെ݆ ഥ߱௜ܣ௥∗ ൅ ൫ߣ௦ଶ െ ഥ߱௜ଶ൯ܴ∗ሺ ഥ߱௜ሻቁ
௜
 5-42 
 
The next step involves minimizing the error function in order to best estimate the 
complex modal parameters ܣ௥ and ߣ௥ଶ. This is accomplished by taking derivatives of 
equation 5-42 with respect to the unknown parameters ܣ௥ and ߣ௥ଶ. Taking the derivatives 
results in two complex simultaneous equations shown in 5-43. 
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ܣ௦෍|ݓ௜|ଶ ഥ߱௜ଶ െ ݆ߣ௦ଶ෍|ݓ௜|ଶ ഥ߱௜ܴሺ ഥ߱௜ሻ ൅ ݆෍|ݓ௜|ଶ݆ ഥ߱௜ଶܴሺ ഥ߱௜ሻ ൌ 0
݆ܣ௦෍|ݓ௜|ଶ ഥ߱௜ܴሺ ഥ߱௜ሻ ൅ ߣ௦ଶ෍|ݓ௜|ଶ|ܴሺ ഥ߱௜ሻ|ଶ െ෍|ݓ௜|ଶ ഥ߱௜ଶ|ܴሺ ഥ߱௜ሻ|ଶ ൌ 0
 5-43 
 
The complex natural frequency ߣ௥	is related to the natural frequency and damping ratio of 
the structure ߣ௥ଶ ൌ ߱௥ଶሺ1 ൅ ߞ௥݆. Having these three equations allows for the residue, 
natural frequency, and damping ratio to be found and the procedure can be repeated for 
each mode found in an FRF. The initial estimate of the frequency locations can be 
achieved using a simple peak picking analysis. The LSCF estimator can provide highly 
accurate estimates of modal parameters in a quick manner and has been improved upon 
by the advent of the polyreference LSCF estimator also known as Polymax. 
5.5.3 The Complex Mode Indicator Function as a Modal Parameter Estimation 
Technique 
The complex mode indicator function (CMIF) was first developed for traditional FRF 
data as a method to identify the proper model order (number of modal frequencies) of a 
system (Shih, 1988). CMIF makes used of singular value decomposition (SVD) of multi-
reference FRF data to obtain the natural frequencies, modal vectors, and modal 
participation vectors. CMIF is defined as the eigenvalues solved from the normal matrix 
formed from the FRF matrix at each spectral line where the normal matrix is formed by 
pre-multiplying the FRF matrix by its Hermitian matrix (Shih, 1988) shown in 5-44 
 ሾܰሿ ൌ ሾܪሺ݆߱ሻሿே௢ ௫ ே௜ு ሾܪሺ݆߱ሻሿே௢ ௫ ே௜ 5-44 
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The FRF matrices at each spectral line are of size equal to the number of output response 
locations by the number of input locations and generally the number of outputs is greater 
than the number of inputs resulting in a rectangular matrix. Taking the SVD of the 
normal matrix results in the following expression: 
 
ሾܪሺ݆߱ሻሿே௢	௫	ே௜ு ሾܪሺ݆߱ሻሿே௢	௫ ே௜ ൌ ሾܷሺ݆߱ሻሿே௢ ௫ ே௥ሾΣଶሺ݆߱ሻሿே௥ ௫ ே௥ሾܸሺ݆߱ሻሿே௜	௫	ே௥ு  
Σ௞ሺ݆߱ሻଶ ൌ Λ௞ሺ݆߱ሻ 
5-45 
 
Where U is the left singular vector matrix and proportional to the mode shapes and V is 
the modal participation vectors. The left singular vectors, which are proportional to mode 
shapes, are unscaled and the right singular vectors (modal participation vectors) are 
relative and not absolute values. Nr is the number of modes in the frequency band. The 
singular value is equivalent to the scaling factor divided by the distance between the 
sampling frequency point and the pole location and since the scaling factor is constant 
and as the distance between the pole and sampling point decrease, the singular value 
increases to a maximum at the location of a damped natural frequency (Shih, 1988). The 
CMIF at each spectral line is equal to 5-46 (Allemang and Brown, 2006) 
 
ܥܯܫܨ௞ሺ݆߱ሻ ൌ ൫Λ௞ሺ݆߱ሻ൯ଵ/ଶ ൌ Σ௞ሺ݆߱ሻ ݇ ൌ 1, 2, … ,ܰ 
ܥܯܫܨ௞ሺ݆߱ሻ ൌ ߤ௞ሺ݆߱ሻ ൌ ߪ௞ሺ݆߱ሻଶ ݇ ൌ 1, 2, … ,ܰ 
5-46 
 
The eigenvalues of the normal matrix (CMIF) are typically plotted on a log scale as a 
function of frequency. An example CMIF plot is shown in Figure 5-9.  
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Figure 5-9: Example CMIF plot for a 3DOF Cantilever 
The peaks in the CMIF are selected as the likely locations of the damped natural 
frequencies. The eigenvector corresponding to the peak in the CMIF curve is equal to the 
modal participation factor. Once the maximum eigenvalues and corresponding 
eigenvectors are extracted from the CMIF curves, the unscaled mode shapes can be 
solved for as shown in 5-47. 
 ൛ݑ൫݆߱௣൯ൟ௞ ൌ ൣܪ൫݆߱௣൯൧൛ݒ൫݆߱௣൯ൟ௞ߤ൫݆߱௣൯௞
ିଵ ݇ ൌ 1, 2, … , ௞ܰ 5-47 
 
where: ௞ܰ is the number of repeated roots at ݆߱௣ and ݆߱௣ is the frequency at the peaks 
shown in the CMIF curve that is an approximation of the damped natural frequency of 
the rth mode. ൛ݑ൫݆߱௣൯ൟ௞ is the unscaled mode shape for the kth repeated root at ݆߱௣ and 
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൛ݒ൫݆߱௣൯ൟ௞ is the the modal participation factor for the kth repeated root at ݆߱௣. After 
estimating the unscaled mode shapes, an enhanced FRF (eFRF) for each mode can be 
constructed as follows: 
 ܪ෡ሺ݆߱ሻ௣ ൌ ൛ݑ൫݆߱௣൯ൟுൣܪ൫݆߱௣൯൧൛ݒ൫݆߱௣൯ൟ 5-48 
 
The eFRF can be shown to be equivalent to the single mode response function: 
 ܪ෡ሺ݆߱ሻ௣ ൌ ܳ௣൫݆߱ െ ߣ௣൯ 5-49 
 
SDOF modal parameter estimation techniques can be applied each eFRF where the 
residue obtained is equivalent to the modal scaling factor	ܳ௣. The eFRF is a virtual 
measurement used to estimate temporal information (modal frequencies and modal 
scaling) of SDOF systems and was developed on the concept of transforming physical 
coordinates to modal coordinates and manipulating the measured FRF to isolate and 
enhance a particular mode of vibration (modal filtering) (Phillips and Allemang, 1998). 
Many modal parameter estimation algorithms are characterized by a two stage solution 
procedure such as the one used in the CMIF method presented previously. 
5.5.4 Stochastic Subspace Identification method (SSI) 
The stochastic subspace identification method (SSI) has been presented in the literature 
as a powerful method for identifying modal parameters from random signals. First 
presented in 1996, the subspace identification techniques have become some of the most 
well-known and used parametric time domain estimators (Overschee, 1996). Significant 
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advancement of the original techniques has occurred in the 15 years since the 
introduction of SSI as a parametric time domain estimator. A brief overview of the new 
generation of methods will be presented in order to provide a basis for its use in a portion 
of the data processing of ambient data in the case study presented in Chapter 7. The SSI 
method has been shown to be a robust algorithm for estimating the modal parameters of a 
structure subjected to unknown excitation forces. A detailed derivation of the SSI method 
is given by Peeters in his Ph.D dissertation (Peeters, 2000). He distilled the SSI method 
as it is used to process random signals and modified the method to process MIMO 
signals. The stochastic state space model used in the SSI method is built on measured 
output data or correlations of the output data and this model has been shown to 
adequately represent a vibrating structure subjected to unknown excitation. The 
assumption about the unknown excitation forces is that they have white noise 
characteristics, that is, the power spectrum of the input would have equal power at each 
frequency across a frequency range. The SSI method uses a discrete time stochastic space 
model defined in the following equations 
 ݔ௞ା௟ ൌ ܣ௦ݔ௞ ൅ ݓ௞ݕ௞ ൌ ܥ଴ݔ௞ ൅ ݒ௞  5-50 
 
ሼݕ௞ሽ௟௫ଵ : Output vector, output signal, output correlation 
ሼݔ௞ሽଶ௡௫ଵ : Discrete state vector of order 2n. 2n describes the system order 
ሾܣ௦ሿଶ௡௫ଶ௡ : State transition matrix  
ሾܥ଴ሿ௟௫ଶ௡ : Output matrix 
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ሼݓ௞ሽଶ௡௫ଵ : Noise term that represents the unknown excitation forces  
ሼݒ௞ሽ௟௫ଵ : Noise term that represents the unknown excitation forces 
The SSI method as described by Peeters involves two steps, the first of which is 
identifying the stochastic state space model shown in equation 5-50 from measured data 
using subspace identification methods. There exist two popular methods of identifying 
state space models from random output signals including: 
Identification of state space model form output covariances, or output correlation 
functions for zero mean ambient vibration signals. This method is known as Covariance-
driven stochastic subspace identification or SSI-COV. State space model identification 
directly from raw time domain signals known as Data-driven stochastic subspace 
identification or SSI-Data. 
Both procedures to develop the state space models aim to cancel out uncorrelated noise, 
followed by a data reduction procedure in which the SSI-COV method uses output 
covariances generated using the FFT, while SSI-Data uses a slow QR factorization 
instead of the FFT. The first method is a more streamlined and quicker method than the 
second method. Peeters dissertation presents in depth explanations of both methods 
(Peeters, 2000). During the second step of SSI, the modal parameters are obtained from 
the state transition and output matrices. The state transition matrix describes the system 
using its eigenvalues while the output matrix specifies how the internal states are 
transformed to the outside world (Peeters, 2001). 
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5.6 Summary of Data Processing Considerations 
The processing of FRF data or raw time domain data for the purpose of estimating modal 
parameters remains an active research field. An engineer tasked with estimating the 
modal parameters of a structure should be well versed in the available algorithms and to 
which situations each method performs best. A best practices approach to the estimation 
of modal parameters would be to use several algorithms to estimate the modal parameters 
and compare each estimate to identify any variability. It is also recommended to perform 
modal analysis of different groups of FRFs from different references in order to identify 
any variability sourced from the structure. Different FRFs may contain modes not shown 
in other FRFs depending on the structure configuration. Therefore, modal parameter 
estimation can be an iterative process requiring significant user interaction and 
interpretation in order for the most reliable extraction of modal parameters. 
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CHAPTER 6: MODAL ANALYSIS FOR FLEXIBILITY IDENTIFICATION 
This chapter will provide an overview of modal flexibility as a bridge condition indicator 
and present the proposed concept of using a rapid implementation of modal analysis 
techniques to identify modal flexibility. The chapter will be divided into two main 
sections including an introduction and conceptual discussion of rapid modal analysis, and 
a theoretical implementation of modal flexibility for the identification of deflected shapes 
through closed form and numerical examples. 
6.1 Motivation 
The primary motivation for this research lies in transforming current bridge engineering 
practice, which relies on visual and qualitative measures of bridge condition to inform 
decision-making, to a practice that leverages quantitative and objective measures of 
bridge condition. This trend of transforming traditional bridge engineering to engineering 
based on utilizing quantitative measures of bridge condition has been occurring since 
civil engineers adopted the concept of system identification and applied these approaches 
directly to civil constructed systems. Bridge owners have historically accepted visual 
inspection as means to evaluate bridge condition based on how the bridge appears to an 
inspector. However, many structural behaviors that contribute to poor bridge performance 
cannot be identified through visual inspection alone. Often, the signs that bridge 
performance is poor manifest themselves only after the behaviors contributing to the 
perceived poor performance have been occurring over significant periods. The need to 
provide quantitative measures of bridge condition to supplement current qualitative 
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bridge condition estimates is significant. The objective of this chapter is to provide a 
description and summary of a tool to supplement visual inspection, examine the 
feasibility of the tool and test method, identify the shortcomings and challenges of 
implementing the tool, and show minimum requirements for successful implementation 
of the tool through numerical simulations.  
6.2 Discussion of Modal Analysis as a Tool for Flexibility Identification 
6.2.1 Overview of Flexibility 
Flexibility will be used as the optimal bridge condition indicator for the output of the 
proposed Global Structural Assessment Tool (GSA). Flexibility is the inverse of stiffness 
and is defined as the displacement or deformation of a body under a known force. 
Maxwell first introduced the idea of displacement influence coefficients, synonymous to 
flexibility, in 1864.  The relation between the deformation of a body and a force is 
equivalent to the displacement coefficients or flexibility. The basic equation for 
flexibility is shown in equation 6-1. 
 ݂ ൌ 1݇ ൌ
ߜ
ܨ 6-1 
 
݂ = flexibility 
݇ = stiffness 
ߜ = displacement 
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ܨ = force 
Measures of flexibility can be obtained by experimental means in two different ways. The 
first method used to establish a measure of a structures’ flexibility is truckload testing. 
During a truckload test, the measure of flexibility is obtained by measuring the 
displacement of the structure under a known loading configuration, however, measuring 
displacement of structure under a known loading configuration can be expensive given 
the labor and equipment required to install the instrumentation and provide the loads 
(trucks) to load the structure. However, the advantage of this method lies in the deflected 
shape of the structure which can be readily interpreted by bridge engineers because the 
deflected shape is a global indication of the behavior of a structure as opposed to the 
more common localized measurements (such as strains) that only provide information 
regarding the local behavior of the structure. Deflected shapes can show how portions of 
a structure deflect relative to other locations on the structure and also provide information 
to identify locations on a structure that may require further inspection (visual, 
Nondestructive Evaluation (NDE), etc.) to determine the cause of the differential 
displacement. Figure 6-1 shows an elevation view of a bridge and the displaced shape of 
the bridge under a known loading configuration for a bridge with no anomalies and a 
bridge with a bearing settlement.  
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Figure 6-1: Comparison of Flexibility of Bridge with and without Bearing Settlement 
In the case with no anomalies, the deflection under a load applied at the center of the 
bridge is symmetric since the center of gravity of the load was aligned with the center of 
the bridge. In the non-perfect case, a bearing settlement causes the deflected shape not to 
be symmetric. It is acknowledged that this is a simple example but it illustrates that 
deflected shapes obtained from flexibility identification can be interpreted readily by 
looking at symmetry, relative displacement, and the overall shape of the deflection basin 
compared with analytical predictions or engineering heuristics. This example shows how 
the use of displacement measures under a known load can point to areas of a bridge that 
require closer inspection or further refined analysis or experimental investigation. A 
second example of how deflected shapes of a bridge can be interpreted directly is shown 
graphically in Figure 6-2. 
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Figure 6-2: Comparison of Flexibility of Bridge with and without Composite Action at Girder/Slab 
Interface 
In the area where the beam has lost composite action, the deflection of the bridge is more 
pronounced than if all beams are acting compositely. Since the moment of inertia (MOI) 
has been reduced due to the deck not acting compositely in this location, the beam will 
deflect more than the other girders that are fully composite. The previous examples 
demonstrated that deflected shapes can be directly interpreted by using visual inspection 
of the shape combined with engineering heuristics to determine if the deflected shape is 
describing anomalous behavior mechanisms.  
6.2.2 Overview of Modal Flexibility 
The second method used to obtain measures of a bridges’ flexibility is the through the 
utilization of modal flexibility which was first described by Clough in 1975 (Clough and 
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Penzien, 1975). Modal flexibility sufficiently approximates the static flexibility if enough 
modes are included in the calculation. Raghavendrachar first proposed modal flexibility 
as a bridge condition indicator in 1992(Raghavendrachar, 1992). Modal flexibility has 
been successfully correlated with truck load test results in several well know applications 
of the method (Aktan, 1997, Catbas, 1997, Lenett, et al., 1999, Raghavendrachar, 1992, 
Toksoy and Aktan, 1994, Zhou, et al., 2011) The general equation for modal flexibility 
derived from the scaled mode shapes and natural frequencies is shown in equation 6-2 
and results in an n x n flexibility matrix where n is the number of measured degrees of 
freedom included in identified mode shapes. 
 ௣݂௤ ൌ෍
൛߶௣௥ൟ൛߶௥௤ൟ
߱௥ଶ
௠
௥ୀଵ
 
 
6-2 
 
߶௣௥ = the scaled modeshape vector for the rth mode 
߶௥௤ = the transpose of rth scaled modal vector 
߱௥ଶ = the squared natural frequency  
The equation for modal flexibility is an approximation of the true flexibility of the 
structure that is sensitive to the number of modes used in the calculation and uncertainties 
in the estimation of scaled mode shapes and natural frequencies (Catbas and Aktan, 
2002). An observation from equation 6-2 is that higher modes contribute less to the 
flexibility of the structure than lower modes since the associated natural frequencies are 
greater for higher modes. Measures of flexibility for use in condition evaluation can take 
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many forms including measuring flexibility at symmetric points, monitoring changes in 
flexibility over time by performing periodic modal analyses of the structure, comparison 
of flexibility from girder to girder, uniform load surface (ULS), and  flexibility of a 
truncated portion of the structure among others. Figure 6-3 shows a graphical illustration 
of the process used to estimate modal flexibility. 
 
Figure 6-3: Overview of Modal Flexibility for Bridge Condition Evaluation 
Similar to how the displacement of a structure due to a known loading configuration can 
be interpreted using  engineering heuristics or an analytical model, modal flexibility can 
also provide the deflected shape of structure due to various loading configurations.  
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Modal parameters including modal flexibility have been further used to for the 
identification and location of damage on a structure. 
6.2.3 Leveraging Modal Parameters for Damage Detection 
The basis of vibration based damage detection is that a damage will cause one of the 
global properties of the structure (mass, stiffness, damping) to change. Damage detection 
can be performed in three domains, time, frequency, or modal. Significant research has 
occurred in detecting damage in each of the three domains and it is expected to continue 
since a method does not yet exist that is suitable to solve all damage detection situations 
(Wei Fan and Pizhong Qiao, 2011).  Damage detection techniques can be further 
classified into model based or response based damage detection methods. The wealth of 
literature and work from the last thirty years has resulted in a significant number of 
proposed methods for identifying damage location and magnitude from vibration tests. 
Vibration based damage detection methods typically fall into one of four groups 
including (1) natural frequency based methods, (2) mode shape based methods, (3) 
curvature mode shape based methods, and (4) other modal parameter based methods. 
6.2.3.1 Natural Frequency Based Damage Detection 
Natural frequency methods for damage detection use changes in the natural frequencies 
of a structure to identify damage. Frequency changes can be measured using minimal 
instrumentation and are generally less sensitive to measurement noise. Natural frequency 
methods have been used extensively to identify cracks in simple structures over the last 
thirty years; however, the method has some critical limitations. The natural frequency 
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methods are almost exclusively model based and the models used are based on Euler-
Bernoulli beam theory which is known to over predict natural frequencies in short beams 
and high frequency bending modes (Wei Fan and Pizhong Qiao, 2011). Changes in 
natural frequencies due to damage tend to be small; therefore differentiating changes in 
structural behavior due to damage or changes in ambient conditions remains a challenge. 
Even if a change in natural frequency can be identified, determining where the damage 
occurred to cause the change in natural frequency is difficult. For example, damages of 
similar magnitude occurring in symmetric locations will cause similar changes in natural 
frequencies. Methods have been proposed to cope with the limitations, however applying 
damage detection techniques utilizing natural frequency changes to a structure subject to 
large changes in ambient conditions remains a difficult and unrealistic endeavor.  
6.2.3.2 Mode Shape Based Damage Detection 
While mode shapes are also global in nature, they have the advantage over natural 
frequencies in that they also contain local information. Mode shape based damage 
detection methods have been developed to identify and locate damage in one of two ways 
(i) the traditional method of comparing changes in shape between an intact structure and 
a damaged structure and  (ii) refined methods, including wavelet analysis, that process 
mode shape data as a spatial domain signal to identify damage.  One common method 
used to identify structural damage is the concept of strain energy, first implemented by 
Stubbs in 1992 (Stubbs, et al., 1992). The decrease in strain energy calculated between 
degrees of freedom along the curvature mode shapes has been shown to be a promising 
method of identifying damage location. Pandey proposed using changes in mode shape 
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curvature to detect damage (Pandey, et al., 1991). The limitations of mode shape methods 
are similar to those identified in the natural frequency methods. In fact, identifying 
damage under typical environmental conditions remains the single most challenging 
problem facing damage detection researchers. However, the number of different mode 
shape based methods is significant and research into damage detection utilizing mode 
shapes or mode shape derivatives remains active as researchers continue to improve and 
develop damage detection methods. While mode shapes and natural frequencies are 
common features used for damage detection, other modal parameter based methods are 
also used. 
6.2.3.3 Modal Flexibility Based Damage Detection 
While modal flexibility has been proven as s quantitative measure of bridge condition, 
individual flexibility coefficients are sensitive to other changes in a structure not related 
to damage or deterioration. For instance, individual flexibility coefficients can be 
influenced by changes in boundary or continuity conditions, which are caused by changes 
in ambient temperature, soil conditions, or other ambient conditions not specifically 
associated with the structure. To overcome the flexibility coefficient sensitivity problem, 
Toksoy proposed using modal flexibility as a damage indicator by virtually loading the 
modal flexibility matrix with different loading patterns. It was shown that virtually 
loaded flexibility is sensitive to changes in the structure due to damage and less sensitive 
to changes in ambient conditions (Toksoy and Aktan, 1994). As an extension of virtually 
loaded modal flexibility, Zhang showed that a deflected shape due to a unit load applied 
at each measured degree of freedom was less sensitive to changes in individual flexibility 
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coefficients due to modal truncation and other errors in the estimation of scaled mode 
shapes and natural frequencies (Zhang and Aktan, 1998). This metric derived from modal 
flexibility is known as the uniform load surface (ULS) and is less sensitive to noise since 
it is a weighted average of the mode shapes. The ULS is defined in equation 6-3. 
 ܷܮܵ ൌ෍൛߶௣௥ൟ∑ ൛߶௥௤ൟ
௡௦ୀଵ
߱௥ଶ
௠
௥ୀଵ
 6-3 
 
߶௣௥ = the scaled modeshape vector for the rth mode 
߶௥௤ = the transpose of rth scaled modal vector 
߱௥ଶ = the squared natural frequency  
The overarching goal of damage detection is to identify, locate, and quantify damage 
from changes in measured response quantities extracted from a structure. Vibration based 
damage detection is one popular method of achieving this goal. However, limitations 
exist that have limited the use of damage detection on complex systems. Often, changes 
due to ambient conditions are identified as damage; but when physically investigated the 
damage is found to not be real. Given the limitations of damage detection, it is the belief 
of the author that modal flexibility is the most promising indices for use in both bridge 
condition evaluation and damage detection. The research detailed within this dissertation 
is formulated to use flexibility obtained during a bridge inspection to assist in the 
inspection and condition evaluation of the bridge. 
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Multiple reference impact testing (MRIT) has been used successfully over the past 20 
years to establish the modal flexibility of a structure.  The research presented herein 
describes a tool that will use single input multiple output (SIMO) testing techniques to 
obtain the flexibility of a structure at a point, along a girder, along several girders, or the 
entire structure depending on the constraints associated with a particular structure. The 
tool is envisioned to be used during an inspection to assist inspectors and as a method to 
supply a quantitative indication of bridge condition that can be tracked.  
6.2.4 SDOF Modal Parameter Estimation for Modal Flexibility 
General modal analysis theory has been presented previously in Chapter 3 and an 
explanation of the estimation of modal parameters from a SDOF system is presented here 
as a brief overview to describe how the modal parameters of a simple system are related 
to the FRF of the system. The modal parameters in relation to a SDOF FRF are shown in 
the illustration in Figure 6-4. The estimation of modal parameter from a system generally 
follows a two-stage procedure: 
 The modal frequencies and participation vectors are estimated 
 
 The modal vectors and modal scaling are estimated  
The residues are estimated from the FRFs of the system and then they are scaled 
according to the driving point information at DOF 1. The damping coefficient  is 
derived from the width of the pole at the half power points, which then allows for the 
calculation of the residue A. The natural frequency describes the pole location along the 
frequency axis. To scale the mode shapes so they have physical significance, the residues 
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and scaling factors are required. If the system is assumed to be proportionally damped, an 
assumption of unit modal mass in each mode allows for the simple calculation of scaling 
factors. Proportional damping also implies that the residues are purely imaginary which 
indicates the presence of real normal modes. If non-proportional damping is assumed the 
residues and scaling factors are both complex numbers and the use of Modal A as the 
method for scaling is required.  
Non-proportionally damped systems are described by complex mode shapes, which have 
phase values other than 0 or 180 degrees. Real normal modes are described by a standing 
wave when animated while complex modes are described by a traveling wave when 
animated.  The use of Modal A for scaling can also be used for the proportional damping 
case and therefore is the most generalized scaling method.  The scaled mode shape 
coefficients for a proportionally damped system can then be obtained using the following 
equations (Allemang, 2001). 
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Figure 6-4: Pole Location and Residue Illustration 
 ܣ௣௤௥ ൌ ܳ௥߮௣௥߮௤௥ ൌ ܪ௣௤
ሺ߱ሻ
ߪ௥  6-4 
 
ܣ௣௤௥ = the residue  
ܳ௥ = the scaling factor for mode r 
߮௣௥ and ߮௤௥ =  modal coefficients for mode r and point p and point q 
ܪ௣௤ሺ߱ሻ = FRF relating response at DOF p to input at DOF q 
ߪ௥ = damping factor 
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At the driving point location, the residue is equal to the expression shown in equation 
6-5.  
 ܣ௤௤௥ ൌ ܳ௥߰௤௥ଶ  6-5 
 
ܣ௤௤௥ =  driving point residue 
ܳ௥ = scaling factor for mode r 
߮௤௥ = driving point modal coefficient 
The scaling factor ܳ௥ has a relationship between the modal mass of the system,	ܯ௥. It has 
been shown that the modal mass is equivalent to the expression shown in equation 6-6 
(Dossing, 1988) 
 ܯ௥ ൌ 12݆߱௥ܳ௥ 6-6 
 
ܯ௥ = modal mass for rth mode 
ܳ௥ = scaling factor for rth mode 
߱௥ = damped natural frequency for rth mode 
For an MDOF system, the modal mass for each mode is assumed equal to one. Equation 
6-7 shows the calculation of the scaling factor.  
 ܳ௥ ൌ 12݆߱௥ 6-7 
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After the driving point residue and scaling factor are known, the scaled driving point 
modal coefficient can be calculated using equation 6-8. 
 ߰௤௥ ൌ ඨܣ௤௤௥ܳ௥  
6-8 
 
Once this modal coefficient is known, the remainder of the scaled modal coefficients can 
be calculated using equation 6-9.  
 ߰௣௥ ൌ ܣ௣௤௥ܳ௥߰௤௥ 6-9 
 
The previous equations have described the traditional method for scaling the mode shapes 
for flexibility estimation of a proportionally damped system. If this method is used for 
scaling the mode shapes, it is termed unit modal mass scaling and the scaled shapes are 
termed UMM shapes. Flexibility has been shown 
6.3 Proposed Rapid Modal Analysis Concept 
The proposed Global Structural Assessment (GSA) Tool is envisioned as a 
complementary tool to visual inspection with the goal of supplying quantitative bridge 
condition metrics (flexibility and modal parameters) as supplementary information to the 
qualitative ones obtained through visual inspection. The method is proposed as a rapid 
implementation of traditional multiple input/multiple output experimental modal analysis 
(EMA-MIMO) procedures. During a traditional implementation of modal analysis, there 
is typically one reference measurement that remains in the same spatial location during 
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the entire test. During the proposed rapid modal analysis test, a static reference 
measurement that remains in the same spatial location during the entire test will not be 
available since the measurements will be made using a mobile platform that will traverse 
the structure as the test progresses. Since biennial inspections of all bridges in the United 
States are required by law, the proposed test method is not intended to replace visual 
inspection and is only suitable to provide complimentary information for engineers to use 
in the process of evaluating the condition of a structure. In addition to bridge inspectors, 
bridge owners may also see benefit from the proposed tool in that they will be provided 
with a quantitative measure of a bridges’ condition with small investments in time and 
monetary resources since it is envisioned the GSA tool will be targeted to cost 5000 
dollars to implement on a given structure. The 5000-dollar target was established to make 
the proposed testing method an attractive complement to visual inspection since visual 
inspections of typical highway bridges costs in the 5000-10000 dollar range. The 
proposed test method will supply bridge owners with an additional piece of information 
to use in the decision making process regarding the management of a structure. 
6.3.1 Relevance for Bridge Inspectors 
The information produced by the GSA system is envisioned to provide bridge inspectors 
with useful information with which to conduct their inspection of a bridge. Structures that 
are difficult to inspect, which are quite common, would benefit from an application of the 
GSA. For example, prestressed, post tensioned box girders can be difficult to inspect 
since the prestressing and post-tensioning strands are not visible for examination. The 
flexibility of the box girder will be affected if prestressing or post-tensioning strands 
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deteriorate. Since the girder segments tend to be similar in design, the GSA could be used 
to establish the flexibility of each segment to check for consistency in the flexibility of 
each segment along the length of the bridge. A second scenario where the GSA could 
inform visual inspection is in the testing prestressed adjacent box girder bridges. These 
bridges and the previously mentioned segmental box girder bridges are difficult to inspect 
and judge their condition. The GSA could be applied along each girder of the adjacent 
box girder bridge and the flexibility of each girder evaluated. The flexibility of all girders 
could be compared to see if any girders appear as outliers when compared with other 
girders on the bridge. These two scenarios are several of a greater group of bridge 
inspection scenarios that might benefit from an application of the GSA to identify areas 
that might need a more in depth evaluation. 
6.3.2 Description of Global Structural Assessment Tool 
The proposed GSA system will reduce the amount of time required for obtaining global 
bridge condition indicators (flexibility). The application of traditional EMA (MIMO) on a 
bridge typically takes an entire day to complete. The procedure of applying forced 
excitation testing methods to a bridge typically requires the bridge to be closed to traffic. 
Given the time and traffic control requirements, testing a significant number of bridges 
using traditional EMA (MIMO) is not desirable. To facilitate the acceptance of testing 
techniques as part of visual inspection, improvement in testing time and relaxation of 
traffic control requirements are needed if dynamic test methods are to be applied to a 
large number of bridges for the purposes of condition evaluation. 
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The GSA is proposed as a rapid test method for obtaining information regarding a 
bridges’ condition. It is envisioned that the device can be driven onto a structure, the tests 
performed, and then driven away within a few hours. Most visual inspection routines take 
around 4 hours to complete and it is envisioned rapid modal analysis will take advantage 
of the traffic control available for a bridge during a visual inspection to perform the rapid 
modal test. This testing scheme will require minimal traffic control and limit the 
disruption to the public. A conceptual illustration of the GSA system is shown in Figure 
6-5. The GSA system will combine a transient input and resultant response measurements 
from a small, fixed array of sensors positioned along a lane or centerline of a bridge 
structure. The duration and magnitude of the pulse will determine the spectrum of the 
input to the system. By performing experimental modal analysis measuring both the input 
and output of the system, the transfer function describing the relationship between the 
input to the system and output resulting from the input can be obtained. The transfer 
function of the system is a measure describing the interaction of the mass, stiffness, and 
damping of the system. The transfer functions are generally referred to as frequency 
response functions (FRFs) which contain the modal parameters (natural frequencies, 
damping ratios, and mode shapes) of the system. The uniqueness of the GSA system is in 
the reduced time required for the GSA system to produce global indices describing the 
behavior of the structure.  
The GSA system is proposed to provide a large, controlled, and measured excitation 
force to the structure equivalent to the load produced by a single truck wheel load. The 
input excitation will be provided by a known mass dropped from a known height. The 
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drop height and mass of the impact carriage will be adjustable so the input force can be 
tailored for particular applications. The input force will be an impulse of a certain width 
that will depend upon the drop height, mass, and impact surface conditions. The device 
will be designed such that the 0-100 Hz bandwidth will be sufficiently excited. This 
bandwidth will be sufficient for most short to medium span bridges are characterized by 
frequencies between 0-50 Hz. The duration of the input force corresponding to a 0-100 
Hz bandwidth is 0.01s. Signal to noise ratios at locations far away from  a small impact, 
produced by an instrumented hammer typically used for testing bridges, will often be 
very low and therefore more susceptible to pollution from other extraneous sources of 
excitation. The larger impact from the proposed drop hammer will be almost 5 times 
greater than the impact force of an instrumented hammer and signal to noise ratios at far 
field sensor locations will be improved. 
Using a transient impact force to excite the structure and develop modal flexibility has 
one distinct advantage over using traditional load testing for obtaining displacements. 
Traditional load testing techniques used to obtain global information regarding a structure 
(i.e. displacements), utilize loads that are applied to the structure either statically or quasi-
statically. The potential for inducing damage during a load test can be mitigated through 
proper design and implementation of load test techniques by a competent engineer. 
However, the risk of inducing damage during a load test enhances the attractiveness of 
EMA (MIMO) techniques for establishing the global behavior of a structure since the 
short duration of the impact force will not induce permanent deformation of the structure.  
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Figure 6-5: Conceptual GSA System 
 
Figure 6-6: GSA System Cut Away 
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In Figure 6-6, a cut away elevation of the bridge and GSA system is shown. The impact 
force is provided by a drop weight device where the height and mass can be controlled 
which control the peak force and the shape of the impact pulse. The width of the pulse, as 
mentioned previously, controls the frequency content of the impact force. An 
accelerometer will be located near the impact point to provide driving point acceleration 
to be used in the scaling of the mode shapes produced by the GSA. This accelerometer 
will most likely need a larger range than the other accelerometers on the GSA system. 
The proposed GSA is shown on the plan view of a short span bridge in Figure 6-7, and a 
zoom view of Figure 6-7 is shown in Figure 6-8. A single implementation of the GSA 
system will only cover a small portion of the structure and it is envisioned that multiple 
repetitions of the test method will be required to cover the entire structure. 
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Figure 6-7: Envisioned GSA System Instrumentation Footprint on Bridge Structure (Blue Circles 
Represent Output Measurement Location, Red Squares Represent Dual Output/Input Measurement 
Locations) 
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Figure 6-8: Envisioned GSA System Instrumentation Footprint on Bridge Structure - Zoomed (Blue 
Circles Represent Output Measurement Location, Red Squares Represent Dual Output/Input 
Measurement Locations) 
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Figure 6-9: Qualitative Force vs. Displacement Curve 
Figure 6-9 shows a plot of force versus displacement on which different regions where 
different response levels occur are marked. The different regions are plotted in equivalent 
tandem axle loads. The base tandem axle load is taken as the AASHTO Type 3 tandem 
axle load of 34 kip. Traditional EMA-MIMO techniques utilizing transient force signals 
rely on force levels at or below five kip, which may not activate mechanisms, such as 
bearing settlement or the closing of cracks, which are activated by operating load levels 
under day-to-day operation of the structure. The GSA system is proposed to apply a force 
level that at its maximum is equivalent to a 50kip wheel load. The force level is 
envisioned to be tunable by varying drop height and drop mass,  therefore force levels 
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can tailored to fall anywhere within the inventory, operating, or overloaded traffic ranges. 
The maximum force level applied by the GSA will fall within the overloaded traffic 
portion of the force displacement curve since a 50-kip wheel load is approximately equal 
to a 300-kip truck and these large force levels are intended to activate mechanisms, which 
would not otherwise be realized, by force levels applied at smaller than operational 
levels. These large force levels will produce similarly large acceleration responses and 
reduce the uncertainty associated with estimation of scaled modal information used for 
traditional modal flexibility estimation since the large force levels will improve the signal 
to noise ratios in the acceleration response signals.  
The overarching objective of the GSA tool is to compliment visual inspection routines 
and provide quantitative measures of a bridges condition, such as flexibility, at specified 
intervals. With each repetition of the test on the same bridge, it will be possible to track 
changes between each implementation as well as classify similar bridges based on the 
GSA test results. The classification and grouping of bridges using the GSA is outside of 
the scope of this research. Consequently, this research will focus on the feasibility of 
implementing the test method, identification of constraints associated with its 
implementation, and the mitigation of the identified limits and constraints to facilitate 
successful implementation. 
6.3.3 Physical Limitations and Constraints 
The GSA system has several limitations and constraints linked to the implementation of 
the measurement technique and the processing of the resultant measurements. The small 
footprint of the GSA system requires that several repetitions of the impact (meaning 
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several SIMO tests) need to be conducted along a lane or centerline of the structure in 
order to establish the global flexibility of the structure, or other scenarios (such as point 
flexibility, girder flexibility, transverse flexibility, or per lane flexibility). Independent 
SIMO tests will lack reference between each test setup unless the test setups are 
overlapped. In order to link independent test setups, specialized data processing 
techniques and heuristics are required to synthesize global modal parameters and 
establish modal flexibility of the structure. In addition, during an implementation of the 
GSA on a bridge, it is conceivable the bridge will need to be open to traffic during testing 
which will present numerous challenges to obtaining proper FRF scaling which will bias 
the flexibility calculation. The input from the impact produced by the GSA will be 
measured; however, the input due to other sources will not be measured and might 
possibly pollute the FRF. Receptance measurements will be collected in acceleration per 
force units and the since the numerator of the FRF represents the frequency spectrum of 
the measured response, it will be in error since the measured response will contain the 
response due to the impact force, in addition to response from traffic and other inputs to 
the structure. Therefore, the modal scaling, which is derived from the numerator of the 
FRF (residue), will be in error while the frequency estimation and unscaled mode shape 
estimation will less sensitive to the input to the system. 
6.3.3.1 Addressing General Constraints of Proposed GSA System 
To address the constraints imposed by the GSA system, a combined analytical and 
experimental program is proposed. First, the method will be presented in a conceptual 
manner through which additional challenges with its successful implementation will be 
194 
 
 
 
identified. Second, numerical models of structures that simulate some of the most 
difficult real situations under which the method would be used will be examined. These 
numerical models include structures with closely spaced or repeated modes. For example, 
a symmetric plate will have repeated mode shapes that would be difficult to identify 
using truncated mode shapes that only represent a portion of a structure. While it is 
recognized that a symmetric structure will most likely not be encountered while 
implementing the method on bridges, a symmetric structure will challenge the successful 
application of the method. Once the limits of the method are identified using numerical 
models, the method will be demonstrated on experimental data obtained from a grid 
structure in the laboratory, followed by implementation on data obtained from a bridge 
(presented in Chapter 8). While it is acknowledged numerous scenarios exist under which 
the rapid modal analysis methods could be applied, this research aims to address the 
following identified constraints: 
1. Extracting global indices of bridge condition (flexibility) from localized test 
methods 
2. Mitigating errors in modal parameters due to extraneous inputs to the structure 
3. Identification of a single set of modal parameters from repetitive SIMO tests 
4. Artificially stitching together independent SIMO tests produced by the GSA 
system in order to estimate a global flexibility matrix 
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6.3.4 Envisioned Scenarios for Application of Rapid Modal Analysis 
The applications of rapid modal analysis to bridges can be segregated into two extreme 
scenarios, (1) bridges that have been tested using experimental methods such as 
traditional modal analysis or load testing and/or analyzed using numerical models, and 
(2) those bridges that are being tested for the first time using rapid modal analysis 
without the benefit of previous analytical or experimental data. As a second level of 
categorization, a bridge may have similar attributes, such as age, materials, skew angle, 
span, number lanes, etc., to a bridge that was tested previously. Having test results from 
similar structures tested previously will provide an additional layer of data with which to 
interpret the results from the GSA system. There are numerous scenarios between the two 
extreme cases, however only the extreme cases will be discussed. 
A bridge categorized under scenario 1 has undergone previous testing and analysis and 
baseline measurements may exist that are sufficient for comparison with the predicted 
modal parameters and flexibility obtained from the GSA system. A bridge categorized 
under scenario 2 is one that lacks previous analytical and experimental data. For these 
structures, it is recommended that as a minimum best practices process, an a priori model 
is generated from which a prediction of the modal parameters is used to compare with the 
results obtained from the GSA. To minimize traffic control, effect limited disruption to 
the motoring public; testing will be conducted using a constrained instrumentation 
footprint in which case one traffic lane will be tested at a time. Two general options exist 
for testing within a single lane of traffic using a mobile sensing platform such as the 
proposed GSA with the assumed constrained instrumentation footprint. The test setups 
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can be configured so that sensors from the first substructure overlap with the second 
substructure, and sensors from the second substructure overlap with the third 
substructure, and so on along the length of the bridge. In the second option, sensors from 
each substructure do not overlap and each test setup is performed without spatial 
reference to the previous test setup.  Figure 6-10 shows an overall flowchart of the 
proposed rapid modal analysis scenarios
 
 
 
 
 
Figure 6-10: Flowchart of Proposed Rapid Modal Analysis Prerequisites for Test Design 
1
9
7
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The flowchart shown in Figure 6-10 depicts a general set of guidelines to the design of 
the rapid modal analysis technique on a bridge structure. The major questions that require 
answers before the test can be designed and executed are as follows: 
1. Has the structure been tested previously? 
a. Are there experimental data and/or an analytical model available from the 
previous test(s)? 
2. What type and duration of traffic control is available? 
a. Dependent upon the type and duration of traffic control, what information 
can be extracted from the test? 
There exist three general types of traffic control scenarios that are possible for use in 
implementing the rapid modal analysis testing method. The first is a single lane closure 
and would be used to test a single lane of a structure. From this type of traffic control 
extraction of several types of flexibility information are possible including single point 
flexibility, partial lane or local flexibility, or single lane flexibility. The time in which the 
lane can be shutdown will drive which type of flexibility information can be obtained and 
how many test setups within the lane can be used. The challenges associated with this 
scenario are as follows: 
 The bridge remains open to traffic which provides additional unmeasured 
excitation 
 Partial flexibility information 
 Difficulty distinguishing torsional modes 
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The second traffic control scenario is a traffic slowdown, which involves slowing down 
traffic so the bridge is free of vehicles for a short period of time. From this type of traffic 
control extraction of several types of flexibility information are possible including single 
point flexibility, partial lane or local flexibility, single lane flexibility, or multi-lane 
flexibility. Multiple slowdowns could be used to test each lane of the structure with 
minimal traffic disruption. This type of traffic control would typically dictate the use of 
independent test setups. The challenges associated with this scenario are as follows: 
 Fewer impact locations and impacts at each location are possible due to time 
restrictions 
 Partial flexibility information 
 Due to time restrictions and the length of the bridge, if more than one repetition of 
the test setup to be used, the test setups will most likely not overlap 
The third traffic control scenario is a complete shutdown of the structure or multiple lane 
closures. From this type of traffic control extraction of several types of flexibility 
information are possible including single point flexibility, partial lane or local flexibility, 
single lane flexibility, or multi-lane flexibility. Multiple lane closures could be used to 
test each lane of the structure with minimal traffic disruption but would inherit the same 
challenges identified in the single lane closure scenario. This type of traffic control would 
typically use overlapped or independent test setups. The challenges associated with this 
scenario are as follows: 
 The bridge remains open to traffic (for multiple individual lane closures) which 
provides additional unmeasured excitation 
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 Significant data collected from the structure requires careful post processing and 
interpretation 
Once answers to these critical questions are available and the challenges associated with 
each scenario identified, the test layout can be designed to meet the constraints of the 
testing scenario and produce the desired flexibility information. The flowchart in Figure 
6-11 gives general guidance for the execution of a rapid modal analysis test for each of 
the two extreme cases. It is recognized that there are many additional permutations of the 
traffic control scenarios as mentioned above, however, two extreme cases will be 
examined. The rapid modal analysis instrumentation design flowchart shows two general 
cases at the extreme ends of the traffic control spectrum, each case was chosen since it 
determines whether the test segments are overlapped or whether the segments are 
independent. The test segment arrangement coupled with the traffic control scenario 
drives the flexibility information that can be obtained and can provide numerous 
challenges in the post processing and interpretation of data. The following two test 
scenarios represent each of the two test segment arrangements for testing within a single 
traffic lane. 
 
 
 
201 
 
 
 
Figure 6-11: General Flowchart for Conducting Rapid Modal Analysis 
6.3.4.1 Single Lane Testing with Overlapping Segments 
The future GSA system will have a limited instrumentation footprint (Figure 6-7) which 
will constrain the size of the substructure that can be tested during a single test. It is 
anticipated that the proposed system will have a footprint approximately 20ft in length 
and 10ft in width, however the final system has not been designed and the sensor array is 
unknown. Given this uncertainty in the design of the system, the layout shown in Figure 
6-7 will be used in the conceptual demonstration of the method. The 20 ft. by 10 ft. array 
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will only be able to cover a small portion of a bridge deck during one test setup. 
Development of full shapes for modal flexibility will require several test setups for 
bridges over 20 ft. in length. The test setups within a traffic lane or along the centerline of 
a narrow structure can be either overlapped or independent. To perform either type 
(overlapped or independent) of test, traffic control will be required to close one lane of 
the structure for a sufficient amount of time for the device to provide a suitable number of 
impacts at each input location. The minimum number of input/output locations will be 
determined by the exact instrumentation footprint of the device and the length of the 
bridge structure. However, it is recommended that enough test setups are performed 
within each lane such that a sufficient number of modes can be identified to achieve 
convergence of modal flexibility. An a-priori model can assist in predicting the minimum 
number of modes required for convergence of modal flexibility. A global flexibility 
matrix remains the end objective of any application of the device, however, it is 
acknowledged that this will not always be feasible and sacrifices will need to be made in 
the test setup. 
For optimal results from any type of test using the GSA or modal analysis in general, the 
quality of the collected data should be verified. Two methods of verifying data quality, 
mentioned previously, are coherence and reciprocity. Coherence is a real valued number 
between 0 and 1 and near resonances; the coherence should be as close to 1 as possible. 
At each impact point, care should be taken to apply each impact to the structure while 
minimal heavy truck traffic is present on the structure to eliminate data pollution due to 
the input from heavy truck traffic. If a heavy truck or heavy passenger car traffic is 
present, it is recommended that a sufficient number of averages are collected at each 
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point to ensure coherence between the input and outputs is maximized. If satisfactory 
coherence cannot be obtained using a sufficient number of averages, the dataset should be 
discarded and effort made to apply impacts while minimal traffic is present on the 
structure. Since there are overlapping output locations between each substructure, 
reciprocity can be used to check the linearity between each adjacent substructure. The 
FRFs from reciprocal DOF when plotted together should be superimposed on top of each 
other if the structure is linear. Small variations are to be expected in areas of anti-
resonances due to the system response at these locations being minimal and subject to 
noise. If reciprocity and coherence are checked, and verified to be satisfactory for two 
adjacent substructures, the substructures can be pieced together by evaluating the scaling 
and phase of each piece. 
To provide a common reference between two substructures, one or more points between 
each test setup will be overlapped to allow for the evaluation of consistent scaling and 
phasing information. Each substructure will be pieced to an adjacent substructure as the 
device traverses the length of the bridge. Once the global mode shapes of a single lane 
are known, the device and traffic control can be moved to other lanes on the structure and 
the process can be repeated. The best practices implementation of the method would 
include testing each lane on the structure with overlapping test setups. It is acknowledged 
that testing of the entire structure is not always possible and the final product from a 
limited rapid modal analysis implementation may be one substructure or in the worst-case 
scenario, a single output/input relationship. If this is the case, no stitching of 
substructures would be necessary. However, the envisioned application would be testing 
at the minimum one entire lane of a structure. 
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Once modal parameters of each lane are established, a global set of modal parameters can 
be synthesized from the modal parameters obtained for each lane of bridge. An example 
of this is shown in Figure 6-14. A comparison of an FRF matrix for a 5DOF system 
tested using an ideal implementation of experimental modal analysis where each DOF is 
a driving point and an FRF matrix generated from the overlapping SIMO analyses on the 
same 5DOF system is shown in Figure 6-12. In the overlapped scenario shown in Figure 
6-13 DOF 1 and DOF 3 are driving point locations. 
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Figure 6-12: Full FRF Matrix of Simply Supported Beam 
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Figure 6-13: Spliced FRF Matrix of Simply Supported Beam from Overlapped SIMO Tests 
The measured FRFs in the matrix shown in Figure 6-12 and Figure 6-13are bold while 
the reciprocal remain in non- bold font.  The substructure mode shapes can be stitched 
together to form global modal shapes using the following method.  
Proceeding to substructure two, the residues are estimated and scaled from the driving 
point information at DOF 3 using the UMM procedure outlined previously. The scaled 
mode shapes from the two substructures can then be pieced together to form a global set 
of mode shapes by comparing how the two shapes overlap at DOF3. In order to splice the 
mode shapes together, a splicing technique utilizing a least squares approximation was 
used. This method was first developed by Brown and Lenett at the University of 
Cincinnati (Lenett, 2000). The least squares estimation of the mode shape coefficients is 
given by equation 6-10. 
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By multiplying the coefficients obtained from segment two by ߙ, all modal coefficients 
from segment 2 will be scaled by those modal coefficients in segment 1 (master). Since 
segment one was selected as the master set of modal coefficients, the complex poles and 
scaling factors from the master segment will be used to scale the full mode shapes after 
they are stitched together using equation 6-11. 
 ሼ߰ሽ௥ி௨௟௟ ൌ ቊ ሼ߰ሽ௥
ௌ௘௚௠௘௡௧ଵ
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The shapes should also be checked for proper relative phase so that the pieced shapes 
represent the correct global shape. This step requires heuristics and knowledge of the 
structure to properly piece together the substructure mode shapes. An a priori model or 
previous experimental data from the structure is critical in assisting the determination of 
phase information between substructures. The a priori model will assist in determining 
which frequencies are likely associated with what type of mode shape.  Once the 
substructures are scaled and pieced together correctly, the global mode shapes derived 
from the integration of substructures can be used for estimating flexibility.  
On a larger scale, this same methodology can be applied to bridge structures. In Figure 
6-14 a single lane of a bridge is shown with a test layout of four overlapping SIMO 
analyses. In each case, 6 sensors are overlapped from the previous section to provide 
reference between each substructure and provide the ability to judge consistent scaling 
and relative phase between adjacent test segments. The correctly scaled and phased 
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substructure mode shapes are subsequently stitched to the previously developed and 
scaled substructure mode shapes until a global mode shape of each lane is developed 
when the device reaches the end of the bridge. This process can be repeated for each lane 
if traffic control constraints permit. If all traffic lanes are tested, the scaled mode shapes 
from each lane can be pieced together, using techniques similar to those described in the 
following section where non-overlapped test sections are used. If multiple lanes are not 
tested, the final product of this type of test is the flexibility of a single lane. 
 
Figure 6-14: Envisioned GSA System Instrumentation with Overlapping Test Segments (Blue Circles 
Represent Output Measurement Location, Red Squares Represent Input Measurement Locations) 
6.3.4.1.1 Modal Flexibility Estimation Using Overlapping Segments – Example 
In order to demonstrate the concept of artificially stitching together several single input 
multiple output (SIMO) implementations to build a global flexibility matrix, a numerical 
study was performed on a finite element model of a simply supported beam. The FE 
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model of the beam has a length of 120 inches and is shown in Figure 6-15. The numerical 
DOF were numbered from 1 – 61 along the length of the beam from left to right. The 
circles on the beam indicate the two input locations used to simulate the impact test on 
the beam. The beam was meshed using sixty space frame elements to ensure mesh 
convergence would not bias the results.  The beam had the geometric cross section shown 
in Figure 6-16 and its corresponding cross sectional properties are shown in Table 6-1. 
 
Figure 6-15: Strand 7 Simply Supported Beam 
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Figure 6-16: Cantilever Beam Cross Section 
Table 6-1: Cantilever Beam – Cross Sectional Properties 
Area 1.0625 in2 
Ixx 0.39616 in4 
Iyy 1.20866 in4 
Mass per unit length 0.00078 lb-s2/in2 
 
 
 
The numerical study was performed by applying a known force time history to two 
separate nodes on the beam. This force time history was selected as a triangular force to 
approximate the force applied by an impact device such as the one to be used with the 
GSA system. The acceleration responses at all nodes were calculated using Direct 
Integration available in the Linear Time History analysis package of the Strand 7 
software (Strand7, 2010). The resulting acceleration and force time histories were then 
used to calculate receptance FRF functions for two SIMO cases and one MIMO case. The 
MIMO analysis case was used as a baseline for comparison of the results from the 
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individual SIMO applications. Once the FRFs were constructed for each of the three 
cases, modal parameters were estimated using the Complex Mode Indicator Function 
(CMIF) method described previously. The first 10 frequencies and z direction mass 
participation factors are shown in Table 6-2. 
Table 6-2: Natural Frequencies and Z-Direction Mass Participation Values 
Mode 
Frequency 
(Hz) 
Mass 
Participation 
Z-dir. (%) 
1 13.1920 82.73 
2 52.5470 0.00 
3 117.4000 8.94 
4 206.4500 0.00 
5 315.4700 2.45 
6 393.8100 0.65 
7 470.3500 0.02 
8 621.8200 1.68 
9 797.3100 0.00 
10 989.3500 0.83 
SUM 97.303 
 
 
 
After 10 modes, 97% of the mass of system is participating in the response of the 
structure. For a model to be considered valid for use in dynamic response prediction, 
greater than 90% summary mass participation is required. For the purposes of this study, 
the time history analysis was limited to a frequency band of 0-500 Hz, which covers the 
first 7 modes, and greater than 94% mass participation, which still satisfies the criteria of 
having greater than 90% mass participation. Once the natural frequencies and mass 
participation factors were estimated, the time histories from the analysis were 
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transformed into FRFs. An example of several FRFs generated for the beam is shown in 
Figure 6-17. 
 
Figure 6-17: Example FRFs from Numerical Beam Model 
From the FRFs, the modal parameters were estimated and the scaled mode shapes were 
used to calculate a baseline for modal flexibility. This baseline modal flexibility matrix 
was loaded with a 10lb unit load at each DOF and then compared with the static 
displacements derived from the same loading pattern. To compare these two 
displacement vectors and examine convergence of flexibility the Load Dependent Modal 
Flexibility Convergence (LMC) criterion was used. The LMC was introduced by 
(Ciloglu, 2006). The procedure used to calculate the LMC is given in Equation 6-12. 
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6-12 
In Equation 6-12 ݑ௠ represents the nodal displacement derived from the loading of a 
modal flexibility matrix constructed from N number of frequencies and mode shapes. ݑ 
represents the nodal displacement derived from independent load tests or finite element 
modeling. The LMC of the beam comparing the flexibility derived from the mass 
normalized mode shapes and the static flexibility of the beam is shown in Figure 6-18. 
Convergence is achieved when Equation 6-12 is minimized and the addition of more 
modes does not significantly change the nodal error between the first estimate of 
flexibility and the baseline estimate (load test results, static flexibility from FEM, etc.).  
 
Figure 6-18: Load Dependent Modal Flexibility Convergence for Simply Supported Beam 
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From Figure 6-18, it can be seen that after the addition of 10 modes, 97% of the static 
flexibility is captured by modal flexibility. After calculating modal flexibility for the full 
mode shapes, the mode shapes were sub structured into two parts as shown conceptually 
in Figure 6-13. Each of the two SIMO tests produced a portion of the mode shapes with 
one common DOF between the two tests to provide a link between the two shapes. An 
example of this is shown in Figure 6-19 for the first mode of the beam. 
 
Figure 6-19: Overlapping Segments for First Mode shape of Simply Supported Beam 
Each mode shape is pieced together using the overlapped DOF to judge if the 
substructure mode shapes are scaled properly and if the relative phase between the shapes 
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is correct. In some cases, the individual substructure mode shapes may be phased 
incorrectly. An example of incorrect phasing is shown in Figure 6-20. 
 
Figure 6-20: Incorrect Phase between Substructure Mode shapes 
From Figure 6-20,  it can be seen that this is the second mode shape of the simply 
supported beam, however the phase is incorrect between the two substructure mode 
shapes. This scenario would need to be corrected before using the mode shapes in the 
modal flexibility calculation; otherwise, the modal flexibility calculated using an 
incorrect shape would be erroneous. Now that the shapes have been analyzed for correct 
scaling and relative phase, the modal flexibility from the stitched SIMO cases is 
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calculated. A comparison of the midspan displacement of the beam from modal 
flexibility MIMO, modal flexibility SIMO, and static flexibility is given in Table 6-3. 
Table 6-3: Comparison of Displacement at Midpoint of Beam Due to Unit Load at each DOF 
Mode 
Modal 
Flexibility 
(MIMO) (in) 
Modal 
Flexibility 
(SIMO) (in) 
Static 
Flexibility 
(in) 
1 -1.3179 -1.3179 -1.3128 
2 -1.3179 -1.3179 -1.3128 
3 -1.3124 -1.3124 -1.3128 
4 -1.3124 -1.3124 -1.3128 
5 -1.3128 -1.3128 -1.3128 
6 -1.3128 -1.3128 -1.3128 
7 -1.3128 -1.3128 -1.3128 
8 -1.3128 -1.3128 -1.3128 
9 -1.3128 -1.3128 -1.3128 
10 -1.3128 -1.3128 -1.3128 
 
 
 
From Table 6-3 it can be seen that the modal flexibility at the center of the beam 
converges to the true static flexibility after the addition of 5 modes. It also shows that 
both the MIMO flexibility and stitched SIMO flexibility are the same as they converge at 
the same rate and to the same final value.  
6.3.4.2 Single Lane Testing without Overlapping Segments 
As an alternative to the overlapping segment-testing scenario described in the previous 
sections, restrictions in the time a lane or bridge may be closed may require that the 
bridge be tested in a minimal amount of time. An example of 3 independent SIMO 
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analyses is shown in Figure 6-21. It is envisioned that more or less independent SIMO 
analyses may be used depending on the traffic control restrictions. The rapid modal 
analysis test may have to be performed where only one non-overlapped test segment is 
captured within a lane (worst case) or in the best-case scenario; multiple repetitions are 
used to test a lane. As the number of test segments decreases, the amount of information 
available to the engineer and the bridge owner decreases significantly. It is recommended 
that if possible given the traffic control restrictions, one lane is tested in its entirety.  
 
Figure 6-21: Envisioned GSA System Instrumentation without Overlapping Test Segments (Blue 
Circles Represent Output Measurement Location, Red Squares Represent Input Measurement 
Locations) 
This independent substructure test setup has unique challenges in the verification of the 
data quality of collected time records. Since coincident points between the two 
substructures are lacking, reciprocity cannot be used to show that the structure is 
remaining linear between test setups. However, a second method is proposed for use in 
verifying that a structure remains linear during each test setup. The GSA impact device is 
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envisioned to have controllable weight and drop height. By varying either parameter to 
several levels, linearity can be verified as follows. The FRF has been defined previously 
as describing the relationship between the measured outputs from a structure due to a 
known input and is shown again here for illustration purposes. If a known input force 
causes a measured response of some magnitude and then a second known input of greater 
magnitude is applied to the structure, the resultant response of the structure should 
increase a certain amount so that when the FRFs are plotted simultaneously, they will 
superimpose one another as long as the structure is behaving in a linear manner. 
Coherence should be used as a tool to verify the quality of the data collected from 
independent SIMO analyses. Time should be taken to verify coherence is close to one 
around resonances in FRF. Once the data quality has been verified, the modal parameters 
should be estimated for the tested substructure and stored for use once further 
substructures are tested. 
To show the independent substructure test setup, the same simply supported beam 
example is used here to show which FRFs are measured from non-overlapping test 
setups. A comparison of traditional modal analysis generated FRF matrix (Figure 6-22) 
for a 5DOF system where each DOF is a driving point and an FRF matrix generated from 
the non-overlapping SIMO analyses on the same 5DOF system is shown in Figure 6-23. 
In the non-overlapped scenario shown in Figure 6-23 DOF 2 and DOF 4 are driving point 
locations. 
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Figure 6-22: Full FRF Matrix of Simply Supported Beam 
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Figure 6-23: Spliced FRF Matrix of Simply Supported Beam from Non-Overlapped SIMO Tests 
The independent substructures do not have any overlapping DOF resulting in the loss of 
the ability to judge if the shapes are scaled and phased consistently by examination of the 
overlapped DOF. However, the substructure mode shapes can still be stitched together, 
similar to the overlapped shapes, to form global shapes using the following method. First, 
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the residues are estimated from the FRFs obtained from substructure one, and then they 
are scaled according to the driving point information at DOF 2. Proceeding to 
substructure two, the residues are estimated and scaled from the driving point information 
at DOF 4. The scaled mode shapes from the two substructures can then be pieced 
together to form a global set of mode shape, however, further examination of the shapes 
is needed since the non-overlapped shapes do not have the benefit of overlapped DOF 
with which to compare relative scaling and phase. Piecing together substructures from 
non-overlapping tests can be performed in two ways. The first method is simply judging 
the phase between the substructures using heuristics or the results from an a-priori model 
and subsequently directly connecting the pieces together to form a global shape.  
The second method uses interpolation to fit a curve or surface to the substructure shapes 
to form a global shape. The benefit to using interpolation is that information between 
measured DOF is estimated by the curve fit of the measured modal coefficients. Two 
extreme case testing scenarios have been presented conceptually and a rigorous 
demonstration of traditional flexibility estimation methods is warranted before 
proceeding to a demonstration of the proposed rapid modal analysis method. 
6.3.4.2.1 Modal Flexibility Estimation Using Non-Overlapping Segments – Example 
The same simply supported beam example used in the overlapping segment example will 
again be used to demonstrate estimating modal flexibility from segments that do not 
overlap. It is possible that due to traffic control and time constraints a bridge will require 
the dynamic test method to be applied without overlapping each test segment. The 
consequences of this are shown conceptually in Figure 6-24. In this schematic both 
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incorrect phasing and missing information are two of the drawbacks associated with non-
overlapping test segments. Two choices are available to fill in the gaps between the mode 
shape sets. Either the mode shapes can be directly connected together, or the shapes can 
be curve fit to piece the substructures into a global shape. Directly connecting the mode 
shape sets removes the possibility of extracting any information from the gaps between 
mode shape sets. The curve fitting option requires choosing a function to use in the fitting 
of the individual data points. The types of functions can range from cubic interpolation, 
higher order polynomials, sum of sine and cosine functions, or smoothing splines to name 
a few. The choice of which method to use will be dependent upon if information is 
needed from the locations between the substructures. For the SIMO case in the simply 
supported beam example, the UMM shapes were corrected for relative phase and 
subsequently pieced together with and without interpolation functions to form global 
shapes for the flexibility calculation. The interpolation functions used for this example 
was the spline interpolation function available in the MATLAB computational software 
program (MATLAB, 2011). 
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Figure 6-24: Mode shape Stitching Example for Non-Overlapping Test Segments 
Figure 6-25 shows an example of two SIMO tests where the substructure mode shapes 
from each do not overlap. Information describing the mode shapes at the center of the 
beam is missing and a link between the shapes to judge scaling and relative phase does 
not exist. Therefore, either the shapes can be used as is and the information between the 
two shapes will be missed, or interpolation functions can be used to recover the missing 
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information between the two shapes. In this example, interpolation will used to fill in the 
missing information. 
 
Figure 6-25: First Mode shape of Simply Supported Beam with Non Overlapping Test Segments 
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Figure 6-26: Comparison of LMC from Full Mode shapes and Interpolated Substructure Mode 
shapes  
From Figure 6-26, it can be seen that the uniform load surface (ULS) derived from modal 
flexibility matrices constructed from full and substructure mode shapes are the same. The 
ULS converges to within 3% of the ULS derived from static flexibility regardless of 
whether the full mode shapes are used or interpolated substructure mode shapes are used. 
While it is acknowledged that this is a simplified example, it does demonstrate the 
method of using interpolated substructure mode shapes to construct an accurate modal 
flexibility matrix.  
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6.4 Modal Flexibility - Proof of Concept 
The concept of modal flexibility and the proposed rapid modal analysis method have 
been presented in a conceptual sense and through simple examples. Prior to the 
demonstration of the modified use of modal flexibility on real data from bridge 
structures, it is necessary to first demonstrate traditional modal flexibility estimation 
methods using models that are more complex and to examine several sources of 
uncertainty in modal flexibility estimation. To explain the concept of being able to 
estimate the flexibility of a structure using the modal parameters obtained from forced 
excitation testing methods, four separate demonstration scenarios are envisioned 
including: 
1. Closed form solution of a simply supported square plate 
1.1 Compare the flexibility of a single point obtained by modal flexibility 
and by applying a point load at the location of interest and obtaining the 
resulting displacement. This flexibility coefficient will be termed fpp or 
the displacement of point i due to a unit load applied at i 
2. Numerical implementation of the closed form solution of a plate 
2.1 Compare the point flexibility obtained from the following four methods 
2.1.1 Static flexibility at a point due to a unit load at the same point 
2.1.2 Modal flexibility at a point calculated from all degrees of 
freedom 
2.1.3 Modal flexibility at a point form a subset of degrees of 
freedom 
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2.1.4 Modal flexibility at a point using only the output/input 
relationship at that single point on the plate 
3. Numerical simulation of an impact test on the plate used in the closed form 
solution (ideal conditions) 
4. Numerical simulation of the same plate with modifications to boundary 
conditions, stiffness, damping, and added measurement noise (non-ideal 
conditions often encountered during a real bridge test) 
6.4.1 Theoretical Closed Form Solution of a Rectangular Plate 
To describe the relationship between static flexibility and modal flexibility in basic terms 
but also have the example remain relevant for framing the research, a simply supported 
rectangular plate was chosen as a relatively complex model with an available closed form 
solution. For a simply supported plate that is supported on all edges, a closed form 
solution exists for the out of plane free vibration response which was described by 
Weaver and Timoshenko (Weaver, et al., 1990). The following presents the assumptions 
and derivation of the frequencies and mode shapes of simply supported rectangular plates 
as described by Weaver and Timoshenko.  
In the closed for solution of the free vibration of rectangular plates, it is assumed that the 
plate consists of a perfectly elastic, homogenous, isotropic material and that the plate is of 
a uniform thickness. Small deflections in comparison with the thickness of the plate are 
assumed and it is also assumed that plane sections remain plane. The assumption of plane 
sections remaining plane allows for the calculation of strains from simple geometry.  
From Figure 6-27, the middle plane of the plate is taken and for the assumption of plane 
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sections remaining plane, and small deflections, the lateral sides of an element cut from 
the plate by planes parallel to the zx and zy planes remain plane and rotate so that they 
are normal to the deflected middle surface of the plate. (Weaver, et al., 1990)  
 
Figure 6-27: (a) Assumed Rectangular Plate (b) Differential Element of Rectangular Plate (Weaver, 
et al., 1990) 
The strains in a thin layer of the element shown Figure 6-27 are given by the following 
equations: 
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݁௫௫ ൌ ݖܴଵ ൌ െݖ
߲ଶ߭
߲ݔଶ 
݁௬௬ ൌ ݖܴଶ ൌ െݖ
߲ଶ߭
߲ݕଶ 
݁௫௬ ൌ െ2ݖ ߲
ଶ߭
߲ݔ߲ݕ 
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݁௫௫ , ݁௬௬ = unit elongations in the x and y directions 
݁௫௬= the shear deformation in the xy plane 
ଵ
ோభ , 
ଵ
ோమ = the curvatures of the xz and yz planes 
h = the thickness of the plate 
The corresponding stresses are obtained from the known equations for converting a strain 
tensor to stress as follows: 
 
ߪ௫ ൌ ܧ1 െ ߥଶ ൫݁௫௫ ൅ ߥ݁௬௬൯ 
ߪ௬ ൌ ܧ1 െ ߥଶ ൫݁௬௬ ൅ ߥ݁௫௫൯ 
߬ ൌ ܩ݁௫௬ 
6-14 
 
ߥ = Poisson’s ration 
E = Young’s modulus 
G = shear modulus 
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Equating the potential and kinetic energies of an individual element, the differential 
equation of vibration of the plate can be determined. First, the potential energy of the 
plate is defined as follows: 
 ܸ݀ ൌ ቀ݁௫௫ߪ௫2 ൅
݁௬௬ߪ௬
2 ൅
݁௫௬߬
2 ቁ ݀ݔ݀ݕ݀ݖ 6-15 
 
By substituting in the equations for stress and strain in an element of the plate, the 
potential energy of the bending of the plate can be described by the integration of the 
potential energy as shown in the following equation: 
 
ܸ ൌමܸ݀ ൌ ܦ2ඵ൝ቆ
߲ଶ߭
߲ݔଶቇ
ଶ
൅ ቆ߲
ଶ߭
߲ݕଶቇ
ଶ
൅ 2ߥ ߲
ଶ߭
߲ݔଶ
߲ଶ߭
߲ݕଶ
൅ 2ሺ1 െ ߥሻ ቆ ߲
ଶ߭
߲ݔ߲ݕቇ
ଶ
ൡ ݀ݔ݀ݕ 
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In the previous equation, the term D is introduced as the flexural rigidity of the plate and 
can be defined as follows: 
 ܦ ൌ ܧ݄
ଷ
12ሺ1 െ ߥଶሻ 6-17 
 
Now that the potential energy associated with the bending of the plate has been defined, 
the kinetic energy of a vibrating plate can be defined as follows: 
 ܶ ൌ ߛ݄2݃ඵ߭
ଶ݀ݔ݀ݕ 6-18 
 
From the kinetic and potential energies the differential equation of vibration for a 
rectangular plate can be obtained which has been shown to have a solution that takes the 
229 
 
 
form of a double series of sine functions in the x and y directions. This is similar to the 
mode shape form of a simply supported beam except in two dimensions. The solution to 
the differential equation of vibration for a rectangular plate is shown in the following 
equation: 
 ߭ ൌ ෍ ෍ ݍ௠௡ sin݉ߨݔܽ
௡ୀஶ
௡ୀଵ
௠ୀஶ
௠ୀଵ
sin ݊ߨݕܾ  6-19 
 
The series equation can be shown to satisfy the boundary conditions of the simply 
supported rectangular plate. By substituting, rearranging and solving, the differential 
equation of normal vibration can be expressed as: 
 
ߛ݄
݃ ݍሷ௠௡ ൅ ߨ
ସܦݍ௠௡ ቆ݉
ଶ
ܽଶ ൅
݊ଶ
ܾଶቇ ൌ 0 6-20 
 
From the previous equation ݍ௠௡ can be found to be equal to: 
 ݍ௠௡ ൌ ܥଵ cos ݌ݐ ൅ ܥଶ sin ݌ݐ 6-21 
 
Where p can be shown to be equal to the following expression: 
 ݌ ൌ ߨଶඨ݃ܦߛ݄ ቆ
݉ଶ
ܽଶ ൅
݊ଶ
ܾଶቇ 6-22 
 
From ݌ the rth frequency of vibration of a square plate (a=b) can be calculated using the 
following expression: 
 ௥݂ ൌ ݌௥2ߨ ൌ
ߨ
ܽଶ ඨ
݃ܦ
ߛ݄  6-23 
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For the purposes of this research the following general plate with the given material 
properties and geometry will be used throughout each example presented in this chapter 
 
Figure 6-28: Plate Geometry and Material Properties 
The plate has been described by its geometry and material properties in Figure 6-28. 
Using these values, the first eight frequencies are given in Table 6-4, while the 
corresponding mode shapes are given in Figure 6-29 and Figure 6-30. 
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Table 6-4: 1st Eight Frequencies from Closed Form Solution of Square Plate 
Mode Frequency (Hz) 
1 9.6847 
2 24.2118 
3 24.2118 
4 38.7388 
5 48.4235 
6 48.4235 
7 62.9506 
8 62.9506 
 
 
 
 
Figure 6-29: Closed Form Mode shapes – 1-4 
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Figure 6-30: Closed Form Mode shapes – 5-8 
Within the first 8 mode shapes there exist several sets of repeated frequencies that have 
corresponding mode shapes that are mirrored about nodal lines of the plate. The 
flexibility coefficient at the center of the plate will be compared between static and 
dynamic approaches. As discussed previously an individual flexibility coefficient is 
defined as follows: 
 f୮୯ ൌ δ୮F୯ 6-24 
 
௣݂௤ = flexibility coefficient - displacement at p due to a unit load at applied at q 
ܨ௤ = force applied at q 
ߜ௣ = resultant displacement at p 
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The flexibility ௣݂௤	coefficient at the center of the plate will be the ratio of the 
displacement at the center of the plate and a unit force applied at the center of the plate. 
In order to calculate the displacement at the center of the plate due to a point load applied 
at the same location the original equation for plate deflection is modified to take into 
account the loading scheme. Equation 6-25 shows the procedure used to calculate the 
displacement of the plate due to a point load applied at the center of the plate. 
 ߭ሺݔ, ݕሻ ൌ 4 ௖ܲߨସܦܮܹ ෍ ෍
sin ቀ݉ߨܽܮ ቁ sin ቀ
݊ߨܾ
ܹ ቁ sin ቀ
݉ߨݔ
ܮ ቁ sin ቀ
݊ߨݕ
ܹ ቁ
൬ቀ݉ܮ ቁ
ଶ ൅ ቀ ܹ݊ቁ
ଶ൰
ଶ
ஶ
௡ୀଵ
ஶ
௠ୀଵ
 6-25 
 
In equation 6-25, it can be seen that the deflection of the plate takes the form of a double 
infinite series and therefore will converge to the true value of the deflection based on the 
number of terms included in the infinite series. For the plate given in this example, Table 
6-5 shows the convergence of the flexibility coefficient at the center of plate numerically 
while Figure 6-31 shows the convergence of the flexibility coefficient at the center of the 
plate graphically. As the number of terms used in the series increases, the flexibility 
converges to its final value. 
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Table 6-5: Flexibility Coefficient at Center of Square Plate 
m n 
Series 
Terms 
fpq - Center of 
Plate 
1 1 1 8.49598E-06 
2 2 4 8.49598E-06 
4 4 16 9.28055E-06 
8 8 64 9.52682E-06 
16 16 256 9.57945E-06 
32 32 1024 9.59536E-06 
 
 
 
 
Figure 6-31: Relationship between Flexibility Coefficient and Number of Terms in Double Infinite 
Series 
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Figure 6-31 shows that the flexibility coefficient calculated using the closed form 
solution for the deflection of a rectangular plate approaches the true value from the lower 
side as more terms are added to the infinite series. The previous discussion describes the 
method of obtaining a flexibility coefficient from the closed form equation used to 
calculate the displacement of a rectangular plate. To obtain the same flexibility 
coefficient using the dynamic behavior of the plate, the following equation is used: 
 ௣݂௤ ൌ෍߶௣௥߶௥௤߱௥ଶ
௠
௥ୀଵ
 6-26 
 
௣݂௤ = the flexibility coefficient at p for a unit load at q 
߶௣௥ = the scaled modal coefficient at p for the rth mode 
߶௥௤ = the scaled modal coefficient at q for the rth mode 
߱௥ଶ = the squared natural frequency  
As subsequent modes are added to the equation in 6-26, the modal flexibility coefficient 
௣݂௤should approach the static flexibility coefficient. For the closed form solution of the 
plate, a total of 64 mode shapes and frequencies were used to calculate the modal 
flexibility coefficient at the center of the plate. This number of modes corresponds to 64 
terms in the double infinite series. Table 6-6 gives a comparison of the flexibility 
coefficient at the center of the plate derived from static and dynamic approaches.  
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Table 6-6: Comparison of Flexibility Coefficient Convergence from Two Methods 
m n 
Series 
Terms 
fpq - Center of 
Plate (Static) 
fpq - Center of 
Plate (Modal) 
4 4 16 9.2805E-06 9.2805E-06 -9.23% 
8 8 64 9.5268E-06 9.5268E-06 -2.65% 
16 16 256 9.5795E-06 9.5795E-06 -0.55% 
32 32 1024 9.5954E-06 9.5954E-06 -0.17% 
 
 
 
From Table 6-6 it can be seen the closed form solution yields the same flexibility 
coefficient at the center of the plate regardless of if it is obtained directly from the 
flexibility coefficient definition, or from a summation of scaled mode shapes. In arriving 
at the values for the flexibility coefficient at the center of the plate over 1000 terms were 
required to be included in the expansion of the double infinite series before the percent 
change between the current step and the previous step was less than one percent. It was 
determined that the closed form solution had converged when the percent change 
between steps was less than 0.5% which occurred after doubling the number of terms 
from 16 to 32.  This theoretical example demonstrates that flexibility coefficients may be 
obtained using two different methods and will result in the exact same flexibility 
coefficients. 
6.4.2 Numerical Simulation of Rectangular Plate 
Now that the flexibility coefficients have been shown to be equal whether they are 
obtained from static methods or dynamic methods, the effect of grid size on the 
estimation of the flexibility coefficient at the center of the plate will be examined. To 
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examine the effect of the measurement grid on the estimation of flexibility, a finite 
element model corresponding to the square plate used in closed form solution was 
constructed. The finite element model of the plate has dimensions of 20ft x 20ft and is 
shown in Figure 6-32. The Strand 7 commercial finite element software was used to build 
and analyze the plate model (Strand7, 2010). Quadratic shell elements utilizing a 
consistent mass formulation were chosen to model the plate with a coarse mesh of 1ft x 
1ft. The plate was assigned a uniform thickness of 3 inches and the material properties 
were assigned using the built in structural steel option in Strand 7. The material 
properties of the model are given in Table 6-7. 
 
Figure 6-32: Strand 7 Symmetric Plate Model 
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Table 6-7: Stand 7 Plate Model – Material Properties 
Structural Steel 
E 29,000,000 psi 
 491.375 pcf 
 0.25 
G 11,154,000 psi 
 
 
 
The initial step in the analysis was to analyze the model and identify the natural 
frequencies, mode shapes, and mass participation values of the structure as an error 
screening mechanism. Being that the plate is a simple model, this step is straightforward 
and no errors were found; however, on a more complex model performing such error 
screening techniques is crucial to ensure a model is free of any blatant errors. The natural 
frequency results were used to examine the frequencies and mode shapes of the plate to 
identify if the shapes and frequencies made physical sense with what is known about the 
structure. A cursory natural frequency analysis can identify problems with boundary 
conditions, continuity conditions, and problems with the formulation of the mass and 
stiffness matrices. In the simulation of a numerical impact test, the natural frequency 
analysis can assist in identifying the bandwidth of interest required for estimating 
flexibility.  
By examining the summary mass participation values in the direction of interest, the 
number of eigenvalues/eigenvectors required to achieve greater than 90% mass 
participation can be determined. By understanding the number of 
eigenvalues/eigenvectors required for a certain mass participation, an impact forcing 
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function can be designed to excite a sufficient number of frequencies that have significant 
summary contributions to modal mass participation in the direction of interest. Since we 
are concerned with the flexibility in the vertical direction, it is important to include a 
sufficient number of modes that have large participation in the Z direction.  
6.4.2.1 Mesh Convergence 
As a first step before estimating any response quantities from a model, a mesh 
convergence study should be performed to obtain an optimal mesh size that can produce 
accurate results within a tolerance. To study the mesh convergence effect on the static 
flexibility coefficient at the middle of the plate, models with decreasing mesh sizes were 
evaluated to track how the flexibility coefficient at the center of the plate converges with 
decreasing mesh size. The mesh convergence plot for the flexibility coefficient at the 
center of the plate is shown in Figure 6-33. The mesh convergence is also shown 
numerically in  
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Figure 6-33: Convergence of Flexibility Coefficient at Center of Plate 
Table 6-8: Convergence of Flexibility Coefficient at Center of Plate 
Elements Mesh Size (ft. x ft.)
Flexibility 
Coefficient (in/lb.) 
% 
Change 
4 10 x 10 1.25E-05 - 
100 2 x 2 9.79E-06 -27.94% 
400 1 x 1 9.65E-06 -1.37% 
1600 0.5 x 0.5 9.61E-06 -0.41% 
6400 0.25 x 0.25 9.60E-06 -0.12% 
 
 
 
If an infinite number of modes were included the flexibility coefficient and the mesh size 
was as small as possible, the static flexibility coefficient and modal flexibility coefficient 
would be equal and both methods of obtaining flexibility would be equal to the closed for 
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solution. However, for an FE model it is often not possible to have an extremely small 
mesh size due to the computational resources needed to solve such a model. Therefore, 
tradeoffs are required and typically, when the response quantity of interest changes less 
than 2% between mesh size steps, the model is said to have converged. In the case of 
plate model this occurs between the 2ft x 2ft mesh size, and the 1ft x 1ft mesh size. 
Therefore, the 1ft x 1ft mesh size will be used for all further runs of the plate model. 
6.4.2.2 Eigenvalue Analysis 
As a second step in the numerical solution of the symmetric plate model, the model was 
analyzed using the Strand 7 natural frequency solver and was set to solve for 100 
eigenvalues and eigenvectors. The Strand 7 natural frequency solver uses a subspace 
iteration method to solve for the eigenvalue/eigenvector pairs. The subspace iteration 
method is a common method for solving for a subset of eigenvalue/eigenvector pairs 
since solving for all eigenvalue/eigenvector pairs in a model is computationally 
expensive and often not necessary for practical analysis purposes. Through examination 
of the mass participation output from the solver, it was found that a solution of 50 
eigenvalues/eigenvectors was sufficient to capture 98% mass participation in the 
direction of interest (vertical). The first mode of the structure has approximately 74% 
mass participation in the vertical direction and is the primary driver of the vertical 
response. The first mode shape of the plate is shown in Figure 6-34. 
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Figure 6-34: 1st Mode shape of Symmetric Plate (9.6809 Hz) 
In order to show which modes contribute to the response in a certain direction, the first 
40 modes and mass participation factors are shown in Table 6-9. It can be seen from the 
table that the first 40 modes contain 98% mass participation in vertical response 
direction. It is suggested that a model should have greater than 90% mass participation in 
the response direction of interest for it to be valid for use in predicting dynamic responses 
using direct integration or mode superposition analysis. However, this is an iterative 
procedure and up to the engineer to decide if enough modes were included in the 
analysis. The rate of convergence of mass participation factors shown in Table 6-9 is 
quite slow, as it takes almost 40 modes to reach 98% mass participation in the z direction. 
To reach the 90% threshold it takes 11 modes at the minimum. So for an analysis relying 
on using mode superposition, at least 11 modes would be needed to estimate the dynamic 
response of the system accurately. 
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The eigenvalue and eigenvector results from the natural frequency solver will be used to 
examine the effect of instrumentation location on the estimation of the flexibility 
coefficient at the center of the plate.  To examine the effect of instrumentation layout on 
the estimation of flexibility, three cases are proposed to be used to calculate the flexibility 
coefficient at the center of the plate. The first case will utilize all degrees of freedom in 
the calculation of flexibility. The second case will only include the degrees of freedom 
along the lines of symmetry of the plate and the third case will only include the degree of 
freedom at the center of the plate. 
244 
 
 
Table 6-9: Natural Frequencies and Z Direction Mass Participation for Symmetric Plate 
Mode 
Frequency 
(Hz) 
Mass Participation - 
Z dir. (%) 
1 9.7026 74.173 
2 24.3740 0 
3 24.3740 0 
4 39.0580 0 
5 49.2170 0 
6 49.2170 15.41 
7 63.9200 0 
8 63.9200 0 
9 84.8250 0 
10 84.8250 0 
11 88.8140 0.8 
12 99.5530 0 
13 99.5530 0 
14 124.4900 0 
15 124.4900 0 
16 132.0400 0 
17 132.0400 4.838 
18 146.8100 0 
19 146.8100 0 
20 160.2400 0 
21 171.8000 0 
22 171.8000 0.503 
23 191.9800 0 
24 191.9800 0 
25 206.7900 0 
26 206.7900 0 
27 207.6300 0 
28 207.6300 0 
29 231.8500 0 
30 231.8500 0 
31 255.1300 0.079 
32 266.0300 0 
33 266.0300 1.998 
34 267.7800 0 
35 267.7800 0 
36 280.8700 0 
37 280.8700 0 
38 306.0200 0 
39 306.0200 0.208 
40 315.4200 0 
  Total 98.009 
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6.4.2.3 Case 1 – Flexibility Coefficient at Center of Plate Estimated from Complete 
Set of DOF 
The first case used to determine the flexibility coefficient at the center of the plate 
included all DOF in the calculation. This case represents the perfect scenario where every 
DOF on the structure is measured and a complete set of response quantities describing the 
behavior of the structure is obtained. This case and the actual flexibility coefficient at the 
center of the plate obtained from the closed form solution will be used as the baseline 
values to compare the subsequent cases that utilize subsets of DOF to calculate the 
flexibility coefficient at the center of the plate. This case is shown graphically in Figure 
6-35. 
 
Figure 6-35: Case 1 – Complete Set of Degrees of Freedom 
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6.4.2.4 Case 2 – Flexibility Coefficient at Center of Plate Estimated from Subset of 
DOF 
The second case used to estimate the flexibility coefficient at the center of the plate 
involves selecting a subset of the total DOF of the system and using the scaled mode 
shape values at these locations to develop a flexibility matrix describing a subset of the 
full structure. For this case, it was decided that two lines of nodes selected at the 
intersecting XZ plane at Y = 10 and the YZ plane located at X=10. This is shown in 
Figure 6-36. Of the total 441 nodes in the model, 41 nodes will be used in this case. 
 
Figure 6-36: Case 2 – Subset of All Degrees of Freedom 
6.4.2.5 Case 3 – Flexibility Coefficient at Center of Plate Estimated from Single 
DOF 
The third case used to estimate the flexibility coefficient at the center of the plate 
involves selecting only the point at which flexibility is to be estimated and using the 
scaled mode shape values at this single location to develop a flexibility coefficient 
247 
 
 
describing the relationship between force and displacement at the center of the plate. This 
is shown in Figure 6-37.  
 
Figure 6-37: Case 3 – Single Degree of Freedom 
6.4.2.6 Comparison of Flexibility Coefficient at Center of Plate 
A comparison between the flexibility coefficients obtained from each scenario is given in 
The flexibility coefficients obtained from the full DOF case, subset DOF case, and single 
point case are equal. When these values are compared with the actual flexibility obtained 
by applying a unit load at the center of the plate, the discrepancy is less than 1% 
indicating that the flexibility coefficient from dynamic methods reasonably approximates 
the static flexibility coefficient. As was shown in the closed form solution 
 
 
248 
 
 
Table 6-10: Comparison of Flexibility Coefficients at Center of Plate from Various Methods 
 
Full Set 
of DOF 
(in/lb.) 
Subset of 
DOF 
(in/lb.) 
Single 
DOF (1) 
(in/lb.) 
Static (2) 
(in/lb.) 
Closed 
Form 
Solution 
(3) (in/lb.) 
% 
Error 
(1-2) 
% 
Error 
(1-3) 
% 
Error 
(2-3) 
fpp 9.59E-06 9.59E-06 9.59E-06 9.65E-06 9.60E-06 0.66% 0.05% 
-
0.61% 
 
 
 
The closed form solution and FE model indicate some discrepancy between the solutions 
since the closed form solution is based on an double infinite series while the finite 
element model is limited by the mesh size and its convergence in both the static and 
dynamic methods and also the dynamic method of estimating flexibility is limited by the 
number of modes included in the calculation.  
6.4.3 Numerical Simulation of Impact Testing for Flexibility Estimation 
6.4.3.1 Overview of Strand 7 Linear Transient Dynamic Solver 
In the previous numerical example, the mass normalized mode shapes (eigenvectors) 
were used directly from the FE model to calculate modal flexibility and subsequently 
compared with the flexibility coefficient at the center of plate due to a unit load at the 
center of plate. In the numerical example presented in this section, modal flexibility will 
be obtained by simulating several impact tests on the plate structure. The modal 
flexibility will then be compared with the flexibility coefficient at the center of the plate. 
To simulate an impact test on the finite element model of the plate, the Linear Transient 
Dynamic Solver (LTDS) function within the Strand 7 software was used to obtain the 
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response time histories of each node on the plate due to a known forcing function. The 
available responses calculated from the LTDS include accelerations, velocities, 
displacements, stresses, and strains. The LTDS is used to calculate the time history 
response of a structure to any arbitrary forcing function and/or initial conditions. Within 
the LTDS, two solution techniques are available for calculating the time history response 
of the structure due to the forcing function including full system analysis, where all nodal 
displacements are integrated at each time step, and mode superposition analysis, where 
the response of each individual mode is calculated and then summed up to develop the 
total response of the structure. The first step in running a linear time history analysis in 
Strand 7 is selecting the solution procedure. Two options exist for developing the 
response time histories including full system analysis (direct integration) and mode 
superposition. The following lists the advantages and disadvantages of each method: 
Full System – Direct Integration 
Advantages 
 Nonlinearities are permitted 
 High frequency analyses due to shock or impact loading are possible 
Disadvantages 
 Computationally expensive since each nodal displacement is integrated at 
every time step 
Mode Superposition 
Advantages 
 Less computationally intensive than direct integration 
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 Equations of motion are decoupled and easier to solve 
 Best suited when the lower frequencies dominate response 
 Can use modal damping which allows for the specification of the damping 
ratio of each mode.  
 Highly accurate if experimental estimates of the damping ratios are available. 
Disadvantages 
 Cannot handle nonlinearity in the solution 
 Not suitable when many modes are required in the solution such as shock or 
impact loading since the first advantage of the method is lost 
 
Once the solution type is selected, a damping model is selected for use in the solution of 
the problem. For the direct integration analysis, three choices are available for use in the 
solution of the problem and include no damping, viscous damping, and Rayleigh 
damping. For mode superposition analysis, viscous damping is replaced by modal 
damping. Selecting no damping will allow the solver to produce the undamped response 
of the system due to the applied forcing function. If viscous damping is selected, the 
damping will be modeled using the damping coefficient for the material. For modal 
damping, the damping ratio is each mode can be specified by the user. Rayleigh damping, 
which is also known as proportional damping, is one of the more common methods to 
simulate damping in finite element analysis. Rayleigh damping is typically specified as a 
linear combination of the mass and stiffness matrices shown in equation 6-27 
 
 ሾܥሿ ൌ ߙሾܯሿ ൅ ߚሾܭሿ 6-27 
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ሾܥሿ = damping matrix 
ሾܯሿ = mass matrix 
ሾܭሿ = stiffness matrix 
ߙ and ߚ = mass and stiffness proportional constants 
The mass and stiffness proportional constants ߙ and ߚ can be specified directly or 
calculated using two frequency values and two damping ratio values. The two 
frequencies are chosen so that they are the lower and upper values of the frequency range 
of interest. In the case of the plate, the two values were chosen as 1Hz and 500 Hz and 
the damping ratios at these bounds were chosen as 2% and 0.5%. The ߙ and ߚ were then 
calculated using the following equations 
 
 
ߙ ൌ 2߱ଵ߱ଶሺߞଶ߱ଵ െ ߞଵ߱ଶሻሺ ଵ߱ଶ െ ߱ଶଶሻ  
ߚ ൌ 2ሺߞଵ߱ଵ െ ߞଶ߱ଶሻሺ ଵ߱ଶ െ ߱ଶଶሻ  
6-28 
 
߱ଵ = lower bound of frequency range of interest 
߱ଶ = upper bound of frequency range of interest 
ߞଵ	= damping ratio at lower bound of frequency range of interest 
ߞଶ	= damping ratio at upper bound of frequency range of interest 
252 
 
 
Rayleigh damping tends to under damp the structure within the frequency range of 
interest of over damp those frequencies outside of this range, however; it provides a 
straightforward procedure to model the complex phenomenon of damping. Following the 
selection of the type of analysis and method of damping, the time step and number of 
time steps should be selected. These two selections will set the length of the time 
histories generated and the frequency range over which the solution is valid. The 
following equation shows the relationship between the time step and an equivalent 
frequency-sampling rate. 
 ݐ݅݉݁ ݏݐ݁݌ ൌ Δݐ ൌ 1ܨݏ 6-29 
 
Half of the sampling rate is the Nyquist frequency, which describes the highest frequency 
component that can be properly described by the FFT of a discrete time signal without 
aliasing. It is recommended that the time step of a time history analysis is selected so that 
the sampling rate is able to cover the frequency range of interest in the solution. The 
number of time steps included in the solution dictates the length of the time records 
generated by the solver. A balance is required between the size of the time step and the 
number of time steps since using a small time step and a large number of time steps can 
be computationally intensive. Once the time stepping and number of steps is selected, the 
forcing function can be described. The forcing function is a time history that describes 
how a force or moment is applied to a structure over the passage of time. The forcing 
function is described by a scalar representing the force or moment multiplied by a 
function of time. The function can take any one of a number of forms including 
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sinusoidal, triangular, saw tooth, square, random, etc. and can be applied simultaneously 
or individually.  
In the time history solution of the system, an assumption for the mass model is required. 
Two choices are available for the mass modeling of individual elements including 
lumped mass and consistent mass formulations. The consistent mass formulation for an 
element uses the following general formulation 
 ሾܯሿ ൌ න ߩሾܰሿ்ሾܰሿܸ݀
௏
 6-30 
 
ߩ  = material mass density 
ሾܰሿ  = element shape function matrix 
ܸ  = element volume 
The integral to obtain the consistent mass formulation of each element is evaluated using 
analytical or numerical integration approaches. The phrase consistent mass formulation 
refers to the fact that the shape functions used to calculate the mass matrix are the same 
as those used to calculate the stiffness matrix. The lumped mass approach is a simple and 
more computationally efficient alternative to the consistent mass approach. Mass within 
the element is lumped at the translational degrees of freedom. In the lumped mass 
formulation, rotational inertia is ignored and mass coupling between degrees of freedom 
is ignored. The result is a diagonal matrix that is computationally less intensive to use in 
the solution of finite element models. The tradeoff is that lumped mass matrices often 
provide an approximate solution when compared with consistent mass formulations. 
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However, if the mesh is small enough the lumped mass formulation will often converge 
to the consistent mass solution. 
The final solver parameter only applies to solutions utilizing the direct integration 
method. The user is required to select the numerical integration method, and the 
parameters for each, to be used in the solution. The two choices available are the Wilson 
Theta method and the Newmark Beta method. The Newmark Beta method for numerical 
evaluation of dynamic response was developed in 1959 and is based upon an assumption 
of linearly varying acceleration between each time step (Newmark, 1959). A complete 
overview of the method can be found in any structural dynamics textbook (Humar, 2005). 
The Wilson Theta method also assumes that acceleration varies linearly between time 
steps. An overview of the Wilson Theta method can be found in most structural dynamics 
textbooks (Humar, 2005, Wilson, et al., 1973). Once the solver parameters are selected, 
the Linear Transient Dynamic solver (LTDS) calculates the response of the structure due 
to an arbitrary forcing function and/or initial conditions using the following five general 
steps (Strand7, 2010): 
1. The initial conditions are input and the nodal displacement, velocity, and 
acceleration vectors are initialized 
2. If mode superposition analysis is selected the solver assembles equivalent force 
vectors and external nodal force vectors 
3. If direct integration is selected the solver assembles the element mass, stiffness, 
and damping matrices in addition to the equivalent force vectors and external 
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nodal force vectors. The element matrices are then assembled into the global 
mass, stiffness, and damping matrices 
4. If direct integration is used, the solver loops through each time step and calculates 
nodal displacement, velocity, and acceleration using either the Wilson theta or 
Newmark beta methods of time integration. The Newmark beta method was 
developed by Nathan Newmark in 1959 (Newmark, 1959). The general 
formulation of mode superposition is given in many structural dynamics 
textbooks (Humar, 2005). Since the mode superposition relies on the analysis 
from the natural frequency solver, the natural frequency solver should always be 
run first after a model is modified. Each method provides the nodal 
displacements, velocities, and accelerations at each time step as analysis outputs 
5. The final step is the calculation of element stresses and strains 
6.4.3.2 Symmetric Plate Model - Linear Transient Solver Solution 
To solve for the dynamic response of the symmetric plate model due to a known forcing 
function, direct integration was chosen as the analysis procedure since the loading 
conditions were provided by an impact and the entire bandwidth between zero and the 
Nyquist frequency (500 Hz) was to be examined. Next, the damping model was selected 
to be based on the Rayleigh damping model formulation and the parameters shown in 
Table 6-11 used to develop the proportional damping coefficients needed to construct the 
Rayleigh damping matrix. 
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Table 6-11: Rayleigh Damping Parameters 
  Frequency (Hz)  Damping Ratio 
1 1 0.02 
2 300 0.005 
   0.039967 
   0.000033 
 
 
 
The subsequent step in the response analysis is specifying the forcing function to be 
applied to the structure. For the simulation of the impact test of the plate, four locations 
were selected as input locations and are shown in Figure 6-38. Each location was treated 
as an independent input and therefore four time history analyses were generated. The 
force time history at each location was designed as a triangular force sufficient to excite 
the first 25 modes of the structure. The 25th mode has a frequency of 192Hz, which 
would require a sampling rate greater than 384 Hz and a forcing function that can excite 
approximately 200 Hz. A 200 Hz force bandwidth corresponds to a 0.005 s period. 
Therefore, a forcing function would need to have a width along the time axis of less than 
0.005 s. The forcing function used to excite the plate was designed with a 0.005 s width, 
which corresponds to a 200 Hz bandwidth.  A graphical description of the forcing 
function is given in Figure 6-39. In the model, a point load of 50 lb. was applied at each 
of the four nodes indicated in Figure 6-39. In the time history analysis, at each time step 
the 50 lb. load is multiplied by the forcing the function value at that time step to calculate 
the load applied to the plate at that particular time step.  
 
257 
 
 
 
Figure 6-38: Impact Locations for Numerical Simulation 
 
Figure 6-39: Forcing Function Applied to Symmetric Plate 
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The displacement, velocity, and acceleration responses due to the four forcing functions 
were calculated for each of the 441 nodes in the model using the LTDS in the Strand 7 
software. The acceleration responses of a subset of nodes due to each impact load were 
extracted from the software. The subset of nodes is shown in Figure 6-40 and was chosen 
to improve the efficiency of the modal parameter estimation. The impact locations 
corresponded to the corners of the square defining the subset DOF. The extracted 
acceleration time histories due to each impact were subsequently manipulated and 
transformed into receptance FRFs using the procedures outlined in Chapter 3. Averaging 
of cross-spectral densities was not necessary since the model represents an ideal case 
modeled in the absence of noise and other extraneous inputs that would require the use of 
averaging routines to minimize the effect of extraneous input to the system. The MIMO 
case resulted in an FRF matrix of size 8193x121x4, which corresponds, to an FFT size of 
16384, 121 nodes, and 4 inputs. Figure 6-41 shows an example of an FRF from a driving 
point location. The driving point FRF is characterized by antiresonances between each 
resonance. In the frequency band from 0-200 Hz, there exist 11 modes visually 
identifiable from the FRF. However, from the natural frequency solver results we known 
there are 10 sets of repeated roots and should be 14 peaks in the 0-200 Hz bandwidth.  
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Figure 6-40: Subset of DOF used in Dynamic Response Analysis 
 
Figure 6-41: Driving Point FRF from Symmetric Plate 
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The finite element model was solved using a linear solver, therefore, nonlinearities are 
neglected. The linearity of the system can be shown by examining the reciprocity of 
symmetric FRFs. An example of reciprocity between an the FRF generated at DOF 1 due 
to a input at DOF 11 and an FRF generated at DOF 11 due to an input at DOF 1 is shown 
in Figure 6-42. If the structure or model is linear, these FRFs should superimpose on top 
of one another.  
 
Figure 6-42: Reciprocity between DOF 1 and DOF 11 
The reciprocity plot shows that the two FRFs at reciprocal locations superimpose one 
another and therefore, the assumption of linearity is valid. Once reciprocity is checked 
and the linearity assumption is verified, the FRFs can be used to establish the modal 
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parameters of the system. For the plate model, the CMIF algorithm (Allemang and 
Brown, 2006, Shih, 1988) was used to estimate the natural frequencies, damping ratios, 
mode shapes, and scaling factors. The CMIF algorithm as a modal parameter estimation 
tool is a zero order spatial domain algorithm that deals well with problems with good 
spatial resolution. In the case of the symmetric plate, the spatial resolution is good and 
the CMIF algorithm is a good candidate for use in estimating the modal parameters of the 
system. The CMIF utilizes singular value decomposition (SVD) and the log plot of the 
singular values derived from the FRFs is shown in Figure 6-43. 
 
Figure 6-43: CMIF Plot for Symmetric Plate – Four References 
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The CMIF curves show 11 peaks in the 0-200 range indicating the presence of 11 
visually distinguishable modes. However, the plate is symmetric so at many of these 
frequencies the mode is repeated. From the natural frequency solver, it is known that 
there should be 25 modes between 0-200 Hz and out of these 25, 3 are non-repeated 
modes while the remainders are repeated modes (11 sets). From the CMIF, it is obvious 
that several modes were missed. This was due to the configuration of the inputs 
coinciding with nodal locations of several modes. However, the majorities of the modes 
were estimated and should be sufficient for calculating modal flexibility. The CMIF 
algorithm was used to calculate the modal parameters, which were then used to estimate 
the modal flexibility of the plate using the following formulation. 
 ሾ݂ሿ ൌ෍ቈሺ߶ሻ௥ሺ߶ሻ௥்ܯ஺ೝሺെߣ௥ሻ
൅ ሺ߶ሻ௥
∗ሺ߶ሻ௥∗்
ܯ஺ೝ∗ ሺെߣ௥∗ሻ
቉
ே
௥ୀଵ
 6-31 
 
߶௥ = rth unscaled mode shape 
߶௥்  = transpose of the rth unscaled mode shape 
ܯ஺ೝ= modal scaling 
ߣ௥  = rth identified pole 
݂ = flexibility matrix 
* denotes the complex conjugate 
For the calculation of modal flexibility, all visually identifiable modes in the CMIF plots 
between 0-200 Hz were used. The modal flexibility coefficient at the center of the plate 
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was then compared to the static flexibility coefficient at the center of the plate due to a 
unit load applied at the center of the plate. This comparison is shown numerically in 
Table 6-12. 
Table 6-12: Modal Flexibility Coefficient Comparison – Center of Plate 
Mode 
Summation 
Modal Flexibility 
Coefficient 
(in/lb.) 
Static Flexibility 
Coefficient 
(in/lb.) % Error 
1 8.99E-06 9.65E-06 6.91% 
2 8.99E-06 9.65E-06 6.91% 
3 8.99E-06 9.65E-06 6.91% 
4 9.33E-06 9.65E-06 3.34% 
5 9.33E-06 9.65E-06 3.34% 
6 9.38E-06 9.65E-06 2.84% 
7 9.42E-06 9.65E-06 2.43% 
8 9.42E-06 9.65E-06 2.43% 
9 9.44E-06 9.65E-06 2.26% 
10 9.44E-06 9.65E-06 2.26% 
11 9.44E-06 9.65E-06 2.26% 
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Figure 6-44: Modal Flexibility Coefficient Convergence – Center of Plate 
From Figure 6-44 and Table 6-12 that after the addition of the 11 visually identifiable 
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bandwidth and spatial density of instrumentation is limited during an experiment, it will 
be difficult to capture every mode that contributes to flexibility. It is recommended that 
estimating flexibility to within 5-10% of a baseline measure of flexibility, is considered a 
successful correlation. In the case of the plate, after the addition of 11 modes, the 
flexibility has converged to greater than 97% of the true flexibility and with the addition 
of subsequent modes will converge closer to the static flexibility. 
6.4.3.3 Modified Symmetric Plate Model - Linear Transient Solver Solution 
Following the simulation of the impact test on an ideal structure, a non-ideal structure 
will be used to examine the robustness of modal analysis to cope with various situations 
faced on real life structures. To simulate the conditions faced during the field-testing of 
bridges, the finite element model used previously in this chapter was modified to reflect 
common uncertainties associated with bridges. The following list of uncertainties is 
smeared into a single model to represent a non-ideal structure: 
 Varying stiffness of the plate in a localized region 
 Removal of boundary conditions at localized areas 
 Higher damping 
 Measurement noise (addition of 5% noise to output signals) 
These modifications were made in two steps. The first included the two physical 
modifications (Figure 6-45) to the model of removing some boundary conditions and 
reducing the stiffness of a portion of the plate. The second included numerically altering 
the output data from the plate by modifying the parameters of the Rayleigh damping 
model to increase the damping to a high level and the addition of 5% noise to the 
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acceleration time histories taken from the model. The modified Rayleigh damping model 
values are given in Table 6-13. The noise added to each signal represents several real life 
situations including electromagnetic interference and other non-coherent excitation 
imparted to the structure from sources such as traffic. Adding this noise will show how 
the modal parameter estimation process is able to cope with these situations. An example 
of a time history with and without noise is given in Figure 6-46. 
Table 6-13: Modified Rayleigh Damping Parameters 
  Frequency (Hz)  Damping Ratio 
1 1 0.15 
2 300 0.02 
   0.299870 
   0.000130 
 
Figure 6-45: Physical Modifications to the Symmetric Plate Model 
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Figure 6-46: Comparison of Clean and Noisy Acceleration Time Histories 
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mode superposition analysis. Since direct integration is being used, all modes will be 
used in the solution and the minimum number of modes requirement is not needed.
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Table 6-14: Natural Frequencies and Z Direction Mass Participation from Modified Plate FE Model 
Mode 
Frequency 
(Hz) 
Mass Participation - 
Z dir. (%) 
1 7.8460 74.28 
2 17.5300 0.66 
3 21.0820 0.00 
4 28.9080 3.58 
5 33.3630 0.03 
6 39.8890 8.24 
7 44.6700 0.11 
8 50.3060 2.58 
9 59.7390 0.01 
10 66.8150 0.01 
11 68.2280 0.64 
12 69.8650 0.91 
13 80.9220 0.38 
14 90.4570 0.25 
15 95.3070 0.31 
16 97.0360 0.10 
17 100.1600 1.89 
18 104.2700 0.11 
19 117.0100 0.01 
20 125.8300 0.48 
21 130.5800 0.57 
22 135.0600 0.35 
23 140.2300 0.03 
24 140.9500 0.02 
25 145.7100 0.01 
26 158.0500 0.16 
27 163.0800 0.19 
28 163.9000 0.18 
29 178.1600 0.20 
30 184.6800 0.04 
31 189.4700 0.26 
32 195.2200 0.28 
33 200.9900 0.24 
34 201.5400 0.10 
35 209.4700 0.09 
36 215.2200 0.07 
37 222.4400 0.03 
38 231.8200 0.01 
39 237.7900 0.01 
40 243.5200 0.02 
  Total 97.40 
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Once the natural frequencies were estimated, the impact simulation was designed. Similar 
to the symmetric plate with no modifications, the modified plate impact test was repeated 
at four locations and the output acceleration time histories were extracted from the 121 
nodes describing a 10ft by 10ft grid around the center of the plate. The impact points 
corresponded to the four corners of this subset of degrees of freedom. The subset of DOF 
was originally shown in Figure 6-40. Once the time histories were extracted, FRFs were 
generated for the zero noise and 5% additive noise scenarios. A comparison of driving 
point FRFs for each scenario are shown in Figure 6-47. 
 
Figure 6-47: Comparison of Clean and Noisy Frequency Response Functions at Driving Point 
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In Figure 6-47, the clean FRF is denoted by distinct peaks across the spectrum while the 
noisy FRF contains many peaks that make it difficult to discern which peaks correspond 
to the system, and which peaks correspond to the additive noise. The next step in the 
modal analysis procedure is to check reciprocity and verify the linearity of the system for 
each scenario. Figure 6-48 and Figure 6-49 show the reciprocity plots for the no noise 
and the additive noise scenarios. 
 
Figure 6-48: FRF Reciprocity Check for Zero Noise Scenario 
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Figure 6-49: FRF Reciprocity Check for Additive Noise Scenario 
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Figure 6-50: CMIF Plot – Zero Noise 
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Figure 6-51: CMIF Plot – 5% Additive Noise 
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Table 6-15:  Comparison of Identified Natural Frequencies from CMIF Algorithm for Two Noise 
Scenarios 
Mode 
Frequency 
- Zero 
Noise (Hz) 
Frequency - 
5% Noise 
(Hz) 
% 
Difference 
1 7.9386 7.8862 0.6593% 
2 17.5622 17.5343 0.1589% 
3 21.0983 21.0522 0.2185% 
4 28.8367 28.8328 0.0135% 
5 33.2926 33.2677 0.0749% 
6 39.7030 39.6929 0.0253% 
7 44.4307 44.4081 0.0507% 
8 49.9013 49.8971 0.0083% 
9 59.0515 59.0501 0.0024% 
10 65.8267 65.8318 -0.0077% 
11 67.3042 67.2537 0.0751% 
12 68.8439 68.7845 0.0862% 
13 79.3055 79.2784 0.0342% 
14 88.1858 88.1588 0.0306% 
15 97.1366 97.0684 0.0702% 
16 101.0387 100.8658 0.1711% 
17 112.8681 - - 
18 119.8236 119.8052 0.0154% 
19 123.9900 123.9334 0.0457% 
20 132.5567 132.5242 0.0245% 
 
 
 
Table 6-15 shows that even with the additive noise the CMIF algorithm is able to identify 
consistent frequencies between the two scenarios. The frequencies presented in this table 
are damped natural frequencies while those frequencies identified using the eigenvalue 
solution from the FE model are undamped estimates of the natural frequencies. The 
frequencies have been shown to be similar, now the damping ratios will be compared to 
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see if the damping can be estimated similarly from each noise scenario. A comparison of 
the damping ratios is shown in  
Table 6-16:  Comparison of Identified Damping Ratios from CMIF Algorithm for Two Noise 
Scenarios 
  
Damping 
Ratio - Zero 
Noise (%) 
Damping 
Ratio - 5% 
Noise (%) 
% 
Difference 
1 5.5638 2.4291 56.34% 
2 2.4622 1.2960 47.37% 
3 2.0767 1.0941 47.32% 
4 1.5841 0.8580 45.84% 
5 1.4188 0.7853 44.65% 
6 1.2275 0.7077 42.35% 
7 1.1460 0.6725 41.32% 
8 1.0558 0.6430 39.10% 
9 0.9670 0.6176 36.12% 
10 1.0402 0.6023 42.10% 
11 1.0859 0.6114 43.70% 
12 0.9016 0.5932 34.20% 
13 0.8785 0.6153 29.96% 
14 0.8501 0.6226 26.76% 
15 0.8466 0.6325 25.28% 
16 0.9124 0.6559 28.11% 
17 1.0452 - - 
18 0.8295 0.6732 18.85% 
19 0.8603 0.6849 20.39% 
20 0.9282 0.7866 15.26% 
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It can be seen from the previous table that the additive noise impacts the estimation of the 
damping ratio for each frequency by as much as 56%. To account for the discrepancies in 
the scaling of the mode shapes, an examination of the scaling factor (Modal A) is now 
presented. 
Table 6-17:  Comparison of Identified Modal Scaling (Modal A) from CMIF Algorithm for Two 
Noise Scenarios 
  Zero Noise 5% Additive Noise     
Mode Real Imaginary Real Imaginary
% Diff 
Real 
% Diff 
Imaginary
1 0.00258 0.01537 0.00116 0.01867 54.80% -17.68% 
2 -0.00022 0.01300 -0.00080 0.01334 -262.03% -2.60% 
3 -0.00037 0.00906 -0.00118 0.00942 -217.42% -3.80% 
4 -0.00204 0.01090 -0.00204 0.01081 0.39% 0.86% 
5 -0.00096 0.00899 -0.00147 0.00951 -52.76% -5.39% 
6 -0.00125 0.00565 -0.00137 0.00581 -9.33% -2.80% 
7 -0.00132 0.00723 -0.00161 0.00745 -21.80% -2.95% 
8 -0.00183 0.00566 -0.00193 0.00595 -5.78% -4.89% 
9 -0.00184 0.00450 -0.00184 0.00446 0.28% 0.85% 
10 -0.00186 0.00301 -0.00196 0.00341 -5.61% -11.55% 
11 -0.00051 0.00309 -0.00093 0.00349 -80.82% -11.46% 
12 -0.00122 0.00522 -0.00208 0.00543 -70.25% -4.03% 
13 -0.00179 0.00421 -0.00201 0.00431 -11.98% -2.11% 
14 -0.00163 0.00314 -0.00176 0.00316 -7.98% -0.71% 
15 -0.00095 0.00192 -0.00119 0.00204 -25.12% -6.23% 
16 -0.00083 0.00351 -0.00144 0.00300 -72.16% 17.01% 
17 0.00033 0.00144 - - - - 
18 -0.00151 0.00161 -0.00145 0.00145 4.56% 11.12% 
19 -0.00119 0.00141 -0.00098 0.00106 17.61% 32.77% 
20 -0.00161 0.00157 -0.00159 0.00149 0.92% 5.30% 
 
278 
 
 
In Table 6-17 the percent errors between the real and imaginary portions of the scaling 
factor for each scenario are given. It can be seen that the differences between the real 
portions of the scaling factors are large (double or even triple the zero noise value) in 
several modes. The percent difference between the imaginary portions of the scaling 
factors is typically less than 10 percent with some exceptions that exceed 30 percent. 
Since flexibility is a function of the residues, complex poles, and the scaling, it is 
expected that the flexibility would be in error if the estimates of the poles and/or scaling 
were incorrect. It is known that the imaginary portion of the pole is largely unaffected by 
the additive noise, while the real portion of the pole and the modal scaling are affected by 
additive noise. Therefore, additive noise can lead to errors when estimating flexibility.  
279 
 
 
Table 6-18: Comparison of Flexibility Coefficients from Modified Plate 
Mode 
Summation 
Modal 
Flexibility 
Coefficient 
(in/lb.) (Noise) 
(1) 
Modal 
Flexibility 
Coefficient 
(in/lb.) (No 
Noise) (2) 
Static 
Flexibility 
Coefficient 
(in/lb.) (3) 
% 
Error 
(1-3) 
% 
Error 
(2-3) 
1 1.11E-05 1.22E-05 1.40E-05 20.59% 12.91% 
2 1.11E-05 1.22E-05 1.40E-05 20.29% 12.58% 
3 1.12E-05 1.23E-05 1.40E-05 19.63% 11.83% 
4 1.16E-05 1.27E-05 1.40E-05 17.03% 9.33% 
5 1.16E-05 1.27E-05 1.40E-05 16.93% 9.25% 
6 1.20E-05 1.30E-05 1.40E-05 14.43% 6.67% 
7 1.20E-05 1.30E-05 1.40E-05 14.42% 6.66% 
8 1.23E-05 1.34E-05 1.40E-05 11.88% 3.94% 
9 1.23E-05 1.34E-05 1.40E-05 11.81% 3.89% 
10 1.23E-05 1.34E-05 1.40E-05 11.77% 3.85% 
11 1.24E-05 1.35E-05 1.40E-05 11.49% 3.55% 
12 1.24E-05 1.35E-05 1.40E-05 11.49% 3.54% 
13 1.24E-05 1.35E-05 1.40E-05 11.49% 3.54% 
14 1.24E-05 1.35E-05 1.40E-05 11.07% 3.10% 
15 1.24E-05 1.36E-05 1.40E-05 10.97% 2.99% 
16 1.24E-05 1.36E-05 1.40E-05 10.97% 2.99% 
17 1.24E-05 1.36E-05 1.40E-05 10.92% 2.95% 
18 1.25E-05 1.36E-05 1.40E-05 10.70% 2.90% 
19 1.25E-05 1.36E-05 1.40E-05 10.62% 2.68% 
20 1.25E-05 1.36E-05 1.40E-05 10.52% 2.59% 
 
 
 
From Table 6-18 it can be seen that in the scenario where 5% additive noise was 
introduced to the time histories resulted in errors of greater than 10% when 20 modes 
were added to the flexibility calculation. The case where noise was not added to the time 
histories shows that after 20 modes greater than 97% of the static flexibility was 
estimated. As was mentioned previously, the additive noise causes errors in the 
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estimation of scaling factors and the real portion of the complex pole (damping factor). 
Errors in these two quantities manifest themselves in the final flexibility calculations as 
shown in Table 6-18. 
The convergence patterns of the two flexibilities are shown graphically in Figure 6-52. 
Contrary to the additive noise, it appears that the other uncertainties do not play a 
significant role in the calculation of flexibility. As long as the structure remains linear, 
modal analysis is able to cope with complex structural behaviors such as high damping, 
unknown boundary conditions, and variable material stiffness. To cope with extraneous 
noise and its influence on the estimation of flexibility, alternative methods for estimating 
the scaling of mode shapes are needed. 
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Figure 6-52: Flexibility Convergence of Zero Noise and 5% Noise Scenarios 
6.4.3.4 Analytical Mass Normalization of Mode shapes Estimated from Poor Data 
One of the primary drawbacks in using modal flexibility as a bridge condition indicator is 
the necessity of developing mass normalized mode shapes and the sensitivity of this 
process to noise and unmeasured excitation in the acceleration time signals. The mass 
normalization or scaling factor can be extracted from driving point measures where both 
the input force and resultant acceleration are measured simultaneously. In output only 
modal analysis or cases where noise significantly affects the estimation of scaling, mass 
normalization of mode shapes is not a straightforward process (Doebling, 1996). Methods 
for coping with the challenges of estimating modal flexibility from response data due 
multiple input sources, known and unknown is discussed. 
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Two possible strategies for calculating accurate modal flexibility from noise polluted data 
include developing a consistent mass matrix from an FE model for mass normalization of 
the unscaled mode shapes or developing a lumped mass matrix from an FE model. The 
mass of a structure can be approximated reasonably well in an FE model and developing 
a mass matrix from a detailed FE model can assist in scaling noise polluted mode shapes. 
Analytical mass scaling techniques involve estimating the mass matrix directly from an 
FE model by applying unit acceleration at one DOF and then calculating the resulting 
reaction forces at all other DOF in the model. Once the reaction force at all DOF due to a 
unit acceleration at a chosen DOF is known, the mass at each DOF can be calculated and 
populated into the global mass matrix.  
The FE model likely contains a greater number of DOF than are necessary for 
comparison with measurements taken during a modal test and any mass matrix derived 
from an FE model will need to be condensed to match the measured DOF or the 
measurements will need to be analytically expanded to match the mass matrix from the 
FE model. A lumped mass matrix may also be obtained without the use of an FE model 
by assigning mass to measured DOF using the material properties and tributary area of 
the structure in developing the mass at each DOF. For scaling of the mode shapes 
obtained from the noise polluted data shown in section 6.4.3.3, the manual lumped mass 
matrix approach was the chosen method since the mass matrix of the system is 
straightforward to obtain. Once the mass matrix is developed, the un-scaled mode shapes 
are scaled using equation 6-32. 
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 Φ ൌ ߶ඥ߶்ܯ߶ 6-32 
 
߶ = the unscaled mode shape 
߶் = the transpose of the unscaled modeshape 
ܯ = the mass matrix of the structure 
Φ = the mass normalized mode shape 
Once the scaled mode shapes were developed, the flexibility matrix was then derived 
from the mass normalized mode shapes using the formulation shown in equation 6-33. 
 ሾ݂ሿ ൌ ሾΦሿ ൤ 1߱ଶ൨ ሾΦሿ
் 6-33 
 
Φ = the mass normalized mode shape 
Φ் = the transpose of the mass normalized modeshape 
߱ = the natural frequency 
݂ = the flexibility matrix 
The hybrid analytical/experimental flexibility matrix can then be used to estimate the 
deflected shape of the structure under various loading patterns or compared directly with 
analytical or other experimental predictions of flexibility. 
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6.4.3.5 Analytical Mass Scaling of Noise Polluted Data from Modified Plate Model 
In the case of the plate model data polluted with 5% random noise, a lumped mass matrix 
was estimated for the 121 measured degrees of freedom. The mass matrix was formed by 
distributing the total mass of each shell element evenly at each of the corners. Each shell 
element has the following mass properties: 
 
Figure 6-53: Shell Element Mass Properties 
To account for the mass of the system outside of the measurement grid, the mass of the 
truncated portions of the plate was added to the nodes between the measured portion of 
the plate and the truncated portion of the plate.  It has been reported in the literature that 
fifty percent of the mass from  a truncated portion of the structure lumped at the degrees 
of freedom between the measured portion of the structure and the truncated portion of the 
structure provides a good estimate of the effects of the mass from the truncated portion of 
the structure (Hogue, et al., 1991). This mass distribution scheme was utilized as a 
starting point for the development of the truncated mass matrix. It was found in the plate 
example that around 40% of the total truncated mass lumped evenly at the interface nodes 
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provided a good approximation of the truncated mass effects. Once the mass matrix for 
the 121 degrees of freedom was developed, it was used to scale the mode shapes obtained 
from the noise polluted data. As a final comparison of the effectiveness of the analytical 
mass scaling, a comparison of the flexibility and its convergence for the clean and noisy 
data is given graphically in Figure 6-54 and numerically in Table 6-19. 
 
Figure 6-54: Comparison of Flexibility Coefficients from Analytical Mass Scaling and No Noise 
Scenarios 
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Table 6-19: Comparison of Flexibility Coefficients from Analytical Mass Scaling and No Noise 
Scenarios 
Mode 
Summation 
Modal 
Flexibility 
Coefficient 
(in/lb.) (No 
Noise) (1) 
Modal 
Flexibility 
Coefficient 
(Analytical 
Mass Scaled) 
(in/lb.) (2) 
Static 
Flexibility 
Coefficient 
(in/lb.) (3) 
% 
Error 
(1-3) 
% 
Error 
(2-3) 
1 1.22E-05 1.22E-05 1.40E-05 12.91% 12.76% 
2 1.22E-05 1.22E-05 1.40E-05 12.58% 12.47% 
3 1.23E-05 1.23E-05 1.40E-05 11.83% 11.84% 
4 1.27E-05 1.27E-05 1.40E-05 9.33% 9.22% 
5 1.27E-05 1.27E-05 1.40E-05 9.25% 9.12% 
6 1.30E-05 1.30E-05 1.40E-05 6.67% 6.59% 
7 1.30E-05 1.30E-05 1.40E-05 6.66% 6.58% 
8 1.34E-05 1.34E-05 1.40E-05 3.94% 3.89% 
9 1.34E-05 1.34E-05 1.40E-05 3.89% 3.83% 
10 1.34E-05 1.34E-05 1.40E-05 3.85% 3.79% 
11 1.35E-05 1.35E-05 1.40E-05 3.55% 3.51% 
12 1.35E-05 1.35E-05 1.40E-05 3.54% 3.51% 
13 1.35E-05 1.35E-05 1.40E-05 3.54% 3.51% 
14 1.35E-05 1.35E-05 1.40E-05 3.10% 3.05% 
15 1.36E-05 1.36E-05 1.40E-05 2.99% 2.92% 
16 1.36E-05 1.36E-05 1.40E-05 2.99% 2.92% 
17 1.36E-05 1.36E-05 1.40E-05 2.95% 2.87% 
18 1.36E-05 1.36E-05 1.40E-05 2.90% 2.83% 
19 1.36E-05 1.36E-05 1.40E-05 2.68% 2.82% 
20 1.36E-05 1.36E-05 1.40E-05 2.59% 2.81% 
 
 
 
From the graphical and numerical presentation of the analytically scaled mode shapes, 
the errors in scaling due to the additive noise can be mitigated by using an analytically 
derived mass matrix to mass normalize the mode shapes prior to their use in the 
flexibility computation. Therefore, care should be taken to accurately document and/or 
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model the mass of the system to ensure the mass matrix generated for mass scaling is as 
accurate as possible. It may be necessary to generate several mass matrices and check the 
sensitivity of the flexibility identification to changes in the assumption used when 
generating the mass matrix to be used in the mass scaling of mode shapes. 
6.4.4 Modified Modal Flexibility 
Modal flexibility estimation has been demonstrated in several scenarios where MIMO 
testing techniques were simulated on symmetric plate structure. 
6.5 Summary of Proof of Concept 
This chapter was intended to introduce the concept of rapid modal analysis and identify 
the possible scenarios for its implementation as part of a visual inspection routine. Modal 
flexibility obtained through two methods, full measurement of a structure and two 
independent measurements (SIMO) of the structure were used to estimate modal 
flexibility of a simply supported beam. The conclusions drawn from this include: 
1. Modal flexibility derived from full mode shapes and interpolated substructure 
mode shapes is equal  
2. Overlapping and non-overlapping test segments produce equal modal flexibility, 
however overlapping segments would be preferred so the scaling of phase of each 
test segment can be compared with that of adjacent test segments 
3. Relative phase between test segments should be examined before piecing together 
substructure mode shapes in order to make sure the mode shapes used in the 
calculation of modal flexibility make physical sense 
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Provided in this chapter was also an explanation of the concept of modal flexibility and a 
presentation of a clear and concise example of modal flexibility estimation using a 
numerical model of a symmetric plate.  Four separate examples were used to demonstrate 
modal flexibility estimation including: 
1 Closed form theoretical solution of a rectangular plate as described by Weaver 
and Timoshenko. 
2 Examination of the effect of number of degrees of freedom on the estimation of 
flexibility at the center of the plate. This was performed in a numerical sense 
using an FE model of the plate used in the closed form solution. 
3 Numerical simulation of an impact test on an ideal plate to demonstrate how 
modal flexibility is obtained experimentally 
4 Numerical simulation of an impact test on an non-ideal plate to demonstrate how 
modal flexibility is obtained experimentally  
4.1 The plate model was modified to have areas of varying stiffness, removal 
of boundary conditions, additional damping, and 5% additive noise to 
simulate noise in an experiment 
From these four scenarios, the following conclusions were made: 
 In the closed form solution, static flexibility and modal flexibility will converge to 
the same value if enough terms are used in the double infinite series used to 
represent the response of the plate 
 The number of degrees of freedom used in the calculation does not affect 
individual flexibility coefficients. The same flexibility coefficient can be obtained 
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if 100 DOF are used, 10 DOF are used, or one DOF at the location of interest are 
used. 
 The drawback remains that the less DOF used, the less information that is 
available to describe the structure 
 Numerical impact test simulation on an ideal system shows that modal flexibility 
converges to the static flexibility if a sufficient number of modes are added to the 
calculation 
 Numerical impact test simulation on a non-ideal system not in the presence of 
noise shows that various structural modifications (varying stiffness, damping, 
boundary conditions) do not affect the ability of modal analysis to provide 
accurate estimates of flexibility as long as an assumption of linearity is made. 
 Numerical impact test simulation on a non-ideal system in the presence of noise 
shows that noise affects the estimation of the real portion of the complex pole 
(damping factor) and the modal scaling (Modal A, modal mass). These two 
parameters need to be estimated accurately for the modal flexibility to accurately 
represent the static flexibility of the structure. 
 An accurate analytical mass matrix can be used to scale mode shapes derived 
from data that has noise or unmeasured excitation present. However, mass 
matrices can be difficult to obtain for complex structures.  
 Therefore, it is recommended that if possible accurate material properties of the 
structural elements be obtained through the testing of cores or other NDE 
methods.  
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 It is recommended for complex structures that an analytical lumped mass matrix 
is used for scaling of experimental mode shapes since a lumped mass matrix is 
easier to formulate than the more accurate consistent mass matrix.
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CHAPTER 7: PENNSAUKEN CREEK BRIDGE CASE STUDY 
7.1 Background of the Pennsauken Creek Bridge 
The Pennsauken Creek Bridge, located on River Rd crossing the Pennsauken Creek in 
Pennsauken, NJ, was identified as a common bridge type that could be used as a 
controlled test bed for the application of impact excitation techniques under varying 
ambient traffic conditions. The owner of the bridge allowed the research team unlimited 
access to the structure. The best practices described earlier in this thesis were used for the 
implementation of the experimental program and the processing of data collected from 
the structure. The lessons learned and results from this bridge test will be used to improve 
best practices testing techniques and design future impact tests on bridge structures. 
7.2 Objectives 
Since the bridge owner allowed the research team unlimited access to the structure, test 
techniques could be evaluated in a controlled environment without any constraints from 
the owner. The primary objectives of the Pennsauken Creek Bridge test were as follows: 
1. Evaluate the effectiveness of a custom drop hammer for use in impact testing of 
bridges 
2. Evaluate the effect of unmeasured traffic excitation during the execution of an 
impact test 
3. Perform SIMO analyses on impact test data from a controlled situation and 
compare the flexibility results with those from a MIMO application of impact 
testing 
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7.3 Observation and Conceptualization of the Pennsauken Creek Bridge 
One of the most important steps prior to performing a test on a structure as part of a 
structural identification routine is to observe and document the structure prior to 
designing and implementing an experimental program. Information gathered during this 
step will assist in subsequent modeling and experimental tasks. Observation, 
conceptualization, and documentation of a structure generally include the following 
tasks: 
1. Gather and archive previous documentation, including as built plans, design 
drawings, inspection reports, and photographs.  
2. Perform a site visit and take additional photographs, field measure major 
dimensions and structural features, and document any deterioration or damage 
observed on the structure. 
For the Pennsauken Creek Bridge, various drawings, inspection reports, and photographs 
were available from the bridge owner. These documents were gathered and archived for 
use in the construction of an a priori model and the design of the experimental program. 
The Pennsauken Creek Bridge consists of three simply supported spans carrying four 
lanes of traffic across a waterway. A general elevation and view of deck are shown in 
Figure 7-1 and the bridges’ general statistics are given in Table 7-1. An aerial view of the 
structure is shown in Figure 7-2. 
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Figure 7-1: Pennsauken Creek Bridge – Elevation and Deck View 
Table 7-1: Pennsauken Creek Bridge Statistics 
Table of Statistics – Pennsauken Creek Bridge 
Year Built 1959 
# of Spans 3 
Span # Span 1 Span 2 Span 3 
Length 51’ 51’ 51’ 
Width 42’ curb to curb 42’ curb to curb 42’ curb to curb 
Skew Angle 0° 0° 0° 
Lanes 4 4 4 
Deck Condition Rating Satisfactory (2008) 
Superstructure Condition Rating Good (2008) 
Substructure Condition Rating Fair-Good (2008) 
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Figure 7-2: Aerial View of Pennsauken Creek Bridge Traffic Control Plan 
The bridge over Pennsauken Creek consists of three spans, each approximately 51’ in 
length equaling 153’ from the centerline of both the East bearing and the West bearing.  
The bridge carries four lanes of traffic in two directions and has a roadway width of 42’ 
from curb to curb. Each span supports a reinforced concrete deck on seven simply 
supported rolled steel I-beams with partial-length welded bottom flange cover plates 
spaced at 7’-2”.  The substructure consists of reinforced concrete abutments and 
hammerhead type piers.  Contract drawings show C.I.P. concrete pile foundations 
supporting the abutments and timber piles supporting the piers.  A timber fender system 
protects each pier.  Concrete sidewalks are present on each side of the bridge and are both 
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3’-6” in width.  The structure has fixed stringers bearing on both abutments and at the 
west pier of the center span.  The remaining bearings are expansion bearings. 
7.3.1 Review of Current Inspection Reports 
The overall condition rating of the Pennsauken Creek Bridge is satisfactory according to 
the 2009 interim inspection report. The report notes that the bridge deck was rehabilitated 
in 2004 and 2005 and that minor to moderate deterioration and corrosion exist on the 
superstructure and bearings. The bearings shown in Figure 7-3 indicate that there is water 
infiltration at the expansion joints that is contributing to the corrosion and deterioration of 
the bearings.  The report also notes that there are various cracks and spalls on most 
substructure elements that should be repaired. Several bearing pedestals are cracked and 
should be repaired (Figure 7-4). Most of the notes in the inspection report list the defects 
as minor, but requiring attention soon. 
     
Figure 7-3: Superstructure and Bearing Corrosion 
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Figure 7-4: Cracked Bearing Pedestal 
7.3.2 On Site Observations 
While on site, it was noted that most of the expansion joints were filled with debris and 
that several cracks exist on the concrete deck (Figure 7-5). While standing on the span, 
vibration was perceptible under truck loading but the perceived vibration would not be 
considered uncomfortable or disturbing. Overall, the bridge is in good condition and no 
major defects were noted.  
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Figure 7-5: Debris Filled Expansion Joints and Deck Crack 
7.3.3 Development of an A-Priori Finite Element Model 
7.3.4 Pennsauken Creek Bridge Model 
The use of an a priori finite element model is of significant importance in providing 
initial estimates of response quantities, designing the experimental program, and 
interpreting experimental data. An a priori finite element model of the Pennsauken Creek 
Bridge was constructed to provide an initial estimate of the modal parameters and to 
determine the critical bandwidth for the design of the experimental program. In St-Id 
applications, an apriori finite element model is used to identify the uncertain parameters 
that will have a significant effect on the output of the model. These uncertain parameters 
may include material properties, boundary conditions, and continuity conditions, among 
others.  
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7.3.4.1 Model Construction 
The a priori model was constructed using the SAP2000 structural analysis program 
(SAP2000, 2011). SAP2000 is common software used by engineers for structural 
analysis and basic finite element analysis. The initial model of the bridge is shown in 
Figure 7-6. The finite element model was constructed using space frame elements, to 
represent the beams, diaphragms, and parapets, each consisting of two nodes with 6 DOF 
at each node. The space frame elements linked nodes at the center of each beam 
connection and the elements were centered at the neutral axis of each beam element. The 
mass of each element was determined using a lumped formulation where mass from one-
half of each element was lumped at each end node. The beams have a cross section 
corresponding to W30 x 108, and its material properties correspond to A36 steel. Each 
beam has a welded cover plate centered on the bottom flange of the beam to increase the 
moment of inertia in the region of large positive moment. The end diaphragms between 
beams are channel sections while the diaphragms at midspan are rolled I sections. The 
material and cross sectional properties of the main beams are shown in Table 7-2. All 
beam elements were modeled as continuous members with intermittent nodes at the 
intersection of transverse and longitudinal members. 
The concrete deck and sidewalk were modeled using four node shell elements with six 
DOF at each node. The deck thickness was assigned as 8.5 inches and assigned concrete 
properties corresponding to 4000-psi concrete. To account for the additional concrete 
added for the sidewalks, the shell thickness in these areas was increased to 14 inches. 
Continuity and connectivity between the deck/sidewalk and steel support beams was 
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modeled using rigid link elements, which allowed for the concrete elements to be 
properly modeled at their correct spatial location. The concrete parapets were also 
included in the model as beam elements that were rigidly linked to the sidewalk. 
The model requires supports to provide reaction forces and ensure equilibrium of the 
system. In the case of this bridge, it is modeled as simply supported at the ends of the 
girders on fixed bearings and rocker bearings at the opposite end. In the construction of 
the a priori model, one end was supported using pin restraints that restrain all three 
translational DOF, while the three rotational DOF are free. The other end of the bridge 
was supported using a roller support coupled with restraint of the transverse translational 
DOF, meaning that both the vertical and transverse translational DOF were restrained 
while all other DOF were free. To account for the offset between the neutral axis of the 
beam and the actual support point on the top of the pier/abutment, the beams were offset 
upward the distance between the neutral axis and the top of the pier.  
 
Figure 7-6: A-Priori Model of Pennsauken Creek Bridge 
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Table 7-2: Beam Cross Sectional and Material Properties 
W30 x 108   
Area 31.7 in2
Ixx 4470 in4
Iyy 146 in4
J 4.99 in4
A36 Steel   
E 29,000 ksi
 490 pcf
 0.3
G 11,154 ksi
 
 
 
7.3.4.2 Error Screening  
Error screening of the a priori model is an essential step in the model construction 
procedure in order to mitigate blatant errors that would significantly influence the output 
of the model. Two key steps in error screening a model are running (i) dead load and (ii) 
modal analyses. The dead load analysis allows for the verification of reaction 
equilibrium. Verification of equilibrium is crucial in determining whether any duplicate 
members exist in the model. Simple hand calculations can be used to estimate the mass of 
the system and then this value can be compared with the summation of vertical reaction 
forces in the model. In addition, the displaced shapes from dead load and modal analyses 
provide insight into continuity and support conditions. Many times these analyses will 
reveal disconnected and unsupported members. These errors would be easily identifiable 
by examining the displaced shape due to dead load and the mode shapes from the modal 
analysis. 
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7.3.4.3 Eigenvalue Analysis and Results 
The natural frequencies and mode shapes of the bridge structure were estimated using the 
eigenvalue solver packaged in the SAP2000 software program. The eigenvalues are 
obtained through an accelerated subspace iteration algorithm described by (Wilson and 
Itoh, 1983). A summary of the method is also given in the SAP2000 analysis reference 
manual. The modal analysis was used to solve for the first 40 modes of the structure, 
which spanned the frequency range of 0-76 Hz. Since the modes associated with the 
vertical response of the bridge were of primary concern and have significant contribution 
to modal flexibility, the first six vertical modes are presented in Table 7-3 and Figure 7-7 
through Figure 7-12 as a brief summary of the eigenvalue solution. 
Table 7-3: Results of Eigenvalue Analysis – SAP2000 
Mode Frequency (Hz) Shape 
1 6.9252 1st Bending 
2 8.6185 1st Torsion 
3 10.3278 1st Butterfly 
4 14.3391 2nd Butterfly 
5 19.3011 3rd Butterfly 
6 21.8679 2nd Bending 
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Figure 7-7: 1st Identified Mode – SAP2000 FEM 
 
Figure 7-8: 2nd Identified Mode – SAP2000 FEM 
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Figure 7-9: 3rd Identified Mode – SAP2000 FEM 
 
Figure 7-10: 4th Identified Mode – SAP2000 FEM 
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Figure 7-11: 5th Identified Mode – SAP2000 FEM 
 
Figure 7-12: 6th Identified Mode – SAP2000 FEM 
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7.3.4.4 Flexibility Estimation from Finite Element Model 
After the eigenvalue analysis is performed, examination of the modal and static flexibility 
of the FE model is performed. SAP2000 outputs eigenvectors, which are mass 
orthonormal, and, therefore, these eigenvectors can be used to study the convergence of 
the flexibility matrix derived from mass orthonormal mode shapes. Mass orthonormal 
mode shapes are said to satisfy the relationships shown in Equation 7-1. In general, these 
conditions are rarely met when an assumed mass matrix and experimental mode shapes 
are used in the calculation, and typically if the second equation produces a value of less 
than 0.1, the orthogonally condition is said to be satisfied.  (Heylen, 1982).  
 
߶௜் ܯ߶௜ ൌ 1
߶௜் ܯ߶௝ ൌ 0 7-1 
 
For simple models, the orthogonally condition can be checked to verify that the mode 
shapes obtained from the software are indeed mass orthonormal. However, for more 
complex models this is not usually feasible and therefore, the mode shapes are assumed 
to be mass orthonormal and are subsequently used in convergence studies. Obtaining an 
estimate of the number of modes required for convergence of flexibility assists in 
experiment design by dictating the minimum number of modes to be extracted from the 
impact test data. Convergence is determined by use of the Load Dependent Modal 
Flexibility Convergence or LMC as introduced by (Ciloglu, 2006). The procedure used to 
calculate the LMC is given in Equation 6-12. 
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In Equation 6-12 ݑ௠ represents the nodal displacement derived from the loading of a 
modal flexibility matrix constructed from N number of frequencies and mode shapes. ݑ 
represents the nodal displacement derived from independent load tests or finite element 
modeling. The LMC of the bridge (FEM) comparing the flexibility derived from the mass 
orthonormal mode shapes and the static flexibility of the grid is shown in Figure 7-13. 
Convergence is achieved when Equation 6-12 is minimized and the addition of more 
modes does not significantly change the nodal error between the first estimate of 
flexibility and the baseline estimate (load test results, static flexibility from FEM, etc.). 
 
Figure 7-13: Modal Flexibility Convergence from FEM 
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After the addition of 10 modes, modal flexibility of the Pennsauken Creek Bridge FEM 
includes 95% of static flexibility from the FEM. Therefore, it is recommended that 10 or 
more modes be used to calculate modal flexibility of the bridge from experimental data. 
For the calculation of modal flexibility from impact test results, 10 modes will be used in 
the initial calculation of modal flexibility. However, the contribution of each mode will 
be examined closely to ensure a sufficient number of modes are used to achieve 
convergence and that spurious or computational modes are not used in the identification 
of flexibility. 
7.4 Controlled Experimentation – Forced Excitation Testing on Pennsauken Creek 
Bridge 
To demonstrate modal analysis best practices and the feasibility of the proposed rapid 
modal analysis method on a real structure, the Pennsauken Creek Bridge was 
instrumented and tested using the multi-reference impact testing techniques developed by 
Halvorsen and Brown. These techniques test mechanical systems and obtain their modal 
parameters (Halvorsen, 1977). The MRIT technique has been further developed (Fladung 
Jr and Brown, 1993) as an alternative to traditional testing techniques such as sinusoidal 
testing and applied to bridges by (Aktan, 1996, Catbas, et al., 2006, Farrar, et al., 1999, 
Raghavendrachar, 1992, Zhou, et al., 2011). It was shown through these studies that the 
MRIT technique had practical applications as an alternative to traditional load testing. 
The dynamic testing methods were particularly useful in establishing a measure of the 
global behavior of the structure, which reflect boundary conditions, continuity conditions, 
mass, stiffness, and damping. From these modal parameters, a deflection basin can be 
estimated that is analogous to displacements obtained during a traditional load test. 
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Traditional load tests require a reference frame in order to obtain displacement measures. 
The unique attribute of impact testing is that the test method uses the earth’s gravitational 
field as a reference frame and, therefore, overcomes the need for a physical reference 
frame in order to obtain the displacement of a structure under a known loading 
configuration. An MRIT application was performed on the bridge during May, 2011, and 
the process and procedures used in testing the bridge are described herein. 
7.4.1 Identification of Constraints 
Given the objectives listed previously, an experimental program was designed to capture 
the bridges’ vibration characteristics (frequencies, mode shapes, damping, and modal 
scaling). In order to capture relevant information related to these responses, it was 
decided to perform a series of dynamic tests including multiple reference impact testing. 
Given the nature of the study, several types of dynamic testing were performed including 
large drop hammer and sledgehammer tests (both with and without the presence of 
traffic). This thesis focuses on the impact testing with a large drop hammer as large 
impact forces will be used to excite bridges under the presence of traffic. Constraints 
related specifically to the application of impact testing were identified during the 
planning phase of the project. The operational and budgetary constraints identified before 
the Pennsauken Creek test are listed below: 
Operational Constraints: 
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 Due to the need to have the bridge remain open to traffic, only two of the four 
lanes were closed during testing, and thus locations within the open lane could not 
be used as input locations.  
 While two lanes could be shutdown, the potential for traffic excitation due to the 
open lane during the actual test compromise the ability of obtaining reliable 
scaling factors. 
 Only a single span of the structure could be tested due to the close proximity of an 
exit and entrance ramp to the bridge 
Budgetary Constraints: 
 Available hardware (sensors, excitation devices and data acquisition hardware), as 
well as software, were used since there was no budget for additional equipment 
purchase. 
7.4.2 Design of Experiment 
When designing a dynamic experiment to identify the modal parameters of a structure, 
the test engineer must consider many different constraints in relation to the structure, 
sensors, data acquisition, excitation, and the testing method. The considerations to be 
taken into account during the experiment design can be divided into two groups, those 
that are associated directly with the structure and those that are associated with the 
equipment used to perform the modal test. A detailed discussion of these constraints and 
test parameters were discussed in Chapter 4. 
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7.4.3 Instrumentation Design 
For the Pennsauken Bridge, one primary objective of the study was to evaluate the 
effectiveness of the drop hammer device utilized to test a structure under controlled 
conditions. Other central questions to be answered by the results of the test included: (1) 
can modal flexibility be estimated from data collected with traffic crossing the structure 
in addition to the impact excitation?, (2) what are the base modal parameters of the 
structure obtained from a MIMO analysis? In order to answer these questions and satisfy 
the objectives of the study, an instrumentation plan consisting of a series of fixed sensor 
locations was designed for the first span of the structure. The instrumentation plan aimed 
to provide an even and spatially well-distributed sensor grid, to minimize the number of 
sensors near nodal points of critical modes, and to select impact locations at maximum 
modal displacements of principal modes. The instrumentation plan for the Pennsauken 
Creek Bridge test is shown in Figure 7-14. 
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Figure 7-14: Pennsauken Creek Bridge Instrumentation Plan 
A total of 24 accelerometers were arranged to measure vertical acceleration in the closed 
traffic lanes and along the opposite sidewalk. The sensors on the opposite sidewalk were 
used to assist in identifying torsional modes from the FRFs. Out of the 24 output 
locations, 7 locations were used as input locations for the drop hammer and 
sledgehammer. These input degrees of freedom included DOF 10, 11, 14, 16, 17, 18, and 
20.  
7.4.4 Execution of Experimental Program 
On May 12, 2011, the project team installed the accelerometers and cables on the topside 
of the deck on the Pennsauken Creek Bridge. The cables were routed along the deck back 
to the data acquisition system, which was setup inside a U-Haul van on the approach slab 
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of the bridge. In order to debug the system, ambient excitation data was collected to 
ensure all sensors were functioning. From this preliminary data, estimates of the modal 
parameters were obtained. If a sensor was found to be malfunctioning, it was tested for 
operation by applying a sine wave motion manually by hand and verifying the response at 
the data acquisition. If this check failed, the sensor was replaced and the sine wave check 
was repeated. If it still failed, the cable was replaced. 
7.4.4.1 Accelerometers and Impact Devices 
The researchers utilized the PCB393A03 accelerometer, which has a significantly more 
robust connection design than common piezoelectric sensors designs that use the 10-32 
microdot connection. The 393C accelerometer (common piezoelectric design) has a 
single pin connection design that is susceptible to loss of connection due to strain on the 
cable and misalignment of the connection during installation. The more robust two pin 
military design of the 393A03 prevents misalignment of pins and results in a more stable 
connection and reduces the possibility of loss of connection. The two accelerometers are 
shown in Figure 7-15. 
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Figure 7-15: (a) PCB 393C accelerometer, (b) PCB 393A03 Accelerometer 
The impact excitation was provided using two sources including a custom built drop 
hammer and an instrumented sledgehammer (PCB Model 086D50). The drop hammer 
device is capable of applying a 25-kip impact force, and the sledgehammer is capable of 
applying 5-kip impact force. Each of these devices is shown in Figure 7-16. The test 
control during impact testing was conducted from the topside of structure in the back of a 
U-Haul van (Figure 7-17).  
a) b) 
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Figure 7-16: (a) Drop Hammer, (b) Instrumented Sledgehammer 
 
Figure 7-17: Data Acquisition and Control 
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7.4.4.2 Data Acquisition and Control 
The data acquisition system used for the forced (impact) vibration testing campaigns was 
provided by National Instruments Inc. and combined a cRIO chassis with eight NI9234 
IEPE voltage cards used to read piezoelectric accelerometers. The cRIO chassis is a 
compact data acquisition system characterized by the specifications shown in Table 7-4. 
Figure 7-18 depicts the networking diagram for the dynamic testing program 
encompassing the sensors, excitation device, and data acquisition system. 
Table 7-4: cRIO/NI9234 Technical Specifications 
A/D 24 bit – NI-9234 cards 
General cRIO inputs Bridge based sensor, voltage, current, IEPE based sensors 
Channels 16/32 depending on chassis 
Sampling Rate (NI-9234 cards) 51.2 kSamples/second – maximum 1.652 kSamples/second - minimum 
NI 9234 Input Range +/- 5V 
NI 9234 features Anti-aliasing filter, Constant current excitation, AC/DC coupling 
Programming Lab VIEW 
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Figure 7-18: Network Diagram for IBS – Impact Test Data Acquisition
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Table 7-5 – Impact Test Parameters - Summary 
Test Parameters - Hammer Test 
      
Data Acquisition NI cRIO 
Sampling Rate 3200 Hz 
Block size 32000 points 
f 0.1 Hz 
t 0.00031 s 
Voltage Range +/-5 V 
# of Averages (Drop 
Hammer) 3  
Sensor Information 
Type 
PCB 
393A03 Accelerometer 
Range +/- 5g g 
Frequency Range 0.5 – 2000 Hz 
Nominal Sensitivity 1 V/g 
Type 
PCB 
200C50 
Drop Hammer 
Load Cell 
Range 50000 lb. 
Nominal Sensitivity 0.1 mV/g 
 
 
 
In order to average out the effects of extraneous inputs, each driving point (input) 
location was impacted three times with the drop hammer. Several clean impact response 
cycles are needed to obtain adequate FRFs. The researchers suggest that if traffic is on 
the structure during testing, a greater number of impacts at fewer reference points should 
be used. This will ensure, at a minimum, two columns of the FRF matrix are populated 
by adequate FRFs for MIMO test, and one column is populated for a SIMO test. For each 
impact, data was collected in the time domain and stored in raw format. It was also stored 
in the frequency domain as an average FRF from the three impacts.  
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7.4.4.3 Experiment Timeline and Ambient Conditions 
The test timeline was conducted over an eight-hour period from 8am to 4pm and 
milestone events during the test are listed in Table 7-6. The ambient weather conditions 
for the test day consisted of mild weather with light winds and no precipitation. The exact 
ambient weather conditions are detailed in Table 7-7. The temperature change over the 
test period was relatively small and large changes in the natural frequencies from dataset 
to dataset were expected.  
Table 7-6: May 12th, 2011 Test Timeline 
Time Event 
8:00 AM Arrived on Site  
8:15 AM Traffic Control Setup 
8:30 AM Sensor Installation Start 
9:15 AM Sensor Installation End 
9:15 AM Sledgehammer Test Start
9:45 AM Sledgehammer Test End 
9:45 AM Ambient Data Collection
10:45 AM Drop Hammer Test Start 
2:45 PM Drop Hammer Test End 
2:45 PM Ambient Data Collection
3:30 PM Cleanup 
4:00 PM Departed Site 
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Table 7-7: Pennsauken Creek Test – Ambient Weather Conditions 
Ambient Weather Conditions 
  5/12/2011  
Max Temp 76 ⁰F 
Min Temp 57 ⁰F 
Mean Temp 66 ⁰F 
Max Humidity -- % 
Min Humidity -- % 
Mean Humidity 29 % 
Max Wind Speed 3.0 mph 
Max Wind Gust 3.0 mph 
Avg. wind speed 3.0 mph (WSW) 
Precipitation 0.00 in 
 
 
 
7.4.5 Preliminary Ambient Measurements 
It is very useful to perform a preliminary data collection effort during the site visit as this 
provides some quantitative information regarding bridge performance and can greatly 
help in developing the a priori model and designing the experimental study. In the case of 
the Pennsauken Creek Bridge, this was not possible. However, preliminary ambient 
vibration data was collected prior to the execution of the forced excitation testing as a 
method to establish a baseline for the modal parameters and information used to confirm 
the data acquisition settings (especially the sampling rate and block size). Each ambient 
dataset was approximately ten minutes in length and each record contained the response 
due to large trucks crossing the bridge. An example of the ambient vibration time history 
is shown in Figure 7-19 while the statistics for the complete data set are summarized in 
Table 7-8. 
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Figure 7-19: Maximum Acceleration Time History from Preliminary Ambient Monitoring 
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Table 7-8: Acceleration Time History Statistics – Ambient Monitoring 
DOF 
Maximum 
Acceleration 
(g) 
Minimum 
Acceleration 
(g) 
Standard 
Deviation 
(g) 
1 0.0253 -0.0346 0.0010 
2 0.0306 -0.0292 0.0019 
3 0.0432 -0.0373 0.0026 
4 0.0456 -0.0436 0.0031 
5 0.0488 -0.0466 0.0032 
6 0.0409 -0.0411 0.0028 
7 0.0352 -0.0350 0.0021 
8 0.0383 -0.0514 0.0018 
9 0.0732 -0.0731 0.0032 
10 0.0867 -0.0815 0.0039 
11 0.0948 -0.0944 0.0043 
12 0.0989 -0.0899 0.0043 
13 0.0915 -0.0813 0.0038 
14 0.0672 -0.0671 0.0028 
15 0.0415 -0.0399 0.0018 
16 0.0670 -0.0691 0.0034 
17 0.0923 -0.0937 0.0046 
18 0.0984 -0.0999 0.0051 
19 0.1090 -0.0961 0.0052 
20 0.0997 -0.0799 0.0044 
21 0.0674 -0.0600 0.0030 
 
 
 
It is apparent from the acceleration time histories and there statistics that the bridge 
experiences periodic excitation under normal traffic loading (with 0.11 g the highest 
acceleration recorded). That is the bridge is not constantly excited by ambient traffic 
since the ADT of the bridge is low. The power spectral density function of the ambient 
data collected from the Pennsauken Creek Bridge is shown in Figure 7-20. The PSD 
shows that the natural frequencies are well separated within the spectrum between 0-40 
Hz. 
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In addition to providing a quantitative basis for the conceptualization of the apparent 
vibration problem, this study also served to provide a sound basis for the error screening 
of the a priori model and the design of the vibration tests. Specifically, these results 
provide an indication of the bandwidth of interest and the level of ambient vibrations, 
which are important design parameters for the sensing and data acquisition protocols. In 
addition, given the large levels of vibration, it was noted that it would be difficult to 
perform forced vibration testing if the bridge is not completely closed as the excitation 
systems (impact or shaker) may not provide sufficient energy to overcome the ambient 
vibration level.  
 
Figure 7-20: Power Spectral Density Plot from Preliminary Acceleration Time Histories 
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The preliminary ambient vibration monitoring provided a baseline estimate of the 
frequencies of the structure to be used to interpret the forced vibration results. The 
estimated frequencies from the preliminary ambient vibration monitoring are shown in 
Table 7-9. From this table it can be seen that between zero and 35 Hz the preliminary 
ambient monitoring was able to identify ten frequencies. 
Table 7-9: Natural Frequencies and Damping Ratios from Ambient Vibration Monitoring 
Mode 
Frequency 
(Hz) 
Damping 
(%) 
1 6.9486 5.3829 
2 8.1296 3.1941 
3 9.6673 2.5282 
4 14.8605 2.9410 
5 22.8967 1.7579 
6 24.9093 5.4862 
7 25.6212 5.5777 
8 29.6823 4.2317 
9 33.7343 1.1948 
10 35.3303 1.6016 
 
 
 
7.4.6 Forced Vibration Results 
7.4.6.1 Visual Analysis of Time Histories 
In evaluating the test results from the impact test, the first step is to visually examine the 
time histories for evidence of improper sensor operation or other anomalies. First, the 
driving point acceleration is examined for any evidence of clipping or poor data. Second, 
a response location far away from the driving point is examined to determine if the signal 
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to noise ratio due to the input is sufficient. The driving point acceleration time history is 
shown in Figure 7-21 while the far filed acceleration response is shown in Figure 7-22. 
Finally, examples of the excitation and a complete set of response time domain signals 
collected from the Pennsauken Creek Bridge are shown in Figure 7-23 and Figure 7-24, 
respectively.  
The accelerations range from +/- 1.5 g near the point of impact to +/- 0.15 g furthest from 
the point of impact. These acceleration values are well above the resolution of the sensor, 
which is 0.00001g. However, the noise in the measurement system raises the noise floor 
to 0.0001g. It should be noted that these minimum and maximum responses are the 
values recorded at the measurement locations and may not be the minimum or maximum 
responses of the structure. The vibration amplitudes produced by the drop hammer 
impact only last for a short duration before they attenuate to the level of traffic induced 
response. The far field sensor amplitudes produced by hammer impact typically do not 
exceed the amplitudes due to traffic. The free decay response after the impact excitation, 
therefore, becomes susceptible to corruption due to traffic-induced response. The 
extraneous excitation from traffic can cause issues in the estimation of modal scaling and 
modal flexibility.   
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Figure 7-21: Driving Point Acceleration Time History from Pennsauken Creek Bridge Test 
 
Figure 7-22: Far Field Acceleration Time History from Pennsauken Creek Bridge Test 
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Figure 7-23: Example Clean Acceleration Time History from Pennsauken Creek Bridge Test 
 
Figure 7-24: Example Force Time History from Pennsauken Creek Bridge Test 
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The force applied to the structure by the drop hammer was approximately 18 kip with a 
duration of approximately 0.01 seconds, which corresponds to approximately a 100 Hz 
bandwidth. The power spectral density (PSD) of the drop hammer force time history is 
shown in Figure 7-25. The 20-decibel roll off limit is shown on the plot and occurs at 
145Hz. The usable frequency range of the input is from 0.1 to 145Hz, since lowest 
frequency of the load cell used on the drop hammer is 0.1 Hz. A more conservative limit 
would be at the 15dB roll off limit, which occurs at 127Hz. The bandwidth of the input is 
sufficient to excite low frequency modes of most short to medium span structures with 
bandwidths of interest between 0 and 100 Hz. In the case of the Pennsauken Creek 
Bridge, it was known from ambient excitation data from traffic, that there were 10 modes 
between 0 and 35 Hz. 
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Figure 7-25: Force Power Spectral Density 
The force and acceleration time histories were examined for quality through visual means 
and were categorized into three groups including (1) clean data, (2) possible traffic noise 
or other anomalies, and (3) definite traffic noise. Table 7-10 shows a summary of the 
classification of the datasets obtained from the Pennsauken Creek impact test when the 
impacts were applied during breaks in traffic. Additional datasets were collected from 
DOF 10 and DOF 18 when the impacts were purposely applied while traffic was on the 
structure. 
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Table 7-10: Time History Data Quality 
Impact DOF 10 DOF 11 DOF 14 DOF 16 DOF 17 DOF 18 DOF 20 
1 
2 
3 
Noisy 
Possible 
Noise 
Clean 
 
 
 
Table 7-10 it shows that six input locations had two clean impacts per impact location 
(11, 14, 16, 17, 18, 20), while only three DOF had three clean impacts each (11, 16, 18). 
The six input DOF case will be used to establish the baseline flexibility of structure. 
Data collection occurred in both time and frequency domains, allowing for additional 
post processing after test completion. Once the time histories were examined for quality, 
they were examined for windowing. The force time histories were all windowed using a 
rectangular window. An exponential window was not applied to acceleration time 
histories since the accelerations decayed to zero within the observation period. FRFs 
from the structure were constructed in real time using the H1 algorithm, which assumes 
the noise is primarily contained within the response signals. After the construction of 
FRFs from the raw time history data, several other data quality checks were performed in 
the frequency domain. 
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7.4.6.2 Coherence and Reciprocity Checks 
Two measures of data quality used to filter FRFs are coherence and reciprocity. 
Maxwell’s principle of reciprocity is often used as a measure of a structure’s linearity by 
comparing the response measured at p due to an input at q to the response measured at q 
due to an input at q. Reciprocity can be used to determine the effects of the surface to 
which the input is applied by comparing the frequency response functions generated at 
reciprocal DOFs. Since one of underlying principles of modal analysis is linearity, it is 
necessary to check reciprocal FRFs for linearity.  
 
Figure 7-26: Example of Variable Reciprocity from Pennsauken Creek Bridge Test 
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Figure 7-26 shows an example of reciprocity obtained from measurements obtained from 
DOF16 and DOF17. It can be seen that at the first four frequencies, the FRFs 
superimpose one another reasonably well. At higher frequencies, the changes in modal 
amplitude and the width of the peaks in the FRF are indicative of changes in damping and 
stiffness, which indicate mechanisms of non-linearity. Similar changes in modal 
amplitudes and damping have been reported by other researchers (Raghavendrachar, 
1992, Richardson and Douglas, 1987). These changes in modal amplitude and damping 
are more pronounced as the compared measurement locations are moved farther from one 
another and especially if the measured DOF are located along different girder lines. An 
example of two DOF on the same girder at opposite ends is shown in Figure 7-27 while a 
comparison of two measurement DOFs on different girders is shown in Figure 7-28. 
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Figure 7-27: Example of Reciprocity from Measurement DOF at Opposite Ends of Girder 
From Figure 7-27, it is shown that the reciprocity between measurements DOF along the 
same girder line is very good. The major differences are in areas of low system response 
(antiresonances) while the FRFs at resonances superimpose one another. The good 
reciprocity between these locations shows that linearity between this two measurement 
locations is satisfied. 
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Figure 7-28: Example of Reciprocity from Measurement DOF at Opposite Ends of Separate Girders 
Figure 7-28 shows that reciprocity does not hold between measurement DOF 14 and 16, 
which are located at the opposite ends of adjacent girders. The plot shows variation in the 
modal amplitude and the width (damping) at resonance locations that is indicative of 
changes in global properties of the bridge, ambient conditions, or excitation between the 
two impact tests. The difference in reciprocity plots shows that during a bridge test, some 
variation in conditions between impact tests is inevitable. Steps are required to ensure the 
best reciprocity is achieved such as testing at night, if possible, when changes in 
temperature are minimized and testing during periods of low traffic flow. It is 
acknowledged that often it is not feasible or possible to meet the two mentioned criteria 
for ensuring optimal reciprocity. Therefore, it is up to the engineer to determine if the 
obtained reciprocity is sufficient and how the reciprocity will ultimately affect the 
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estimation of modal parameters. The second metric used to examine FRF data quality is 
coherence. 
Coherence describes the degree of causality in the FRF. Causality describes the 
relationship between two events and, therefore, coherence describes the relationship 
between the outputs of the system due to the input. The ordinary coherence function used 
to show the causality between the system response and the measured input varies from 
zero to one. A coherence value of means the system response is entirely due to the 
measured input while a coherence value of zero means the system response is entirely 
due to unmeasured excitation sources. 
After examining the time histories visually, the coherence between input and response 
was plotted for each response point following the application of impact excitation. In 
order for quality measurements to be obtained, the coherence at the natural frequencies 
should be close to one, which means that the response at that location was solely caused 
by the input. If the coherence is less than one, then some other source in addition to the 
measured input caused some of the response at that location. The best coherence is most 
likely to occur at the driving point locations, since the signal to noise ratio will be the 
highest and the input and output are closest together. All response locations were 
examined for quality coherence, and if any points were found to have questionable 
coherence with an impact, those response signals were marked for exclusion from the 
post processing. The following figures show various examples of coherence obtained 
from the Pennsauken Creek Bridge data. 
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Figure 7-29: Example of Response Location with Good Coherence 
Figure 7-29 shows an example of good coherence where the majority of frequencies has 
coherence value of near one, which indicates the response at each of these frequencies, is 
solely due to the measured input and not due to other extraneous excitation sources. The 
coherence shown in Figure 7-29 is for a driving point location where the signal to noise 
ratio and correlation of input and output are expected to be good. The coherence shown in 
Figure 7-29 represents sufficient coherence associated with high quality FRFs. FRFs with 
this type of coherence should be used in further processing and analyses. Figure 7-30 
shows an example of poor coherence, which is characterized by minima at certain 
frequencies. Certain frequencies show appreciable excitation at this response location 
while others show poor excitation, especially at the lower frequencies. If an FRF is 
generated with poor coherence, the FRF should be excluded and the measurements 
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redone. If the coherence continues to be poor after redoing the measurements, the input 
point should be moved to a different location. 
 
Figure 7-30: Example of Response Location with Poor Coherence 
7.4.6.3 Multiple Reference Impact Testing (MRIT) 
As mentioned previously, the primary objectives of the dynamic test on the Pennsauken 
Creek Bridge were to evaluate the use of a custom drop hammer for impact testing, 
examine the effect of ambient traffic excitation during an impact test on the estimation of 
modal flexibility, and compare flexibility from MIMO and SIMO testing methods. Now 
that the collected time histories have been checked for quality, transformed to the 
frequency domain in the form of FRFs, and checked again for quality using coherence 
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and reciprocity, the modal parameters of the structure are estimated.  The first case 
presented is an MRIT with only verified clean data. 
7.4.6.3.1 MRIT without Traffic 
The baseline case with which all other cases will be compared is an analysis of MRIT 
data using only clean data from DOF with no extraneous excitation from traffic. To 
provide an estimate of the modal parameters, the CMIF method, which was described 
previously in Chapter 5, is used. The CMIF plot for the 6-reference case utilized in the 
MRIT analysis of the clean data is shown in Figure 7-31. 
 
Figure 7-31: CMIF Plot from Pennsauken Creek Bridge – Clean Data- 6 Inputs 
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From the CMIF plot, numerous peaks between zero and fifty hertz are shown in the top 
singular value curve. The peaks indicate the locations of natural frequencies of the 
system. The first 10 identified natural frequencies and damping ratios are presented in 
Table 7-11. 
Table 7-11: Natural Frequencies and Damping Ratios – MRIT without Traffic 
Mode 
Frequency 
(Hz) 
Damping 
(%) 
1 7.1486 7.27 
2 8.3835 7.19 
3 10.1587 1.97 
4 14.7391 2.19 
5 21.5315 0.11 
6 22.8599 1.32 
7 26.6275 3.11 
8 30.0555 2.02 
9 33.9544 1.85 
10 35.5428 2.07 
 
 
 
The mode shapes corresponding to the identified natural frequencies are shown in Figure 
7-32 through Figure 7-41. 
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Figure 7-32: Pennsauken Creek Clean MRIT – First Identified Mode shape – 7.1486 Hz 
 
Figure 7-33: Pennsauken Creek Clean MRIT – Second Identified Mode shape – 8.3835 Hz 
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Figure 7-34: Pennsauken Creek Clean MRIT – Third Identified Mode shape – 10.1587 Hz 
 
Figure 7-35: Pennsauken Creek Clean MRIT – Fourth Identified Mode shape – 14.7391 Hz 
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Figure 7-36: Pennsauken Creek Clean MRIT – Fifth Identified Mode shape – 21.5315 Hz 
 
Figure 7-37: Pennsauken Creek Clean MRIT – Sixth Identified Mode shape – 22.8599 Hz 
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Figure 7-38: Pennsauken Creek Clean MRIT – Seventh Identified Mode shape – 26.6275 Hz 
 
Figure 7-39: Pennsauken Creek Clean MRIT – Eighth Identified Mode shape – 30.0555 Hz 
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Figure 7-40: Pennsauken Creek Clean MRIT – Ninth Identified Mode shape – 33.9544 Hz 
 
Figure 7-41: Pennsauken Creek Clean MRIT – Tenth Identified Mode shape – 35.5428 Hz 
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Once the natural frequencies, damping ratios, and mode shapes were estimated, the 
modal scaling was estimated using the CMIF method. The modal scaling is used to scale 
the mode shapes so that they have physical meaning and can be used further in 
calculating modal flexibility. Mode shapes in their unscaled form represent general 
patterns of motion but when scaled properly, they have physical meaning. Modal 
flexibility was calculated using each of the identified mode shapes and the convergence 
of flexibility was examined as subsequent modes were added to the modal flexibility 
calculation described by equation 7-3. 
 ሾ݂ሿ ൌ෍ቈሺ߶ሻ௥ሺ߶ሻ௥்ܯ஺ೝሺെߣ௥ሻ
൅ ሺ߶ሻ௥
∗ሺ߶ሻ௥∗்
ܯ஺ೝ∗ ሺെߣ௥∗ሻ
቉
ே
௥ୀଵ
 7-3 
 
߶௥ = rth unscaled mode shape 
߶௥்  = transpose of the rth unscaled mode shape 
ܯ஺ೝ= modal scaling 
ߣ௥  = rth identified pole 
݂ = flexibility matrix 
* denotes the complex conjugate 
The convergence of experimental modal flexibility coefficient at DOF 4, 14, and 16 is 
shown in Figure 7-42. It shows that modal flexibility converges at different rates 
depending on the location of DOF. This is to be expected since the scaled mode shapes at 
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different DOF have varying amplitudes for different modes (bending, torsion, etc.) and 
modes will contribute differently to modal flexibility at different DOF. 
 
Figure 7-42: Flexibility Convergence at Select DOF – Clean Data 
7.4.6.3.2 MRIT with Traffic 
Now that a baseline of the modal parameters and modal flexibility from verified clean 
multi-reference data has been established, multi-reference data collected while traffic was 
present on the bridge is processed to establish the modal parameters and modal flexibility 
from traffic-noisy data. Traffic noisy data was collected from impacts applied at DOF 10 
and DOF 18 while traffic was crossing the structure. Figure 7-43 shows the application of 
impact excitation being applied while traffic is crossing the structure. In the picture 
shown in Figure 7-43, the instrumented sledgehammer is the impact device being used, 
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however similar traffic events were utilized to cause noise in several datasets collected 
from the drop hammer device. Examples of the acceleration response from traffic-noisy 
response data collected from the structure due to the impact force from the drop hammer 
and traffic excitation are shown in Figure 7-44 and Figure 7-45. 
 
Figure 7-43: Impact Excitation Applied During Traffic Event 
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Figure 7-44: Example of Traffic Excitation after Impact from Pennsauken Creek Bridge Test 
 
Figure 7-45: Example of Traffic Excitation before and During Impact from Pennsauken Creek 
Bridge Test 
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The first example of traffic noise is less detrimental to the overall processing of data 
when compared with the second example. The time history given in the first example can 
be cut before the traffic excitation occurs and only a portion of the time history can be 
used in the analysis. An exponential window should be applied to the truncated signal so 
that the signal starts and ends at zero to avoid leakage effects when the FFT is used to 
transform the acceleration time histories to the frequency domain. The second example 
where the traffic excitation occurs during the impact is more detrimental to the estimation 
of modal parameters and modal flexibility because the acceleration due to traffic and the 
acceleration due to the impact are additive. Therefore the magnitude of the FRF will 
indicate that the impact force caused a proportionally too large acceleration response and 
modal flexibility will not be estimated accurately. 
To view the differences in the FRFs between the case with traffic excitation after the 
impact and the case where the traffic excitation occurred during the impact, reciprocity is 
examined between DOF 10 and DOF 18. The impacts applied at DOF 10 had traffic 
excitation after the impact, while several of the impact cycles at DOF 18 had traffic 
excitation during the impact. The reciprocity plot between these two cases is shown in 
Figure 7-46. 
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Figure 7-46: Reciprocity Check from Traffic Noisy Data 
 
Figure 7-47: Driving Point FRF Comparison between Clean and Noisy Data – DOF18 
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Figure 7-47 shows a comparison of the driving point FRF at DOF 18 for the clean and 
noisy acceleration time histories. The magnitude of the FRFs at each peak in the 
spectrum is different between the two FRFs. This is an indication that the relationship 
between the input to the system and resultant output of the system for the two cases 
changed. This change can be attributed to the traffic excitation during the impact that was 
present during the second round of testing. Even though the data collected during the 
second round of impact testing contained extraneous excitation from traffic, the modal 
parameters including modal flexibility were estimated and compared with those obtained 
from the clean data. A comparison of the modal parameters is given in Table 7-12. 
Table 7-12: Comparison of Modal Parameters from Clean and Traffic Noisy Datasets 
   Clean Data Noisy Data         
Mode 
Frequency 
(Hz) 
Damping 
(%) 
Frequency 
(Hz) 
Damping 
(%) 
% Diff 
(Frequency) 
% Diff 
(Damping) MAC 
1 7.1486 7.27 7.4648 11.54 -4.42% -58.71% 0.9754 
2 8.3835 7.19 - - - - - 
3 10.1587 1.97 10.1164 3.49 0.42% -77.14% 0.9974 
4 14.7391 2.19 14.7571 2.77 -0.12% -26.70% 0.9997 
5 21.5315 0.11 20.4327 3.10 5.10% -2679.65% 0.9146 
6 22.8599 1.32 22.8983 2.04 -0.17% -54.65% 0.9748 
7 26.6275 3.11 26.8323 6.53 -0.77% -110.03% 0.9611 
8 30.0555 2.02 30.1015 3.07 -0.15% -52.28% 0.9960 
9 33.9544 1.85 34.1918 2.24 -0.70% -21.08% 0.9868 
10 35.5428 2.07 - - - - - 
 
 
 
In examining the comparison of modal parameters, it can be seen that the frequencies and 
mode shapes are estimated well irrespective of the dataset (clean or noisy). The largest 
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discrepancy in frequency is in the first mode (4.5%). The MAC values calculated 
between the two shape sets are all greater than 0.91 indicating the shapes are well 
correlated. However, the second and tenth modes identified from the clean dataset are 
missed when using the noisy datasets. From the clean dataset modal flexibility, the 
second mode has a significant contribution to the overall flexibility, and since it is missed 
when analyzing the noisy datasets, it is expected that the modal flexibility estimated from 
the noisy datasets will not be equal to the modal flexibility estimated from the clean 
datasets. The modal flexibility convergence of DOF 4, 14 and 16 from the noisy datasets 
is shown in Figure 7-48. 
 
Figure 7-48: Flexibility Convergence at Select DOF – Noisy Data 
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A comparison of the flexibility coefficients at DOF 4, 14, and 16 is shown numerically in 
Table 7-13. From this, it can be seen that the modal flexibility from the noisy datasets is 
greater than the modal flexibility obtained from the clean datasets. It is expected that this 
discrepancy would be larger if the second mode was identified from the noisy datasets 
since the second mode contributes significantly to flexibility.
 
 
 
3
5
3
 
Table 7-13: Comparison of Select Modal Flexibility Coefficients from Clean and Traffic Noisy Data 
  Clean Noisy   Clean Noisy   Clean Noisy   
Mode 
Flexibility 
(DOF 4) 
Flexibility 
(DOF4) % Diff 
Flexibility 
(DOF 14) 
Flexibility 
(DOF 14) % Diff 
Flexibility 
(DOF 16) 
Flexibility 
(DOF 16) % Diff 
1 1.076E-06 2.623E-06 
-
143.81% 2.513E-07 5.559E-07 
-
121.25% 3.682E-07 6.619E-07 -79.77% 
2 2.600E-06 - - 4.876E-07 -  - 5.209E-07 - -  
3 2.839E-06 2.890E-06 -1.81% 4.963E-07 5.707E-07 -14.99% 6.966E-07 9.012E-07 -29.38% 
4 2.856E-06 2.905E-06 -1.71% 5.877E-07 6.657E-07 -13.26% 8.168E-07 1.020E-06 -24.93% 
5 2.855E-06 2.907E-06 -1.83% 5.615E-07 6.762E-07 -20.43% 8.166E-07 1.021E-06 -25.01% 
6 2.858E-06 2.912E-06 -1.89% 6.093E-07 7.161E-07 -17.53% 8.166E-07 1.021E-06 -25.04% 
7 2.859E-06 2.912E-06 -1.83% 6.426E-07 7.983E-07 -24.23% 9.480E-07 1.212E-06 -27.84% 
8 2.860E-06 2.912E-06 -1.83% 7.213E-07 8.905E-07 -23.46% 1.026E-06 1.290E-06 -25.68% 
9 2.869E-06 2.922E-06 -1.83% 7.249E-07 8.921E-07 -23.05% 1.045E-06 1.310E-06 -25.35% 
10 2.869E-06 - - 7.728E-07 - -  1.045E-06 - -  
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From Table 7-13, it can be seen that the modal flexibility coefficients from the first mode 
calculated using the noisy data are 80% greater than those calculated using only the first 
mode from the clean data. If the second mode was identified from the noisy data, it is 
expected that the percent error between modal flexibility coefficients from the clean data 
and noisy data would remain significant. It is recommended that if possible impacts are 
applied while traffic is not present on the structure and if traffic cannot be avoided it be 
recommended that the impacts be applied before traffic enters the structure. Extraneous 
excitation due to traffic can be mitigated if the excitation occurs in the latter part of the 
free decay of the structure due to impact excitation. 
7.4.6.4 Single Input Multiple Output Testing (SIMO) 
Single input multiple output testing (SIMO) serves as the basis for most impact testing 
routines and is usually repeated several times using spatially distributed input locations in 
order to excite as many modes of a structure as possible. Multi-reference impact testing is 
a series of SIMO tests conducted using spatially distributed input locations. Single SIMO 
tests can be used to characterize a portion of a structure and spatially truncated SIMO 
tests provide a method for evaluating structures   SIMO testing is characterized by the 
following attributes 
 Shorter testing time than single input single output testing 
 Frequency and damping estimates are consistent between datasets acquired 
simultaneously 
 Time invariance issues between datasets collected from different inputs 
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The testing time for a single input SIMO test as opposed to a repeated single input SIMO 
test is short because one input location is used and no roving of transducers or excitation 
is performed. Since the SIMO tests are typically repeated when performing an MRIT test 
using spatially distributed input locations, it is possible that the structure will change 
between on input location and the next input location. In the case of testing a structure 
using independent SIMO tests, time invariance issues can become an issue if the bridge 
and ambient conditions are changing rapidly. Since only a portion of the bridge is being 
tested at one time, the modal parameters can change between each application of SIMO 
testing. To examine the effectiveness of stitching together independent SIMO tests, two 
cases were envisioned. These included performing SIMO analyses using clean data and 
performing SIMO analyses on traffic noisy data. 
7.4.6.4.1 SIMO without Traffic 
The first case used to examine the application of rapid modal analysis techniques 
utilizing independent SIMO analyses was performed on verified clean data without any 
extraneous excitation from traffic collected from the Pennsauken Creek Bridge. Three 
different SIMO analyses were envisioned for use on the clean data including (i) single 
line instrumentation along one girder (ii) single line instrumentation with overlapping 
segments along one girder (iii) single line instrumentation without overlapping segments 
along one girder. 
7.4.6.4.1.1 One Instrumented Girder – Single Test 
The first case used to examine the application of rapid modal analysis techniques on real 
bridge data was examining flexibility along a single girder line estimated from a single 
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SIMO test setup. In this case, a total of 7 accelerometers were arranged along the length 
of girder number 2 of the Pennsauken Greek Bridge. Impact excitation was applied at 
DOF 10 using the drop hammer device. Impacts were applied at this location a total of 
three times. The instrumentation layout for this scenario is shown in Figure 7-53.  
 
Figure 7-49: Instrumentation for SIMO Analysis of Single Girder Line 
The acceleration and force time histories were collected from the seven output locations 
due to the impact applied at DOF 10. Frequency domain averaging of the spectral 
densities was used to mitigate the effects of random noise in the time signals. Once the 
spectral densities were obtained, the H1 algorithm described previously was used to 
generate the FRFs from the single line SIMO test. The seven FRFs generated from the 
single line SIMO test are shown in Figure 7-50. 
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Figure 7-50: FRFs from SIMO Analysis of Single Girder Line 
From Figure 7-50, it can be seen that there are six distinct peaks in the FRF spectrum 
between zero and thirty hertz. Since SIMO analyses are being performed on spatially 
truncated data, a different modal parameter estimation routine was chosen. The FRFs 
were further processed for modal parameters using the Rational Fractional Polynomial 
(RFP) method. The RFP method is described in detail by Richardson (Richardson and 
Formenti, 1985). The RFP method is described as a high order frequency domain method 
that is suitable for estimating the modal parameters of s system that is under sampled 
(Allemang, 2001). An under sampled system is one that is described by a limited number 
of measurement locations such as the single girder line of the Pennsauken Creek Bridge. 
The frequencies estimated from the data collected along girder number 2 processed using 
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the RFP method is shown in Table 7-14. These frequencies are compared against those 
obtained from the MRIT analysis performed using the CMIF method. 
Table 7-14: Comparison of Natural Frequencies Estimated from Independent SIMO Tests 
Mode 
MIMO 
Frequency (Hz)
SIMO 
Frequency (Hz) 
(Girder 2) % Diff 
1 7.2545 7.1647 1.24% 
2 8.3835 8.2565 1.52% 
3 10.1311 10.0820 0.48% 
4 14.7391 14.5696 1.15% 
5 22.8603 22.8481 0.05% 
6 30.0668 29.9783 0.29% 
 
 
 
The frequencies identified from the SIMO analysis using the RFP modal parameter 
estimation method and the frequencies obtained from the MRIT analysis using the CMIF 
method are similar. The differences between the two sets of frequencies are less than 2% 
and indicate that mechanisms of uncertainty have resulted in changes between the two 
analyses. These uncertainties may include changes in the structure but are more likely 
attributable to data processing uncertainties since different methods were used to estimate 
the modal parameters from the SIMO and MRIT cases. Now that the frequencies from 
the SIMO case have been established, the corresponding mode shapes are presented in 
Figure 7-51. 
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Figure 7-51: First Six Mode shapes along Girder 2 of Pennsauken Creek Bridge 
The first 5 mode shapes along Girder 2 of the Pennsauken Creek Bridge obtained from 
SIMO analysis have similar shapes (1st bending), while the sixth identified mode has a 
second bending shape. To compare the mode shapes obtained along Girder 2, the modal 
assurance criterion (MAC) was used. The function of the MAC is to provide a measure of 
consistency (degree of linearity) between estimates of a modal vector. This provides an 
additional confidence factor in the evaluation of a modal vector from different excitation 
(reference) locations or different modal parameter estimation algorithms (Allemang, 
2003). When the MAC is calculated between two identical shape sets, it is known as the 
AutoMAC. The AutoMAC matrix can be used to identify similar shapes within a set of 
mode shapes. The AutoMAC of the shapes is presented numerically in Table 7-15. The 
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AutoMAC matrix shows that the first five shapes are very similar as denoted by the off 
diagonal terms approaching one. 
Table 7-15: AutoMAC of Mode shapes Obtained from SIMO Analysis 
Mode 1 2 3 4 5 6 
1 1.0000 0.9981 0.9888 0.9980 0.9971 0.0001 
2 0.9981 1.0000 0.9791 0.9958 0.9971 0.0011 
3 0.9888 0.9791 1.0000 0.9918 0.9861 0.0069 
4 0.9980 0.9958 0.9918 1.0000 0.9992 0.0000 
5 0.9971 0.9971 0.9861 0.9992 1.0000 0.0007 
6 0.0001 0.0011 0.0069 0.0000 0.0007 1.0000 
 
 
 
To compare the flexibility estimated from a MRIT analysis and the previously presented 
SIMO analysis, the uniform load surface (ULS) along Girder 2 will be compared between 
the two cases. The ULS is defined as the deflected shape produced by loading each DOF 
in a flexibility matrix by a unit load. This is equivalent to summing the rows or columns 
of the flexibility matrix, which means the ULS is less sensitive to errors in modal 
coefficients than modal flexibility. The summation of all modal coefficients of a 
particular mode is a way of averaging the random error in that mode at every 
measurement point (Zhang and Aktan, 1998). The convergence of the ULS generally 
occurs more rapidly than modal flexibility since the ULS is less sensitive to the addition 
of higher order modes than modal flexibility (Zhang and Aktan, 1998). 
To calculate the ULS for the MRIT case, a unit load was applied at each DOF along 
girder 2 which corresponded with a load vector of size 24 x 1 consisting of zeros at all 
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unloaded DOF and ones at all loaded DOF. The SIMO flexibility matrix of size 7 x 7 was 
multiplied by a size 7 x1 vectors representing a unit load applied at each DOF. Both 
methods result in a size 7x1 ULS vector. Equation 7-4 shows this in equation format 
 ܷܮܵெோூ் ଻௫ଵ ൌ ଶ݂ସ௫ଶସ ∗ ݈݋ܽ݀ଶସ௫ଵܷܮ ௌܵூெை ଻௫ଵ ൌ ଻݂௫଻ ∗ ݈݋ܽ݀଻௫ଵ 7-4 
 
A direct comparison of the ULS is made between the MRIT and SIMO analyses and is 
shown graphically in Figure 7-52 and numerically in Table 7-16. 
 
Figure 7-52: Graphical Comparison of ULS along Girder 2 from MIMO and Girder Line SIMO 
Analyses  
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Table 7-16: Numerical Comparison of ULS along Girder 2 from MIMO and Girder Line SIMO 
Analyses  
   MIMO ULS (in)   SIMO ULS (in)   % Diff  
DOF 8 4.490E-06 4.556E-06 -1.46% 
DOF 9 1.031E-05 1.057E-05 -2.52% 
DOF 10 1.398E-05 1.420E-05 -1.60% 
DOF 11 1.713E-05 1.730E-05 -0.99% 
DOF 12 1.699E-05 1.713E-05 -0.87% 
DOF 13 1.405E-05 1.395E-05 0.67% 
DOF 14 8.737E-06 8.813E-06 -0.88% 
 
 
 
The ULS developed for the MIMO and SIMO cases along Girder 2 of the Pennsauken 
Creek Bridge are similar. The errors between the two deflected shapes are less than 3% 
and are in line with the differences observed in the estimation of the natural frequencies. 
Since the estimated natural frequencies are used in the scaling of mode shapes and the 
estimation of modal flexibility, it is expected that if there are differences in the estimated 
natural frequencies between analyses, the estimated flexibility will be different between 
the two analyses. It can be seen from the results presented before that both SIMO and 
MIMO analyses are able to predict similar flexibilities along a single girder line. This 
confirms previous research results reported by Lenett et al that flexibility along a single 
girder line could be obtained from a full MRIT or from spatially truncated test conducted 
along a girder line.  
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7.4.6.4.1.2 One Instrumented Girder Lines – Overlapping Segments 
The second case used to examine the application of rapid modal analysis techniques on 
real bridge data was examining flexibility along a single girder line estimated using 
overlapped SIMO tests. Two independent SIMO tests were performed along girder 
number 2 of the Pennsauken Creek Bridge. In each test, 4 accelerometers were used and 
the accelerometer located at DOF 11 was consistent between the two tests. Impact 
excitation was applied at DOF 10 for the first test and DOF 14 for the second test using 
the drop hammer device. Impact excitation was applied three times at each location. The 
instrumentation layout for this scenario is shown in Figure 7-53. 
 
Figure 7-53: Instrumentation for SIMO Analysis of Single Girder Line Using Overlapped Segments 
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For the first segment encompassing DOF 8 through DOF 11, FRFs were developed due 
to an impact applied at DOF 10. These four FRFs are shown in Figure 7-54. For the 
second segment encompassing DOF 11 through DOF 14, FRFs were developed due to an 
impact applied at DOF 14. These four FRFs are shown in Figure 7-55.  
 
Figure 7-54: FRFs from Single Girder Line Overlapping Segments – Segment 1 
 
 
0 10 20 30 40 50 60 70 80 90 100
10
-7
10
-6
10
-5
10
-4
10
-3
Frequency (Hz)
lo
gM
A
G
 (g
/lb
f)
 
 
Ouput at DOF 8 - Input at DOF 10
Ouput at DOF 9 - Input at DOF 10
Ouput at DOF 10 - Input at DOF 10
Ouput at DOF 11 - Input at DOF 10
365 
 
 
 
Figure 7-55: FRFs from Single Girder Line Overlapping Segments – Segment 2 
The developed FRFs from segment one and segment two were subsequently used in the 
CMIF algorithm to estimate the modal parameters of the system. From the FRFs, it can 
be seen that there are approximately ten peaks within the frequency range from zero to 
thirty hertz. The first six identified modes are shown in Table 7-17. 
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Table 7-17: Comparison of Natural Frequencies Estimated from Independent SIMO Tests 
 Mode 
 Segment 1 
Frequency (Hz) 
 Segment 2 
Frequency (Hz)  % Diff  
1 7.1419 7.1170 0.35% 
2 8.1424 8.1371 0.06% 
3 10.0878 10.1398 -0.52% 
4 14.5718 14.5696 0.02% 
5 22.8534 22.8645 -0.05% 
6 29.9921 29.8930 0.33% 
 
 
 
Since the SIMO test data for each segment was not collected simultaneously, some 
variation in the identified natural frequencies is expected due to various uncertainties 
such as changes in ambient conditions, different noise in the data, subjectivity in the data 
processing routine of filtering, windowing, averaging, and ultimately the selection and 
fitting of identified poles. In the case of the two segments along Girder number 2, the 
variation in identified frequencies is less than one percent. The residues associated with 
each segment were estimated for the six identified natural frequencies. The shapes 
associated with the residues for each segment and mode is shown in Figure 7-56 and 
Figure 7-57. 
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Figure 7-56: Residues from Independent SIMO Analyses – Overlapped Segments – Modes 1-3 
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Figure 7-57: Residues from Independent SIMO Analyses – Overlapped Segments – Modes 4-6 
From a cursory view of the residues, it can be seen that for some of the identified modes, 
the residue at the overlapping DOF is equal for the two segments while for other modes 
the residues are different. Therefore, a method is needed to scale the residues consistently 
before the estimation of flexibility. In order to splice together the mode shapes using the 
common reference location at the center of the girder, master and slave designations were 
assigned to each set of shapes. In this case, DOF 8-11 were designated the master shapes 
and DOF 11-14 were designated the slave shapes. In order to splice the mode shapes 
together, a splicing technique utilizing a least squares approximation was used. This 
method was first developed by Brown and Lenett at the University of Cincinnati (Lenett, 
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2000). The least squares estimation of the mode shape coefficients is given by equation 
6-10. 
 ߙ ൌ ሼ߰ሽ௥
ௌ௘௚௠௘௡௧ଵ ்ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଶ∗
ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଶ ்ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଶ∗
 7-5 
 
By multiplying the coefficients obtained from segment two by ߙ, all modal coefficients 
from segment 2 will be scaled by those modal coefficients in segment 1 (master). Since 
segment one was selected as the master set of modal coefficients, the complex poles and 
scaling factors from the master segment will be used to scale the full mode shapes after 
they are stitched together using equation 6-11. 
 ሼ߰ሽ௥ி௨௟௟ ൌ ቊ ሼ߰ሽ௥
ௌ௘௚௠௘௡௧ଵ
ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଶ ௦௖௔௟௘ௗ ௢௡௟௬
ቋ 7-6 
 
To perform a comprehensive analysis of this splicing technique, two analyses will be 
performed including (1) choosing segment 1 (DOF 8 through 11) as the master and (2) 
choosing segment 2 (DOF 11-14) as the master. A comparison of the flexibility obtained 
from each master/slave case and the previously established SIMO and MIMO flexibilities 
will be performed by examining the percent error between the ULS obtained from each 
case. 
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Table 7-18: Comparison of ULS along Girder 2 – SIMO Estimation Using Overlapped Segments 
  
 MIMO 
ULS (in) 
(1)  
 SIMO 
ULS (in) 
(2)  
 SIMO 
Overlap 
ULS - 
Segment 
1 Master 
(in) (3)  
 SIMO 
Overlap 
ULS - 
Segment 
2 Master 
(in) (4)  
 % 
Diff (1 
vs. 2)  
 % 
Diff (2 
vs. 3)  
 % 
Diff (2 
vs. 4)  
 % 
Diff (3 
vs. 4)  
DOF 8 4.490E-06 4.556E-06 4.483E-06 4.583E-06 -1.46% 1.60% -2.07% -2.23% 
DOF 9 1.031E-05 1.057E-05 1.026E-05 1.064E-05 -2.52% 2.95% -3.19% -3.71% 
DOF 10 1.398E-05 1.420E-05 1.395E-05 1.435E-05 -1.60% 1.78% -2.65% -2.87% 
DOF 11 1.693E-05 1.730E-05 1.701E-05 1.741E-05 -2.18% 1.67% -2.84% -2.35% 
DOF 12 1.699E-05 1.713E-05 1.674E-05 1.734E-05 -0.87% 2.28% -2.10% -3.58% 
DOF 13 1.405E-05 1.395E-05 1.377E-05 1.427E-05 0.67% 1.27% -1.63% -3.63% 
DOF 14 8.737E-06 8.813E-06 8.714E-06 8.914E-06 -0.88% 1.13% -2.03% -2.30% 
 
 
 
Each of the estimation methods for modal flexibility along girder 2 provide estimates that 
fall within 5% of each other and each method can be considered accurate at estimating 
the flexibility matrix of the girder.  
7.4.6.4.1.3 One Instrumented Girder Lines – Non-Overlapping Segments 
The third case used to examine the application of rapid modal analysis techniques on real 
bridge data was examining flexibility along a single girder line estimated using non-
overlapped SIMO tests. In the previous examples, the results confirmed previous research 
conducted by others. The results presented in this example details a scenario where 
traditional MRIT techniques or splicing techniques using overlapped data cannot be used 
due to constraints such as limited time for testing or limited traffic control due to the need 
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to not inconvenience the motoring public. The instrumentation layout for this scenario is 
shown in Figure 7-58. 
 
Figure 7-58: FRFs from Single Girder Line Non-Overlapping Segments – Segment 2 
In this scenario, two non-overlapping segments are stitched together along Girder 2. Each 
SIMO analysis consists of a single input and three outputs where accelerations were 
measured using accelerometers. Unlike the last example where overlapping DOF were 
used as a reference to properly integrate the two substructures, the non-overlapping 
scenario does not have this advantage. In this case, DOF 11 was not used in the analysis 
effectively removing the physical link between the two segments. The identified modal 
parameters are the same as those presented in the last example except for the missing 
modal coefficient at the middle of the span. This is shown in the mode shape plots that 
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are repeated here with DOF 11 missing. The residues estimated from each segment as 
shown in Figure 7-59 and Figure 7-60 indicate that some modes the residues between the 
two segments are not proportional and if these were connected directly together to form a 
full mode shape, the mode shape will possibly be incorrect and therefore, flexibility will 
be not estimated correctly. 
 
Figure 7-59: Residues from Independent SIMO Analyses – Non-Overlapped Segments – Modes 1-3 
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Figure 7-60: Residues from Independent SIMO Analyses – Non-Overlapped Segments – Modes 4-6 
To produce information between the two segments, interpolation using piecewise cubic 
spline functions was used to splice together the substructure mode shapes from each 
segment. However, each segment is first scaled using the information (scaling factor, 
complex root) from each segment in order; provide a physically meaningful shape for the 
use in calculation of flexibility. The reason residues between different test segments 
could differ is due to signal noise and changes in the structure between the testing 
applications. Before constructing flexibility from non-overlapping segments, the scaled 
shapes were pieced together using interpolation functions (curve fitting). The curve 
fitting option requires choosing a function to use in the fitting of the individual data 
points of each scaled mode shape. The types of functions can range from cubic 
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interpolation, higher order polynomials, sum of sine and cosine functions, or smoothing 
splines to name a few. The choice of which method to use will be dependent upon if 
information is needed from the locations between the substructures. For the SIMO case in 
the Pennsauken Creek Bridge test, the scaled shapes were corrected for relative phase and 
subsequently pieced together using interpolation functions to form global shapes for the 
flexibility calculation. The interpolation functions used for this example was the cubic 
spline interpolation function available in the MATLAB computational software program 
(MATLAB, 2011). The spline interpolation function is a method of fitting a smooth 
curve to a set of data. The function performs piecewise polynomial fitting between given 
data. In this case, the data are scaled modal coefficients at each DOF. The spline 
interpolation function uses cubic spline interpolation between the data points. 
In order to rectify the differences in the scaling of the individual substructure shapes 
without the use of an overlapping DOF, an overlapping DOF is interpolated from each 
substructure and then the procedure used in the overlapping scenario is used to rectify the 
scaling between the two substructure shapes.  Once this is done a master and slave shape 
are chosen and then the master parameters (frequencies) are used to scale the slave shapes 
after the fictitious overlapping DOF is estimated from each substructure shape. The 
general proposed procedure for obtaining a full mode shape from independent SIMO tests 
is shown in the flowchart in Figure 7-61. 
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Figure 7-61: General Flowchart for Estimating Flexibility from Independent Non-Overlapping 
SIMO Analyses 
Once the scaled shapes were interpolated with the cubic spline functions, a graphical 
comparison was made between the substructures and the interpolated fit and is shown in 
Figure 7-62 and Figure 7-63. 
376 
 
 
 
Figure 7-62: Scaled and Interpolated Mode shapes from Independent SIMO Analyses – Non-
Overlapped Segments – Modes 1-3 
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Figure 7-63: Scaled and Interpolated Mode shapes from Independent SIMO Analyses – Non-
Overlapped Segments – Modes 4-6 
Once the fictitious DOF is interpolated, the relative scaling between the segments can be 
corrected using the same procedures outlined in the overlapping SIMO analysis section 
and then the flexibility of the girder can be established using the selection of master an 
slave segments. A comparison of this is given in Table 7-19. 
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Table 7-19: Comparison of ULS along Girder 2 – SIMO Estimation Using Non-Overlapped Segments 
  
 MIMO 
ULS (in) 
(1)  
 SIMO 
ULS (in) 
(2)  
 SIMO 
Splice 
ULS - 
Segment 
1 Master 
(in) (3)  
 SIMO 
Splice 
ULS - 
Segment 
2 Master 
(in) (4)  
 % 
Diff (1 
vs. 2)  
 % 
Diff (2 
vs. 3)  
 % 
Diff (2 
vs. 4)  
 % 
Diff (3 
vs. 4)  
DOF 8 4.49E-06 4.56E-06 4.912E-06 3.99E-06 -1.46% -7.88% 11.02% 18.71% 
DOF 9 1.03E-05 1.06E-05 1.14E-05 8.37E-06 -2.52% -8.29% 18.76% 26.83% 
DOF 10 1.39E-05 1.42E-05 1.51E-05 1.08E-05 -1.60% -6.12% 22.22% 27.86% 
DOF 11 1.71E-05 1.73E-05 1.56E-05 1.26E-05 -0.99% 9.60% 26.03% 18.97% 
DOF 12 1.69E-05 1.71E-05 1.55E-05 1.24E-05 -0.87% 9.72% 27.00% 19.84% 
DOF 13 1.41E-05 1.39E-05 1.28E-05 1.01E-05 0.67% 8.00% 27.77% 20.96% 
DOF 14 8.74E-06 8.81E-06 8.08E-06 6.31E-06 -0.88% 8.31% 27.42% 21.52% 
 
 
 
7.4.7 Summary Comparison of Modal Flexibility from MRIT and SIMO Scenarios 
The flexibility of a single girder line was estimated using 4 different methods including 
MRIT, SIMO, SIMO Overlap, and SIMO Non-Overlap. Each of these testing and 
analysis scenarios was described previously. A comparison between the best estimates of 
the ULS along girder 2 derived from flexibility developed using each of the analysis 
scenarios described previously is shown in Table 7-20. 
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Table 7-20: Final Comparison of ULS along Girder 2 
  
 MIMO 
ULS (in) 
(1)  
 SIMO 
ULS (in) 
(2)  
 ULS - 
Overlapped 
Segments 
(in) (3)  
 ULS - Non-
Overlapped 
Segments 
(in) (4)  
 % Diff 
(1 vs. 
2)  
 % Diff 
(2 vs. 3)  
 % Diff 
(2 vs. 
4)  
 % Diff 
(3 vs. 4)  
DOF 8 4.49E-06 4.56E-06 4.48E-06 4.91E-06 -1.46% 1.60% -9.45% -9.63% 
DOF 9 1.03E-05 1.06E-05 1.02E-05 1.14E-05 -2.52% 2.95% 
-
11.02% -11.58% 
DOF 10 1.39E-05 1.42E-05 1.39E-05 1.50E-05 -1.60% 1.78% -7.82% -8.04% 
DOF 11 1.69E-05 1.73E-05 1.70E-05 1.56E-05 -2.18% 1.67% 7.64% 8.07% 
DOF 12 1.69E-05 1.71E-05 1.67E-05 1.54E-05 -0.87% 2.28% 8.93% 7.61% 
DOF 13 1.40E-05 1.39E-05 1.37E-05 1.28E-05 0.67% 1.27% 8.62% 6.82% 
DOF 14 8.74E-06 8.81E-06 8.71E-06 8.01E-06 -0.88% 1.13% 7.51% 7.26% 
 
 
 
From this table it can be seen that each analysis scenario is able to predict the baseline 
ULS obtained along girder 2 within 20 percent. It should be noted that if splicing is to be 
used to connect experimental mode shapes to form a global mode shape set for flexibility 
estimation, that overlapped segments are recommended since they will provide a physical 
link between the shape sets and a fictitious link will not be needed. The fictitious link 
between two shape sets can be difficult to obtain accurately since interpolation is being 
used to establish this link. 
7.5 Summary of Conclusions 
The Pennsauken Creek Bridge was used as a test bed to evaluate the effectiveness of the 
drop hammer device as an excitation device used during a multiple reference impact test. 
As a second objective, the test was used to evaluate the effect of traffic excitation coupled 
with impact excitation on the estimation of modal flexibility. The final objective of the 
test was to evaluate the estimation of modal flexibility using MIMO, SIMO, spliced 
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SIMO, and independent SIMO testing techniques. The following conclusions can be 
drawn from the testing performed on the Pennsauken Creek Bridge. 
Bridge Specific Conclusions 
 Heavy trucks crossing the bridge produce 0.1g or 38.64 in/s^2 acceleration. This 
level of acceleration is not considered to be uncomfortable or intense. 
 Traffic excitation occurs in the frequency range between 0 and 20 Hz and will 
cause issues in the identification of modes in this range from forced excitation 
testing 
 Since the bridge is square when viewed in plan, most of the first ten modes are 
modes with higher curvature along the width of the bridge rather than along the 
length of the bridge. This indicates that the stiffness is greater longitudinally than 
laterally. 
 All testing methods, ambient, MRIT, SIMO, etc. produce consistent estimates of 
the natural frequencies of the structure 
MIMO Analysis 
 The drop hammer device provides an impact force greater than 3 times that of a 
traditional instrumented hammer which results in improved signal to noise ratios 
at far field sensor locations 
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 The large impact force is unable to overcome the effect of traffic excitation when 
the traffic excitation occurs during the free decay of the structure due to the 
application of impact excitation 
o If the excitation due to traffic occurs following the attenuation of the free 
decay, windowing functions can be used to truncate the signal prior to the 
excitation due to traffic. The drawback of using windowing functions to 
truncate a signal is that the frequency resolution is reduced due to the 
truncation of the time signal 
SIMO Analysis 
 A SIMO analysis performed along a girder line is able to produce consistent 
estimates of flexibility along the girder when compared with the flexibility 
estimates produced from a MIMO analysis. This conclusion was drawn from the 
theoretical studies performed in Chapter 6 and also this conclusion confirms 
previous research reported in the literature by Catbas, Lenett, (refs) 
 Slight discrepancies in frequency estimates between MIMO and SIMO analyses 
result in errors in the estimation of the flexibility matrices in the two cases. 
Flexibility estimation is sensitive to changes in frequencies while ULS estimates 
are less sensitive to changes in frequencies and modal coefficients. 
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Overlapping SIMO Analyses 
 Previous researchers have developed splicing techniques when overlapping DOF 
is available. These methods were used to piece together mode shapes along a 
girder of a bridge to develop a full mode shape of the girder from several 
substructure shapes. 
 In order to splice together the substructure shapes, a master and slave designation 
was made to denote which mode shape set would be used for scaling the slave 
mode shape sets 
 Using overlapping DOF shows that the selection of master and slave segments 
typically bound the true flexibility estimated from either an MRIT or full SIMO 
analysis along a girder line. 
Independent SIMO Analyses 
 Splicing of independent SIMO analyses can be performed by first scaling the 
residue shapes by interpolating an imaginary DOF that overlaps between both 
shape sets. Then the residue shapes can be scaled consistently by using this 
imaginary overlapping DOF as a reference. Finally the interpolated and rectified 
shapes can be scaled by selecting a master and slave set of modal parameters for 
the scaling process, similar to the procedure used when the shapes physically 
overlapped. 
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 The splicing of substructure shapes using a fictitious DOF is not as accurate as the 
overlapping of real DOF as used in the overlapping scenario 
 It is recommended that whenever possible, overlapping substructures are used to 
develop global mode shape sets and estimate flexibility.
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CHAPTER 8: INTERNATIONAL BRIDGE CASE STUDY 
8.1 Background of the International Bridge Study 
The Federal Highway Administration’s (FHWA) Long-term Bridge Performance (LTBP) 
Program is a major strategic initiative, developed by the Office of Infrastructure Research 
and Development within FHWA, and designed to address the growing concern with aged 
and deteriorated infrastructure throughout the U.S. The primary objectives of the program 
are three fold and include developing more accurate estimates of bridge health, improve 
and disseminate knowledge of bridge performance, and to promote the safety, longevity 
and reliability of the United States highway transportation system. As part of this flagship 
program, the FHWA launched an International Bridge Study (IBS) with the goal of 
establishing the worldwide “best practices” for the integration and application of 
technology to diagnose, perform prognosis, and design treatments to mitigate 
performance deficiencies for a given bridge.  
The general approach adopted for this study was to identify academic and industry 
experts well known for their expertise with various technology tools and to invite them to 
demonstrate the ‘best practices’ associated with the application of their respective 
technologies on one bridge. This type of round robin study not only allows for a complete 
documentation of a technology application in the context of a real-world application, but 
it also permits a direct comparison between different technology tools. The initial round 
of applications focused primarily on short-term structural testing within the structural 
identification (St-Id) paradigm. Table 8-1 lists the participants of this initial phase of the 
IBS along with the experimental tools or approaches they demonstrated. The tools were 
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limited to controlled live load testing, forced vibration testing, ambient vibration 
monitoring and wide-area NDE to evaluate the conditions of the RC deck as the most 
common and mature short-term structural testing methods available.  
In addition, the IBS afforded for examination of the reliability of emerging sensing 
technologies. While only mature and proven technologies should be employed to help 
inform decisions regarding the renewal, preservation or replacement of bridges, a number 
of fast-maturing sensing technologies are promising to revolutionize the manner in which 
response data may be acquired from bridges. Of particular interest in this regard is 
wireless sensing and non-contact (remote) displacement measurements. Both of these 
emerging technologies have the potential to drastically reduce the time, access 
constraints, and the cost associated with short-term structural testing, and the ability to 
provide access to response quantities never reliably captured previously. Table 8-2 
provides a list of the entities invited to participate in the second round of IBS testing to 
demonstrate various forms of these technologies.
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Table 8-1: List of Entities that Demonstrate Short-term Structural Testing Approaches 
Entity Experimental Testing demonstrated 
University of Tokyo Ambient Vibration Monitoring 
Vienna Consulting 
Engineers Rapid Ambient Vibration Monitoring 
University of Sheffield Forced (Shaker) Dynamic Testing Ambient Vibration Monitoring 
Drexel University 
Live Load Testing (Crawl and Static) 
Forced (Impact) Dynamic Testing 
Ambient Vibration Monitoring 
Seoul National University Ambient Vibration Monitoring 
Utah State University Ambient Vibration Monitoring 
Rutgers University Non-Destructive Evaluation of the Deck 
 
Table 8-2: List of Entities that Demonstrated Various Sensing Technologies  
Entity Sensing Technology Demonstrated 
Georgia Tech Wireless Accelerometers 
University of Tokyo Wireless Accelerometers 
Univ. of Western Michigan Non-contact Displacement Measurements 
Olson Engineers Non-contact Displacement Measurements 
Utah State University Geophones 
KAIST Local Damage Detection 
Princeton University Fiber-Optic Strain Measurements 
Southeast China University Fiber-Optic Strain Measurements 
NEXCO Visual Inspection and Assessment 
Pennoni Associates Visual Inspection and Assessment 
Keisoku Research Group Visual Inspection and Assessment 
Smart Structures Non-contact Deformational Inspection 
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8.2 Candidate Bridge Selection 
A pair of multi-girder steel stringer bridges that carry US 202/NJ 23 through Wayne, NJ 
(approximately 30 minutes outside of New York City) (Figure 8-1) were selected for 
testing. These structures were constructed in 1983 and 1984 and currently display very 
common problems associated with approach settlement, bearing alignment/walking, 
substantial vibrations and fatigue cracking. In addition, these structures have a variety of 
skew, partial skew and straight spans that traverse an open field, which allows for 
unrestricted underside access.  
Figure 8-1: US202/NJ23 International Test Specimen in Wayne, NJ 
8.3 Objectives 
The objective of the International Bridge Study is to provide an example and compilation 
of a “best practices” application of technology to aid infrastructure owners, consulting 
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engineers, and technology providers. The study aims to serve as a reference for those who 
are tasked with the critical responsibilities of:  (1) ensuring that appropriate technologies 
selected, (2) that the selected technologies are properly integrated and leveraged, (3) that 
quality control and quality assurance approaches are employed throughout the 
applications, and (4) most importantly, that the application results in sound information 
and data that is of direct use within the decision-making process. Although there are 
many different technologies that are available and have potential to provide value to 
bridge owners, the scope of the study is limited to applications that involve short-term 
structural testing and focus on three testing approaches in particular: live load testing, 
forced dynamic testing (both impact and shaker), and ambient vibration monitoring in 
addition to integrated multi-mode NDE scanning of the RC deck of one of the spans.  
8.4 Observation and Conceptualization of the US202/NJ23 Bridge 
The observation and conceptualization of a structure prior to proceeding with a full St-Id 
is of critical importance as it drives all of the subsequent modeling and experimental 
activities. To perform this step for the US 202/NJ 23 Bridge (Figure 8-1) the project team 
obtained relevant documentation including design drawings and the previous two 
inspection reports, mined NBI data to place the bridge in context, performed a 
preliminary ambient vibration test, and computed nominal rating factors. The results of 
these preliminary efforts led to a qualitative risk assessment and ultimately aided in the 
development of a series of critical questions to guide the entire St-Id application. The 
details of these steps are provided in the following subsections. 
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8.4.1 Conceptualization of Structure Using Existing Design Drawings 
Each of the test bridges (constructed in 1983 and 1984) are comprised of four simply 
supported spans using a standard steel stringer design of eight girders per span with 
variable section properties and geometries including straight, partially skewed and fully 
skewed spans (Figure 8-2). From south to north, the bridges span Mountainview Blvd, an 
open field, train tracks, and an exit ramp. Due to constraints imposed by the railroad, no 
underside access to Span 3 was provided to the research team at any time during this 
study. An overview of the general bridge statistics is provided in Table 8-3.  
 
Figure 8-2 - Plan View of Bridge 
    
      
1 2 3 4
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Table 8-3 - General Bridge Information 
Table of Statistics - International Bridge Study Test Structure 
Year Built 1983-1984 
# of Spans 4 
Span # Span 1 Span 2 Span 3 Span 4 Overall
Direction NB SB NB SB NB SB NB SB - 
Length 105' 130' 130' 130' 70' 70' 130' 114' 429' 
Width 61.75' 61.75' 61.75' 61.75' 61.75' 61.75' 61.75' 61.75' 123.5' 
Skew Angle 0° 0° 0°/66° 0°/66° 66° 66° 66°/80° 66° - 
Clearance 22+' 22+' 22+' 22+' 22' 22' 22+' 22+' - 
Lanes 3 4 3 4 3 4 3 4 7 
Deck Condition Rating 7 – Good (2008) 
Superstructure Condition Rating 5 – Fair (2008) 
Substructure Condition Rating 7 – Good (2008) 
 
 
 
The girders of both bridges are built up members with variable flange thicknesses. The 
change in flange thickness is a smooth, well-detailed transition that should not cause 
fatigue issues. The flange thickness varies from 1 in. to 2.5 in. depending on the girder 
length, with the top flange transitioning once and the bottom flange transitioning twice. 
This results in up to five different cross-sections on a given girder and adds to the overall 
complexity and irregularity caused by the varying skew conditions.   
The decks of the two bridges were cast using stay-in-place forms, which prevent any 
visual assessment of the condition of the concrete from the underside of the structure. 
Shear studs were provided in groups of two to three spaced at 15 in. to 21 in. along the 
girder, depending on the span and location. According to the design drawings, the studs 
are all 6 in. tall with a ¾ in. diameter.  
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The bridges contain diagonal wind braces (Figure 8-3) between the fascia and first 
interior girders on every span, which are connected via a ‘Category E’ gusset-to-girder 
web detail. The diaphragms are a standard truss-type composed of four single angles 
connected to the girders with bolted connections and gusset plates (Figure 8-4). Each 
span is simply supported, with pin and rocker bearings and preformed elastomeric 
compression seal joints.  
 
Figure 8-3 - Typical Wind Bracing for Fascia Girders 
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Figure 8-4 - Typical Diaphragms 
8.4.2 Review of Inspection Reports and Current Condition Evaluation 
According to the most recent inspection report available, the structures had an overall 
rating of 5 (Fair) due mainly to the condition of the superstructure. The inspection report 
pays particular attention to a series of fatigue cracks, which are present at the location of 
the connections between the girders and wind bracing. Since the gusset plate used to 
connect the girders to the wind bracing is located near the bottom flange, it is categorized 
as an E detail. These ‘Category E’ fatigue details, shown in Figure 8-5, have resulted in a 
total of 86 fatigue cracks, of which over 40 have propagated into the web. These 40 
cracks were arrested by drilling a hole at the tip of the crack and inserting a bolt in the 
hole. Through the use of dye penetrant testing, it was determined that the arrested cracks 
have not progressed past where the hole was drilled.  
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In addition to the fatigue issues, the report notes bearing and joint deterioration and 
mentions a heavy vibration of the bridge under traffic loads. According to the inspection 
report, the bridge has an Average Daily Traffic (ADT) of 93,400 with 4% being truck 
traffic.  
 
Figure 8-5 - Wind Brace Connection 
8.4.3 On-site Observations 
During the first site visit, several important observations were made. While walking the 
span, heavy vibration of all spans was observed, though it was heaviest on Southbound 
Span 1 (SB1) and Southbound Span 2 (SB2). There was also transverse cracking of the 
top of the bridge deck at regular intervals visible on SB1. Otherwise the deck condition 
appeared satisfactory when viewed from above. However, without being able to see the 
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deck from underneath, it is difficult to assess the quality of the deck and deterioration that 
may be limiting the ability of studs to enforce strain compatibility between the girders 
and deck. With the exception of the fatigue cracks previously discussed, no major 
performance problems were noted for the primary elements of the superstructure. 
However, there was one particular diaphragm connection that was missing two of the 
original three bolts and could be heard rattling under normal traffic loads. This defect 
would be characterized as minor and would require minimal intervention to repair.   
The condition of the pin and rocker bearings varied significantly across the structure with 
some bearings exhibiting almost no corrosion or deterioration, while others appear so 
deteriorated that replacement may be required. In particular, the fascia bearings showed 
extensive corrosion, and in one case a fully cracked pintel was observed (Figure 8-6) that 
allowed the bearing to rotate about its vertical axis. The corrosion of the fascia bearings 
may be due to water infiltration from the deck joints and the joint between the two 
structures. 
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Figure 8-6 - Fully Cracked Pintel 
In addition, the majority of the joints were either filled with debris or bulging up into the 
roadway. Examination of the pier caps showed that most joints allowed water to drain 
directly through on top of the pier. In addition, the pier between SB1 and SB2 had a very 
large vertical crack between the bearings for Girder #1 and Girder #2 (Figure 8-7). There 
was also some spalling and cracking visible on the piers, as well as extensive map 
cracking on the abutment walls.  
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Figure 8-7 - Crack in SB Pier 1 
Also worth noting was the fact that noticeable ground vibrations were felt when standing 
under Spans 2 and 4. According to the design drawings the piers were founded on timber 
piles, but it was not possible to visually assess their condition. The approach slabs 
exhibited some settlement directly adjacent to the joint of the exterior spans of the bridge 
as well. There is a natural gas pipeline running under the sidewalk of the southbound side 
of the bridge. The pipe is encased in a protective outer pipe, which shows some evidence 
of deterioration, particularly at the point where the pipe passes into the abutments.  
8.4.4 Preliminary Data Collection 
It is very useful to perform a preliminary data collection effort during the site visit as this 
provides some quantitative information regarding bridge performance and can greatly 
help in developing the a priori model and designing the experimental study. Given the 
concerns surrounding the vibration of the spans, a preliminary ambient vibration 
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monitoring of the bridge was conducted during one of the site visits. This study consisted 
of recording ten minutes of data from four accelerometers installed on the sidewalk of 
each span (so no traffic control was required). While a single setup is possible, this 
particular study was carried out by moving the four accelerometers from span to span and 
the total data collection effort took less than two hours.  
It is apparent from these figures that the bridges experience significant acceleration under 
normal traffic loading (with 0.3 g the highest acceleration recorded). In addition, while 
both spans (which are nearly identical) have very well defined peaks as shown in Figure 
8-10 and Figure 8-11 (indicating low damping ratios), they display distinctly different 
natural frequencies (as shown in Table 8-4). In addition, the higher frequency modes of 
Span 2 northbound appear to be participating more than their counterparts identified from 
Span 2 southbound. While there are many potential reasons for this (such as the different 
locations of the sidewalks relative to the skew, or simply different traffic loading during 
the monitoring), at this point it is important to at least be aware that the vibration 
responses of the two bridges may have significant differences.  
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Figure 8-8 - Preliminary Acceleration Time Histories for Span 2 NB 
 
Figure 8-9 - Preliminary Acceleration Time Histories for Span 2 SB 
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Figure 8-10 - Preliminary Power Spectral Densities for Span 2 NB 
 
Figure 8-11 - Preliminary Power Spectral Densities for Span 2 SB 
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Table 8-4 - Identified Frequencies - Preliminary Data 
Span 2 NB Span 2 SB
3.699 2.808
5.261 3.174
5.981 5.249
9.595 9.167
12.380 14.880
15.150 15.440
20.860
 
 
 
In addition to providing a quantitative basis for the conceptualization of the apparent 
vibration problem, this study also served to provide a sound basis for the error screening 
of the a priori model and the design of the vibration tests. Specifically, these results 
provide an indication of the bandwidth of interest and the level of ambient vibrations, 
which are important design parameters for the sensing and data acquisition protocols. In 
addition, given the large levels of vibration, it was noted that it would be difficult to 
perform forced vibration testing if the bridge is not completely closed, as the excitation 
systems (impact or shaker) may not provide sufficient energy to overcome the ambient 
vibration level. 
8.4.5 Development of Critical Questions  
Perhaps the most important portion of the first step of an assessment is the identification 
of potential limit states at which the structure may fail to perform in a satisfactory 
manner. Given that these limit states may include a wide range of concerns, it is 
important that the identification of critical questions be done in a risk-based manner. That 
is, the bridge in question (and the surrounding network, environment) should be 
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examined to identify potential hazards (external inputs to the bridge), vulnerabilities 
(internal weaknesses), and the consequences associated with failures that may be 
activated by the identified hazards and vulnerabilities. Table 8-5 provides a partial listing 
of some common hazards, vulnerabilities, and exposures associated with various 
performance limit states.  
Table 8-5: Summary of Performance Limit States, Hazards, Vulnerabilities, and Exposures for 
Bridges 
Performance Limit 
States Hazards Vulnerabilities Exposures 
Safety: Geotechnical/ 
Hydraulic 
 Flowing water 
 Debris and ice 
 Seismic 
 Vessel Collision 
 Flood 
 
 Scour/Undermining 
 Loss of support 
 Soil liquefaction 
 Unseating of 
superstructure 
 Settlement 
 Overtopping 
 Loss of human life 
 Replacement and repair 
costs 
 Impact of removal from 
service related to: 
 Safety – life line, 
 Economic 
 Social – mobility 
 Defense 
 
Safety: Structural 
 Seismic 
 Repeated loads 
 Trucks and 
overloads 
 Vehicle collision 
 Fire 
 Lack of ductility and 
redundancy 
 Fatigue and fracture 
 Overloads 
 Details and bearings 
Serviceability, Durability 
and Maintenance 
 Winter maintenance 
practices 
 Climate 
 Intrinsic Loads 
 Impact (Vertical) 
 Environment 
 Corrosion 
 Cracking/spalling 
 Excessive deflections/ 
vibrations 
 Chemical 
attacks/reactions 
 Difficulty of 
maintenance 
 User costs 
 Maintenance costs 
 Direct 
 Indirect – delays, 
congestion, etc. 
Functionality 
 Traffic 
 Special traffic and 
freight demands 
 Network redundancy 
and adequacy 
 Geometry and roadway 
alignment 
 Loss of human life and 
property (accidents) 
 Economic and social 
impacts of congestion 
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Following this procedure a qualitative risk assessment was performed on the candidate 
bridge to identify potential risks. From a Safety: Geotechnical and Hydraulic view point 
it was determined that all hazards were nonexistent since the bridge does not cross a 
waterway where any of the hazards or vulnerabilities were present.  While the perceptible 
ground vibrations felt during the site visit indicated some loading of the foundation 
system, the potential for this to propagate into a safety issue was believed to be 
negligible.  
In the case of Safety: Structural limit states a few risk factors were noted. The largest 
hazard noted was the very high traffic and truck traffic loading (nearly 100,000 and 4,000 
ADT and ADTT, respectively). While there is no quantitative information on overloaded 
vehicles, during the site visit numerous heavily loaded trucks were observed crossing the 
bridge. In addition, three primary vulnerabilities were noted including (1) the observed 
fatigue cracking at the location of the poor connection details of the wind bracing 
members, (2) the type (rocker) and significant deterioration of the bearings, and (3) the 
large single crack noticed in the pier cap, which likely indicates poor reinforcement 
details (due to the lack of distributed cracking). While the computed rating factors 
indicate that the bridge does not have a capacity issue, they do not provide any 
information about the potential for continued fatigue crack propagation, local bearing 
instabilities, or localized failures due to poor reinforcement details.   
From a Serviceability, Durability and Maintenance standpoint, the primary hazards noted 
were associated with the climate (including freeze-thaw), the use of de-icing chemicals, 
and the repeated heavy truck loads the bridge experiences. On the vulnerability side, five 
primary issues were noted, including (1) the excessive vibrations under traffic loading 
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(nearly 0.35g of vertical upwards acceleration), (2) the transverse cracking of the 
concrete deck, (3) the poorly performing bridge joints, (4) the corrosion of the girder ends 
and bearing assemblies, and (5) the map cracking within the abutments. While these risk 
factors are not likely to pose a safety issue, they do impose significant costs due to their 
negative impact of durability, which shortens the service life of the bridge.  
Finally, the Functionality of the bridge was assessed and four risk factors were identified 
including (1) significant traffic levels (hazard), (2) approach slab settlement, which 
caused a significant bump at the beginning of the bridge (vulnerability), (3) relatively 
poor network redundancy (vulnerability), and (4) high economic importance as evidence 
by the large traffic levels (exposure). While in many cases it is not possible to use sensor 
and simulation technologies to improve bridge functionality, it is important to place the 
safety and serviceability risks in context with functionality when making a decision 
related to preservation and rehabilitation.    
Given this qualitative risk assessment and the associated uncertainty, the following 
critical questions were identified: 
1. What is the influence of the observed fatigue cracking on the load carrying 
mechanisms of the bridge? Can the fatigue sensitivity be mitigated by removing 
the wind bracing? Could this potentially cause additional problems? 
2. Is the observed crack in the pier cap due to live load or the excessive vibration of 
the bridge? Is this crack active under service load? Does it indicate a safety issue? 
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3. Given the various skew arrangements of the bridge and the resulting bridge 
movements under temperature and live load (including potential uplift and 
rotation) are the current rocker bearings sufficiently reliable? 
4. Is the excessive vibration a result of the initial design or is it being exacerbated by 
accumulated deterioration? What options are available to reduce the level of 
vibration?  
5. What is the relationship between the observed deck cracking and the excessive 
vibrations of the bridge? Is it possible that the deck is being placed under net 
tension due to vibrations?    
While there are clearly other questions related to (1) the performance and replacement of 
the joints, (2) the development of mitigation strategies for the observed approach 
settlements, and (3) the diagnosis of the map cracking of the abutments, the use of 
sensing and simulation technology will not provide meaningful input to answer these 
questions. It is noted that in the case of the map cracking there are various nondestructive 
evaluation techniques that may be appropriate to estimate the extent of the problem.  
8.5 Controlled Experimentation - Forced Excitation Test on US202/NJ23 Bridge 
8.5.1 Identification of Constraints 
Given the specific questions posed, it appears that in general terms, an understanding of 
(1) how the bridge carries live load (load paths, force-resisting mechanisms, continuity 
and boundary conditions, etc.) and (2) the bridge’s vibration characteristics (frequencies, 
mode shapes, damping, etc.) is required. To capture relevant information related to these 
responses it was decided to perform both a truck-load (crawl-speed and static) test and a 
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series of dynamic tests. While theoretically any single approach to dynamic testing would 
be sufficient, given the round robin nature of this study two different approaches were 
employed; a multiple input-multiple output impact test and a series of ambient vibration 
tests. This thesis focuses on the impact testing and ambient vibration tests. Constraints 
related specifically to the application of impact testing were identified during the 
planning phase of the project. The operational and budgetary constraints identified before 
the US202/NJ23 test are listed below: 
Operational Constraints: 
 Due to the importance of the test bridge, only three of the four lanes can be closed 
during the testing, and thus no points within the open lane may be impacted.  
 While the three lanes would be closed during the night, there is still a potential for 
traffic excitation due to the open lane during the actual test to compromise the 
ability of obtaining reliable scaling factors. 
Budgetary Constraints: 
 Support for three experienced personnel to be on-site for three days and 200 man 
hours for data processing and reporting are available. 
 Available hardware (sensors, excitation devices and data acquisition hardware), as 
well as software, were to be used since there was no budget for additional 
equipment purchase. However, the existing sensors and data acquisition 
components were still impressive, and these were leveraged to successfully 
complete testing of the US202/NJ23 Bridge. Also noted is as test instrumentation 
increases, the number of experienced personnel that are needed to install, collect 
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and process data, and interpret the results from the instrumentation will also 
increase. 
8.5.2 Instrumentation Design 
For the US 202/NJ 23 Bridge, the primary objective of the impact test was reliable 
estimation of modal parameters to allow for an effective model calibration and ultimately 
answer the critical questions mentioned previously. However, the following additional 
questions (which may be directly answered using the results of the impact test) were also 
identified as relating to the overall goal of the St-Id as well as the value of impact testing 
in general:  
1. Are the vibration levels of the structure due to traffic excitation of sufficient 
magnitude to produce any detrimental effects to the structure? What are these 
effects and is it possible to mitigate these in a feasible manner? 
2. What are the modal parameters of Span 2 SB and Span 2 NB as the two sister 
spans? 
3. Can modal flexibility obtained under a partial closure be leveraged to corroborate 
and verify the results of a static load test? 
These questions, along with the overall goal of the St-Id, dictate that the majority of 
instrumentation to be oriented for measuring vertical accelerations and capturing the 
responses of the structure due to a dominant input in the vertical direction. Using the 
modes (and their variations) estimated by the a priori model, a series of fixed sensor 
locations for both Span 2 NB and Span 2 SB were selected. The instrumentation plan 
aimed to provide regular and spatially well-distributed sensor grids, to minimize the 
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number of sensors near nodal points of critical modes, and to select impact locations at 
maximum modal displacements of principal modes. For Span 2 NB, the sensors were 
arranged longitudinally along girders one, three, six and eight as shown in Figure 8-12 
totaling 30 sensors. For several datasets, DOF 8, 12, 16, 18, 22, 26 along girder 1 were 
oriented to measure lateral accelerations to identify any vertical-lateral coupling. For the 
impact test on the NB structure, the DOF shown in Figure 8-12 in blue were selected as 
impact locations. For Span 2 SB, the instrumentation was arranged to correspond with the 
locations of displacement transducers (used during the live load test) in order to for direct 
correlation with the displacement derived from modal flexibility to the displacement 
obtained from the static load test. The sensors were arranged spatially along girders one, 
two, three, six and eight as shown in Figure 8-13 totaling 31 sensors. The DOF marked in 
blue in Figure 8-13 indicate locations where impact excitation was to be applied by drop 
hammer and sledgehammer on the southbound span and sledgehammer only on the 
northbound span. 
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Figure 8-12: Northbound Dynamic Instrumentation Plan 
 
Figure 8-13: Southbound Dynamic Instrumentation Plan 
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8.5.3 Execution of Experimental Program 
During the week of September 19th-25th 2010, the project team installed coaxial cable to 
each accelerometer location at the underside of the test bridge. Each cable was routed to 
the midspan of the bridge on the east and west sides of the northbound and southbound 
structures respectively. The cables were secured and raised to the sidewalk of the bridge 
for connection to the data acquisition system. Figure 8-14 shows the location of the 
accelerometer cables prior to be lifted to the sidewalk. 
 
Figure 8-14: Accelerometer Cabling Using Man-lift 
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The entire data acquisition system was debugged while collecting time domain data under 
ambient excitation. All calibration factors were input to the test file, and each sensor was 
checked for proper operation. If a sensor was found to be malfunctioning, the 10-32 
microdot connection was changed and the sensor was checked for proper operation. To 
ensure proper operation, a sine wave motion was applied manually to each sensor by 
slowly moving the sensor up and down. The corresponding response was checked and 
verified at the data acquisition. Prior to conducting the multi-reference impact testing on 
the top side of the structure, numerous ambient excitation time records were collected 
during normal operation of the structure. The ambient monitoring program provided 
valuable information about the natural frequencies and mode shapes of each structure 
under ambient conditions. It is recommended that whenever possible a small scale 
ambient survey be used to determine the frequency band of interest of the structure before 
embarking on a full scale impact test. The researchers have used the PCB 393C 
accelerometer in the past, but the connection style on the PCB393C is not suitable for 
harsh field applications. The researchers obtained the PCB393A03 accelerometer, which 
has a significantly more robust connection design for use in this study. The 393C 
accelerometer has a single pin connection design that is susceptible to loss of connection 
due to strain on the cable and misalignment of the connection during installation. The 
more robust 2 pin military design of the 393A03 prevents misalignment of pins and 
results in a more stable connection reducing the possibility of loss of connection. The two 
accelerometers are shown in Figure 8-15 
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Figure 8-15: (a) PCB 393C accelerometer, (b) PCB 393A03 Accelerometer 
The test control during impact testing was conducted from the topside of structure and the 
control laptop was connected to the data acquisition system on the ground via an Ethernet 
cable (Figure 8-16). The originally scheduled impact test was to be conducted over two 
nights with each structure having one traffic lane remaining open. Due to complications 
with weather and traffic control logistics, the testing of both structures was rescheduled to 
be completed during a single 12 hour shutdown. This change in scheduling introduced 
significant challenges to completing the impact testing of both spans. It was required to 
remove the sensors that were installed under the northbound span following the 
completion of the impact testing of this span and moved over to the southbound structure 
prior to performing testing. In addition, only one traffic control crew was able to 
shutdown traffic, which made it extremely difficult to test both structures given the short 
amount of time available for testing. The southbound structure was finally shutdown 
around 3:45AM and the static load test was conducted until around 6 AM. From 6 AM to 
7:45 AM the impact test was performed. The conditions at this time included significant 
traffic, making it extremely difficult to generate FRFs that would not be corrupted by 
a) b) 
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traffic excitation. Every effort was made to impact the structure while traffic was not 
present; however, this proved to be a very challenging task. It was clear that accurate 
scaling factors would have been difficult to obtain. It was determined that the collected 
data from the southbound structure were not of sufficient quality for use in flexibility 
calculations. However, a second testing window became available during June 2011, 
permitting a test on the southbound span again. The results from the northbound structure 
(labeled as first test in Table 1.3), and the ambient test results from the southbound 
structure (labeled as first test), in addition to the impact test results from the southbound 
structure, (labeled as second test) are presented herein.  
 
Figure 8-16: Forced Vibration Test Control 
Given the reported examples of changes in modal parameters due to changes in 
temperature, the ambient weather conditions were recorded during the two testing 
413 
 
 
periods. These statistics are reported in Table 8-6. Both tests were conducted from 11pm 
through 6am when the air temperatures are at their lowest point during a twenty four hour 
cycle. The temperature difference between each test date was 15 degrees and does not 
represent a significant change in ambient test conditions. Most available literature sources 
reporting on changes in modal parameters show changes between 5 and 20 percent due to 
significant changes in temperature. The comparison of natural frequencies given in the 
results sections contained in this report show variability of identified modal parameters of 
less than 3%, which is in line with the literature sources. It should be noted that it is 
necessary to account for changes in temperature when reporting modal parameters from 
tests conducted under significantly different ambient conditions. 
Table 8-6: Ambient Weather Conditions 
Ambient Weather Conditions 
  First Test Second Test   
  10/1/2010 10/2/2010 6/6/2011 6/7/2011   
Max Temp 75 66 82 88 ⁰F 
Min Temp 55 48 57 63 ⁰F 
Mean Temp 66 57 69 76 ⁰F 
Max Humidity 100 93 93 90 % 
Min Humidity 70 42 36 30 % 
Mean Humidity 93 71 56 59 % 
Max Wind Speed 20 7 7 10 mph 
Max Wind Gust 32 0 N/A 18 mph 
Avg. wind speed 9 (N) 2 (N) 1 2 mph (W) 
Precipitation 2.95 0 0 0 in 
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8.5.3.1 Forced Vibration Test Results – Clean Data 
The forced vibration method of modal analysis was designed to serve as a means of a 
stand-alone test for St-Id and also to evaluate the feasibility of using modal flexibility as 
a reliable bridge condition indicator. Static load testing provides information regarding 
the relationship between the load applied to the bridge and the resulting displacement 
response of the structure. Impact excitation based modal analysis can also provide 
information regarding the relationship between the load applied to the structure and the 
resulting displacement through establishing the mass normalized mode shapes of the 
structure and transforming these into a flexibility matrix. The major difference between 
these two types of testing is the traffic disruption they require, and the time it takes to 
install instrumentation, execute the test and evaluate the results. Impact testing offers 
significant promise in terms of causing minimum disruption of operations while 
providing a wealth of insight about the overall structural condition of the bridge. The 
caveat, however, is the need for expertise, logistics and theoretical knowledge is much 
greater in dynamic testing as opposed to truck-load testing. If the same level of insight 
was demanded from a truck-load test, it will require measuring displacements at 
considerable number of coordinates. This would require access to the underside of the 
bridge and experienced engineers who would be capable of mounting the corresponding 
transducers and acquiring data during a controlled truck-load test. Most truck-load tests, 
however, are conducted by using only local strain measurements, and therefore do not 
produce the same level of information about a bridge. 
The US202/RT23 impact tests were designed to provide as many driving point 
measurements as possible within the constraints identified in the planning stages and on 
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site. One of the constraints identified early in the planning was that the structure could 
not be fully closed for testing. Therefore, the impacts would need to be applied during 
breaks in traffic during the late night and early morning. Due to logistical complications 
during the first test, the impact test was not performed until around 6am instead of 3am, 
which resulted in heavy traffic on the bridge with very few gaps in traffic. This situation 
produced extremely challenging test conditions and a significant number of FRFs due to 
impact were corrupted by traffic excitation resulting in low coherence between the 
measured input and response. Under these conditions, it was decided that accurate modal 
scaling would not be able to be obtained, and modal flexibility would not be unreliable. 
The timeline of the first test is given in Table 8-7. 
Table 8-7: October 1st-2nd, 2010 Test Timeline 
Time Event 
9:00 PM Trucks and PB Representatives Arrive 
10:00 PM Trucks Measured; NB closure begins 
11:00 PM SB closure team arrives, but cannot set up 
11:30 PM Dynamic testing begins on NB 
1:00 AM SB team sent home; NB closure team moves to SB side 
4:00 AM SB closure is set up 
4:15 AM Three empty truck load stages 
5:00 AM Three full truck load stages 
6:00 AM Dynamic testing 
7:50 AM Six full truck load stage 
9:00 AM Complete 
 
 
 
Therefore, a second test window was utilized to retest the southbound structure under 
more favorable and controllable conditions. The test timeline of the second test, which 
was conducted on June 6th and 7th 2011, is given in Table 8-8. For best practices in the 
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application of impact testing, FRFs should be obtained from a structure without the 
presence of any traffic. If this is not possible, it is then recommended to use short 
periodic closures to ensure that the hammer impact would be the sole input exciting the 
structure.  
Table 8-8: June 6th – 7th, 2011 Test Timeline 
Time Event 
9:00 PM PB Representatives Arrive 
10:00 PM SB closure begins 
11:00 PM SB closure setup 
11:15 PM Measurement and layout of accelerometers on deck 
12:00 AM Dynamic testing begins with ambient data collection 
12:45 AM Impact test begins using instrumented sledgehammer 
1:50 AM Impact test using drop hammer begins 
3:15 AM Impact test using drop hammer completed 
3:45AM Impact test using sledgehammer completed 
5:30 AM Testing and cleanup finished 
 
 
 
The original test design prescribed impacting the northbound span at sixteen locations, 
while the southbound span was to be impacted at twenty three locations. This 
configuration of impact points was an ideal scenario. However, logistical complications 
stemming from problems with traffic control reduced the amount of time available for the 
impact testing of the northbound and southbound spans to just a few hours. In response to 
these complications, only seven driving point measurements were made on the 
northbound structure while eleven driving point measurements were made on the 
southbound structure. The number of driving point measurements were reduced in order 
to allow sufficient time for the static load testing to occur. Since, few impacts were 
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applied to the southbound span; a second testing window was utilized to test the 
southbound structure using both an instrumented sledgehammer and a custom drop 
hammer device. The impact (reference) locations used for the two tests were shown 
previously in  
Each driving point location was impacted five times with the sledgehammer and three 
times with the drop hammer in order to average out the effects of extraneous inputs. 
Several clean impact response cycles are needed to obtain adequate FRFs. The 
researchers suggest that if traffic is inevitable to be on the structure during testing, a 
greater number of impacts at fewer reference points may be used to ensure, at the 
minimum, two columns of the FRF matrix are populated by adequate FRFs.  
For each impact, data was collected in the time domain and stored while it was 
transformed into the frequency domain and also stored as an averaged FRF from the 5 
impacts. An example of the excitation and response time domain signals is shown in 
Figure 8-17 and Figure 8-18 respectively. The accelerations range from around 2g near 
the point of impact to 0.25g at far sensor locations. It should be noted that these peak 
responses are the maximum values recorded at the measurement locations and may not be 
the peak response of the structure. The vibration amplitudes produced by the hammer 
impact only last for a short duration before they attenuate to the level of traffic induced 
response. The far field sensor amplitudes produced by hammer impact typically do not 
exceed the amplitudes due to traffic. The free decay response after the impact excitation, 
therefore, becomes susceptible to corruption due to traffic induced response. The FRFs 
from the structure were constructed in real time using the H1 algorithm, which assumes 
the noise is primarily contained within the response signals. Data collection occurred in 
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both time and frequency domains, allowing for additional post processing after test 
completion. 
 
Figure 8-17: Force Time History from Drop Hammer Device 
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Figure 8-18: Response from Impact Applied by Drop Hammer Device 
 
Figure 8-19: Force Time History from Sledgehammer 
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Figure 8-20: Response from Impact Applied by Sledgehammer 
The drop hammer device produced approximately 18,000 (lb.) of force which 
corresponded to peak accelerations of +1.5g/- 2g at the driving point location. The 
resultant accelerations from the drop hammer impact are an order of magnitude greater 
than the accelerations due to ambient excitation. The sledgehammer, on the other hand, 
applied a maximum force for the plotted impact of 3800 lb. while the resulting 
acceleration at the driving point was +0.25g/-0.35g. The force level applied with the 
sledgehammer results in acceleration values similar to those resulting from ambient 
traffic excitation. Therefore, it is critical that if a sledgehammer is used for impact 
excitation, the structure being tested not be subject to ambient excitation from traffic. 
Since the US202/NJ23 Bridge was subject to constant traffic excitation, the drop hammer 
data offered the highest signal to noise ratio.  
1 1.5 2 2.5 3 3.5 4 4.5 5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
Time (s)
A
cc
el
er
at
io
n 
(g
)
Acceleration Time Histories
1 1.005 1.01 1.015 1.02 1.025 1.03 1.035 1.04 1.045 1.05
-0.3
-0.2
-0.1
0
0.1
0.2
Time (s)
A
cc
el
er
at
io
n 
(g
)
Acceleration Time Histories
421 
 
 
The data acquisition sampling frequency was set such that the force pulse was described 
by more than 10 samples. It is critical the force pulse is captured at sufficient resolution 
to not miss or clip the peak force, which would result in erroneous scaling of the FRFs. If 
the force pulse were clipped, the scaling factors used to scale the mode shapes for 
flexibility calculations would be erroneous. Table 8-9 gives an overview of data 
acquisition and accelerometer information as well as the data acquisition and test 
parameters used during the impact test. 
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Table 8-9 – Impact Test Parameters - Summary 
Test Parameters - Hammer Test 
      
Data Acquisition NI cRIO 
Sampling Rate 3200 Hz 
Block size 32000 points 
f 0.1 Hz 
t 0.00031 s 
Voltage Range +/-5 V 
# of Averages 
(Sledgehammer) 5  
# of Averages (Drop 
Hammer) 3  
Sensor Information 
Type 
PCB 
393A03 Accelerometer 
Range +/- 5g g 
Frequency Range 0.5 – 2000 Hz 
Nominal Sensitivity 1 V/g 
Type 
PCB 
086D50 
Impulse 
Hammer 
Range 5000 lb. 
Nominal Sensitivity 1 mV/g 
Type 
PCB 
200C50 
Drop Hammer 
Load Cell 
Range 50000 lb. 
Nominal Sensitivity 0.1 mV/g 
 
 
 
Plotting the power spectrum of the force signal is a key in establishing the excitation 
bandwidth and determining the quality of the impact applied to the structure. If the power 
spectrum has significant roll off or dropout at certain frequencies corresponding with the 
natural frequencies of the structure, then it is recommended the input be repeated, and the 
poor input not used to construct FRFs. The researchers recommend rejecting any input 
with a power spectrum characterized by greater than 15 to 20 decibels (dB) of roll off 
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over the frequency range of interest. Figure 8-21 shows an example of the power 
spectrum derived from the forces of three different impact excitation devices. The Drexel 
drop hammer and sledgehammer force time histories are shown in Figure 8-17 and Figure 
8-19. The Drexel drop hammer can excite a frequency range of 0-140 Hz while the 
sledgehammer provides a usable frequency range of 0-350Hz (only 0-200Hz is shown in 
the plot). The third curve depicts the frequency spectrum of a custom drop hammer, used 
previously for modal testing of bridge structures.  The curve shows the device is limited 
to the bandwidth between 0 and 50 Hz. Direct comparison of each device is possible by 
computing the average power of the force frequency spectrum. The area under the power 
spectra is defined as the average power of the signal. The limits for the computation were 
defined as 0-50 Hz since the lowest common denominator between the three curves was 
the 20 dB roll off limit of the custom drop hammer. 
 
424 
 
 
 
Figure 8-21: Impact Device Force Power Spectra 
Table 8-10: Average Power of Impact Devices 
Device Maximum Power (dB) Average Power -Normalized 
(dB) 
Drexel Drop Hammer 110.90 110.04 
Sledgehammer 89.90 89.10 
Custom Drop Hammer 81.16 70.76 
 
 
 
The average power presented in Table 8-10is normalized over the frequency range from 
0-50Hz. The average power in comparison to the maximum power shows how much the 
frequency spectrum drops in power over the specified frequency range. The Drexel drop 
hammer provides high power over the 0-50Hz range while the sledgehammer provides 
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significantly less. This is due to the large difference is force provided by each device. 
Both devices provide a flat spectrum given the average power over the 0-50Hz frequency 
range. The custom hammer, on the other hand, provides lower power and greater drop off 
in power over the frequency range of interest. Since the Drexel drop hammer provided 
high force levels and a flat frequency spectrum, the results obtained during the drop 
hammer tests were selected for presentation. 
8.5.3.2 Coherence and Reciprocity Checks for Data Quality 
Two measures of data quality used to filter FRFs are coherence and reciprocity. 
Maxwell’s principle of reciprocity is often used as a measure of a structures linearity by 
comparing the response measured at p due to an input at q to the response measured at q 
due to an input at q. Reciprocity can be used to determine the effects of the surface to 
which the input is applied by comparing the frequency response functions generated at 
reciprocal DOFs. Since one of underlying principles of modal analysis is linearity, it is 
necessary to check reciprocal FRFs for linearity. The second measure of FRF data quality 
is coherence. 
Coherence describes the degree of causality in the FRF. Causality describes the 
relationship between two events and, therefore, coherence describes the relationship 
between the outputs of the system due to the input. The ordinary coherence function used 
to show the causality between the system response and the measured input varies from 
zero to one. A coherence value of means the system response is entirely due to the 
measured input while a coherence value of zero means the system response is entirely 
due to unmeasured excitation sources. 
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In order to check each time signal for quality, the coherence between input and response 
was plotted for each response point following the application of impact excitation. In 
order for quality measurements to be obtained, the coherence at the natural frequencies 
should be close to one, which means that the response at that location was solely caused 
by the input. If the coherence is less than one, then some other source caused some of the 
response at that location. The best coherence is most likely to occur at the driving point 
locations, since the signal to noise ratio will be the highest and the input and output are 
closest together. All response locations were examined for quality coherence, and if any 
points were found to have questionable coherence with an impact, those response signals 
were marked for exclusion from the post processing. The following figures show various 
examples of coherence. 
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Figure 8-22: Example of Response with Poor Coherence 
Figure 8-22 shows an example of poor coherence, which is characterized by minima at 
certain frequencies. Certain frequencies show appreciable excitation at this response 
location while others show poor excitation, especially at the lower frequencies. It appears 
that an input at DOF 7, which is near the southern pier, does not excite several lower 
frequency modes and does not impart significant excitation at the lower frequencies to 
response locations towards the center of the structure. If an FRF is generated with poor 
coherence, the FRF should be excluded and the measurements redone. If the coherence 
continues to be poor after redoing the measurements, the input point should be moved to 
a different location. 
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Figure 8-23: Example of Response Location with Variable Coherence 
Figure 8-23 shows an example of coherence that varies across the frequency range of 
interest. At some frequencies, the coherence is sufficient, representing a strong 
correlation between the input and the output, while at other frequencies the coherence 
indicates a poorer relationship between the input and output. Therefore, an FRF generated 
with variable coherence would only have reliable information at those frequencies where 
the coherence is sufficient. 
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Figure 8-24: Example of Response Location with Good Coherence 
Figure 8-24 shows an example of good coherence where the majority of frequencies has 
coherence value of near 1, which indicates the response at each of these frequencies, is 
solely due to the measured input and not due to other extraneous excitation sources. The 
coherence shown in Figure 8-24 is for a driving point location where the signal to noise 
ratio and correlation of input and output are expected to be good. The coherence shown in 
Figure 8-24 represents sufficient coherence associated with high quality FRFs. FRFs with 
this coherence should be used in further processing and analyses. 
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Figure 8-25: Example of Good Reciprocity 
 
Figure 8-26: Example of Variable Reciprocity 
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Figure 8-27: Example of Poor Reciprocity 
Figure 8-25 shows an example of good reciprocity where the two FRFs are almost 
identical and feature minimal variation in frequency and amplitude at resonance 
locations. Figure 8-26 depicts an example of variable reciprocity where certain resonance 
locations are not identical between the two FRFs. Changes in frequencies, width of 
resonance peaks, may indicate non linearities. Figure 8-27 shows poor reciprocity 
between different impacts. The poor reciprocity is indicative of changes between the 
different impacts, which could include traffic on the structure, non-linearities, and poor 
application of the impact excitation. Given that the magnitude of the FRF is related to the 
modal scaling, the modal scaling will be unreliable if the relationship of the output of the 
system to the input cannot be measured accurately. A recommendation for the accurate 
recovery of the modal scaling factors would be to perform the testing at low traffic 
periods, or have periodic shutdowns during which the impacts could be applied to the 
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structure in the absence of traffic. Given that reciprocity was not consistent between all 
input/output pairs, only select input locations were used for processing obtained FRFs for 
modal flexibility identification. 
The selection of reference is a critical step in the processing of modal data. Depending on 
the reference selected, a mode may not be identified. For example, if a reference is 
selected near a nodal point of a mode, the uncertainty associated with the identification of 
the mode will be significantly larger than if the mode was identified using references 
located at points with substantial modal displacement. In order to select proper references 
when processing impact data, it may be useful to perform a small scale ambient vibration 
test to determine which references should be used to identify certain modes. Due to the 
unique shape of the modes identified from the US202/NJ23 Bridge, it is necessary to 
select references in regions where the mode has large modal displacement. A properly 
designed and conditioned impact applied at a location close to the maximum modal 
displacement of a mode will sufficiently excite that mode, and allow for reliable 
identification of the mode. The first step used to select references was to establish a group 
of references that produced sufficient coherence and reciprocity. Once this subset of the 
total number of references was established, they were further reduced based on their 
spatial location relative to the maximum amplitude of each mode shape. Figure 8-28 
presents the instrumentation plan for Span 2 southbound of the US202/NJ23 Bridge, 
while Table 8-11 shows the references used for processing and why they were chosen or 
not chosen. 
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Figure 8-28: Southbound Dynamic Instrumentation Plan 
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Table 8-11: Reference Selection for Processing of Drop Hammer Data 
Reference Selected Justification 
 Mode 1 Mode 2 Mode 3 Mode 4 Mode 5+  
DOF 2 No No No No No 
Poor S/N ratio, Poor 
Coherence and 
Reciprocity 
DOF 3 No No No No No 
Poor S/N ratio, Poor 
Coherence and 
Reciprocity 
DOF 5 No Yes Yes Yes Yes 
Not selected for Mode 
1 because of low modal 
displacement at DOF 5 
DOF 7 Yes Yes Yes Yes Yes Good data 
DOF 10 No Yes Yes Yes Yes 
Not selected for Mode 
1 because of low modal 
displacement at DOF 
10 
DOF 11 Yes Yes Yes Yes Yes Good data 
DOF 14 No Yes Yes Yes Yes 
Not selected for Mode 
1 because of low modal 
displacement at DOF 
14 
DOF 15 No No No No No Questionable reciprocity 
DOF 19 No Yes Yes Yes Yes 
Not selected for Mode 
1 because of low modal 
displacement at DOF 
19 
DOF 21 Yes Yes Yes Yes Yes Good data 
DOF 25 No No No No No Only impacted with sledgehammer 
 
 
 
8.5.3.3 Post-Processing for Modal Parameter Identification 
Following the selection of references and generation of FRFs, two post processing 
methods were used to calculate the modal parameters of each structure. The LSCF and 
CMIF modal parameter estimation algorithms were used to extract the natural 
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frequencies, damping ratios, and mode shapes of the northbound and southbound 
structures. 
8.5.3.4 Post-Processing for Modal Parameter Identification 
8.5.3.4.1 Complex Mode Indicator Function 
The complex mode indicator function (CMIF) was first developed for traditional FRF 
data as a method to identify the proper model order (number of modal frequencies) of a 
system (Shih, 1988) CMIF makes used of singular value decomposition (SVD) of multi-
reference FRF data to obtain the natural frequencies, modal vectors, and modal 
participation vectors. An example of a CMIF plot constructed from the FRF matrix of the 
southbound structure is shown in Figure 8-29. 
 
 
436 
 
 
 
Figure 8-29: CMIF plot from Span 2 SB 
Each peak in the top curve of the CMIF plot indicates the presence of a mode at that 
frequency. However, each peak may not correspond to a real mode of the structure due to 
the presence of noise, leakage, or the cross eigenvalue effect (Shih 1989). The cross 
eigenvalue effect is described by a peak in a lower curve at the same frequency that a 
higher eigenvalue curve shows a dip. The distinct peaks in the first curve of the plot in 
Figure 8-29 correspond to those frequencies selected as system poles.  
The CMIF method was used as the main modal parameter estimation technique while the 
least squares complex frequency domain (LSCF) algorithm was used as an initial 
estimation tool in the field (He 2011). A comparison of modal parameters estimated from 
ambient and impact excitation was made to determine the effectiveness of each excitation 
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strategy. Since the modal parameters showed a reasonable level of correlation, it was 
determined that the FRFs generated from impact testing could be used to estimate natural 
frequencies, damping ratios, and mode shapes of the structures. Table 8-12 shows the 
identified frequencies and damping ratios from each method for the northbound span and 
Table 8-13 shows the identified frequencies for the southbound span from the drop 
hammer test.  
Table 8-12: Identified Natural Frequencies and Damping Ratios from Impact Excitation (Span 2 NB) 
Impact – LSCF Impact - CMIF  
Mode 
Frequency 
(Hz) 
Damping 
(%) 
Frequency 
(Hz) 
Damping 
(%) 
% 
Difference 
1 2.97 0.88 2.97 1.30 0.00% 
2 3.67 2.66 3.73 3.24 -1.63% 
3 5.32 1.65 5.29 2.35 0.56% 
4 9.69 0.85 9.68 1.36 0.10% 
5 11.71 1.37 11.64 1.95 0.60% 
6 12.34 0.93 12.25 1.34 0.73% 
7 15.25 1.05 15.17 0.93 0.52% 
8 17.13 0.34    
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Table 8-13: Identified Natural Frequencies and Damping Ratios from Impact Excitation (Span 2 SB) 
  Impact - LSCF Impact - CMIF   
Mode 
Frequency 
(Hz) 
Damping 
(%) 
Frequency 
(Hz) 
Damping 
(%) 
% 
Difference 
1 2.92 4.87 2.98 2.52 -2.00% 
2 ‐‐‐‐‐‐‐‐‐  ‐‐‐‐‐‐‐‐‐ 3.10 1.24 
3 3.71 5.05 3.83 1.70  16.37% 
4 5.22 1.81 5.21 1.38 0.23% 
5 9.23 1.87 9.23 0.78 0.04% 
6 11.72 2.53 11.74 1.15 -0.17% 
7 12.28 1.24 12.21 0.51 0.58% 
8 14.81 1.20 14.80 0.61 0.06% 
9 15.49 0.93 15.50 1.01 -0.07% 
10 20.18 1.02 20.18 1.51 0.02% 
 
 
 
The two algorithms identify consistent frequencies in the frequency range spanning 0-20 
Hz. The percent difference between the two sets of identified frequencies does not exceed 
two percent (except for mode 2 of span 2 SB), and indicates that each algorithm 
satisfactorily estimates the modal parameters in the presence of traffic. The excitation 
provided by the impact hammer and traffic is sufficient to excite the bandwidth of 
interest. Mode 2 for span 2 SB varies depending on the algorithm used for identification. 
Since the LSCF algorithm is a single reference modal parameter estimation technique, 
and the 2nd mode frequency between the single reference and multiple reference 
techniques varies by almost 20%, the variation of the 2nd identified frequency is presented 
based on the reference used. Table 8-14 shows how the 2nd mode varies with respect to 
the reference chosen for the LSCF algorithm. 
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Table 8-14: Comparison of 2nd Mode Frequencies Identified with LSCF 
Reference DOF Mode 2 Frequency (Hz) 
2 3.801 
3 3.844 
5 3.783 
7 3.821 
10 3.716 
11 3.802 
14 3.718 
15 3.881 
19 3.729 
21 3.743 
25 3.810 
Average 3.786 
Standard Deviation 0.054 
 
 
 
  
Figure 8-30: 1st Identified Mode shape from Impact Excitation (a) NB – 2.97 Hz (b) SB – 2.98 Hz) 
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Figure 8-31: 2nd Identified Mode shape from Impact Excitation (a) NB – 3.67 Hz (b) SB – 3.83 Hz) 
 
  
Figure 8-32: 3rd Identified Mode shape from Impact Excitation (a) NB – 5.31 Hz (b) SB – 5.21 Hz) 
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Figure 8-33: 4th Identified Mode shape from Impact Excitation (a) NB – 9.69 Hz (b) SB – 9.23 Hz) 
  
Figure 8-34: 5th Identified Mode shape from Impact Excitation (a) NB – 11.71 Hz (b) SB – 11.74 Hz) 
From a qualitative investigation of the mode shapes obtained through impact testing, the 
shapes are highly similar between the two sister spans. The first mode of both spans 
exhibit increasing modal amplitude as one moves transversely from the short girder to the 
long girder. The first shape does not resemble a traditional first bending of a plate but 
given the unique geometry coupled with the mass and stiffness distributions cause the 
structure to exhibit an axisymmetric first bending shape.  
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When comparing the first mode of each structure, the first mode of the southbound span 
has larger modal amplitudes along the shorter girder than the northbound span. The 
difference between Girder 8 Span 2 NB and Girder 8 Span 2 SB is that Girder 8 Span 2 
NB has additional stiffness due to the sidewalk and parapet, which contributes to its small 
participation in the first vertical mode. The second identified mode of each span is 
remarkably similar in shape and frequency. They both exhibit a classical first torsional 
shape where the modal amplitudes of the short and long girders are out of phase. The 
third mode of each structure is transverse bending or what is termed a butterfly mode 
shape. The fourth identified mode of each structure is a second butterfly mode with two 
zero crossing points along the transverse axis. The fifth and final presented mode is a 
second longitudinal bending mode with a single zero crossing point along the 
longitudinal axis. The mode shapes identified from each sister span are similar while the 
identified frequencies for each span vary to a small degree. Small differences in the mass 
and stiffness distributions may account for the small differences in the identified 
frequencies. A summary and correlation of the test results is given in the following 
section. 
8.6 Summary and Correlation Impact Test Results 
From Table 8-15, the identified frequencies for each span vary by less than five percent 
when a comparison of the impact test results is made. The mass distribution of each span 
is slightly different with the southbound span having slightly more mass than the 
northbound span, due to the longer sidewalk, which may explain the discrepancies in the 
lower modes between the two structures. Lower frequency modes are more sensitive to 
changes in mass. In general, the identified modal parameters are similar which was to be 
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expected given the similarities in geometry and mass and stiffness distributions of each 
structure. For the southbound span, there are two closely spaced frequencies around 3 Hz 
that have the same mode shape. To evaluate whether these two identified modes are 
separate modes or a repeated mode due to actual structural behavior or computational 
error, further analysis is needed. 
Table 8-15: Comparison of Identified Modal Parameters from Span 2 NB and Span 2 SB (Impact 
Excitation) 
Northbound Southbound 
Impact - CMIF Impact - CMIF 
Mode Frequency (Hz) 
Damping 
(%) Mode
Frequency 
(Hz) 
Damping 
(%) 
% 
Difference 
1 2.97 1.3 1 2.98 2.52 -0.24% 
2     2 3.10 1.24 
3 3.73 3.24 3 3.83 1.7 -2.61% 
4 5.29 2.35 4 5.21 1.38 1.53% 
5 9.68 1.36 5 9.23 0.78 4.69% 
6 11.64 1.95 6 11.74 1.15 -0.86% 
7 12.25 1.34 7 12.21 0.51 0.34% 
8     8 14.80 0.61 
9 15.17 0.93 9 15.50 1.01 -2.20% 
10     10 20.18 1.51 
 
 
 
For the southbound structure, two modes around 3 Hz were identified. These modes have 
the same mode shape. An investigation of the real portion of the FRFs from three 
references was performed to show where the zero crossing occurred in each FRF between 
0 and 3.5 Hz (indicating a pole). The results of this investigation are shown in Table 
8-16. From the analysis of the real portion of the FRF, it can be concluded that different 
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combinations of response locations and reference locations produce FRFs with varying 
frequencies for the first mode shape.  
A multi-reference processing approach will likely show two peaks near the first mode 
due to the FRFs included in the processing having slightly different frequencies for the 
first mode. The different frequencies for the first mode are due to a combination of the 
structure and the input. Since the structure has a first mode with varying modal amplitude 
laterally across the bridge, it can be predicted that response locations with low modal 
amplitudes may have greater uncertainty than locations with large modal amplitude. 
Therefore, reference locations that have large modal amplitudes for modes should be 
used in the identification of those modes and references with low modal amplitude should 
be excluded. The analysis also shows that boundary locations have large uncertainties in 
the first frequency and should not be included in the data processing.
 
 
 
4
4
5
 
Table 8-16: Analysis of FRF Zero Crossings 
Mode 1 (2 Peaks) - Frequency at Which FRF(Real Portion) Crosses Zero 
Output Reference 7 Reference 14 Reference 21 
1 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 
2 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 
3 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 
4 between 2.93-2.97 and between 3.125 and 3.174 between 3.223 and 3.271 and 3.36 and 3.41 between 2.93-2.97 and between 3.125 and 3.174 
5 between 3.076 and 3.125 between 3.125 and 3.174 between 3.076 and 3.125 
6 between 3.125 and 3.174 between 3.076 and 3.125 between 3.125 and 3.174 
7 between 3.125 and 3.174 between 3.125 and 3.174 between 3.125 and 3.174 
8 between 3.125 and 3.174 between 3.076 and 3.125 between 3.125 and 3.174 
9 between 2.93 and 2.97 and 3.125 and 3.174 No zero crossing between 2.93 and 2.97 and 3.125 and 3.174 
10 between 3.076 and 3.125 No zero crossing between 3.076 and 3.125 
11 between 3.125 and 3.174 between 3.223 and 3.271 and 3.36 and 3.41 between 3.125 and 3.174 
12 between 3.125 and 3.174 between 3.076 and 3.125 between 3.125 and 3.174 
13 between 2.881 and 2.93 and 3.125 and 3.174 No zero crossing between 2.881 and 2.93 and 3.125 and 3.174 
14 between 3.076 and 3.125 No zero crossing between 3.076 and 3.125 
15 between 3.125 and 3.174 between 3.223 and 3.271 and 3.36 and 3.41 between 3.125 and 3.174 
16 between 3.125 and 3.174 between 3.125 and 3.174 between 3.125 and 3.174 
17 between 3.125 and 3.174 between 3.076 and 3.125 between 3.125 and 3.174 
18 between 2.93-2.97 and between 3.125 and 3.174 No zero crossing between 2.93-2.97 and between 3.125 and 3.174 
19 between 3.076 and 3.125 No zero crossing between 3.076 and 3.125 
20 between 3.125 and 3.174 between 3.174 and 3.223 and 3.36 and 3.41 between 3.125 and 3.174 
21 between 3.125 and 3.174 between 3.125 and 3.174 between 3.125 and 3.174 
22 between 3.125 and 3.174 between 3.076 and 3.125 between 3.125 and 3.174 
23 Multiple Crossings between 0-3.5 No zero crossing Multiple Crossings between 0-3.5 
24 between 2.39 and 2.44 and 3.027 and 3.076 No zero crossing between 2.39 and 2.44 and 3.027 and 3.076 
25 between 3.076 and 3.125 between 3.223 and 3.271 and 3.36 and 3.41 between 3.076 and 3.125 
26 between 3.076 and 3.125 between 3.125 and 3.174 between 3.076 and 3.125 
27 between 3.076 and 3.125 between 3.076 and 3.125 between 3.076 and 3.125 
28 between 3.076 and 3.125 between 3.076 and 3.125 between 3.076 and 3.125 
29 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 
30 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 
31 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 Multiple Crossings between 0-3.5 
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8.7 Modal Flexibility 
Modal flexibility can be described as the summation of mass normalized mode shapes 
multiplied by the squared reciprocal of natural frequencies multiplied by the transpose of 
the mass normalized mode shapes. By definition, as more modes are added to the 
computation the modal flexibility should converge to the true static flexibility of the 
structure. In order to validate the mass normalized mode shapes, and the modal flexibility 
calculation, a flexibility convergence study was conducted on both the analytical data 
from the calibrated finite element model and the experimental data.  
8.7.1 Modal Flexibility Convergence Study 
8.7.1.1 Finite Element Model 
An analytical model representing southbound span 2 was calibrated to match the first 
several frequencies and mode shapes obtained from the experimental program. A 
comparison was made between the models’ static flexibility matrix (which was loaded 
with a uniform load surface applied at the dynamic measurement DOF) and the number 
of analytical scaled mode shapes necessary for FE model generated modal flexibility to 
converge to the static flexibility. This convergence was compared for the five girders that 
were instrumented during the experimental program. The convergence plots are shown in 
Figure 8-35 through Figure 8-39. Each flexibility matrix, from both static and modal 
approaches was multiplied by a loading vector equal to the static loads applied during the 
load test. 
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Figure 8-35: Girder 1 Finite Element Model Flexibility Convergence 
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Figure 8-36: Girder 2 Finite Element Model Flexibility Convergence 
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Figure 8-37: Girder 3 Finite Element Model Flexibility Convergence 
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Figure 8-38: Girder 6 Finite Element Model Flexibility Convergence 
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Figure 8-39: Girder 8 Finite Element Model Flexibility Convergence 
Two observations can be made from the flexibility convergence study performed on the 
finite element model. Each girder requires a different number of modes to achieve 
convergence and the convergence occurs at different rates. Following the addition of ten 
modes from the model, Girder 1 converged to the exact static flexibility while a portion 
of Girder 3 and 6 converged; other stations along the length have not converged. Girder 2 
has not fully converged after the addition of ten modes. Several modes identified by the 
finite element model do not add significant contribution to the flexibility convergence 
including 4.2644 Hz. A mode was identified at this frequency during the experiment but 
was identified as a lateral mode with limited vertical motion. Therefore, this mode would 
not have any significant contribution to vertical flexibility. 
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8.7.1.2 Experimental Modal Flexibility 
A modal flexibility convergence study was performed using experimental data to 
conclude the effect of each mode on flexibility convergence. Figure 8-40 through Figure 
8-44 show the experimental modal flexibility convergence of each measured DOF.  
 
Figure 8-40: Girder 1 Experimental Model Flexibility Convergence 
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Figure 8-41: Girder 2 Experimental Model Flexibility Convergence 
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Figure 8-42: Girder 3 Experimental Model Flexibility Convergence 
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Figure 8-43: Girder 6 Experimental Model Flexibility Convergence 
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Figure 8-44: Girder 8 Experimental Model Flexibility Convergence 
Each girder converges at a different rate, which reflects the nature of the mode shapes. 
The geometry of the structure, most notably the skew angle at the north end of the span, 
influences the mode shapes of the structure and ultimately the contribution of each mode 
shape to the flexibility calculation. The unsymmetrical nature of the structure results in 
all girders having different lengths.  Since the flexural stiffness of each girder varies due 
to the length and the moment of inertia (maximum moment of inertia is used) as shown in 
Table 8-17, the mode shapes are distinctly different from those mode shapes of a 
structure without skew.  The first bending mode shape of a structure with a skew angle at 
one end of the span will be dominated by the response in the more flexible and longer 
girders. Since the response of the structure, especially in the first few modes, is 
dominated by the response of the flexible girders, and the first few modes contribute 
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significantly to modal flexibility, it is essential to examine the convergence of flexibility 
at each measurement point since different portions of the structure will converge to a 
stable flexibility coefficient based on different numbers of modes added to the 
calculation. 
Table 8-17: Comparison of Girder Flexural Stiffness 
Girder 
Maximum 
Moment of 
Inertia (in4) 
Length 
(ft.) 
Girder Flexural Stiffness 
Assuming Simple Supports 
(48EI/ L3) (kip/in) 
1 102720.37 130 37.66 
2 104834.74 126.43 41.79 
3 98517.782 122.86 42.80 
4 98517.78 119.29 46.76 
5 92137.15 115.71 47.90 
6 92137.15 112.14 52.63 
7 85687.89 108.57 53.93 
8 83969.32 105 58.43 
 
For the bridge presented in this report, it was found after the addition of 10 modes to the 
convergence calculation; modal flexibility converged to a stable value at each measured 
DOF. Therefore, 10 modes were used to calculate the final modal flexibility matrix, 
which was correlated with results from the static load test.  
458 
 
 
8.7.1.3 Correlation of Modal Flexibility and Static Load Test Displacements (Span 2 
Southbound) 
The primary objective of the experimental program was to demonstrate the feasibility of 
using modal flexibility to validate the displacement measures obtained from a static load 
test. The displacement basin obtained from modal flexibility and the displacement basin 
from the static load test is compared to show the ability of modal flexibility to predict 
displacements obtained under a known loading configuration. Three primary loading 
configurations were used during the static load test including 3 empty trucks side by side, 
3 full trucks side by side, and 6 trucks arranged in two groups back to back. 
Displacements from modal flexibility and the calibrated FE model were compared 
against the displacements obtained during the 3 empty truck load case and the 6 full truck 
case. The calibrated FE model was reconciled with the static load test results from the 6 
truck load case. In order to perform a close approximation of the truck loading, the 
identified mode shapes were fit with a surface at a 1’ x 1’ resolution in order to allow for 
the truck loads to be applied close to their actual locations on the structure. The mode 
shapes were fit with a cubic surface using the griddata function in MATLAB. The 
expanded mode shapes were used in the modal flexibility calculations. Figure 8-45 shows 
a comparison of the three estimates of displacement of the structure under the 3 empty 
truck load case. 
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Figure 8-45: Displacement Basin Comparison – 3 Empty Truck Load Case 
The shapes of the displacements obtained from static and dynamic testing methods under 
3 empty trucks are similar with a MAC (Modal Assurance Criterion) value of 0.93. The 
MAC value shows the displaced shapes are similar and show the applied loading pattern 
produces similar displaced shapes. However, the magnitudes of the displacements at the 
measured DOF differ by an average of 42%. To compare the displacements further, 
Figure 8-47 through Figure 8-50 show a comparison of the displacements obtained from 
modal flexibility, static load test, and the calibrated FE model along each instrumented 
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girder. A reference frame is provided for each 2D representation of the displaced shape, 
Figure 8-46 provides the point of reference for each of the plots. 
 
Figure 8-46: Figure Description for 2D Displacement Plots 
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Figure 8-47: Girder 1 Displacements – 3 Truck Load Case 
Modal flexibility and the calibrated FE model over-predict the measured displacements 
obtained from the static load test at each measured DOF due to the loading from 3 empty 
trucks. The calibrated FE model takes into account the large crack on the face of the 
south pier under girder 1.  
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Figure 8-48: Girder 3 Displacements – 3 Truck Load Case 
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Figure 8-49: Girder 6 Displacements – 3 Truck Load Case 
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Figure 8-50: Girder 8 Displacements – 3 Truck Load Case 
The individual girder plots show that the modal flexibility derived displacements over-
predict the actual displacements obtained from the static load test. All girder 
displacements derived from the FE model are also greater than the actual displacement 
obtained from the static load test. The FE model was calibrated to the 6 truck load case, 
which activated nonlinear mechanisms such as the opening of the crack on the southern 
pier. The FE model is a linear model, and it is expected that the model would over predict 
response in the linear range. Figure 8-51 illustrates where it is believed the load cases lie 
on a force versus displacement curve. The operating range of the bridge would be up to 
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four fully loaded trucks side by side on the structure. The structure has four lanes of 
traffic, and it would be theoretically possible to have four trucks on the structure at one 
time. Non-linearity was observed in the displacements during the 6 truck load case and is 
illustrated in the displacement plot shown in Figure 8-52. The nonlinear mechanisms due 
to the 6 truck load case manifest themselves as both softening and stiffening behaviors. 
Girder 1 and Girder 3 exhibit a softening behavior where additional load results in a 
decrease of the force displacement curve’s slope, while girder 6 and girder 8 exhibit a 
stiffening behavior where additional load causes an increase in the force displacement 
curve’s slope. Since modal analysis is founded on the principles of linearity and 
superposition, it is believed that if a nonlinear mechanism is activated by a higher load 
level than used during the modal test, modal flexibility will not accurately predict the 
results obtained from the higher load level. The ideal scenario when displacements 
involving nonlinear mechanisms are to be predicted by modal flexibility is for modal 
flexibility to produce a reasonable approximation of the actual displacements but not an 
exact correlation.  
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Figure 8-51: Qualitative Force Displacement Curve 
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Figure 8-52: Displacement Linearity Check 
 
 
468 
 
 
 
Figure 8-53: Displacement Basin Comparison – 6 Full Truck Load Case 
The displaced shapes obtained from static and dynamic testing methods under 6 full 
trucks are similar with a MAC (Modal Assurance Criterion) value of 0.97. The MAC 
value shows the displaced shapes are similar and show the applied loading pattern 
produces similar displaced shapes. However, the magnitudes of the displacements at the 
measured DOF differ by an average of 23%. Girder 8 shows the poorest correlation while 
girders 1, 3, 6 show more reasonable correlation in both shape and magnitude. Figure 
8-54 through Figure 8-57 shows the comparison of the displacements obtained from 
modal flexibility and static load test along each instrumented girder. 
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Figure 8-54: Girder 1 Displacements – 6 Full Truck Load Case 
Modal flexibility under-predicts the static load test displacements along girder 1 due to 
six fully loaded trucks positioned at ½ span. At the DOF closest to the pier (1/4 span) 
near the large vertical crack in the pier, modal flexibility fails to predict the measured 
displacement obtained from the static load test. The static load test reveals additional 
flexibility at quarter span while the dynamic test methods are not able to identify the 
additional flexibility. Given that the load test used significantly larger loads than the 
dynamic test, it is conceivable that the load test activated mechanisms that would not be 
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activated during the dynamic test thus leading to discrepancies between the two methods 
at locations where the activated mechanisms have significant influence. 
 
Figure 8-55: Girder 3 Displacements – 6 Full Truck Load Case 
At Girder 3, modal flexibility and the calibrated FE model provide satisfactory estimates 
of the displacement obtained during the static load test. It appears the non-linearity that 
affects girder 1 does not manifest itself in the displacements along girder 3. 
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Figure 8-56: Girder 6 Displacements – 6 Full Truck Load Case 
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Figure 8-57: Girder 8 Displacements – 6 Full Truck Load Case 
Modal flexibility and the calibrated FE model bound the displacements measured along 
Girder 6 and Girder 8. Both methods are able to provide satisfactory estimates of the 
displacements along girder 6 and girder 8.  In order to capture the stiffening behavior 
observed along Girder 6 and Girder 8 during the static load test, the FE model boundary 
conditions were modeled using springs allowing the boundary conditions to be updated to 
reflect the in situ boundary conditions. In order to approximate the deflection along girder 
8, the south end of the girder was allowed to move vertically. The best-fit FE model 
required the south end of the girder 8 to uplift in order to match the displacements 
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measured during the static load test. In order to summarize the differences between the 
three methods used to measure and predict the displacements under known loading 
configurations, Table 8-18 and Table 8-19 present the percent error between each of the 
methods for the loading from 3 empty trucks and 6 full trucks. 
Table 8-18: Percent Error Comparison – Displacements – 3 Empty Trucks   
3 Empty trucks 
  1 2 3       
Girder - 
DOF 
Static 
Load 
Test (in) 
Modal 
Flexibility 
(in) 
FE 
Model1 
(in) 
1 vs. 2 
(%) 
1 vs. 3 
(%) 
2 vs. 3 
(%) 
Girder 8 - 9 -0.0180 -0.0232 -0.0323 -29.00% -79.27% -38.97% 
Girder 6 - 10 -0.0279 -0.0816 -0.0804 -192.46% -188.26% 1.43% 
Girder 3 - 11 -0.0679 -0.1235 -0.1168 -81.88% -71.95% 5.46% 
Girder 1 - 12 -0.0465 -0.0835 -0.1034 -79.66% -122.48% -23.83% 
Girder 8 - 18 -0.0102 -0.0238 -0.0348 -132.86% -240.61% -46.27% 
Girder 6 - 19 -0.0663 -0.1021 -0.1005 -54.06% -51.53% 1.65% 
Girder 3 - 20 -0.1165 -0.1483 -0.1541 -27.29% -32.30% -3.94% 
Girder 1 - 22 -0.0657 -0.1065 -0.1327 -62.04% -101.86% -24.58% 
Girder 8 - 23 -0.0003 0.0013 -0.0074 552.79% -2447.47% 662.61% 
Girder 6 - 24 -0.0146 -0.0427 -0.0412 -191.96% -181.85% 3.46% 
Girder 3 - 25 -0.0570 -0.0830 -0.0873 -45.64% -53.18% -5.17% 
Girder 1 - 27 -0.0298 -0.0818 -0.0887 -174.72% -197.80% -8.40% 
                                                 
 
1 An a-priori finite element model was constructed from the as built plans. The finite element model was 
then calibrated using the measured strain and displacement data from a static load test. 
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Table 8-19: Percent Error Comparison – Displacements – 6 Full Trucks   
6 Full trucks 
  1 2 3       
Girder - 
DOF 
Static 
Load 
Test (in) 
Modal 
Flexibility 
(in) 
FE 
Model2 
(in) 
1 vs. 2 
(%) 
1 vs. 3 
(%) 
2 vs. 3 
(%) 
Girder 8 - 9 -0.0747 -0.0915 -0.1847 -22.51% -147.36% -101.91% 
Girder 6 - 10 -0.3580 -0.3752 -0.4232 -4.82% -18.21% -12.78% 
Girder 3 - 11 -0.6157 -0.6047 -0.6258 1.78% -1.65% -3.49% 
Girder 1 - 12 -0.6246 -0.4321 -0.4873 30.82% 21.98% -12.79% 
Girder 8 - 18 -0.0793 -0.0842 -0.1756 -6.09% -121.42% -108.71% 
Girder 6 - 19 -0.4466 -0.4865 -0.5494 -8.94% -23.02% -12.92% 
Girder 3 - 20 -0.8457 -0.7901 -0.9287 6.57% -9.82% -17.54% 
Girder 1 - 22 -0.6389 -0.5339 -0.6912 16.44% -8.18% -29.47% 
Girder 8 - 23 -0.0192 0.0259 -0.0392 235.15% -104.42% 251.25% 
Girder 6 - 24 -0.2492 -0.2125 -0.2370 14.72% 4.89% -11.53% 
Girder 3 - 25 -0.5298 -0.4846 -0.5539 8.52% -4.56% -14.30% 
Girder 1 - 27 -0.4670 -0.3934 -0.4852 15.74% -3.91% -23.32% 
 
 
 
From the comparison of percent errors, it appears that the displacements along girders 1 
and 3 are estimated with less error than the displacements along girders 6 and 8. Girder 6 
and girder 8 have much smaller displacements since the load was concentrated over 
girders 1, 2,3,4,5. Consequently, discrepancies between measured values are greater since 
the magnitude of the measured displacements is much smaller. A 0.05-inch displacement 
discrepancy is much more magnified when the magnitude of the measured displacement 
is 0.1inches, as opposed to 1 inch. 
                                                 
 
2 An a-priori finite element model was constructed from the as built plans. The finite element model was 
then calibrated using the measured strain and displacement data from a static load test. 
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For the three-truck load case, modal flexibility and the calibrated FE model both over-
predict the displacements obtained from the static load test. Several possible explanations 
exist for the overestimation of flexibility including: 
 Coherence at different DOF and different frequencies varies. Therefore, the 
measured response might not be due entirely to the measured input force, which 
results in the scaling factor derived from the FRF representing the output to input 
relationship of the system will be in error. The first three modes of the system 
dominate the modal flexibility calculation, and it is essential for these modes to be 
estimated reliably. Since coherence is not 1 at each of these first three modes, and 
in general the coherence at lower frequencies is not perfect, it is possible the 
modal flexibility calculation is in error 
 It is possible during the load test more weight was on the bridge resulting in a 
greater deflection of the structure than would have occurred had the outside lane 
not been open to traffic 
For the six-truck load case, modal flexibility provides reasonable correlation with the 
static load test results. Since the calculated modal flexibility over predicts the 
displacement due to the 3 empty truck load case, and the bridge experienced non-linear 
behavior when loaded with 6 full trucks, it is expected that modal flexibility would 
approximate the 6 truck displacements since the non-linearity would cause a greater 
increase in displacements from 3 trucks to 6 trucks than would occur when extrapolating 
modal flexibility derived displacements from the 3 truck load case to the 6 truck load 
case due to the theories of linearity and superposition governing modal analysis. It is 
difficult to perform a one to one comparison of the displacements obtained from the 
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three-truck load case and the six-truck load case due to the spatial distribution of load 
being significantly different. The three trucks were positioned at the midspan while the 6 
trucks were placed in two groups of three back to back at the midspan. Therefore, the 
loading patterns were quite different, and the final displacement basins from the loading 
scenario are quite different and do not lend themselves to direct comparison.  
While modal flexibility has been shown to be a reliable indicator of bridge condition, 
considerable care is required in the design of the test, execution of the test, and post 
processing of data, to obtain reliable estimates of modal flexibility. Many pitfalls exist 
that can detrimentally affect the estimation of modal flexibility, and it is necessary to 
utilize secondary measures and analytical methods to corroborate modal flexibility 
estimates and to explain discrepancies between independent estimates of displacement. 
With that being said, it is possible to use modal flexibility to estimate displacements 
under known loading configuration with proper test design, test execution, and rigorous 
data post processing and interpretation. 
8.8 Forced Excitation Results - Single Input Multiple Output Analyses 
As a second example of single input multiple output analysis, the flexibility along Girder 
3 of the IBS bridge was developed using several MIMO and SIMO analyses. A final 
comparison of the flexibility at a single point was compared from each test method and 
the FE model to judge the ability of each method to estimate the flexibility of a single 
point. 
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8.8.1 Single Girder Flexibility 
To examine the application of rapid modal analysis techniques on the IBS Bridge data, 
flexibility along a single girder line was estimated from a single SIMO test setup and a 
MIMO test setup. In this case, a total of 7 accelerometers were arranged along the length 
of girder number three of the US202/RT23 Bridge. Impact excitation was applied at DOF 
11using the drop hammer device. Impacts were applied at this location a total of three 
times. A second scenario was examined where the point flexibility was compared 
between MIMO, SIMO, and SISO test setups. The instrumentation layouts for these 
scenarios are shown in Figure 7-53.  
 
Figure 8-58: Instrumentation for MIMO, SIMO, and SISO Analyses Along Single Girder Line 
The acceleration and force time histories were collected from the seven output locations 
due to the impact applied at DOF 10. Frequency domain averaging of the spectral 
densities was used to mitigate the effects of random noise in the time signals. Once the 
spectral densities were obtained, the H1 algorithm described previously was used to 
SIMO MIMO SISO 
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generate the FRFs from the single line SIMO test. The seven FRFs generated from the 
single line SIMO test are shown in Figure 7-50. 
 
Figure 8-59: FRFs from SIMO Analysis of Single Girder Line 
From Figure 7-50, it can be seen that there are six distinct peaks in the FRF spectrum 
between zero and thirty hertz. Since SIMO analyses are being performed on spatially 
truncated data, a different modal parameter estimation routine was chosen. The FRFs 
were further processed for modal parameters using the Rational Fractional Polynomial 
(RFP) method. The RFP method is described in detail by Richardson (Richardson and 
Formenti, 1985). The RFP method is described as a high order frequency domain method 
that is suitable for estimating the modal parameters of s system that is under sampled 
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(Allemang, 2001). An under sampled system is one that is described by a limited number 
of measurement locations such as the single girder line of the Pennsauken Creek Bridge. 
The frequencies estimated from the data collected along girder number 2 processed using 
the RFP method is shown in Table 8-20. These frequencies are compared against those 
obtained from the MRIT analysis performed using the CMIF method. 
Table 8-20: Comparison of Natural Frequencies Estimated from SIMO Analysis 
Mode 
MIMO 
Frequency 
(Hz) 
SIMO 
Frequency 
(Hz) % Diff 
1 3.1459 3.1537 -0.25% 
2 3.8450 3.7676 2.01% 
3 5.2058 5.2159 -0.19% 
4 9.2590 9.2922 -0.36% 
5 11.7198 11.7925 -0.62% 
6 14.8006 14.7705 0.20% 
7 15.5389 15.5758 -0.24% 
 
 
 
The frequencies identified from the SIMO analysis using the RFP modal parameter 
estimation method and the frequencies obtained from the MRIT analysis using the CMIF 
method are similar. The differences between the two sets of frequencies are less than 2% 
and indicate that mechanisms of uncertainty have resulted in changes between the two 
analyses. These uncertainties may include changes in the structure but are more likely 
attributable to data processing uncertainties since different methods were used to estimate 
the modal parameters from the SIMO and MRIT cases. Now that the frequencies from 
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the SIMO case have been established, the corresponding mode shapes are presented in 
Figure 8-60. 
 
Figure 8-60: First Seven Mode shapes along Girder Three 
The first three mode shapes along Girder 2 of the IBS Bridge obtained from SIMO 
analysis have similar shapes. To compare the mode shapes obtained along Girder 2, the 
modal assurance criterion (MAC) was used. The function of the MAC is to provide a 
measure of consistency (degree of linearity) between estimates of a modal vector. This 
provides an additional confidence factor in the evaluation of a modal vector from 
different excitation (reference) locations or different modal parameter estimation 
algorithms (Allemang, 2003). When the MAC is calculated between two identical shape 
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sets, it is known as the AutoMAC. The AutoMAC matrix can be used to identify similar 
shapes within a set of mode shapes. The AutoMAC of the shapes is presented 
numerically in Table 8-21. The AutoMAC matrix shows that the first three shapes are 
very similar as denoted by the off diagonal terms approaching one. 
Table 8-21: AutoMAC Comparison from SIMO Test 
Mode 1 2 3 4 5 6 7 
1 1.0000 0.9948 0.9963 0.5709 0.1240 0.0000 0.5104 
2 0.9948 1.0000 0.9997 0.4990 0.1753 0.0047 0.5822 
3 0.9963 0.9997 1.0000 0.5129 0.1647 0.0031 0.5696 
4 0.5709 0.4990 0.5129 1.0000 0.1200 0.4305 0.0072 
5 0.1240 0.1753 0.1647 0.1200 1.0000 0.8675 0.8141 
6 0.0000 0.0047 0.0031 0.4305 0.8675 1.0000 0.4839 
7 0.5104 0.5822 0.5696 0.0072 0.8141 0.4839 1.0000 
 
 
 
Once the modal parameters were estimated and compared, the ULS along girder 3 was 
developed from the SIMO data and compared with the ULS along girder 3 developed 
from the MIMO analysis. A numerical comparison between the flexibility coefficients at 
DOF 11 from MIMO, SIMO, SISO, and the FE model is given in Table 8-22. 
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Table 8-22: Percent Error Comparison – Point Flexibility at DOF11 
1 2 3 4       
DOF 11 - 
FE Model 
Flexibility 
(in/lb.) 
DOF 11 - 
MIMO 
Flexibility 
(in/lb.) 
DOF 11 - 
SIMO 
Flexibility 
(in/lb.) 
DOF 11 - 
SISO 
Flexibility 
(in/lb.) 
1 vs. 2 
(%) 
1 vs. 3 
(%) 
1 vs. 4 
(%) 
2 vs. 
3 (%) 
2 vs. 
4 (%) 
3 vs. 
4 (%) 
1.5436E-
06 1.18E-06 1.16E-06 1.12E-06 23.39% 24.92% 27.21% 2.00% 4.98% 3.04% 
 
 
 
Each analysis method produces consistent estimates of the flexibility at DOF 11. 
However, the calibrated FE model predicts an average of 25% greater flexibility at DOF 
11 when compared with the experimental estimation methods. The FE model was 
calibrated to the displacements obtained from the load test using six fully loaded trucks, it 
is expected that the flexibility from this FE model would be greater than the experimental 
estimation methods since modal flexibility under predicts the load test displacements as 
shown in Table 8-22. 
8.9 Ambient Excitation Test Results 
As a precursor to the multi-reference impact testing campaign, ambient monitoring was 
employed to gain insight into the modal parameters of the two spans. Ambient 
monitoring was also used prior to the September 2010 and June 2011 testing windows to 
obtain the bandwidth of interest of the structure. Performing ambient monitoring prior to 
the forced excitation campaign allowed for the estimation of mode shapes that provided 
insight into the dominant vertical mode shapes of the structure and a set of modal vectors 
with which to compare any mode shapes obtained from the forced excitation testing. 
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8.9.1 Vertical Response Characteristics 
Numerous ambient excitation time records were collected over two days of monitoring of 
the northbound and southbound spans. The results presented in this study were derived 
from datasets judged to contain a significant number of heavy vehicle passes. A period 
with higher ambient vibration amplitudes will provide greater signal to noise ratios and 
ultimately higher quality modal parameters. Thirty ten-minute datasets were collected at 
various times during the day in order to provide a broad spectrum of ambient conditions 
and traffic input for analysis. Figure 8-62 shows the time records collected from the 
accelerometers installed along girder 3. Vibration levels range between +/- 0.35 g under 
ambient traffic conditions. The statistics of a typical time record is given in Table 8-23. 
The large acceleration values in Figure 8-62 are denoting the passage of a large vehicle. 
The length of the free decay response following the passage of a large vehicle indicates 
the damping present in the first few modes is low and requires a significant amount of 
time to arrest the accelerations. The data statistics describing the ten-minute dataset 
include the absolute mean acceleration, standard deviation, and maximum and minimum 
accelerations. From these simple statistics, conclusions can be made about the character 
of the excitation being applied to the bridge by traffic. The absolute mean and standard 
deviation describe the distribution of accelerations within the measurement period. In the 
case of the Wayne, NJ Bridge, the accelerations are centered on a mean of zero 
(indicating broadband random excitation) with varying standard deviations depending on 
the location of the sensor. Those sensors located at the boundaries exhibit an order of 
magnitude less acceleration than those sensors located near the midspan of the structure. 
484 
 
 
The accelerations at the boundaries are measurable and may contain information about 
the behavior of the boundary conditions. The data presented was collected during a 
relatively heavy traffic event following the completion of a stage of the static load test.  
The vibration levels recorded during this period were significantly lower than those 
recorded on the sister span during daytime hours. The vibration levels during the early 
morning hours Aare an order of magnitude less than the vibration levels recorded during 
peak traffic periods. The traffic volume during the recording window was low and 
focused on traffic lane 3 which was located towards the inside barrier. During the time 
when data was collected, the remaining traffic lanes were closed for static load testing 
conducted simultaneously with the dynamic testing.  
The ambient traffic input was concentrated towards the east side of the structure resulting 
in low signal to noise ratios for the majority of sensors. However, the signal to noise 
ratios were high enough for the vibration signals to be manipulated in order to extract 
modal parameters. The raw time domain data was transformed into the frequency domain 
through Welch’s method. The frequency spectra were constructed by breaking the time 
signals into a number of equal length overlapping segments. This is shown graphically in 
Figure 8-61. Each overlapped segment was windowed using a Hanning window, and the 
windowed segments were transformed to the frequency domain using the FFT. The use of 
the Hanning window reduces leakage due to the time signals not starting and ending at 
zero that would otherwise corrupt the spectral estimates. The resulting spectra were 
averaged resulting in the plots presented herein. The result of applying this method is an 
averaged power spectral density estimation from which the natural frequencies of the 
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structure can be estimated as a quick data quality check. Quick data quality checks and 
measures can provide insight into the behavior of a structure. Simple peak accelerations 
thresholds have been used to characterize how a human will feel under such 
accelerations. 
Research on AASHTO deflection criteria has shown that vibration and deflection limits 
should be based on a human’s perception of vibration rather than structural performance 
(Nowak and Grouni, 1988). Empirical limits have been established to correlate the 
natural frequency of vibration and its amplitude to human perception of vibration. A 
study conducted in 1957 by Oehler (Oehler, 1957) discusses the empirical vibration 
limits developed by Janeway in 1948. Janeway recommended the following vibration 
limits (Janeway, 1948). 
 
݂ܽଷ ൌ 2 ݓ݄݁ݎ݁ 0 ൏ ݂ ൏ 6
݂ܽଶ ൌ 0.33 ݓ݄݁ݎ݁ ݂ ൐ 6  8-1 
 
Oehler tested 15 bridges totaling 34 spans and found that even though the vibration 
amplitude and frequency calculations exceeded the limits set by Janeway, the vibration 
was not considered at an intolerable level. The tested span of the US202/NJ23 Bridge 
passes the L/1200 deflection criteria specified by AASHTO but experiences large 
vibrations due to passing trucks as mentioned previously. Comparing the first natural 
frequency and maximum amplitude of vibration would place the two spans in the 
category of strongly perceptible vibration. This agrees with the physical interpretation of 
the vibration as one stands on the structure. Given that the bridge seldom has pedestrian 
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traffic, it can be concluded that the large vibration amplitudes are more of a concern in 
relation to structural performance, rather than human comfort. 
 
Figure 8-61: Graphical Representation of Averaged Power Spectral Density Construction 
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Figure 8-62: Vertical Acceleration Time Records - Girder 3 (Span 2 NB) 
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Figure 8-63: Vertical Acceleration Time Records - Girder 3 (Span 2 SB) 
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Table 8-23: Data Statistics for Ambient Excitation (10 minute dataset) – Vertical Direction 
Northbound (Morning)   Southbound (Late Evening) 
DO
F 
Max.  
(g) 
Min. 
(g) 
Standard 
Deviation 
(g) 
Absolute 
Mean 
Acceleration 
(g)   
DOF Max (g) 
Min 
(g) 
Standard 
Deviation 
(g) 
Absolute 
Mean 
Acceleration 
(g) 
1 0.0258 -0.026 0.002 0.0002   1 0.0043 -0.0038 0.0004 0.0003 
2 0.0224 -0.0219 0.0019 0.0003   2 0.0022 -0.0023 0.0002 0.0001 
3 0.0179 -0.0232 0.0014 0.0002   3 0.0324 -0.0256 0.0012 0.0006 
4 0.0162 -0.0186 0.0015 0.0001   4 0.0182 -0.0216 0.0012 0.0006 
5 0.1752 -0.1574 0.0124 0.0002   5 0.0157 -0.015 0.0011 0.0006 
6 0.1656 -0.1928 0.0132 0.0002   6 0.0127 -0.0125 0.0008 0.0005 
7 0.1729 -0.1992 0.0118 0.0001   7 0.0069 -0.007 0.0007 0.0004 
8 0.0973 -0.0945 0.0075 0.0001   8 0.0376 -0.0304 0.0013 0.0006 
9 0.1573 -0.159 0.0121 0.0001   9 0.0204 -0.0234 0.0013 0.0006 
10 0.1406 -0.1701 0.0118 0.0002   10 0.0211 -0.0191 0.0012 0.0007 
11 0.135 -0.1352 0.0101 0.0001   11 0.0167 -0.0157 0.0011 0.0006 
12 0.1157 -0.1063 0.009 0.0001   12 0.0105 -0.0098 0.0009 0.0005 
13 0.1511 -0.1425 0.012 0.0002   13 0.0354 -0.0345 0.0013 0.0006 
14 0.1418 -0.1253 0.0104 0.0001   14 0.0166 -0.018 0.0012 0.0005 
15 0.1005 -0.1199 0.0085 0.0002   15 0.0159 -0.0149 0.0011 0.0006 
16 0.125 -0.1117 0.0097 0.0002   16 0.0177 -0.0177 0.0011 0.0006 
17 0.1808 -0.1848 0.0117 0.0002   17 0.012 -0.0097 0.001 0.0006 
18 0.1017 -0.1083 0.0098 0   18 0.029 -0.0256 0.001 0.0005 
19 0.1247 -0.1279 0.01 0.0001   19 0.0219 -0.0202 0.0011 0.0006 
20 0.1907 -0.1653 0.0115 0.0002   20 0.0106 -0.0099 0.0009 0.0005 
21 0.1937 -0.1834 0.0122 0   21 0.0182 -0.0153 0.0012 0.0006 
22 0.0889 -0.0981 0.0088 0   22 0.0134 -0.01 0.001 0.0005 
23 0.0728 -0.0779 0.0058 0.0002   23 0.0234 -0.0254 0.001 0.0005 
24 0.1012 -0.0929 0.0064 0.0003   24 0.0193 -0.0202 0.0012 0.0007 
25 0.0804 -0.0998 0.0061 0   25 0.0155 -0.0188 0.0013 0.0007 
26 0.0496 -0.0586 0.0042 0.0001   26 0.0153 -0.0146 0.0011 0.0006 
27 0.0198 -0.0165 0.0015 0.0001   27 0.0101 -0.0101 0.0009 0.0005 
28 0.0257 -0.0251 0.0014 0.0002   28 0.0106 -0.0126 0.0009 0.0005 
29 0.0151 -0.0195 0.0012 0   29 0.0088 -0.0096 0.0007 0.0004 
30 0.0413 -0.0235 0.0016 0.0002   30 0.0074 -0.0073 0.0007 0.0005 
                 31 0.003 -0.0032 0.0003 0.0002 
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Figure 8-64: Averaged Power Spectral Densities South Pier (Span 2 NB) 
 
Figure 8-65: Averaged Power Spectral Densities Mid-span (Span 2 NB) 
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Figure 8-66: Averaged Power Spectral Densities Boundaries (Span 2 SB) 
 
Figure 8-67: Averaged Power Spectral Densities Midspan (Span 2 SB) 
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From a cursory observation of the power spectral densities, it can be concluded that there 
is strong vibration response from 2-20 Hz under traffic excitation. At frequencies above 
20Hz, there do not appear to be any significant peaks in the spectrum that would indicate 
the presence of a strong mode excited by ambient traffic. Therefore, ambient excitation 
from traffic provides substantial input in the frequency range between 2-20 Hz to excite a 
significant number of modes. The peaks in the spectral densities shown in Figure 8-64 
through Figure 8-67 show the modes to be well separated, therefore, any number of 
modal parameter estimation algorithms would be suited to estimate the frequencies and 
mode shapes including the most basic peak picking method. The power spectral densities 
were viewed in near real time in order to understand the influence of traffic on the 
number and location of modes in the frequency spectrum. In addition to viewing the 
power spectral densities in real time, a full post processing of several ambient datasets 
was conducted. 
After collection in the field, a rapid post processing of the data via two modal parameter 
estimation techniques (CMIF and SSI) produced modal parameters with variability of 
less than 1%. It was judged from these results that ten-minute datasets would be 
sufficient for the reliable extraction of modal parameters. During a ten minute time 
window, ambient traffic was able to provide sufficient input and signal to noise ratios for 
all sensors, including those located at the boundaries, resulting in reliable modal 
parameter estimation. It should be noted that the duration of data collection depends 
significantly on the structure and the character of the input.  
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Therefore, different bridges may require different window-length in the datasets. The 
Wayne, NJ Bridge experiences a wide range of input from traffic including a significant 
number of heavy vehicles that excite the lower modes of the structure, while lighter 
vehicles excite the higher modes of the structure. A structure that is characterized by 
lower average daily truck traffic (ADTT) may require longer datasets in order to capture 
enough response for quality modal parameter estimation. Processing data on site was 
used as a data quality check and as a tool to provide useful insight to inform the design 
and execution of the impact test. It is recommended that the following quality checks be 
used in future testing to ensure the quality and reliability of the derived modal 
parameters. 
1. Visually inspect time records for signs of obvious anomalous behavior 
2. Transform time domain records into the frequency domain and peak pick 
frequencies 
3. If possible perform a full post processing of the data in the field using several 
modal parameter estimation techniques and compare results 
4. Plot mode shapes and determine whether the shapes make sense physically 
 
After collecting several ten-minute records, each record was inspected for signs of 
anomalous behavior. If certain behaviors, such as the anomalous behavior shown in 
Figure 8-68 and Figure 8-69, were found, the sensor that produced the behavior was 
discarded, and steps were taken to improve the quality of the data collected from that 
sensor including checking for loose connections. The data that was deemed to be of 
satisfactory quality was then transformed to the frequency domain, and the natural 
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frequencies and mode shapes were estimated. The mode shapes were analyzed to infer 
whether they made sense physically. If the mode shapes made sense, the process was 
started again with the collection of a ten-minute dataset. Table 8-24 shows the identified 
frequencies and damping ratios extracted from a single ten-minute dataset collected from 
Span 2 NB. 
 
Figure 8-68: Example of Poor Quality Ambient Data (1) 
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Figure 8-69: Example of Poor Quality Ambient Data (2) 
Table 8-24: Identified Natural Frequencies and Damping Ratios from Ambient Excitation  
 Northbound Southbound 
Ambient - SSI Ambient - SSI 
Mode Frequency (Hz) 
Damping 
(%)
Frequency 
(Hz)
Damping 
(%)
% 
Difference
1 3.01 2.42 2.89 2.14 3.99% 
2 3.69 0.3 3.79 1.28 -2.71% 
3 5.27 1.02 5.23 2.21 0.76% 
4 9.58 0.73 9.47 0.99 1.15% 
5 11.72 2.8 11.61 0.45 0.94% 
6 12.38 1.49 12.25 0.87 1.05% 
7 15.15 0.84 15.12 0.78 0.20% 
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Seven possible modes were identified from 2-15 Hz, and the first four mode shapes are 
presented herein as the first four significant shapes of the two sister spans due to ambient 
excitation. The first four mode shapes were selected for presentation due to the 
instrumentation allowing accurate descriptions of the mode shapes. The frequencies and 
damping ratios for higher order modes were estimated, but the associated mode shapes 
are not presented due to lack of mode shape resolution. 
  
Figure 8-70: 1st Identified Mode shape from Ambient Excitation (a) NB – 3.01 Hz (b) SB – 2.89 Hz) 
Observing the shape of the first mode, shown in Figure 8-70a, indicates a phenomenon 
where the girder directly under the sidewalk, or girder 8, has near zero modal amplitude. 
The modal amplitude increases significantly towards the longest girder, or first girder. 
Due to the bridge having a straight support at the south end and a skewed support at the 
north end, the identified mode shapes do not resemble regular shapes one might expect 
from a bridge that has two straight supports. The shape associated with the first identified 
frequency resembles a first bending shape mixed with a first torsion shape, rather than a 
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traditional first plate-bending mode. A reasonable explanation for the unexpected shape is 
that the short girder is directly under the sidewalk and is not excited by ambient traffic. In 
addition, this girder has an increased overall stiffness in comparison with other girders 
due to its length and the integral parapet and sidewalk. The response of this shape is 
dominated by the more flexible and longer length girders located towards to the west side 
of the structure. Due to the small modal amplitude along Girder 8, there exists a 
possibility of missing the first mode in the identification if instrumentation is installed 
exclusively along Girder 8 or the sidewalk. Missing a critical mode of the structure can 
adversely affect the modal flexibility calculations. As referenced by (Raghavendrachar, 
1992), the flexibility calculation may be characterized by significant errors if certain 
modes that have large contributions to flexibility are not included in the calculations. If 
the first mode is not included, it can be expected that the errors in the flexibility matrix 
would be significant and a reliable estimate of flexibility would be difficult, if not 
impossible to obtain.  
The two sister spans are nearly identical except for the mass distribution from the 
sidewalk is shifted from girder 1 on the southbound span to girder 8 on the northbound 
span. The different mass distribution may account for the lower identified frequency of 
the southbound span. A second explanation for the lower frequency of the southbound 
span is that the bridge had several heavily loaded trucks sitting on the span as part of the 
static load test. The mass distribution was changed significantly when compared with the 
mass distribution of the northbound structure due to the trucks being on the bridge at the 
time the data was collected. However, the impact test shows a lower first frequency 
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without the trucks present on the structure, which would negate the theory of the large 
trucks on the span influencing the frequency of the first mode. 
  
Figure 8-71: 2nd Identified Mode shape from Ambient Excitation (a) NB – 3.69 Hz (b) SB – 3.79 Hz) 
The second identified mode shape of the southbound span from ambient excitation has a 
remarkably similar shape to the first identified mode of the southbound structure. 
However, the modal amplitude along girder 1 is much less than is shown in mode 1. The 
frequencies are well separated, and each mode was clearly identified, so it can be judged 
that there are two modes within proximity that are highly correlated. The northbound 
structure has a similar second mode shape at a similar frequency. One explanation for the 
repeated shape is the data collected from the southbound structure was collected while 
the structure had significantly more mass on the structure than under operational 
conditions. The structure was subject to additional 400 kips from the trucks used for the 
load test and further analysis using the FE model is needed to accurately characterize the 
behavior of the structure under these conditions. 
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Figure 8-72: 3rd Identified Mode shape from Ambient Excitation (a) NB – 5.25 Hz (b) SB – 5.23 Hz) 
  
Figure 8-73: 4th Identified Mode shape from Ambient Excitation (a) NB – 9.58 Hz (b) SB – 9.47 Hz) 
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freedom. The vibration intensities along girder one indicate appreciable acceleration in 
the lateral direction under ambient traffic input. The peak accelerations are approximately 
fifty percent less than those accelerations measured in the vertical direction. The lateral 
accelerations range from two hundredths of g and nine hundredths of g as shown in 
Figure 8-74.  
 
Figure 8-74: Lateral Acceleration Time Records - Girder 8 (Span 2 NB) 
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Table 8-25: Data Statistics for Dataset Collected at 554pm on October 1st, 2010 – Lateral Direction 
DOF 
Maximum 
Acceleration 
(g) 
Minimum 
Acceleration 
(g) 
RMS 
Acceleration 
(g) 
Absolute 
Mean 
Acceleration 
(g) 
8 0.0822 -0.0855 0.0066 0.0049 
12 0.0867 -0.0907 0.0078 0.0057 
16 0.0819 -0.0852 0.0090 0.0067 
18 0.0938 -0.0861 0.0083 0.0061 
22 0.0837 -0.0939 0.0078 0.0057 
26 0.0282 -0.0257 0.0029 0.0022 
 
 
 
 
Figure 8-75: Averaged Power Spectral Densities - Lateral (Span 2 NB) 
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From the averaged power spectral density shown in Figure 8-75, several distinct peaks 
are visible between 0 and 20 Hz. These frequencies correspond with some of those 
frequencies identified in the vertical acceleration frequency spectrum. A comparison of 
the vertical frequencies and lateral frequencies of Span 2 NB is given in Table 8-26. 
Mode shapes can be complex 3D shapes that include response in all three Cartesian 
coordinates. Since the primary objective was to establish the modal parameters associated 
with the dominant vibration responses and ultimately obtain modal flexibility, the vertical 
modal parameters were estimated by themselves. The lateral modal parameters are 
presented to demonstrate that an identified frequency may have modal amplitude in each 
of the Cartesian coordinates. However, the modal amplitudes in the vertical direction are 
critical for establishing the flexibility matrix of the structure in the vertical direction 
through modal analysis. Therefore, the vertical modes of the structure were established as 
critical parameters to be identified by the dynamic testing program. 
Table 8-26: Comparison of Identified Frequencies for Vertical and Lateral Directions 
Vertical  Lateral 
Mode 
Frequency 
(Hz) 
Damping 
(%) 
Frequency 
(Hz) Damping (%) 
1 3.01 2.42   
2 3.69 0.30 3.68 2.97 
3 5.27 1.02 5.28 1.54 
4 9.58 0.73 9.64 0.97 
5 11.72 2.80   
6 12.38 1.49   
7 15.15 0.84 15.19 0.52 
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Several of the identified mode shapes in the vertical direction have lateral components as 
is shown in Table 8-26. The lateral accelerations along the bottom flange of Girder 1 
indicate a significant portion of the identified vertical mode shapes also have lateral 
modal displacement. The modes that have significant coupling between the vertical and 
lateral directions are those that exhibit torsional behavior. Bending modes do not exhibit 
strong coupling between the vertical and lateral directions.  
The vertical mode shapes of the structure exhibit differential modal displacement 
between girders. The lateral modes indicate the girders bend out of plane in addition to in 
plane bending at certain frequencies. The plate used to connect the wind bracing to the 
exterior girders and first interior girders is constantly undergoing cyclic loading that is a 
combination of in plane and out of plane bending. A typical truck causes several cycles of 
large acceleration (Figure 8-76) and, displacement as noted in the ambient traffic 
monitoring in Chapter 4. Figure 8-76 shows that the passage of a large vehicle causes 
large accelerations for several seconds followed by a slow decay. The slow decay 
exhibited by the time histories after a truck passes over the structure is also in an 
indication of low damping. The stress cycles due to large vehicles, differential girder 
displacements, and in plane/out of plane bending are contributing the fatigue of the gusset 
plates supporting the wind bracing. 
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Figure 8-76: Detail of Acceleration Time History Showing Passage of Large Vehicle 
8.9.3 Analytical Mass Normalization of Experimental Mode Shapes 
One of the primary drawbacks in using modal flexibility as a bridge condition indicator is 
the necessity of developing mass normalized mode shapes. The mass normalization or 
scaling factor can be extracted from driving point measures where both the input force 
and resultant acceleration are measured simultaneously. In output only modal analysis, 
mass normalization of mode shapes is not a straightforward process (Doebling, 1996). 
During the testing of the US202/NJ23 test, closure of the structure to all traffic was not 
feasible, resulting in periods of heavy traffic during testing. All efforts were made to 
conduct the forced excitation testing during periods where traffic was not present on the 
structure. However, there were occasions where traffic was on the structure before during 
or after the impact, force was applied. Additional input to the structure other than the 
impact force will result in errors, in scaling factor estimation, and ultimately the final 
estimation of modal flexibility. Methods for coping with the challenges of estimating 
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modal flexibility from response data due multiple input sources, known and unknown are 
discussed in this study. 
The three possible strategies for calculating accurate modal flexibility from traffic 
polluted data include developing a consistent mass matrix from an FE model for mass 
normalization of the unscaled mode shapes, developing a lumped mass matrix from an 
FE model, or manually using tributary area for assigning mass to measured DOF, and 
utilizing mass normalized mode shapes directly from a calibrated FE model (since most 
commercial FE model software output mass normalized mode shapes). The first two 
techniques involve estimating the mass matrix directly from an FE model by applying 
unit acceleration at one DOF and then calculating the resulting reaction forces at all other 
DOF in the model.  
Once the reaction force at all DOF due to a unit acceleration at a chosen DOF is known, 
the mass at each DOF can be calculated and populated into the global mass matrix. The 
FE model likely contains a greater number of DOF than are necessary for comparison 
with measurements taken during a modal test and any mass matrix derived from an FE 
model will need to be condensed to match the measured DOF or the measurements will 
need to be analytically expanded to match the mass matrix from the FE model. For 
scaling of the mode shapes obtained from the ambient vibration test on the US202/NJ23 
Bridge, the lumped mass matrix approach was the chosen method. 
The feasibility and accuracy of the lumped mass matrix approach was validated using a 
grid type structure in the laboratory before implementation on data from the real 
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structure. Once the mass matrix is developed, the un-scaled mode shapes are scaled using 
equation 8-2 
 Φ ൌ ߶ඥ߶்ܯ߶ 8-2 
 
߶ = the unscaled mode shape 
߶் = the transpose of the unscaled mode shape 
ܯ = the mass matrix of the structure 
Φ = the mass normalized mode shape 
Once the scaled mode shapes were developed, an interpolation routine was implemented 
to develop mode shapes at a sufficient resolution to have DOF on the scaled mode shapes 
correspond spatially with the truck tire positions on the bridge during the static load test. 
The flexibility matrix was then derived from the high-resolution mass normalized mode 
shapes using the formulation shown in equation 8-3. 
 ሾ݂ሿ ൌ ሾΦሿ ൤ 1߱ଶ൨ ሾΦሿ
் 8-3 
 
Φ is the mass normalized modeshape 
Φ் is the transpose of the mass normalized modeshape 
߱ is the natural frequency 
݂ is the flexibility matrix 
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Comparison with the displacements obtained from the static load test was performed by 
loading the dynamically derived flexibility matrix with a loading vector representing the 
weight and the truck tire locations during the load test. A visual comparison between all 
methods used for estimating the displacement of the structure under known loads is given 
in Figure 8-77 through Figure 8-80. 
 
Figure 8-77: Girder 1 Displacements – All Methods – 6 Full Truck Load Case 
Girder 1 is affected by nonlinear behavior at the left end of the girder as was mentioned 
in several previous sections. It is the belief of the researchers that the nonlinear behavior 
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seen in the displacement measure near the south pier is due to a large vertical crack in the 
cantilevered portion of the pier cap. The bearing supporting Girder 1 sits on the 
cantilevered portion of the pier cap while the other bearings are supported by the 
remainder of the pier cap. The measured strains along Girder 1 do not reflect this non-
linear behavior, which points to a rigid body displacement, which would not be reflected 
in strain measurements. Any opening of the crack under increased load would result in a 
settlement of the bearing and pier cap and would not affect the measured strains on the 
supported girder.  
 
Figure 8-78: Girder 3 Displacements – All Methods – 6 Full Truck Load Case 
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Along Girder 3, all methods predict the measured static displacements with less than 15% 
error with the majority of errors limited to less than 10%. Modal flexibility derived from 
the impact test and the FE model estimate the measured displacements with the greatest 
accuracy. Each method is characterized by a maximum error of 8% and an average error 
of 6%, which shows each method, had reasonable success in predicting the measured 
displacements along Girder. 
 
Figure 8-79: Girder 6 Displacements – All Methods – 6 Full Truck Load Case 
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Along Girder 6, the predicted displacement derived from ambient data best predicts the 
measured displacement with a maximum error of 20% and an average error of 12%. The 
three predictive methods bound the actual displacement and in general show no more 
than 25% error at any DOF. Each method predicts the measured displacement reasonably 
well. 
 
Figure 8-80: Girder 8 Displacements – All Methods – 6 Full Truck Load Case 
The measured displacements along Girder 8 are quite small and therefore any 
discrepancies between the measured and predicted displacements will be magnified. The 
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percent errors show large discrepancies; however, graphically the predicted 
displacements and measured displacements are reasonably close. While the figures 
present a visual or qualitative comparison of the various methods used for estimating the 
displacement of the structure under known loading, a quantitative comparison of the 
errors between the estimation methods is presented in Table 8-27. 
 
 
  
5
1
2
 
Table 8-27: Comparison of Flexibility Estimates for International Bridge Study 
                                                 
 
3 An a-priori finite element model was constructed from the as built plans. The finite element model was then calibrated using the measured strain and 
displacement data from the static load test. This procedure is described in a separate thesis and a Rutgers CAIT report. 
6 Full trucks 
  1 2 3 4             
Girder - DOF 
Static 
Load 
Test (in) 
Modal 
Flexibility 
(in) 
Ambient 
Flexibility 
(in) 
FE 
Model3 
(in) 
1 vs. 2 
(%) 
1 vs. 3 
(%) 
1 vs. 4 
(%) 
2 vs. 3 
(%) 
2 vs. 4 
(%) 
3 vs. 4 
(%) 
Girder 8 - 9 -0.0747 -0.0915 -0.0498 -0.1847 -22.49% 33.37% -147.26% 45.60% -101.86% -271.09% 
Girder 6 - 10 -0.3580 -0.3752 -0.2854 -0.4232 -4.80% 20.27% -18.21% 23.92% -12.79% -48.26% 
Girder 3 - 11 -0.6157 -0.6047 -0.6543 -0.6258 1.79% -6.27% -1.64% -8.20% -3.49% 4.36% 
Girder 1 - 12 -0.6246 -0.4321 -0.5179 -0.4873 30.82% 17.09% 21.98% -19.85% -12.77% 5.90% 
Girder 8 - 18 -0.0793 -0.0842 -0.0677 -0.1756 -6.18% 14.63% -121.44% 19.59% -108.55% -159.37% 
Girder 6 - 19 -0.4466 -0.4865 -0.4375 -0.5494 -8.93% 2.05% -23.02% 10.08% -12.93% -25.59% 
Girder 3 - 20 -0.8457 -0.7901 -0.8241 -0.9287 6.57% 2.56% -9.81% -4.30% -17.54% -12.70% 
Girder 1 - 22 -0.6389 -0.5339 -0.6507 -0.6912 16.43% -1.85% -8.19% -21.88% -29.46% -6.22% 
Girder 8 - 23 -0.0192 0.0259 -0.0257 -0.0392 234.90% -33.88% -104.17% 199.25% 251.35% -52.50% 
Girder 6 - 24 -0.2492 -0.2125 -0.2496 -0.2370 14.73% -0.16% 4.90% -17.46% -11.53% 5.05% 
Girder 3 - 25 -0.5298 -0.4846 -0.6003 -0.5539 8.53% -13.32% -4.55% -23.88% -14.30% 7.74% 
Girder 1 - 27 -0.4670 -0.3934 -0.4865 -0.4852 15.76% -4.17% -3.90% -23.66% -23.34% 0.26% 
Average Error 30.99% 12.47% 39.09% 34.81% 49.99% 49.92% 
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8.10 Summary and Correlation of Test Results – Ambient Excitation 
One of the main objectives of the experimental program was to estimate the modal 
parameters of the two similar spans, Span 2 NB and Span 2 SB. Two excitation methods 
were used to obtain the modal parameters of the structures, including ambient and impact 
excitation and the results from these tests have been presented previously. A comparison 
between the modal parameters identified from tests utilizing ambient and impact 
excitation for both spans is presented in Table 8-28 and Table 8-28. 
Table 8-28: Comparison between Ambient and Impact Test Results (Span 2 NB) 
 Ambient - SSI Impact - CMIF   
Mode Frequency (Hz) 
Damping 
(%) 
Frequency 
(Hz) 
Damping 
(%) 
% 
Difference MAC 
1 3.01 2.42 2.97 1.3 1.33% 0.9775 
2 3.69 0.3 3.73 3.24 -1.08% 0.9624 
3 5.27 1.02 5.29 2.35 -0.38% 0.9867 
4 9.58 0.73 9.68 1.36 -1.04% 0.9588 
5 11.72 2.8 11.64 1.95 0.68% 0.9653 
6 12.38 1.49 12.25 1.34 1.05% 0.9731 
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Table 8-29: Comparison between Ambient and Impact Test Results (Span 2 SB) 
 Ambient - SSI Impact - CMIF   
Mode Frequency (Hz) 
Damping 
(%) 
Frequency 
(Hz) 
Damping 
(%) 
% 
Difference MAC 
1 2.89 2.14 2.98 2.52 -3.02% 0.9577 
2 3.10 1.24 
3 3.79 1.28 3.83 1.7 -0.99% 0.9615 
4 5.23 2.21 5.21 1.38 0.40% 0.9880 
5 9.47 0.99 9.23 0.78 2.58% 0.9802 
6 11.61 0.45 11.74 1.15 -1.12% 0.8643 
7 12.25 0.87 12.21 0.51 0.34% 0.9363 
8 14.80 0.61 
9 15.12 0.78 15.50 1.01 -2.54% 0.9813 
10 20.18 1.51 
 
The frequency correlation between the two excitation methods for each span show that 
the frequencies vary by less than 5% and produce consistent estimates of the mode 
shapes. The MAC values exceed 95% for all identified modes except for the sixth and 
seventh identified mode of the southbound span, which have MAC values of 0.86 and 
0.93 respectively. The MAC correlation shows those shapes associated with the identified 
natural frequencies from each excitation method are in close agreement. The impact test 
shows two modes around 3 Hz while the ambient test is only able to identify one. As was 
mentioned in the previous chapter, this is due to the structure, nature, and location of the 
input excitation used in the impact test. 
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CHAPTER 9: CONCLUSIONS, RECOMMENDATIONS, AND FUTURE WORK 
9.1 Summary 
The motivation of this research has been to explore the feasibility and reliability of a 
“rapid modal analysis” concept for bridge condition evaluation. The concept incorporates 
multi-input-multiple-output (MIMO) modal analysis of a bridge by controlled impact(s) 
at the critical coordinates of the superstructure while measuring the impact, as well as the 
transient acceleration responses of the superstructure. Although bridge modal analysis by 
impact has been demonstrated as a reliable tool for flexibility, its feasibility for 
widespread applications to bridges was not considered favorable due to the need to close 
the bridge for an extended period. On the other hand, the challenges of reliable bridge 
condition evaluation and the opportunity to adapt new tools, such as a falling weight 
deflectometer (FWD), justified further exploration for transforming MIMO modal 
analysis into a rapidly applicable method with only a short-duration (~15 min) traffic 
control.  
A MIMO modal analysis of a bridge poses many challenges even when a bridge is closed 
to traffic. Therefore, a rigorous evaluation of the impact devices, sensors and data 
acquisition hardware, associated firmware as well as test-control and post-processing 
software was completed initially. This was followed by an in-depth review and 
evaluation of the best practices guidelines for MIMO. Flow-charts  for planning, design 
and execution of a MIMO test were developed and presented.  
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A large capacity impact hammer, capable of a single impact up to 30 Kips of dynamic 
force with a bandwidth of 40 Hz, was constructed. Rehearsals were carried out on various 
full-scale beams in the laboratory and then on two actual bridge structures, executing 
MIMO tests. Data subsets were extracted to mimic SIMO test data to evaluate and 
confirm the correlation of corresponding properties from MIMO and SIMO data.  As a 
result of the study, the following conclusions and recommendations were formulated. 
These are presented and classified as:  (a) Conclusions from Analytical Studies; (b) 
Conclusions from Experimental Studies (c) Limitations of Research, (d) 
Recommendations and (e) Future Work. 
9.2 Conclusions from Analytical Studies 
Analytical studies, including closed form and FEM analyses of a simply supported square 
plate as a benchmark calibration structure, were completed. MIMO analyses are generally 
characterized by an instrumentation grid and impact locations that cover the entire 
structure while SIMO analyses generally target only a portion of the structure. Therefore, 
many different instrumentation and impact configurations are available for MIMO and 
SIMO analyses.  MIMO and SIMO modal analysis were numerically simulated to 
correlate the flexibility computed from a variety of approaches. Through several 
simulations including, measurement grid size, model complexity, and extraneous noise 
from traffic the following conclusions regarding flexibility estimation were reached 
 In the absence of noise or other uncertainties, flexibility coefficients at a point are 
estimated consistently whether a spatially distributed grid, spatially truncated 
gird, or single point test setup is used. 
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 Numerical impact test simulation on an ideal mathematical model shows that 
modal flexibility converges to the static flexibility using a sufficient number of 
modes in the calculation. 
o In the case of the symmetric plate, a total of 11 modes were used in the 
calculation of the modal flexibility coefficient at the center of the plate, 
which corresponded to 97.8% of the static flexibility at the center of the 
plate from the converged FE model. 
 Numerical impact test simulation on the mathematical model of an irregular plate 
shows that structural complexities (varying stiffness, damping and boundary 
conditions) do not affect the ability of modal analysis to provide accurate 
estimates of flexibility as long as the assumption of linearity remains valid. If 
significant non linearities are introduced, modal flexibility and modal analysis 
will only provide approximations of the true static flexibility. 
 Numerical simulation of MIMO and SIMO in the presence of noise shows that 
noise affects the estimation of the real portion of the complex poles (damping 
factor) and the modal scaling (Modal A, modal mass). These parameters are 
shown directly on the FRFs in Figure 1-1 and Figure 1-2 . These two parameters 
need to be estimated accurately for the modal flexibility to accurately represent 
the static flexibility of the structure. 
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Figure 9-1: 3DOF System - Complex Poles – Graphical Description of FRF 
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Figure 9-2: 3DOF Residue Definition – Graphical Description on FRF 
 An accurate analytical mass matrix can be used to scale mode shapes derived 
from data that has noise or unmeasured excitation present. However, mass 
matrices can be difficult to obtain for complex structures.  
o Therefore, it is recommended that if possible accurate material properties 
of the structural elements be obtained through the testing of cores or other 
NDE methods.  
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o For complex structures, an analytical lumped mass matrix should be used 
for scaling of experimental mode shapes, since a lumped mass matrix may 
be formulated with greater reliability than the more accurate consistent 
mass matrix. 
9.3 Conclusions from Experimental Studies 
9.3.1 Pennsauken Creek Bridge Test 
The Pennsauken Creek Bridge was used as a test bed to evaluate the effectiveness of the 
drop hammer device as an excitation device used during a multiple reference impact test. 
A secondary objective was to evaluate the effect of traffic excitation coupled with impact 
excitation on the estimation of modal flexibility. The final objective of the test was to 
evaluate the estimation of modal flexibility using MIMO, SIMO, spliced SIMO, and 
independent SIMO testing techniques. The following conclusions can be drawn from the 
testing performed on the Pennsauken Creek Bridge. 
9.3.1.1 Bridge Specific Conclusions 
 Heavy trucks crossing the bridge produce 0.1g or 38.64 in/s^2 acceleration. This 
level of acceleration is not considered to be uncomfortable or intense. 
 Traffic excitation occurs in the frequency range between 0 and 20 Hz and will 
cause issues in the identification of modes in this range from forced excitation 
testing. 
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 Since the bridge is square when viewed in plan, most of the first ten modes are 
modes with higher curvature along the width of the bridge rather than along the 
length of the bridge. This indicates that the stiffness is greater longitudinally than 
laterally. 
 All testing methods, ambient, MRIT, SIMO, etc. produce consistent estimates of 
the natural frequencies of the structure. 
 The drop hammer device developed for this study provided an impact force (20 
kip) which is significantly greater than that of a traditional instrumented hammer 
(5 kip), resulting in greatly improved signal to noise ratios, especially at far-field 
sensor locations.  
 The 20 kip impact force produced by the drop hammer, however, proved unable 
to overcome the effect of traffic especially if the traffic excitation occurs during 
the free decay of the structural responses following the application of impact 
excitation. 
o If traffic excitation occurs following the attenuation of the free decay, 
windowing functions can be used to truncate the signal prior to excitation 
due to traffic. The drawback in using windowing functions is that the 
frequency resolution is reduced due to the truncation of the time signal. 
Traffic should be not allowed on the bridge during or for at least a few 
seconds following the application of impact excitation. This can be 
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achieved using traffic control, traffic slowdowns, or timing impacts to 
occur in gaps in traffic. 
9.4 International Bridge Study 
Modal flexibility was used as a secondary method to corroborate the displacements 
obtained from static load testing. Dynamic testing has shown to be an effective method to 
obtain global measures of a bridges behavior and as a complimentary method to static 
load testing. It has been shown that modal flexibility is not able to accurately estimate the 
displacement of a structure that has non-linearities activated by large load levels. The 
following is a summary of the conclusions drawn from execution of the impact and 
ambient excitation experiments, as well as the correlation of modal flexibility, calibrated 
FE model, and static load test displacements. 
9.4.1 General Conclusions from Impact Testing 
 Accurate modal flexibility is only possible if the modal scaling factors can be 
estimated reliably. Frequency response functions should be generated without 
traffic on the structure to ensure coherence and reciprocity are maintained 
between the input and responses. 
o To retain the benefits of impact testing, i.e. speed and short testing time, 
traffic may be present on the structure so the test operator should try to 
apply the impacts during low periods of traffic. 
 Impact testing should be conducted at night when temperatures are most stable. 
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 Higher force levels obtained using the drop hammer provide improved signal to 
noise ratios when compared with the responses obtained using the sledgehammer 
o The drop hammer produces accelerations approximately 10 times greater 
than those produced by ambient excitation. 
o The sledgehammer produces accelerations approximately equal to those 
produced by ambient excitation. 
 Modal flexibility has difficulty predicting displacement measures that are affected 
by non-linear behaviors due to violations of the underlying principles of modal 
analysis, namely linearity and superposition. 
 Modal flexibility obtained from scaling the experimental mode shapes using an 
analytical mass matrix provides reasonable estimates of the displacements 
obtained from static load testing. 
 Testing during similar ambient conditions is recommended when comparing 
future tests to baseline measurements. 
 Ambient testing is a rapid means to obtain global parameters for the calibration of 
a FE model. 
 Modal flexibility derived from mode shapes scaled using an analytical mass 
matrix can provide reasonable estimates of the displacements measured from load 
tests. It should be noted that not all structures will lend themselves to this method 
due to specific circumstances such as structural complexities and poor data 
quality. 
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9.4.2 Bridge Specific Conclusions Drawn from Impact Testing 
 Displacement estimates obtained from modal flexibility overestimate the static 
displacements due to  three loaded trucks, while the displacement estimates for 
six full trucks shows reasonable correlation. 
 The bridge has mechanisms including deterioration, which cause significant 
difficulty in obtaining reliable estimates of modal flexibility.  
o Different reference locations produce different frequency estimates for the 
first vertical mode of the structure. This is an indication of non-linearity. 
 Reciprocity between references on Girder 2/3 and Girder 6 shows 
slight changes in the FRFs at the first mode obtained from 
references towards Girder 6 also indicating non linearity. 
 Coherence at different DOF and different frequencies varies. Therefore, the 
measured response might not be due entirely to the measured input force, which 
results in the scaling factor derived from the FRF representing the output to input 
relationship of the system will be in error. The first three modes of the system 
dominate the modal flexibility calculation, and it is essential for these modes to be 
estimated reliably. Since coherence is not 1 at each of these first three modes, and 
in general the coherence at lower frequencies is not perfect, it is possible the 
modal flexibility calculation is in error. 
 Impact testing of both northbound and southbound structures reveals similar 
modal parameters for each span. 
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9.4.3 Bridge Specific Conclusions Drawn from Ambient Vibration Testing 
The ambient vibration testing program was used as a preliminary testing method to 
identify the modal parameters of the two structures due to input from ambient sources 
such as traffic and wind. Ambient vibration testing lends itself to testing structures, which 
may have access conditions that are difficult, have a large mass and/or stiffness, or whose 
traffic patterns preclude impact excitation methods applied from the top of the structure. 
In the case of the US202/NJ23 Bridge, the traffic patterns provided difficult conditions 
under which impact excitation techniques could be applied without significant 
expenditures for maintenance and protection of traffic (MPT). The following conclusions 
were made after post processing the ambient vibration data from each structure. 
 The mode shapes and frequencies obtained through ambient excitation and impact 
excitation are similar with MAC values greater than 95% and differences in 
frequency of less than 5 %. 
 Vibration amplitudes due to large trucks crossing the bridge back to back were 
measured as high as +/- 0.25g (northbound) and +/-0.32g (southbound). These 
correspond to 97 in/sec2 and 124 in/sec2 respectively. Wright and Walker 
specified a human comfort limit of 100 in/sec2 (shown in Table 9-1) and several 
of the peak accelerations recorded during the observation period approach and 
exceed this limit. Accelerations should be limited to 0.13 g (50 in/sec2) so the 
accelerations are perceptible, but not unpleasant. 
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Table 9-1: Peak acceleration criterion for human response to harmonic vertical vibration (Wright 
and Walker, 1972) 
Human Response 
Peak Acceleration, in/sec2 
Transient Sustained 
Imperceptible 5 0.5 
Perceptible to Some 10 1 
Perceptible to Most 20 2 
Perceptible 50 5 
Unpleasant to Few 100 10 
Unpleasant to Some 200 20 
Unpleasant to Most 500 50 
Intolerable to Some 1000 100 
Intolerable to Most 2000 200 
Intolerable     
 
 
 
 AASHTO specifies that the first frequency of bridges used by pedestrians be 
greater than 3Hz, and depending upon the temperature during testing, the first 
frequency of the two spans is between 2.8 and 3.2 Hz. 
o It should be noted this bridge is rarely used by pedestrians, but research 
has shown that deflection and vibration criteria should be established 
using human perception of vibration rather than structural performance 
(Nowak and Grouni, 1988). 
 While the bridge satisfies an L/1200 deflection criterion, it also falls into the 
category of a bridge with strongly perceptible vibrations based on the criteria 
developed by Bolt, Baranek, Newman, Inc and referenced by De Wolf. (DeWolf, 
et al., 1986) 
 Light vehicular traffic (cars and light trucks) cause the bridge to oscillate around 
its dead load equilibrium position. That is, the bottom flange of the girders 
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experience nearly equal tension and compression strains during vibration. This 
behavior places the concrete deck in tension and may explain the cracking and 
delamination of the deck. 
 The vibration amplitudes induced by heavy truck traffic, the relatively low 
damping, and the combination of in plane, out of plane, and differential bending 
between adjacent girders may be causing the cracking of the wind bracing gusset 
plates.  
 Low damping ratios for the first few modes result in additional stress cycles due 
to passing heavy truck traffic. 
 To reduce vibration amplitudes and increase damping several strategies may be 
employed: 
o Repair and improve bridge approaches so trucks do not “jump” onto the 
structure and cause severe impact loading. 
o Add an overlay to the structure to smooth the transition between 
approaches and spans. This will add mass, some stiffness and damping 
and move the natural frequencies away from the frequency of traffic. 
 Stiffen the longer girders of the structure, which will raise the natural frequencies 
of the structure and also reduce the deflection and vibration driven by the longer 
more flexible girders. 
 The identified modal parameters of the two sister spans are similar and the small 
differences are due to the variation of mass and stiffness distribution. 
 Ambient excitation is sufficient to identify the modal parameters of the structure 
between 0-20Hz. 
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 There is distinct coupling between the vertical and lateral responses at several 
identified frequencies, especially those frequencies greater than 10 Hz. 
 The first mode of the northbound structure may not be accurately described with 
an ambient vibration study located along the sidewalk due to the short girder on 
the northbound span not being excited directly by traffic in addition to being near 
nodal points of the first mode. 
9.5 Conclusions from SIMO Analyses 
Access and traffic control restrictions often limit the implementation of comprehensive 
testing techniques for the testing of bridge structures. Rapid modal analysis through 
SIMO testing methods compromises spatial resolution of results for an increase in testing 
time coupled with a reduction in traffic control and access to a structure. Conclusions 
regarding SIMO analyses are as follows: 
 A SIMO analysis performed along a girder line produces consistent estimates of 
flexibility along the girder when compared with the flexibility estimates produced 
from a MIMO analysis. This conclusion was drawn from the theoretical studies 
performed in Chapter 6 and this conclusion confirms previous research reported 
in the literature by Catbas, Lenett (Catbas, et al., 2006, Lenett, 2000). 
 Slight discrepancies in frequency estimates between MIMO and SIMO analyses 
resulted in small errors in the estimation of the flexibility matrices in the two 
actual bridge test cases. Flexibility estimation is sensitive to changes in 
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frequencies while ULS estimates are less sensitive to changes in frequencies and 
modal coefficients. 
9.5.1 Overlapping SIMO Analyses 
 Previous researchers have proposed splicing techniques when an overlapping 
DOF is available between different impact-response measurement arrays. These 
methods were used to first obtain and then piece together segments of a mode 
shape along a single girder.  
 In order to splice together the shapes from substructures, a master and slave 
designation was made to denote which mode shape set would be used for scaling 
the slave mode shape sets. A least squares approximation was used to splice 
together the two SIMO analyses. This method was first developed by Brown and 
Lenett at the University of Cincinnati (Lenett, 2000). A scaling factor obtained 
using a least squares formulation is given in the following equation: 
 ߙ ൌ
ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଵ ்ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଶ∗
ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଶ ்ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଶ∗
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By multiplying the coefficients obtained from segment two by ߙ, all modal 
coefficients from segment 2 will be scaled by those modal coefficients in segment 
one (master). Since segment one was selected as the master set of modal 
coefficients, the complex poles and scaling factors from the master segment are 
used to scale the full mode shapes after they are stitched together using the 
following equation: 
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 ሼ߰ሽ௥ி௨௟௟ ൌ ቊ ሼ߰ሽ௥
ௌ௘௚௠௘௡௧ଵ
ሼ߰ሽ௥ௌ௘௚௠௘௡௧ଶ ௦௖௔௟௘ௗ ௢௡௟௬
ቋ 9-2 
 
Overlapping segments for a single girder are shown graphically in Figure 9-3. 
When overlapping segments are available, the master/slave method of splicing 
can be used to effectively estimate global mode shapes to be used for flexibility 
estimation. 
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Figure 9-3: Spliced FRF Matrix of Simply Supported Beam from Overlapped SIMO Tests 
 In the overlapped DOF scenario, the selection of master and slave segments does 
not have a significant (less than 5%) effect on the estimation of global mode 
shapes and flexibility. 
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9.5.2 Independent SIMO Analyses 
Splicing of independent SIMO analyses (without a common coordinate), shown 
graphically in Figure 9-4, can be performed by first interpolating a fictitious DOF 
that overlaps between both shape sets. This is necessary because the independent 
substructures do not have any overlapping DOF, resulting in the loss of the ability 
to judge if the shapes are scaled and phased consistently by examination of the 
overlapped DOF. Then, the residue shapes can be scaled consistently by using this 
fictitious DOF as a reference, using a procedure similar to the one  in the 
overlapped SIMO analysis, described previously. 
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Figure 9-4: Spliced FRF Matrix of Simply Supported Beam from Non-Overlapped SIMO Tests 
 The splicing of shapes without a common coordinate using the interpolation is not 
as accurate as when a common coordinate is used for splicing mode shapes. 
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 It is recommended that whenever possible, overlapping reference measurements 
are used to develop global mode shape sets and estimate flexibility. It is also 
desirable to maintain a stationary reference coordinate that will remain common 
during a series of SIMO tests, if possible.   
9.6 Recommendations and Limitations 
The best practices flow-chart for MIMO modal analysis of bridges that has been 
developed and presented in this work reveals the complexity of this experimental 
technique and the requirement for extensive training and experience. If the best practices 
are adhered to, and a bridge can be closed to traffic, it should be possible to perform a 
MIMO modal analysis for reliable estimates of modal flexibility. 
If a bridge has not been previously tested and the only option is a rapid SIMO 
application, even though reliable estimates of frequencies and mode shapes may be 
obtained, it may be extremely difficult and sometimes not feasible to extract reliable 
damping and modal scaling from a SIMO application. In such cases, it is recommended 
to first perform an ambient vibration test of a bridge with spatially widely distributed 
sensors. Various ways of rapidly installing sensors using magnets may be used for a 
preliminary ambient vibration monitoring to estimate the critical frequencies and mode 
shapes. Then, a SIMO modal analysis following the proposed rapid testing technique, in 
conjunction with best practices of modal analysis, may provide a more reliable estimate 
of frequencies and mode shapes. It is also recommended to perform modal scaling and 
obtain modal flexibility by leveraging an analytical estimate of the mass matrix. 
Therefore, it is recommended to construct an analytical model of a bridge at a resolution 
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to reliably estimate the mass matrix for modal scaling without a need for extracting 
modal damping from test data. 
 Rapid modal analysis methods will not replace, but complement visual inspection 
routines and serve as a method to provide quantitative indices (flexibility 
coefficients) of bridge condition. 
 Rapid modal analysis methods complement full scale comprehensive testing 
techniques and are not intended to replace any of the validated and mature 
structural testing techniques presented in the literature. 
 Engineers should only use the proposed rapid modal analysis method on short to 
medium span bridges since the substructure mode shapes of these bridges will 
have significant curvature over the test footprint and lend themselves to visual 
interpretation. 
 Successful design, implementation, execution of a rapid modal analysis test 
requires an engineer with experience in traditional modal analysis procedures and 
knowledge of structural behavior and how certain structural behaviors, such as 
those associated with non-linearity, can have significant effect on the outcome of 
modal parameter estimation. 
9.7 Further Work 
To build on this research and findings, additional work is recommended to develop and 
evaluate the implementation of the proposed rapid modal analysis tool. This will include: 
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 Design, construction and debugging of the proposed rapid modal analysis tool 
inclusive of the impacting, sensing, data-acquisition, and software sub-systems.  
o Design of an automated control for controlling and measuring the impact 
force applied to the structure 
o Design and specification of data acquisition and control for collecting 
response time signals and analyzing their quality 
o Implementation of semi-automated modal parameter estimation routines to 
produce several estimates of modal flexibility 
 Additional techniques and technology need to be explored for proper positioning 
of impact and sensors for rapid application of overlapping SIMO test setups. The 
optimization of the sensing grid on the mobile platform will require further work 
to determine the optimal balance between test time and grid size. If the mobile 
platform is limited to a small footprint, the reliability of the interpreted results will 
suffer since substructure mode shapes will lack significant curvature to assist in 
visually interpreting their shape. 
 Reasonable numbers of various types of bridges should be evaluated by 
leveraging the rapid testing tool under different traffic control and testing (MIMO, 
SIMO) scenarios, in order to clearly establish the benefit/cost of rapid modal 
analysis in conjunction with visual inspections.  
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APPENDIX A: SOLUTION FOR A SINGLE DEGREE OF FREEDOM 
SYSTEM 
 
 
 
% Single Degree of Freedom (SDOF) Matlab Solver 
% by John Prader 
  
%% Initialize System Properties 
  
save1=input('Save Plots yes=1/no=0: '); 
  
M = 10; % Mass of the system 
K = 1000; % Stiffness of the system 
alpha = 2/100; % Mass proportionality for damping 
beta = 2/100; % Stiffness proportionality for damping 
C = (alpha*M)+ (beta*K); %Proportional damping of the system 
  
%% Setup the equation of motion (EOM) 
  
% M(d^2_x/dt^2)+C(dx/dt)+Kx = f(x,t) 
  
% Use Laplace Domain Theory and change of variables to solve the 
% differential equation of the system with no inputs i.e. f(x,t)=0; 
  
% (M(s^2)+Cs+K)(X(s)e^st)=0; 
  
% When (X(s)e^st) is not equal to 0 (non-trivial solution) 
  
% s^2 + (C/M)s + (K/M) = 0 
  
%% Solve the SDOF system for its root 
  
lambda = (-C/(2*M))+sqrt(((C/(2*M))^2)-(K/M)); 
lambda_conj = (-C/(2*M))-sqrt(((C/(2*M))^2)-(K/M)); 
  
% Obtain the circular frequency 
  
circ_freq = (imag(lambda)); 
  
% Obtain the natural frequency 
  
freq = circ_freq/(2*pi); 
  
% Obtain the damping ratio  
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zeta = (-(real(lambda))/sqrt((circ_freq^2)+(real(lambda)^2)))*100; 
  
%% Obtain the residue  
  
A = (1/M)/(2*j*imag(lambda)); 
  
  
%% Setup the impulse response function and transfer function 
  
% Time variable 
t = linspace(0,10,500); 
  
% Impulse Response Function 
  
impulse=A./2*exp(lambda.*t) + A'./2*exp(lambda'.*t); 
  
% Plot Impulse Response Function 
  
figure(1) 
plot(t,impulse); 
xlabel('Time (s)'); 
ylabel('Amplitude'); 
grid on 
  
if save1==1; 
    saveas(figure(1),'SDOF - IRF.fig','fig'); 
    saveas(figure(1),'SDOF - IRF.emf','emf'); 
end 
  
% Frequency variable 
  
f = linspace(0,100,1000); 
  
% Transfer Function 
  
frf=A./(j.*f-lambda) + A'./(j.*f-lambda'); 
  
% Amplitude Plot 
figure(2) 
semilogy(f,abs(frf)); 
xlabel('Frequency (rad/s)'); 
ylabel('Amplitude'); 
grid on 
  
if save1==1; 
    saveas(figure(2),'SDOF - Amplitude.fig','fig'); 
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    saveas(figure(2),'SDOF - Amplitude.emf','emf'); 
end 
  
% Real Portion Plot 
figure(3) 
plot(f,real(frf)); 
xlabel('Frequency (rad/s)'); 
ylabel('Real'); 
grid on 
  
if save1==1; 
    saveas(figure(3),'SDOF - Real.fig','fig'); 
    saveas(figure(3),'SDOF - Real.emf','emf'); 
end 
  
% Imaginary Portion Plot 
figure(4) 
plot(f,imag(frf)); 
xlabel('Frequency (rad/s)'); 
ylabel('Imaginary'); 
grid on 
  
if save1==1; 
    saveas(figure(4),'SDOF - Imag.fig','fig'); 
    saveas(figure(4),'SDOF - Imag.emf','emf'); 
end 
  
% Phase Angle Plot 
figure(5) 
plot(f,angle(frf)); 
xlabel('Frequency (rad/s)'); 
ylabel('Phase Angle'); 
grid on 
  
if save1==1; 
    saveas(figure(5),'SDOF - Phase.fig','fig'); 
    saveas(figure(5),'SDOF - Phase.emf','emf'); 
end 
  
%Nyquist Plot 
figure(6) 
plot(real(frf),imag(frf)); 
xlabel('Real'); 
ylabel('Imaginary'); 
grid on 
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if save1==1; 
    saveas(figure(6),'SDOF - Nyquist.fig','fig'); 
    saveas(figure(6),'SDOF - Nyquist.emf','emf'); 
end 
 
 
 
 
Figure A1: SDOF Impulse Response Function 
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Figure A2: SDOF Amplitude Plot 
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Figure A3: SDOF Real Plot 
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Figure A4: SDOF Imaginary Plot 
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Figure A5: SDOF Phase Angle Plot 
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Figure A6: SDOF Nyquist Plot 
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APPENDIX B: SOLUTION FOR A MULTI-DEGREE OF FREEDOM 
SYSTEM 
 
 
 
% Multiple Degree of Freedom Solver - Cantilever Beam 
% by John Prader 
  
%% Initialize System Properties 
Area = 1.0625;                          % Cross Sectional Area 
I = 0.3962;                             % Moment of Inertia 
L = 36.5;                               % Element Length 
E = 29000000;                           % Modulus of Elasticity 
m_bar = ((490/(12^3))*(Area))/(386.4);  % Mass per unit length 
n_elements=3;                           % Number of Beam Elements 
ndof=(n_elements+1)*2;                  % Number of DOF 
  
M_global=zeros(ndof,ndof);              % Global Matrices 
K_global=zeros(ndof,ndof); 
C_global=zeros(ndof,ndof); 
  
save1=input('Save Plots yes=1/no=0: '); 
  
% Development of Mass Stiffness Matrices using Consistent Formulation 
  
% Element Mass Matrix 
  
m = ((m_bar*L)/420)*[(4*L^2),(22*L),(-3*L^2),13*L;... 
                     (22*L),156,-13*L,54;... 
                     (-3*L^2),-13*L,(4*L^2),-22*L;... 
                     13*L,54,-22*L,156]; 
                  
% Element Stiffness Matrix 
  
k = [(4*E*I)/L,(6*E*I)/(L^2),(2*E*I)/L,(-6*E*I)/(L^2);... 
     (6*E*I)/(L^2),(12*E*I)/(L^3),(6*E*I)/(L^2),(-12*E*I)/(L^3);... 
     (2*E*I)/L,(6*E*I)/(L^2),(4*E*I)/L,(-6*E*I)/(L^2);... 
     (-6*E*I)/(L^2),(-12*E*I)/(L^3),(-6*E*I)/(L^2),(12*E*I)/(L^3)]; 
  
 % Element Damping Matrix 
  
alpha = 2/100;                         % Mass Proportionality Constant 
beta = 2/100;                          % Stiffness Proportionality Constant 
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c = alpha*m+beta*k;  
  
%% Assemble Global System Matrices 
% Initiate vectors to determine the overlap of element matrices 
a=1:2:ndof-3; 
b=4:2:ndof; 
  
for ii=1:n_elements 
  
    mm=zeros(ndof,ndof); 
    kk=zeros(ndof,ndof); 
    cc=zeros(ndof,ndof); 
     
    mm(a(1,ii):b(1,ii),a(1,ii):b(1,ii))=m; 
    kk(a(1,ii):b(1,ii),a(1,ii):b(1,ii))=k; 
    cc(a(1,ii):b(1,ii),a(1,ii):b(1,ii))=c; 
  
  
M_global=M_global+mm; 
K_global=K_global+kk; 
C_global=C_global+cc; 
  
clear mm kk cc 
  
end 
  
clear a b 
  
%% Apply Boundary Conditions 
  
% Cantilever Boundary Conditions 
  
M_bound=M_global(3:8,3:8); 
K_bound=K_global(3:8,3:8); 
C_bound=C_global(3:8,3:8); 
  
  
%% Condense Rotational DOF from Matrix 
  
% Partition Stiffness Matrix into primary and secondary DOF. Even rows and 
% columns are primary DOF and odd rows and columns are secondary DOF 
  
a=1:2:ndof-3; 
b=2:2:ndof; 
  
% Move rows of secondary dof to top 
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for ii=1:(size(K_bound,1)/2); 
    M_row1(ii,:)=M_bound(a(1,ii),:); 
    M_row2(ii,:)=M_bound(b(1,ii),:); 
    K_row1(ii,:)=K_bound(a(1,ii),:); 
    K_row2(ii,:)=K_bound(b(1,ii),:); 
    C_row1(ii,:)=C_bound(a(1,ii),:); 
    C_row2(ii,:)=C_bound(b(1,ii),:); 
end 
M_row=cat(1,M_row1,M_row2); 
K_row=cat(1,K_row1,K_row2); 
C_row=cat(1,C_row1,C_row2); 
  
% Move columns of secondary dof to left 
  
for ii=1:(size(K_bound,1)/2); 
    M_col1(:,ii)=M_row(:,a(1,ii)); 
    M_col2(:,ii)=M_row(:,b(1,ii)); 
    K_col1(:,ii)=K_row(:,a(1,ii)); 
    K_col2(:,ii)=K_row(:,b(1,ii)); 
    C_col1(:,ii)=C_row(:,a(1,ii)); 
    C_col2(:,ii)=C_row(:,b(1,ii)); 
end 
M_col=cat(2,M_col1,M_col2); 
K_col=cat(2,K_col1,K_col2); 
C_col=cat(2,C_col1,C_col2); 
  
% Develop Transformation Matrix 
  
% T_sub = (Kss)^-1 * Ksp; 
% T = [T_sub;Ident] 
  
aa=size(K_col,1); 
  
Kss=K_col(1:aa/2,1:aa/2); 
  
Ksp=K_col(1:aa/2,(aa/2)+1:aa); 
     
T_sub = (-Kss^-1) * Ksp; 
     
T = [T_sub; eye(aa/2,aa/2)];  
  
M_cond = transpose(T)*M_col*T; 
K_cond = transpose(T)*K_col*T; 
C_cond = transpose(T)*C_col*T; 
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%% Solve for eigenvalues and eigenvectors 
  
[x,d]=eig(K_cond, M_cond); 
  
% Sort Undamped Eigenavlues from Smallest to Largest 
lambda=sort(diag(d),'ascend'); 
circ_freq=sqrt(lambda); 
freq=circ_freq/(2*pi); 
  
% Sort Modal Vectors Corresponding to Order of Modal Frequencies 
  
for ii=1:size(x,2) 
    vecs(:,ii)=x(:,size(x,2)-(ii-1)); 
end 
  
% Plot Mode shapes 
vecs_plot=[zeros(1,size(x,2));vecs]; 
x=0:36.5:109.5; 
  
plot(x,vecs_plot,'LineWidth',2); 
grid on 
xlabel('Beam Length (in)'); 
ylabel('Mode-shape Amplitude'); 
  
  
%% Develop MDOF Transfer Function 
  
% H(s) = X(s)/F(s); 
  
% Find the adjoint of B(s) 
  
% Formulate Laplace variable 
f = linspace(-200, 200, 800); 
sigma = linspace(-15,0,800); 
  
  
  
% Formulate EOM in Laplace domain 
EOM_Laplace=zeros(size(M_cond,2),size(M_cond,2),size(f,2),size(sigma,2)); 
for ii=1:size(f,2) 
    for jj=1:size(sigma,2) 
        s1=sigma(1,ii)+(j*f(1,ii)); 
        s2=sigma(1,ii)-(j*f(1,ii)); 
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EOM_Laplace(:,:,ii,jj)=((M_cond*(s1^2))+(C_cond*s1)+K_cond)+((M_cond*(s2^2))+(
C_cond*s2)+K_cond); 
  clear s1 s2 
    end 
end 
  
  
% Find the Adjoint Matrix of Laplace Representation of the EOM at every "s" 
% line 
  
EOM_Laplace_adj=zeros(size(M_cond,2),size(M_cond,2),size(f,2),size(sigma,2)); 
for ii=1:size(f,2) 
    for jj=1:size(sigma,2) 
    EOM_Laplace_adj(:,:,ii,jj)=adj(EOM_Laplace(:,:,ii,jj)); 
    end 
end 
  
%Express the determinant of the B(s) matrix as a polynomial expansion 
  
EOM_Laplace_det=zeros(size(M_cond,2),size(M_cond,2),size(f,2),size(sigma,2)); 
for ii=1:size(f,2) 
    for jj=1:size(sigma,2) 
    EOM_Laplace_det(:,:,ii,jj)=det(EOM_Laplace(:,:,ii,jj)); 
    end 
end 
     
  
% Formulate the Transfer Function H(s) 
  
H=EOM_Laplace_adj./EOM_Laplace_det; 
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Figure B1: Example MDOF Impulse Response Functions 
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Figure B2: Example MDOF Laplace Domain Plot 
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Figure B3: Example MDOF Frequency Domain Amplitude Plot 
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Figure B4: Example MDOF Mode-shapes 
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