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We present a detailed theoretical study of bilayer-graphene’s electronic properties in the presence
of electric and magnetic fields. Using group-theoretical methods, we derive an invariant expansion
of the Hamiltonian for electron states near the K point of the Brillouin zone. In contrast to known
materials, including single-layer graphene, any possible coupling of physical quantities to components
of the external electric (magnetic) field has a counterpart where the analogous component of the
magnetic (electric) field couples to exactly the same combination of quantities. For example, a purely
electric spin splitting appears as the magneto-electric analogue of the familiar magnetic Zeeman spin
splitting. The measurable thermodynamic response induced by magnetic and electric fields is thus
completely symmetric. The Pauli magnetization induced by a magnetic field takes exactly the
same functional form as the polarization induced by an electric field. Our findings thus reveal
unconventional behavior of spin and pseudospin degrees of freedom in their coupling to external
fields. We explain how these counterintuitive couplings are consistent with fundamental principles
such as time reversal symmetry. For example, only a magnetic field can give rise to a macroscopic
spin polarization, whereas only a perpendicular electric field can induce a macroscopic polarization
of the sublattice-related pseudospin degree of freedom characterizing the intravalley orbital motion
in bilayer graphene. These rules enforced by symmetry for the matter-field interactions clarify the
nature of spins versus pseudospins. We also provide numerical values of prefactors for relevant
coupling terms. While our theoretical arguments use bilayer graphene as an example, they are
generally valid for any material with similar symmetries. The unusual equivalence of magnetic and
electric fields discussed here can provide the basis for designing more versatile device architectures
for creating polarizations and manipulating the orientation of spins and pseudospins.
PACS numbers: 73.22.Pr, 61.50.Ah, 61.48.Gh, 71.70.-d
I. INTRODUCTION
It is normally the case that physical effects associated
with electric fields are qualitatively different from those
associated with magnetic fields. The distinct physics re-
lated with the two types of fields is generally mandated
by their opposite behavior under symmetry transforma-
tions: an electric field E (magnetic field B) is odd (even)
under spatial inversion and even (odd) under time re-
versal. However, in certain materials,1–3 the clear sepa-
ration between electric and magnetic effects turns out
to be blurred because time reversal and/or inversion
symmetries are broken (e.g., in multiferroics4–6), or be-
cause the material’s band structure exhibits a special
topological structure.7 In these magneto-electric media,8
orbital magnetic polarizations can be induced by elec-
tric fields (and vice versa) in a way which realizes a
condensed-matter physics analog of axion electrodynam-
ics.9,10 Here we show that electrons at a Dirac point in bi-
layer graphene (BLG) experience a previously unknown
type of electromagnetism in which the equivalence be-
tween electric and magnetic effects is virtually complete:
every coupling of an electron’s degrees of freedom to a
magnetic field is matched by an analogous coupling of
the same degrees of freedom to an electric field. This un-
usual duality of matter-field interactions is the physical
origin of a recently predicted magneto-electric response in
valley-isospin-polarized BLG,11 but its implications are
much broader as we show in this paper.
The crystal structure and Brillouin zone of BLG are
illustrated in Fig. 1(a) and (b), respectively. The band
structure near the K point is described by the effective
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FIG. 1. (a) Crystal structure of bilayer graphene. The honey-
comb structure of the upper (lower) layer is marked in black
(gray). Atoms in sublattices A and A′ (B and B′) are marked
with open (closed) circles. (b) Brillouin zone and its two in-
equivalent corner points K and K′. The remaining corners
are related with K or K′ by reciprocal lattice vectors. (c)
Dispersion E(k) near the K point. We have k ≡ κ−K.
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2Hamiltonian12–14
(HKk )33(k) =
~2
2m0
[−u (k2+ σ+ + k2− σ−)+ w k2σ0]
− ~v (k− σ+ + k+ σ−) ,
(1)
where ~ is Planck’s constant, m0 is the free-electron mass,
k ≡ (kx, ky) is the electrons’ wave vector measured from
K, and the Pauli matrices σx,y,z are associated with the
sublattice (or, equivalently, the layer-index) pseudospin
degree of freedom.13 In our notation, σ0 is the 2× 2 unit
matrix, σ± = (σx±iσy)/2, and k± = kx±iky. Numerical
values for the (positive and dimensionless) prefactors u,
w and the speed v are well known,12,13 see below. Very
close to the K point, the energy dispersion resulting from
Eq. (1) mimics that of massless Dirac electrons, as is the
case in single-layer graphene (SLG). However, as u w,
the dominant behavior of electrons in BLG is captured
by the quadratic dispersion shown in Fig. 1(c).
External fields turn out to have a great influence on
the electronic properties of charge carriers in BLG. Pre-
viously, only the effects of electric and magnetic fields
directed perpendicular to the BLG sheet have been con-
sidered, which can be described by the extended effective
Hamiltonian
HK33(k, Ez, Bz) = (HKk )33(k)
+
ge
2
Ez
c
µB σz − gm
2
Bz µB σz + e ξz EzBz σ0 . (2)
Here we have followed the common practice15 that ~k
denotes both crystal momentum and, for a magnetic
field B > 0 the operator of kinetic momentum, ~k =
−i~∇ + eA, the components of which obey the com-
mutator relation [kx, ky] = (e/i~)Bz. According to
Eq. (2), (i) a potential difference between the two lay-
ers (equivalent to a finite electric field Ez) opens up a
pseudospin gap12,16–18 ge µB Ez/c, (ii) a magnetic field
Bz induces a pseudospin Zeeman splitting
19 gm µBBz,
and (iii) the simultaneous presence of fields Ez and Bz
leads to a (valley-contrasting, see below) overall energy
shift,11,19–22 e ξz EzBz. In Eq. (2), the effective g fac-
tors ge and gm as well as the prefactor ξz are material
parameters, µB is the Bohr magneton, and A is the elec-
tromagnetic vector potential satisfying (∇ ×A)z = Bz.
The matter-field interactions (i)–(iii) generate sizable ef-
fects for typical values of Ez and Bz. As discussed in
more detail below, we have ge ' 500, gm ' 6.2, and
ξz = 3× 10−4 nm/T.
Inspection of Eq. (2) reveals a surprising feature: dis-
regarding constant prefactors, the electron’s interaction
with fields Ez and Bz is symmetric with respect to the
interchange of Ez and Bz. Indeed, this observation is not
a coincidence. It reflects the unusual property of electron
states near the K point of the BLG Brillouin zone that
crystal symmetry does not distinguish between polar vec-
tors such as the electric field E and axial vectors such as
the magnetic field B. Moreover, the familiar constraints
due to time-reversal invariance are modified at the BLG
K point such that symmetry under time reversal likewise
permits that E and B become interchangeable.
In the following, we provide a rigorous derivation of
the magneto-electric equivalence exhibited in BLG and
discuss physical ramifications, with most of our major
findings given in Secs. IV and VI. Noteworthy results
include Table III, which juxtaposes lowest-order B- and
E-dependent terms in the effective Hamiltonian for elec-
trons in BLG related by magneto-electric equivalence and
elucidates their opposite symmetry with respect to the
valley degree of freedom; Fig. 2, which illustrates and
compares the spin and pseudospin textures induced by
each of these terms in the two valleys; and Table IV,
which provides parametric expressions and numerical val-
ues for prefactors. In addition, we discuss the measur-
able thermodynamic response induced by magnetic and
electric fields in BLG, which turns out to be completely
symmetric under exchange of B and E, see Eqs. (24) and
(26). These features reveal unconventional behavior of
spin and pseudospin degrees of freedom induced by ex-
ternal fields. Although seemingly counterintuitive, our
findings are consistent with fundamental principles such
as time reversal symmetry. This is indicated, e.g., by
the fact that only a magnetic field Bz can give rise to a
macroscopic polarization of the real spin sz, whereas only
an electric field Ez can induce a macroscopic polarization
of the pseudospin σz. These symmetry-enforced rules for
the matter-field interactions can serve to distinguish the
physical nature of spins versus pseudospins.
Our paper is organized as follows. To establish some
important notations and conventions, we start in Sec. II
with a brief review of results previously obtained for BLG
within a tight-binding analysis. The basic formalism and
results from the invariant expansion for the BLG band
structure near the K point are given in Sec. III. It reveals
the magneto-electric equivalence, which is analyzed in
greater detail in Sec. IV. To develop a more quantitative
description of the predicted effects, we apply the theory
of invariants in Sec. V to extend the tight-binding model
from Sec. II to include spin-orbit coupling and the effect
of external magnetic and electric fields. This extended
model is then analyzed in Sec. VI by means of Lo¨wdin
partitioning in order to derive explicit expressions for the
prefactors of the terms describing the magneto-electric
equivalence in BLG. We finish by drawing conclusions in
Sec. VII.
II. REVIEW OF TIGHT-BINDING ANALYSIS
In this section we present a brief review of results previ-
ously obtained for BLG within a tight-binding analysis.
This enables us to establish some important notations
and conventions. Also, it allows us to properly relate our
findings to previous work.
The crystal structure of BLG is sketched in Fig. 1(a).
3For definiteness, we use the basis vectors in real space
a1 = a
10
0
 , a2 = a
 1/2√3/2
0
 , a3 =
00
c
 ,
(3)
with lattice constants a and c. The two inequivalent cor-
ner points of the 2D Brillouin zone are then
K =
2pi
a
(
2/3
0
)
, K′ =
2pi
a
(−2/3
0
)
. (4)
We consider a tight-binding Hamiltonian for the BLG
pi bonds formed by the carbon pz orbitals, taking into ac-
count nearest-neighbor and second-nearest-neighbor in-
teractions in-plane and out-of-plane. For a given atom
in a honeycomb layer, the vectors connecting nearest-
neighbor atoms are (j = 1, 2, 3)
τ
(j)
1 = R(2jpi/3) τ (3)1 , τ (3)1 = a
 01/√3
0
 , (5)
where R(φ) denotes a 2D rotation in the xy plane by the
angle φ. Similarly, we get the vectors connecting second-
nearest-neighbor atoms (j = 1, . . . , 6)
τ
(j)
2 = R(j pi/3)a1. (6)
Then the tight-binding Hamiltonian becomes (in the or-
der A, B, A′, B′)23
H(κ) = E˜0 + γ′0f2
+

∆ −γ0 f1 γ1 γ4f∗1
−γ0 f∗1 0 γ4f∗1 γ3f1
γ1 γ4f1 ∆ −γ0 f∗1
γ4f1 γ3f
∗
1 −γ0 f1 0
 , (7)
where E˜0 is the site energy of the pz orbitals, ∆ denotes
the difference between the site energies of A atoms com-
pared with B atoms, γ0 (γ
′
0) is the transfer integral for
nearest (second-nearest) neighbors within each layer, and
γ1, γ3, and γ4 are transfer integrals for atoms in neigh-
boring layers. The functions fl(κ) are given by
fl(κ) ≡
∑
j
eiκ·τ
(j)
l . (8)
The particular geometry (5) gives for f1(κ)
f1(κ) = e
iκya/
√
3 + 2e−iκya/2
√
3 cos(κxa/2), (9)
and we have the relation
f2(κ) = |f1(κ)|2 − 3. (10)
Thus it is possible to rewrite the Hamiltonian (7) such
that it only depends on the function f1. Also, we re-
arrange the basis functions in the order 1√
2
(A + A′),
1√
2
(A−A′), B, B′ giving
H(κ) = E0 + γ′0f21 +

∆ + γ1 0
1√
2
(−γ0 + γ4)f1 1√2 (−γ0 + γ4)f∗1
0 ∆− γ1 − 1√2 (γ0 + γ4)f1 1√2 (γ0 + γ4)f∗1
1√
2
(−γ0 + γ4)f∗1 − 1√2 (γ0 + γ4)f∗1 0 γ3f1
1√
2
(−γ0 + γ4)f1 1√2 (γ0 + γ4)f1 γ3f∗1 0
 , (11)
where E0 = E˜0 − 3γ′0. In the following, we will neglect the constant E0 as well as the small parameter ∆. The latter
approximation helps to keep formulas derived later on more readable. Next we expand f1(κ) = f1(K+k) around the
K point. Using the coordinate system in Fig. 1 we obtain
f1(k) = −
√
3a
2
k− +
a2
4
k2+ + . . . . (12)
Substituting this into Eq. (11) gives the Slonczewski-Weiss-McClure (SWM) Hamiltonian24
HKk (k) =

γ1 + γ˜
′
0k
2 0 1√
2
(γ˜0 − γ˜4)k− 1√2 (γ˜0 − γ˜4)k+
0 −γ1 + γ˜′0k2 1√2 (γ˜0 + γ˜4)k− − 1√2 (γ˜0 + γ˜4)k+
1√
2
(γ˜0 − γ˜4)k+ 1√2 (γ˜0 + γ˜4)k+ γ˜′0k2 −γ˜31k− + γ˜32k2+
1√
2
(γ˜0 − γ˜4)k− − 1√2 (γ˜0 + γ˜4)k− −γ˜31k+ + γ˜32k2− γ˜′0k2
 . (13)
4Here (HKk )11 describes the uppermost band at the K
point transforming according to the irreducible represen-
tation Γ1 of D3 (we follow the notation of Koster et al.
25),
(HKk )22 corresponds to the lowest band transforming ac-
cording to Γ2 of D3, and the lower right 2× 2 block cor-
responds to a band transforming according to Γ3 of D3
which is two-fold degenerate at the K point. We have
γ˜0 ≡
√
3a
2 γ0, γ˜
′
0 ≡ 3a
2
4 γ
′
0,
γ˜31 ≡
√
3a
2 γ3, γ˜32 ≡ a
2
4 γ3, γ˜4 ≡
√
3a
2 γ4. (14)
Projecting H(k) on the Γ3 subspace using quasi-
degenerate perturbation theory26,27 gives in lowest order
the effective 2× 2 Hamiltonian [cf. Eq. (2)]
(HKk )33(k) =
~2
2m0
[−u (k2+ σ+ + k2− σ−)+ w k2σ0]
−~v (k− σ+ + k+ σ−)− gm
2
µBBz σz .
(15)
[To also obtain the Ez-dependent terms in Eq. (2) that
are absent in Eq. (15), a more refined analysis is required,
see Sec. VI below.] Defining the energy scale
γa =
2~2
3m0a2
≈ 0.85 eV , (16a)
we can express the new parameters in terms of the tight-
binding parameters as follows:
u =
γ20 + γ
2
4 − γ1γ3/3
γ1γa
≈ 33 , (16b)
w =
γ′0γ1 + 2γ0γ4
γ1γa
≈ 3.4 , (16c)
v =
γ˜31
~
=
√
3a
2~ γ3 ≈ 8.1× 104 m s−1 , (16d)
gm =
4γ0γ4
γ1γa
≈ 6.2 . (16e)
Here we assumed γ0 = 3.0 eV, γ
′
0 = 0.22 eV, γ4 =
0.14 eV, γ1 = 0.32 eV, γ3 = 0.25 eV, and a = 0.245 nm.
III. SYMMETRY ANALYSIS AND INVARIANT
EXPANSION FOR BLG
The SWM-like Hamiltonians (13) and (15) give the
band structure of BLG as a function of the wave vector k
measured from the K point. The theory of invariants26,28
allows one to generalize these results to perturbations K
that involve combinations of various quantities in addi-
tion to the wave vector k, e.g., electric and magnetic
fields E and B, strain  and the intrinsic spin s. The
group of the wave vector K is isomorphic to the trig-
onal point group D3 so that we can classify the elec-
tronic states near K using the irreducible representations
TABLE I. Symmetrized matrices for the invariant expansion
of the blocks Hαβ for the point group D3.
Block Representations Symmetrized matrices
H11 Γ1 × Γ∗1 = Γ1 Γ1 : (1)
H22 Γ2 × Γ∗2 = Γ1 Γ1 : (1)
H12 Γ1 × Γ∗2 = Γ2 Γ2 : (1)
H13 Γ1 × Γ∗3 = Γ3 Γ3 : (1, 1), (−i, i)
H23 Γ2 × Γ∗3 = Γ3 Γ3 : (1,−1), (−i,−i)
H33 Γ3 × Γ∗3 Γ1 : 1
= Γ1 + Γ2 + Γ3 Γ2 : σz
Γ3 : σx, σy
of D3.
25 The 4× 4 Hamiltonian HK falls into blocks
HK =
H11 H12 H13H21 H22 H23
H31 H32 H33
 , (17)
where each diagonal block Hαα describes a band trans-
forming according to the irreducible representation Γα of
D3. In the end, we are mainly interested in the block
H33 corresponding to the highest valence band and low-
est conduction band of BLG. However, for the study of
prefactors given in Sec. VI, all bands in the SWM model
are included.
According to the theory of invariants, each block Hαβ
takes the form
Hαβ(K) =
∑
κ, λ
aαβκλ
Lκ∑
l=1
X
(κ,αβ)
l K(κ,λ) ∗l . (18)
Here aαβκλ are prefactors, X
(κ,αβ)
l are matrices that trans-
form according to the IRs Γκ (of dimension Lκ) contained
in the product representation Γα × Γ∗β of D3. Likewise,K can be decomposed into irreducible tensor operators
K(κ,λ) that transform according to the IRs Γκ of D3. Us-
ing the coordinate system in Fig. 1 we obtain the basis
matrices and tensor operators listed in Tables I and II.
For completeness, Table II also includes the lowest-order
tensor operators due to strain. However, in the following,
these strain tensor operators are not considered further.
Quite generally, each term proportional to the compo-
nents of the strain tensor ij is formally equivalent to a
term where ij is replaced by the symmetrized product
{ki, kj}.26
Additional constraints for the Hamiltonian (17) are
due to time reversal invariance. The crystallographic
point group D3d of BLG contains symmetry elements R
mapping the basis functions ΨKλ at K on ΨK′λ at K
′.
These basis functions are also mapped onto each other
by time reversal θ, i.e., we have
θΨK,λ = Ψ
∗
Kλ =
∑
λ′
Tλλ′ ΨK′λ′ , (19)
5TABLE II. Irreducible tensor components for the point group
D3 (the group of the K point in BLG). Terms printed in
bold give rise to invariants in the block HK33 allowed by time-
reversal invariance. (No terms proportional to kz are listed
as they are irrelevant for graphene.) Contributions that are
new in BLG (i.e., are not part of the corresponding set28 for
D3h which is the group of the K point in SLG) are marked
by ‡. Notation: {A,B} ≡ 1
2
(AB +BA).
Γ1 1; k
2
x + k
2
y; {kx,3k2y − k2x}; Bxkx +Byky;
kxEx + kyEy; ExBx + EyBy‡; EzBz‡; xx + yy;
zz‡;
(yy − xx)kx + 2xyky; yzkx − xzky‡;
(yy − xx)Bx + 2xyBy; yzBx − xzBy;
(yy − xx)Ex + 2xyEy; yzEx − xzEy; sxkx + syky;
sxBx + syBy; szBz; sxEx + syEy‡; szEz‡;
(sxky − sykx)Ez; sz(kxEy − kyEx);
sx(yy − xx) + 2syxy; sxyz − syxz
Γ2 {ky, 3k2x − k2y}; Bz; kxBy − kyBx‡; Ez‡;
kxEy − kyEx;
ExBy − EyBx; (xx − yy)ky + 2xykx; yzky + xzkx;
(xx − yy)By + 2xyBx‡; (xx + yy)Bz; zzBz‡;
xzBx + yzBy‡; (xx − yy)Ey + 2xyEx;
(xx + yy)Ez‡; zzEz‡; xzEx + yzEy‡; sz;
sxky − sykx‡; sxBy − syBx; sxEy − syEx;
(sxkx + syky)Ez; sy(xx − yy) + 2sxxy‡;
sz(xx + yy); sxxz + syyz‡; szzz‡;
Γ3 kx, ky; {ky + kx, ky − kx},2{kx, ky};
{kx, k2x + k2y},{ky, k2x + k2y};
Bx, By; Byky −Bxkx, Bxky +Bykx; Bzky,−Bzkx;
Ex, Ey; Eyky − Exkx, Exky + Eykx; Ezky,−Ezkx;
EyBy −ExBx,EyBx + ExBy‡; EyBz,−ExBz;
EzBy,−EzBx; yy − xx,2xy; yz,−xz‡;
(xx + yy)(kx, ky); yzkx + xzky, xzkx − yzky‡;
(xx − yy)kx + 2xyky, (yy − xx)ky + 2xykx;
zzkx, zzky‡;
(xx + yy)(Bx, By); yzBx + xzBy, xzBx − yzBy;
(xx − yy)Bx + 2xyBy, (yy − xx)By + 2xyBx;
2xyBz, (xx − yy)Bz; zzBx, zzBy; xzBz, yzBz;
(xx + yy)(Ex, Ey); yzEx + xzEy, xzEx − yzEy;
(xx − yy)Ex + 2xyEy, (yy − xx)Ey + 2xyEx;
2xyEz, (xx − yy)Ez; zzEx, zzEy; xzEz, yzEz;
sx, sy; syky − sxkx, sxky + sykx; szky,−szkx;
syBy − sxBx, sxBy + syBx; szBy,−szBx‡;
syBz,−sxBz‡; syEy − sxEx, sxEy + syEx‡;
szEy,−szEx; syEz,−sxEz;
sz(kxEy + kyEx), sz(kxEx − kyEy);
(kx, ky)szEz‡; (sxky + sykx, sxkx − syky)Ez;
(sx, sy)(xx + yy); 2szxy, sz(xx − yy);
sx(xx − yy)− 2syxy, sy(yy − xx)− 2sxxy;
sxzz, syzz; szxz, szyz; sxyz + syxz, sxxz − syyz;
with a unitary matrix T . Combining these operations we
obtain26,28,29
T −1H(R−1K)T = H∗(ζK) = Ht(ζK) , (20)
where ∗ denotes complex conjugation and t is transpo-
sition. The quantity ζ depends on the behavior of K
under time reversal. The vectors k, B, and s are odd
under time reversal so that then ζ = −1, while E and
 have ζ = +1. Equation (20) provides a general crite-
rion for determining which terms in the expansion (18)
are allowed by time-reversal invariance and which terms
are forbidden. For off-diagonal blocks Hαβ , the criterion
(20) also determines the phase of the respective prefac-
tors aαβκλ . The matrix T depends on the choice for the
operation R. If R is the reflection Ry at the yz plane
[thus mapping the atoms in each sublattice in each layer
onto each other, see Fig. 1(a)], the matrix T is simply
the identity matrix and we obtain
HK(R−1y K) = HK ∗(ζK) . (21)
Those tensor operators in Table II that satisfy the crite-
rion (21) for the block HK33 are printed in bold face.
We note that under Ry polar (p) and axial (a) vectors
transform as
px → −px , py,z → py,z , (22a)
ax → ax , ay,z → −ay,z . (22b)
The transformational properties for the components of
the second-rank strain tensor ij can be expressed simi-
larly. To illustrate valley-dependent physics, we will often
employ a compact notation where τ0 (τz) denotes the unit
(diagonal Pauli) matrix acting in valley-isospin space.
The rules in Eq. (22) can then be expressed by writ-
ing general vector operators as (px τz, py τ0, pz τ0) and
(ax τ0, ay τz, az τz).
The group D3 characterizing the K point in BLG is
a subgroup of the group D3h for the K point in SLG so
that any term allowed by spatial symmetries in H(K) for
SLG is likewise allowed in BLG. Moreover, the constraint
(20) due to time reversal invariance is exactly equivalent
to the constraint in SLG. Thus it follows immediately
that the invariant expansion for the Γ3 band of BLG
contains all terms that exist already for SLG (though the
respective prefactors are unrelated). In particular, this
yields immediately the Hamiltonian (15), which applies
also to SLG, the only difference being that for SLG the k-
linear term proportional to ~v is dominant, whereas the
k-quadratic terms are small. In BLG, the situation is
reversed: for typical Fermi wave vectors the dispersion is
dominated by the quadratic terms, whereas the k-linear
term is only a small correction.
IV. MAGNETO-ELECTRIC EQUIVALENCE
A more detailed analysis shows that the point group
D3h for the K point of SLG distinguishes, as is usual, be-
tween polar vectors (such as the electric field E) and axial
vectors (such as the magnetic field B). Thus each term
in the 2 × 2 SLG Hamiltonian with a certain functional
form and linear in the field E or B is forbidden for the
other field. However, in BLG the point group D3 does
not distinguish between polar and axial vectors, the rea-
son being that D3 only contains rotations as symmetry
elements. The x and y components of any vector trans-
form according to Γ3, whereas the z component trans-
6forms according to Γ2. This implies that spatial sym-
metries cannot distinguish electric and magnetic fields
in BLG. Moreover, Eq. (20) treats electric and magnetic
fields symmetrically, too. Thus it follows that every E-
dependent term in the BLG Hamiltonian (18) is accom-
panied by another term where E is simply replaced by
B (and vice versa for B-dependent terms). However, the
prefactors of these terms are, in general, unrelated (see
Sec. VI). Table III summarizes the new terms arising
in lowest order from this magneto-electric equivalence.
The well-known fact that a potential difference between
the layers induces a gap12,16–18 is embodied by the term
∝ Ezσz, which is the electric analog of the orbital Zeeman
splitting. Moreover, we obtain a rather counter-intuitive
purely electric-field-dependent spin splitting30–32 ∝ Ezsz.
Thus real spins and pseudospins in BLG can precess not
only in a magnetic field but also in an electric field. In
second order of the fields, we also get terms proportional
to EzBz [see Eq. (2)] and E‖ ·B‖ reminiscent of the elec-
trodynamics in axion field theory.9 The magnetoelectric
effect arising in BLG from these second-order terms has
been discussed in Ref. 11.
We note that the Hamiltonian HK(K) depends not
only on the fields B and E but also on the electrodynamic
potentials A and Φ. The latter terms are not affected by
the magneto-electric equivalence.
A. Valley Dependence
The intravalley dynamics induced by the B and E de-
pendent terms in Table III are indistinguishable on a
qualitative level. They differ only in the magnitude of
the induced effects. However, differences do arise when
comparing the dynamics in the two valleys K and K′.
The effective Hamiltonian for electrons in the K′ valley
can be obtained from that for the K valley by a reflec-
tion Ry of the vectors k, s, E, and B at the yz plane,
see Fig. 1(a) and Eq. (22).28 Choosing the convention
that the B and E-dependent terms have the same sign
in the K valley, the corresponding term in the K′ valley
involving the axial vector B (second column in Table III)
differs by an overall minus sign from the term involving
the polar vector E (fourth column in Table III). For the
valley dependence resulting for the terms in Eq. (1), see
Table IV below.
The Hamiltonian for valley K′ can be obtained from
(HKk )33(k) using the transformation described above. Al-
ternatively, considering all possible interactions for either
a magnetic field B or an electric field E, the Hamiltonian
for one valley can be derived from the Hamiltonian for
the other valley via a simple (anti-) unitary transforma-
tion. Using our phase conventions, the relation
(HK′k )33(k) = σx (HKk )33(−k)σx (23a)
holds if only B 6= 0. In contrast, with solely an electric
field E present, we have
(HK′k )33(k) = sy (HKk )∗33(−k) sy , (23b)
where ∗ denotes complex conjugation. The relations (23)
imply that with all matter-field interactions associated
with just one field taken into account, the valley de-
generacy is preserved. However, the valley degeneracy
will generally be broken when B and E fields are applied
simultaneously.20
B. Thermodynamic Response
The measurable macroscopic response of a material to
an externally applied magnetic (electric) field is charac-
terized by the magnetization density M (dielectric po-
larization density P). Using F to denote either B or E,
and introducing R to be the associated response M or
P , we have at temperature T = 0 (Ref. 33)
R(F) = − 1
V
∂E0(F)
∂F . (24)
Here V is the system volume and E0(F) is the many-
particle ground state energy of the system as a function
of the field F . Quite generally, the thermodynamic re-
sponse can be probed experimentally, e.g., by a spatially
inhomogenous field F(r) that varies slowly over the sam-
ple. The vector gradient ∇F(r) (a second-rank tensor)
gives rise to a force per unit volume f exerted on the
system33
f = −∇E0[F(r)]
V
= [∇F(r)] ·R(F) . (25)
This can be viewed as a generalized Stern-Gerlach exper-
iment.
According to Eqs. (23), when applying either a mag-
netic field B or electric field E, the functional form of
the field-induced changes in the energy spectrum are the
same in both valleys for both B and E. Accordingly, the
response functions (24) are also the same (apart from nu-
meric prefactors) when considering each term in Table III
for magnetic and electric fields. For example, the Zeeman
spin splitting described by the magnetic term (T3) results
in the well-known paramagnetic Pauli contribution33 to
the magnetization density of a conductor at temperatures
T  EF/kB,
M(T3)z =
(
g
(s)
m µB
2
)2
BzD(EF ) , (26a)
where D(EF ) is the density of states at the Fermi en-
ergy EF and g
(s)
m the real-spin g factor for electrons
in BLG. When neglecting for clarity the small k-linear
term proportional to v in the Hamiltonian (2), we have
D(EF ) = 2m0/[pi~2(u±w)] for electron and hole states.
The corresponding electric spin splitting (T3) due to a
7TABLE III. Lowest-order terms (excluding strain-induced couplings) reflecting magneto-electric equivalence in BLG. The upper
sign holds for valley K, the lower sign for K′. The different behavior of electric and magnetic fields under inversion at the yz
plane results in the opposite valley symmetry of magneto-electric analogs, which are therefore most generally related by the
combined replacements E ↔ B and τ0 ↔ τz. Terms present in BLG but not in SLG are marked by ‡ .
magnetic field B electric field E
orbital Zeeman splitting Bz σz τz (T1) Ez σz τ0 inter-layer (pseudospin) gap‡
orbital Zeeman splitting‡ (i/2)(k+B− − k−B+)σz τ0 (T2) (i/2)(k+E− − k−E+)σz τz orbital Rashba splitting
spin Zeeman splitting Bz sz τ0 (T3) Ez sz τz electric spin splitting‡
spin-orbital Zeeman splitting‡ 2iBz(s−σ± − s+σ∓) τ0 (T4) 2iEz(s−σ± − s+σ∓) τz Rashba spin splitting
spin-orbital Zeeman splitting‡ iBz(s+k− − s−k+) τz (T5) iEz(s+k− − s−k+) τ0 Rashba spin splitting
spin-orbital Zeeman splitting‡ 2iBz(s−k−σ∓ − s+k+σ±) τz (T6) 2iEz(s−k−σ∓ − s+k+σ±) τ0 Rashba spin splitting
spin Zeeman splitting (B+s− +B−s+) τ0 (T7) (E+s− + E−s+) τz electric spin splitting‡
spin-orbital Zeeman splitting‡ i(B−σ± −B+σ∓)sz τ0 (T8) i(E−σ± − E+σ∓)sz τz Rashba spin splitting
spin-orbital Zeeman splitting −2(B+s+σ± +B−s−σ∓) τ0 (T9) −2(E+s+σ± + E−s−σ∓) τz Rashba spin splitting‡
perpendicular electric field Ez gives rise to the dielectric
polarization density
P(T3)z =
(
g
(s)
e µB
2
)2 Ez
c2
D(EF ) , (26b)
in complete analogy with Eq. (26a). Such an unusual
spin-dependent contribution to the dielectric polarization
density is clearly a consequence of spin-orbit coupling,
which is responsible for a nonzero prefactor g
(s)
e .
Writing Eq. (24) more formally in terms of the many-
particle Hamiltonian H,
R(F) = − 1
βV
∂
∂F ln [Tr {exp (−β H)}] , (27)
where Tr{. . . } denotes the trace in the many-particle
Hilbert space and β ≡ 1/(kBT ) with Boltzmann constant
kB, we see that each term in the single-particle Hamilto-
nian that is linear in the field F results in a contribution
to the response R that corresponds to the expectation
value of the quantity the field couples to. For example,
the spin contribution to the magnetization density aris-
ing from term (T3) can be written as
M(T3)z =
g
(s)
m µB
V
Tr
{∑
j szj τ0j exp (−β H)
}
Tr {exp (−β H)} , (28a)
≡ N
V
g(s)m µB 〈sz τ0〉 , (28b)
where
∑
j is the sum over all particles and N the parti-
cle number. Equation (28b) embodies the conventional
understanding that the spin contribution to the magne-
tization is proportional to the thermal average of the mi-
croscopic spin-magnetic moment. Due to the magneto-
electric equivalence in BLG, additional contributions ex-
ist that are associated with unconventional averages, e.g.,
M(T4)z ∝ 〈i(s−σ± − s+σ∓) τ0〉 , (29a)
M(T5)z ∝ 〈i(s+k− − s−k+) τz〉 , (29b)
M(T6)z ∝ 〈i(s−k−σ− − s+k+σ+) τz〉 . (29c)
In order to obtain the contributions to the dielectric po-
larization density Pz, we must swap τ0 and τz in Eqs. (28)
and (29). At the same time, we also need to use (anti-)
unitarily transformed states to evaluate the thermal av-
erages in the two valleys [see Eq. (23)] so that, in the
end, we get equivalent expressions for Mz and Pz.
C. Spin Textures and Spin Polarizations
While the energy spectra obtained by either a field B
or E are the same in both valleys, Eqs. (23) imply that
the (pseudo-) spin textures and (pseudo-) spin polariza-
tions induced by fields B and E due to each term in
Table III are qualitatively different from each other, see
Fig. 2. For example, the orbital Zeeman term ∝ Bzσzτz
[i.e., the magnetic term (T1) in Table III] couples the field
component Bz to the pseudospin associated with the sub-
lattice degree of freedom σz in SLG and BLG. However,
the field Bz does not induce a global pseudospin (sub-
lattice) polarization because this term has opposite signs
in the two valleys so that the pseudospin polarization in
the two valleys is antiparallel. As a result (and as to
be expected), the two sublattices remain indistinguish-
able even for finite Bz. Only an electric field Ez polarizes
the sublattices in BLG via the term ∝ Ezσzτ0, consis-
tent with the fact that the pseudospin σz is even under
time reversal.34 A more quantitative discussion of the
pseudospin polarization induced by perpendicular fields
Ez and Bz is given in Appendix 1. The response of the
pseudospin to the fields Ez and Bz is opposite to that of
real spin [term (T3) in Table III], where Bzszτ0 induces
a real-spin polarization 〈sz〉 (when averaging over the oc-
cupied states in both valleys) while the term Ezszτz does
8not, consistent with time reversal symmetry. Nonethe-
less, both the magnetic and the electric version of the
term (T3) can be probed experimentally via, e.g., elec-
tron spin resonance, which does not distinguish between
parallel and antiparallel spin polarizations in the valleys
K and K′.
Similar to term (T3), according to term (T7), an in-
plane magnetic field B‖ gives rise to a macroscopic in-
plane polarization of real spins whereas the real-spin po-
larization induced by an electric field E‖ is anti-parallel
in the two valleys. Fields B‖ and E‖ also couple to the
in-plane pseudospin σ‖. Term (T2) of Table III induces
an out-of-plane tilt of the spin orientation of individual
states which, in the K′ valley, has opposite signs for B‖
and E‖. Remarkably, on average this yields an in-plane
polarization 〈σ‖〉 which is nonetheless the same in each
valley for fields B‖ and E‖ (Fig. 2), see Appendix 2 for a
more quantitative discussion. This result reflects the fact
that the macroscopic pseudospin polarization 〈σ‖〉 is nei-
ther even nor odd under time reversal.34 More precisely,
in each valley the direction of 〈σ‖〉 is well-defined only
up to a gauge-dependent angular offset. Yet the change
of 〈σ‖〉 induced by a change in the in-plane orientation of
the applied field is well-defined and it points clockwise in
one valley and counterclockwise in the other valley (for
both B‖ and E‖ and all terms in Tab. III giving rise to
an in-plane pseudospin orientation of individual states).
Specifically for the term (T2), if we change the in-plane
orientation of the fields B‖ or E‖ by an angle ϕ, this
changes the resulting average polarization 〈σ‖〉 by ±2ϕ.
This implies, in particular, that reverting the direction
of the external field yields the same orientation of the in-
duced pseudospin polarization (see Appendix 2). We see
here that the pseudospin polarization induced by exter-
nal fields E andB behaves qualitatively different from the
polarization of real spins. We emphasize that the measur-
able thermodynamic response due to the term (T2) (see
previous subsection) is not affected by these ambiguities
concerning the field-induced pseudospin textures.
The real spins also respond to electric and magnetic
fields in unusual ways. Normally, a Zeeman term orients
the spins parallel (or antiparallel) to the applied mag-
netic field. According to terms (T4), (T5), and (T6) a
perpendicular magnetic field Bz orients the spins in-plane
and according to term (T8), an in-plane magnetic field
can orient the spins out-of-plane. The Zeeman terms
(T4), (T5), (T6), (T8) and (T9) orient the individual
spins, but on average these terms do not give rise to a
spin polarization (not even in individual valleys). Thus
we have here no simple relation between the spin polar-
ization and the thermodynamic magnetization. This is
due to the fact that ultimately these terms are caused by
spin-orbit coupling so that spin and orbital contributions
to the magnetization (and dielectric polarization) cannot
be discussed separately.
V. INVARIANT EXPANSION FOR THE SWM
MODEL OF BLG
A unified picture of the magnitude of the various ef-
fects discussed above can be derived from the multiband
SWM model of BLG. Indeed, the SWM model takes a
similar role for BLG as the well-known multiband Kane
model27,35 for many zinc blende semiconductors, where
Lo¨wdin partitioning36 can be used to predict the mag-
nitude of effects like Zeeman splitting and Rashba spin-
orbit coupling.
The theory of invariants (Sec. III) readily reproduces
the k-dependent terms in the SWM Hamiltonian (13).
An external field Ez results in the spin-independent and
k-independent terms
HKE =
 0 ε12Ez 0 0ε12Ez 0 0 00 0 ε33Ez 0
0 0 0 −ε33Ez
 . (30)
Recent experiments18 have demonstrated that a displace-
ment field of ∼ 1 V/nm generates a band gap of ∼ 0.1 eV
in BLG, corresponding to ε33 ∼ 0.05 e nm or [see Eq. (2)]
ge =
2 c ε33
µB
' 500 . (31)
This value is reasonably close to the expected potential
difference induced by a field Ez between the B and B′
layer of BLG with an inter-layer separation 0.34 nm that
gets effectively reduced by screening. We may expect a
similar potential difference induced between the layers A
and A′, implying ε12 ' ε33. This is also consistent with
the ab-initio calculations in Ref. 37 that found ε12 =
ε33 = 0.048 enm.
It follows from Tables I and II and Eq. (20) that in-
trinsic (Pauli) spin-orbit coupling results in the terms
HKp =
 0 p12sz 2ip13s− 2ip13s+p12sz 0 2ip23s− −2ip23s+−2ip13s+ −2ip23s+ p33sz 0
−2ip13s− 2ip23s− 0 −p33sz
 .
(32)
Rashba spin-orbit coupling results in the terms
HKr = Ez
 r11sz 0 2ir13s− −2ir13s+0 r22sz 2ir23s− 2ir23s+−2ir13s+ −2ir23s+ r′33sz ir33s−
2ir13s− −2ir23s− −ir33s+ r′33sz
 .
(33)
Here we have used the phase convention that all prefac-
tors are real.
The magnitude of spin-orbit coupling in BLG was re-
cently studied by Konschuh et al. (Ref. 37), who devel-
oped a generalized SWM-like tight-binding model that
they fitted to the results of numerical ab-initio calcula-
tions. To compare their work with ours, we need to apply
the unitary transformation U−1HU to Eqs. (2) and (8)
9FIG. 2. Visualization of real and pseudospin textures in BLG generated by field-dependent interactions shown in Table III
[omitting the trivial interactions (T3) and (T7)]. The first row denoted (T0) shows the pseudospin texture without any external
fields. For selected points in k space, a red (green) arrow indicates the expectation value of the real (pseudo-)spin vector of
the corresponding negative-energy eigenstate obtained by diagonalizing the leading field-independent contribution to the BLG
Hamiltonian together with the respective term in Table III. The 1st (2nd, 3rd) column shows results for the valley K (K′ with
B, K′ with E). Note that our sign convention is such that B and E have the same effect in the K valley (1st column). Gray
arrows indicate the direction of the applied field. Big arrows in the lower right of the panels indicate the existence of a net spin
polarization obtained by averaging over the (pseudo-)spin expectation values of occupied hole states for a negative chemical
potential.
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of Ref. 37 with
U =

1√
2
1√
2
0 0
0 0 −1 0
0 0 0 −1
1√
2
− 1√
2
0 0
 . (34)
The orbital TB Hamiltonian (2) in Ref. 37 is then iden-
tical in form to our Eq. (11), except for the terms pro-
portional to γ4 which have the opposite sign. The uni-
tary transformation of the SO Hamiltonian (8) in Ref. 37
yields
U−1HSOU =

λI2 − λ′I2
2
sz
λI2 + λ
′
I2
2
sz −i λ¯0 + λ¯4√
2
s− −i λ¯0 + λ¯4√
2
s+
λI2 + λ
′
I2
2
sz
λI2 − λ′I2
2
sz −i λ¯0 − λ¯4√
2
s− i
λ¯0 − λ¯4√
2
s+
i
λ¯0 + λ¯4√
2
s+ i
λ¯0 − λ¯4√
2
s+ −λI1sz 0
i
λ¯0 + λ¯4√
2
s− −i λ¯0 − λ¯4√
2
s− 0 λ′I1sz

+

λ1sz 0 −i2λBR − δλ4√
2
s− i
2λBR − δλ4√
2
s+
0 −λ1sz −i2λBR + δλ4√
2
s− −i2λBR + δλ4√
2
s+
i
2λBR − δλ4√
2
s+ i
2λBR + δλ4√
2
s+ 0 iλ3s−
−i2λBR − δλ4√
2
s− i
2λBR + δλ4√
2
s− −iλ3s+ 0

, (35)
where the first matrix describes the intrinsic SO coupling
and the second matrix gives the SO coupling induced by
an external electric field Ez. Comparing with Eq. (32),
we thus get the correspondence
p12 =
1
2 (λI2 + λ
′
I2), (36a)
p13 = −(λ¯0 + λ¯4)/
√
8, (36b)
p23 = −(λ¯0 − λ¯4)/
√
8, (36c)
p33 = −(λI1 + λ′I1)/2. (36d)
By symmetry, we must have λI1 = λ
′
I1 and λI2 = λ
′
I2. For
the SO terms induced by an electric field Ez [Eq. (33)] we
get the correspondence
r11 Ez = −r22 Ez = λ1, (37a)
r13 Ez = −(λBR − δλ4/2)/
√
2, (37b)
r23 Ez = −(λBR + δλ4/2)/
√
2, (37c)
r33 Ez = λ3. (37d)
The term proportional to r′33 is absent in Ref. 37.
A least-square fit of the numerical ab-initio results in
Ref. 37 to the intrinsic SO Hamiltonian (32) indicates
(consistent with the findings in Ref. 37) that all four co-
efficients pij contribute significantly to the intrinsic SO
coupling
p12 = 10.8 µeV, p33 = −12.1 µeV, (38a)
p13 = 4.3 µeV, p23 = −4.8 µeV. (38b)
On the other hand, we find that Rashba SO coupling in
the 4 × 4 SWM model [Eq. (33)] is dominated by the
coefficients
r13 = −5.0 e fm , r23 = −1.6 e fm . (39)
The coefficients r11, r22, r33, and r
′
33 in the diagonal
blocks are found to contribute only marginally to Rashba
SO coupling according to a comparison with the ab-initio
results in Ref. 37.
VI. LO¨WDIN PARTITIONING FOR THE SWM
MODEL OF BLG
Lo¨wdin partitioning26,27 can provide explicit expres-
sions for the prefactors of many terms discussed in this
work. Here the starting point is the 4×4 SWM Hamilto-
nian (13) complemented by the field term (30), the Pauli
Hamiltonian (32), the Rashba SO Hamiltonian (33) as
well as the potential due to an external electric field E;
HK = HKk +HKE +HKp +HKr + E · r . (40)
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The 4 × 4 model HK provides a comprehensive descrip-
tion of the electron dynamics in BLG in the presence of
electric and magnetic fields as well as intrinsic and extrin-
sic SO coupling. Zeeman-like terms proportional to Bz
arise in Lo¨wdin partitioning due to the noncommutativ-
ity of the components of kinetic crystal momentum ~k,
where [kx, ky] = (e/i~)Bz. Similarly, Rashba-like terms
proportional to an in-plane electric field E‖ = (Ex, Ey, 0)
arise from the commutator between the last term in Eq.
(40) and the operator k.27,38
As noted in the previous section, a least-square fit to
the ab-initio calculations in Ref. 37 cannot provide reli-
able values for the prefactors r11, r22, r33, and r
′
33 in HKr .
However, if we project the 4× 4 Hamiltonian (40) on the
subspaces (HK)11, (HK)22, and (HK)33, we obtain in
lowest order
r˜11 =
ε12 p12
γ1
− 8p13 r13
γ1
, (41a)
r˜22 = −ε12 p12
γ1
+
8p23 r23
γ1
, (41b)
r˜33 = 0, r˜
′
33 =
4(p23 r23 − p13 r13)
γ1
(41c)
where the tilde indicates that these expressions are valid
only within the respective projected subspaces. These
formulas indicate that the k-independent Rashba spin
splitting in the subspaces (HK)11 and (HK)22 is of first
order in SO coupling whereas it is of second order in the
(HK)33 subspace, consistent with the numerical ab-initio
calculations in Ref. 37.
Most often we are interested only in the subspace
(HK)33. In Table IV we summarize the most important
terms appearing in the Lo¨wdin projection of HK onto
the subspace (HK)33.
Intrinsic spin splitting in BLG is dominated by two
terms, the k-independent term
szσz τz (42a)
orienting the spins out-of-plane as well as the k-linear
term
i (s+k− − s−k+)σz τ0 (42b)
orienting the spins in-plane. For typical Fermi wave vec-
tors these terms are similar in magnitude. The combined
effect of both terms is a vortex-like spin texture in the
(kx, ky) plane around the K point. Interestingly, we get
rather similar spin textures from a magnetic field Bz or
an electric field Ez via the terms (T3), (T5) and (T6)
though in each case the ratio between the respective pre-
factors is different.
It is helpful to express the prefactors of the magnetic
terms (T1), (T3), and (T4) in terms of effective g factors,
giving the numeric values 6.2, 3.2×10−4, and 1.1×10−5,
respectively. The latter two values represent actually the
correction to the g factor g = 2 of free electrons, similar
to the well-known Roth formula.39 Also, we may compare
the magnitude of the couplings for the pairs of electric
and magnetic terms in Table III, noting that for an elec-
tric field E the term E/c has the same dimension tesla
as a magnetic field B. For the term (T1), this yields
ge/gm ≈ 80, (T3) gives the ratio ∼ 0.012, (T5) ∼ 16 and
(T6) ∼ 230. The ratio of the couplings to the electric
and magnetic fields is thus not universal.
VII. CONCLUSIONS AND OUTLOOK
Our study of the electronic structure of BLG in the
presence of electric and magnetic fields has revealed that
this material exhibits an unusual magneto-electric equiv-
alence: Every possible coupling of a spin or pseudospin
component to the electric (magnetic) field is comple-
mented by an analogous coupling to the magnetic (elec-
tric) field. Such a behavior, while counter-intuitive, is
consistent with basic requirements arising from spatial
and time-reversal symmetries. It implies that the ther-
modynamic response to a magnetic field (the magneti-
zation) takes the same functional form as the response
to an electric field (the polarization). Based on Lo¨wdin
partitioning for the multiband SWM model of the BLG
band structure and using input from ab-initio and tight-
binding calculations, we have obtained numerical prefac-
tors for relevant coupling terms.
Our work has focused on BLG, for which the well-
established SWM model provides a convenient basis for a
systematic discussion. However, we would like to empha-
size that the group-theoretical arguments used here are
valid more generally for any multi-valley material with
similar symmetries such as silicene31 and asymmetrically
hydrogenated single-layer graphene.32 The recent interest
in topological insulators has also stimulated a quest for
novel layered materials with strong spin-orbit coupling
such as Bi2Se3 and Sb2Te3, where individual layers form
a hexagonal structure similar to BLG40 and therefore can
be expected to have similar electrodynamic properties.
Besides shedding new light on emergent electromag-
netism in unconventional materials, our discussion of un-
usual couplings between electric and magnetic fields to
spins and pseudospins due to magneto-electric equiva-
lence also opens up new possibilities for creating spin-
tronic and valleytronic devices.
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TABLE IV. Prefactors of selected terms in H33, obtained via Lo¨wdin partitioning of the SWM model. Both the expressions in
terms of SWM parameters as well as the numerical values are given. The place in this article where a term has been introduced
is also referenced. In the first column, the upper sign holds for valley K, the lower sign for K′.
term prefactor (parametric) prefactor (numeric) introduced in
−(k− σ± + k+ σ∓) τz γ˜31 0.053 eV2 nm (1)
k2 τ0 γ˜
′
0 +
2γ˜0γ˜4
γ1
0.13 eV nm2 (1)
−(k2+ σ± + k2− σ∓) τ0 −γ˜32 + γ˜
2
0 + γ˜
2
4
γ1
1.3 eV nm2 (1)
szσzτz p33 −12 µeV (42a)
i(s+k− − s−k+)σz τz
√
2 [γ˜0(p13 − p23)− γ˜4(p13 + p23)]
γ1
18 µeV nm (42b)
Bzσz τz −2γ˜0γ˜4
γ1
e
~
−180 µeV/T (T1)
Ezσz τ0 ε33 0.048 enm (T1)
EzBz τz γ˜
2
0(ε33 + ε12) + γ˜
2
4(ε33 − ε12)
γ21
e
~
5.8× 10−4 enm/T (2)
(i/2)(k+E− − k−E+)σz τz (γ˜
2
0 + γ˜
2
4) e
γ21
4.0 enm2 (T2)
Bzsz τ0
γ˜20(p33 + p12) + γ˜
2
4(p33 − p12)
γ21
e
~
−9.3× 10−9 eV/T (T3)
Ezsz τz r′33 + 4(p23 r23 − p13 r13)
γ1
3.6× 10−10 enm (T3)
EzBzszσz τ0 r
′
33(γ˜
2
0 + γ˜
2
4)
γ21
e
~
≈ 0
2iBz(s−σ± − s+σ∓) τ0 − γ˜31[γ˜0(p23 + p13) + γ˜4(p23 − p13)]√
2 γ21
e
~
3.3× 10−10 eV/T (T4)
2iEz(s−σ± − s+σ∓) τz r33 ≈ 0 (T4)
iBz(s+k− − s−k+) τz
√
2 γ˜′0[γ˜0(p23 + p13) + γ˜4(p23 − p13)]
γ21
e
~
1.6× 10−7 eV nm/T (T5)
iEz(s+k− − s−k+) τ0
√
2 [γ˜0(r13 − r23)− γ˜4(r13 + r23)]
γ1
8.7× 10−6 enm2 (T5)
2iBz(s−k−σ∓ − s+k+σ±) τz
√
2
γ21
{γ˜′0[γ˜0(p13 − p23)− γ˜4(p13 + p23)]
+ γ˜32[γ˜4(p13 − p23)− γ˜0(p13 + p23)]} e~
−2.9× 10−8 eV nm/T (T6)
2iEz(s−k−σ∓ − s+k+σ±) τ0
√
2 [γ˜4(r13 − r23)− γ˜0(r13 + r23)]
γ1
2.2× 10−5 enm2 (T6)
(E+s− + E−s+) τz [γ˜0(p23 + p13) + γ˜4(p23 − p13)] e√
2 γ21
−4.1× 10−6 enm (T7)
i(E−σ± − E+σ∓)sz τz 0 0 (T8)
−2(E+s+σ± + E−s−σ∓) τz [γ˜0(p23 − p13) + γ˜4(p23 + p13)] e√
2 γ21
−4.0× 10−6 enm (T9)
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Appendix: Pseudospin Polarization
In this appendix, we study more quantitatively the
pseudospin polarization induced by external fields E and
B. In the following we denote these fields by the generic
placeholder F .
1. BLG in perpendicular fields Fz
We consider the BLG Hamiltonian with term (T1)
from Table III, using the simplified notation
H = a (k2+ σ+ + k2− σ−)+ cf,zFzσz . (A.1)
Writing the wave vector in polar coordinates k = (k, φ),
the Hamiltonian becomes
H = ak2
(
bz −e2iφ
−e−2iφ −bz
)
, (A.2)
with bz ≡ cf,zFz/(ak2). The pseudospin orientation of
the eigenstates |k〉± is 〈σ〉(k,±) ≡ 〈k|σ|k〉±, giving
〈σx〉(k,±) = ∓ cos(2φ)√
1 + b2z
, (A.3a)
〈σy〉(k,±) = ± sin(2φ)√
1 + b2z
, (A.3b)
〈σz〉(k,±) = ± b√
1 + b2z
. (A.3c)
The average pseudospin polarization at T = 0 becomes
〈σ〉± = 2
k2F
∫ kF
0
dk k
∫ 2pi
0
dφ
2pi
〈k|σ|k〉± , (A.4)
giving
〈σx〉± = 〈σy〉± = 0 , (A.5a)
〈σz〉± = ±bF,z ln
1 +
√
1 + b2F,z
bF,z
, (A.5b)
with bF,z ≡ cf,zFz/(ak2F). We can express the average
polarization 〈σz〉± in terms of the Fermi energy EF =
ak2F
√
1 + b2F,z as
〈σz〉± = ± b˜z√
1− b˜2z
ln
1 +
√
1− b˜2z
b˜z
, (A.6)
with b˜z = cf,zFz/EF. As to be expected, we only have
a nonzero z component of the pseudospin polarization,
which changes sign when the sign of b is changed. We
emphasize that the above formulas are valid for both
magnetic and electric fields, which illustrates nicely the
concept of magneto-electric equivalence.
We have a = ~2u/(2m0) ≈ 1.27 eV nm2 and a typ-
ical density is n ' 2.5 × 1012 cm−2 (Ref. 41) giving
kF =
√
pi n ' 0.28 nm−1 and ak2F ' 0.1 eV. For the
electric term, we have ge ≈ 500 or ce,z = ge µB/(2c) =
ε33 ≈ 0.05 enm, so that Ez ∼ 1 V/nm corresponds to an
electric energy ce,zEz ≈ 50 meV, giving be,F,z ∼ 0.5 and
〈σz〉± = ±0.76. For the corresponding magnetic term,
we have gm ≈ 6.2 or cm,z = gm µB/2 ≈ 0.18 meV/T, so
that a magnetic field Bz = 10 T corresponds to a mag-
netic energy cm,zBz = 1.8 meV giving bm,F,z ∼ 0.018 and
〈σz〉± = ±0.085.
2. BLG in parallel fields F‖
Next we consider the BLG Hamiltonian with term (T2)
from Table III,
H = a (k2+ σ+ + k2− σ−)+ cf‖ (kxFy − kyFx)σz . (A.7)
We use polar coordinates F‖ = (F , θ) giving
H = ak2
(
−√2 b‖/k −e2iφ
−e−2iφ √2 b‖/k
)
, (A.8)
with b‖ = (cf‖F/
√
2a) sin(φ − θ). We can then imme-
diately express the pseudospin orientation 〈σ〉(k,±) of
individual states similar to Eq. (A.3). To obtain the av-
erage pseudospin polarization of all occupied states up to
the Fermi energy EF , we switch from an integration over
k to an integration over energy E using
k =
√√
E2/a2 + b4‖ − b2‖ . (A.9)
The pseudospin orientation of individual states becomes
then
〈σx〉(k,±) = ∓
√
E2 + a2b4‖ − ab2‖
E
cos(2φ) , (A.10a)
〈σy〉(k,±) = ±
√
E2 + a2b4‖ − ab2‖
E
sin(2φ) , (A.10b)
〈σz〉(k,±) = ∓
√
2b‖
√√
E2 + a2b4‖ − ab2‖
E
. (A.10c)
Using the fact that∫
d2k ≡
∫
dφ
∫
dk k =
1
2a
∫
dφ
∫
dE
E√
E2 + a2b4‖
,
(A.11)
and applying the proper normalization condition, we find
〈σx〉± = ∓P(b˜‖) cos(2θ) , (A.12a)
〈σy〉± = ±P(b˜‖) sin(2θ) , (A.12b)
〈σz〉± = 0 , (A.12c)
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with
P(b˜‖) =
∫ 2pi
0
dφ cos(2φ) sin2(φ) ln
 b˜‖ +
√
b˜2‖ + sin
4(φ)
sin2(φ)

pi −
∫ 2pi
0
dφ
√
b˜2‖ + sin
4(φ)
(A.13)
and b˜‖ ≡ 2aEF/(c2f‖F2).
It follows from Eq. (A.12) that changing the orienta-
tion of F‖ by the angle θ clockwise changes 〈σ〉± by
2θ counterclockwise. We have, therefore, no simple ge-
ometric relation between the orientation of F‖ and the
orientation of the pseudospin polarization 〈σ〉. With our
phase conventions in the K valley electric and magnetic
fields couple in the same way to the pseudospin whereas
they couple oppositely in the K′ valley. However, the
above formulas imply, in particular, that the in-plane
components 〈σx〉 and 〈σy〉 of the averaged pseudospin
polarizations are independent of the sign of F‖ so that
electric and magnetic fields result in the same pseudospin
polarization in each valley.
Finally, we note that the trivial unitary transformation
U(φ0) =
(
eiφ0 0
0 e−iφ0
)
(A.14)
corresponding to a rotation about the pseudospin z axis
turns the Hamiltonian (A.8) into the unitarily equivalent
Hamiltonian
H′(φ0) = UHU−1 (A.15a)
= ak2
(−√2 b′‖/k −e2iφ′
−e−2iφ′ √2 b′‖/k
)
, (A.15b)
with b′‖ = (cf‖F/
√
2a) sin(φ′ − θ′), φ′ ≡ φ − φ0 and
θ′ ≡ θ − φ0. The pseudospin polarization 〈σ〉 averaged
over directions φ′ is then likewise rotated about the z
axis (by an angle −2φ0). In that sense, any in-plane
pseudospin polarization is well-defined only up to an ar-
bitrary angular offset −2φ0. We can merely identify the
change of the orientation of 〈σ〉 when we change the ori-
entation of F‖.
For the electric version of Eq. (A.7) the prefactor ce‖
is estimated in Table IV. However, for metallic BLG it is
difficult to apply a significant in-plane electric field. As-
suming that the ratio ge/gm ≈ 80 applies not only to term
(T1) involving perpendicular fields but also to (T2) which
depends on in-plane fields, we get cm‖ ' 0.013 eV nm/T.
For a Fermi energy EF ' 0.1 eV, an in-plane magnetic
field B‖ = 10 T yields b˜m‖ ' 15, resulting in a polariza-
tion magnitude P(b˜m‖ ' 15) = 0.057.
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