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Abstract
Studies of charmless three-body decays of the Ξ−b and Ω
−
b baryons to ph
−h′− final states, where
h(′) denotes a kaon or pion, are presented. The first part of the analysis is based on a sample
of proton-proton collision data collected by the LHCb experiment at centre-of-mass energies
√
s = 7 & 8 TeV, corresponding to an integrated luminosity of 3 fb−1. In this analysis, the
decay Ξ−b → pK−K− is observed with a significance of 8.7 standard deviations, and evidence
at the level of 3.4 standard deviations is found for the Ξ−b → pK−pi− decay. The results are
reported, relative to the B− → K+K−K− normalisation channel, for the products of branching
fractions and b-hadron production fractions. The branching fractions of Ξ−b → pK−pi− and
Ξ−b → ppi−pi− relative to Ξ−b → pK−K− decays are also measured. In the second part of the
analysis, an amplitude analysis of Ξ−b → pK−K− decays is presented. This analysis is based on
a data sample corresponding to integrated luminosities of 1 fb−1, 2 fb−1, 0.3 fb−1 and 1.7 fb−1
collected by LHCb during 2011 (
√
s = 7 TeV), 2012 (
√
s = 8 TeV), 2015 (
√
s = 13 TeV) and
2016 (
√
s = 13 TeV) respectively. Sensitivity to the CP violation parameters in Ξ−b → pK−K−
decays is also presented. An updated search for the previously unobserved charmless decay
Ω−b → pK−K− is also conducted.
viii
CHAPTER1
Introduction
“ “The time has come,” the Walrus said, “to talk of many things: of shoes –and ships – and sealing-wax – of cabbages – and kings – And why the sea is
boiling hot – And whether pigs have wings. ”
Lewis Carroll, Through the Looking Glass
The theory of Big Bang is a cosmological model that postulates the birth and evolution of
the universe. This theory is supported by many experimental observations, among which are
discoveries of the expansion of the universe in 1929 [1] and of the Cosmic Microwave Background
(CMB) in 1964 [2]. The Big Bang theory though predicts production of an equal amount of
matter and antimatter at the birth of the universe, yet the present day universe is dominated
by matter. Therefore during the evolution of the universe, there must have prevailed certain
conditions and interactions between the fundamental particles of matter and antimatter that led to
the asymmetry that is observed today. In fact, three conditions are required to be met by processes
during the evolution of the universe to produce this imbalance, namely baryon/lepton number
violation, charge and Charge-Parity (CP ) violation and a departure from thermal equilibrium [3].
The highly successful theory, the Standard Model (SM) of particle physics, that explains the
properties of fundamental particles and their interactions allows CP violation in the quark sector
but its effect is many orders of magnitude too small to account for the observed matter-antimatter
asymmetry. This motivates the search for new particles and new sources of interactions between
fundamental particles that could potentially give rise to the observed asymmetry. The charmless
decays of b-hadrons provide a fertile group to conduct studies to search for such new interactions.
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The present thesis deals with the study of charmless decays of Ξ−b (Ω
−
b )→ phh′−, where h and
h′ are a kaon or a pion, to search for sources of CP asymmetries using the data collected by the
LHCb experiment at CERN. The thesis is organised as follows.
In chapter 2, I introduce the Standard Model of particle physics and highlight its successes
and failures. I discuss in this chapter the matter-antimatter asymmetry problem and the source
of CP violation within the SM. Since this thesis deals with CP violation in the quark sector of
the SM, I discuss the different manifestations of CP violation that can occur in the decays of
b-hadrons. I also highlight here the reasons as to why charmless decays of b-baryons act as a
fertile ground to search for new sources of CP violation beyond the Standard Model.
The LHCb produces b-baryons in unprecedented quantities and has hence opened up
a new field in flavour physics for precision measurement. In chapter 3, I give an overview
of the CERN accelerator complex and discuss the different sub-detectors that form the LHCb
experiment. The performance of the LHCb experiment is also discussed in this chapter.
In chapter 4, I present the analysis of my search for Ξ−b (Ω
−
b )→ phh′− decays based on a
sample of proton-proton collision data collected by LHCb experiment at centre-of-mass energies√
s = 7 & 8 TeV, corresponding to an integrated luminosity of 3 fb−1. Here I present details
on the event selection used to create the final data samples of Ξ−b (Ω
−
b )→ phh′− events, the
background studies that were performed to understand the origins of selected events, the fitting
strategy used to extract the signal yields and the measurement of the branching fraction ratios.
In chapter 5, I present a search for CP violation in Ξ−b → pK−K− decays using the
data sample collected by the LHCb experiment between the years 2011–2016. The various
techniques employed to achieve a gain in the signal selection efficiency are discussed. An
amplitude analysis of Ξ−b → pK−K− decays has been conducted to establish a baseline model
that will be used to measure the CP violation parameters. The amplitude analysis is conducted
using the ‘TensorFlowAnalaysis’ package. This analysis is currently under review within the
LHCb collaboration and is blind to the CP violation parameters. The unblinding will occur
when the review committee appointed by the LHCb collaboration is satisfied with the procedure
employed in this analysis to search forCP violation. Therefore I have presented in this chapter the
sensitivity that can be achieved on the CP violation parameters with the current and future LHCb
data samples. I also discuss the possible sources and evaluation of the systematic uncertainties as
part of future work.
In the final chapter 6, I summarise the thesis. During my PhD, I assisted with the
implementation of the material description for the upgrade of the VErtex LOcator (VELO)
sub-detector to be installed during the LHC long shutdown 2 (2019-20). In Appendix A, the
work undertaken is highlighted. In particular, I describe here the detector geometry of the VELO
module and its support system.
2
CHAPTER2
Theoretical background
“ I cannot deny a feeling of unreality in writing about the first three minutes asif we really know what we’re talking about. ”
Steven Weinberg, The First Three Minutes
In this chapter, I will discuss the theoretical background and motivation for the work
presented in this thesis. The Standard Model of particle physics is briefly discussed in Sec. 2.1
and the problem of matter-antimatter asymmetry is discussed in detail in Sec. 2.2.
2.1 The Standard Model of particle physics
The Standard Model (SM) of particle physics is an extremely successful relativistic quantum field
theory that describes the fundamental interactions and the dynamics of the elementary particles
of nature.
All observed particles can be classified as states that carry half integer spin, called
fermions, or those that carry integer spin, which are called bosons. These states are differentiated
according to how they transform under Lorentz transformations or more accurately how they
form the different representations of the Poincare´ group [4, 5]. The Poincare´ group, SO+(1, 3)⊗
IR(1, 3), is a 10 dimensional non-Abelian Lie group (3 rotations, 3 boosts and 4 translations)
corresponding to the symmetries of special relativity. The group SO+(1, 3) represents the
proper orthochronous Lorentz group which is a 6 dimensional non-Abelian group of all Lorentz
transformations of flat Minkowski spacetime that preserve both orientation and direction of the
3
time axis. The group IR(1, 3) is the Abelian Lie group of all spacetime translations. It was shown
by Wigner [6] that different representations of the Poincare´ group are labelled by the eigenvalues
of the two Casimir operators of the group. One such label is the four momentum (pµ) of the state
and the other is either spin (j) or helicity (h = ~J.pˆ) depending on whether the particle is massive
or massless. Here ~J is the spin vector of the particle and pˆ is the unit vector along the momentum
of the particle.
Massive particles have their representations labelled by spin (j) and the total number of
degrees of freedom for a given representation is 2j + 1, corresponding to −j . . . j. For example,
a massive spin-1 particle (Z, W±) forms a vector representation of the Poincare´ group, which
would have three degrees of freedom (2 transverse components corresponding to j = ±1 and 1
longitudinal component corresponding to j = 0).
Massless particles have their representations labelled by helicity (h) and each repre-
sentation of this group has only one degree of freedom corresponding to that value of helicity.
Therefore, one would be justified in thinking of massless particles of each different helicity as
different species of particle. However particles of opposite helicity are related to each other
by the symmetry of space inversion (Parity). Therefore, if the massless particle interacts via
parity-conserving interactions then it is necessary to assign the two representations h and −h to
represent the same particle. For example, in an ultra-relativistic limit, a spin-half particle (Ξ−b
or Ω−b ) and its conjugates, produced via parity-conserving interactions (i.e. strong interaction),
have two degrees of freedom (2 transverse corresponding to h = ±1). This is essentially because
massless spin-1 particles that mediate such interactions (i.e. gluons) also only have 2 degrees of
freedom. On the other hand, a massless spin-half particle that undergoes only parity-violating
interactions (i.e. weak interactions) will have only 1 degree of freedom corresponding to h = −1
(e.g. left-handed neutrinos) and it’s antiparticle will have h = +1 (e.g. right handed antineutrinos).
Therefore, when we refer to the spin states of a massive or the massless particle we refer to
the different representations of the Poincare´ group. Table 2.1 shows the various fermionic and
bosonic fields that form different representations of the Poincare´ group.
In the SM, the fundamental fermions, the quarks and leptons, make up the matter around
us, i.e. atoms. The vector bosons however are the carriers of three of the four fundamental forces.
The SM describes the strong, weak and electromagnetic interactions in terms of a non-Abelian
gauge field theory which is renormalisable and remains invariant under local transformation of the
gauge group SU(3)C ⊗ SU(2)L ⊗ U(1)YW [7]. It does not, however, incorporate the geometric
theory of general relativity that successfully describes the gravitational force.
The group SU(3)C represents the symmetry group of the theory of quantum chromo-
dynamics (QCD) in which strong interactions are mediated by 8 spin-1 massless gauge bosons
called gluons that carry the conserved colour quantum number C. These 8 gluon vector fields
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Table 2.1: Various fermionic and bosonic fields that form different representations of the Poincare´
group.
Representation Label Total spin Associated quantum field
Singlet (0, 0) 0 Scalar field e.g. Higgs
Fundamental spinor (12 , 0)
1
2 Left-handed Weyl fermions
Conjugate spinor (0, 12)
1
2 Right-handed Weyl fermions
Dirac or bispinor (12 , 0)⊕ (0, 12) 12 Dirac fermions
Vector (12 ,
1
2) 1 Vector bosons e.g. γ,W
±, etc.
Rarita-Schwinger (1, 12)
3
2 Rarita-Schwinger fermions
Spin-2 (1, 1) 2 Spin-2 boson e.g. graviton
transform in the adjoint representation of the SU(3)C group. The fundamental fermions, quarks
and antiquarks, interact via strong interactions transforming as triplets corresponding to the three
colour charges ‘red’, ‘green’ and ‘blue’, in the fundamental and complex conjugate representation
of the SU(3)C group. These three colour charges are labelled by strong isospin (T c) and its 3rd
component (T c3 ) [8].
The group SU(2)L ⊗ U(1)YW represents the symmetry group of the ‘chiral’ electroweak
(EW) theory, which predicts 4 massless gauge bosons (W 1,W 2,W 3, B) that are eigenstates of
weak isospin (T ), its 3rd component (T3), and weak hypercharge YW [9–11]. The EW theory is a
‘chiral’ theory because the left-handed (L) fermions and their corresponding charge conjugates
transform as doublets in the fundamental and conjugate representation respectively. The right-
handed (R) fermion fields, on the other hand, are singlets and hence the charged gauge bosons of
EW theory do not couple to them. Again, as for the SU(3)C group, the massless vector gauge
bosons for the EW theory transform in the adjoint representation of the SU(2)L ⊗ U(1)YW
symmetry group.
In nature, however, the observed weak interactions such as β decay, n→ peνe, are
short range interactions and therefore force mediating gauge bosons must be massive [12, 13].
Moreover, it is only the linear combination of YW and T3, i.e. Q = T3 + YW ,1 that is observed to
be the conserved quantum number. Therefore it is necessary to find a way to break SU(2)L ⊗
U(1)YW → U(1)EM , where Q is the quantum number associated to the U(1)EM gauge group,
and preserve the renormalisability of the theory. This can be achieved through the ‘Higgs
mechanism’ where a complex Higgs scalar field, an SU(2)L doublet
(
H±
H0
)
, is introduced
into the Lagrangian. After acquiring a non-zero Vacuum Expectation Value (VEV), the Higgs
1The factor 1
2
that is usually found in front of YW in the literature has been absorbed into YW .
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field spontaneously breaks SU(2)L ⊗ U(1)Y down to U(1)EM [14, 15]. As a consequence
all fermions of the SM acquire mass terms and the EW bosons mix to give rise to the massive
spin-1 gauge bosons of the weak interaction (W±, Z) and the massless spin-1 gauge boson of
electromagnetism (photon). This is depicted in Figure 2.1, which also shows the mass and EW
quantum numbers associated with the SM particles. In this figure, two scenarios are shown,
the top ‘Unbroken symmetry’ which corresponds to the group SU(3)C ⊗ SU(2)L ⊗ U(1)YW
and bottom ‘Broken symmetry’ which corresponds to the group SU(3)C ⊗ U(1)EM where the
Higgs boson has acquired a VEV. As a result of the broken symmetry, most of the fermions
have acquired mass. This breaking of the symmetry also leads to mixing of EW gauge bosons
(W 1,W 2,W 3, B), as depicted in Figure 2.1, to give rise to the massive W±, Z, and a massless
photon (γ). This mixing is characterised by the mixing angle (θW).
W
W
Weak
W
W W
WEAK
W
WeakWeak
I I I
Superscript I: Weak eigenstates 
of SU(2) doublet only
I I I
I I I
-
Figure 2.1: A schematic showing two scenarios, the top ‘Unbroken symmetry’ corresponds
to SU(3)C ⊗ SU(2)L ⊗ U(1)YW and bottom ‘Broken symmetry’ corresponds to SU(3)C ⊗
U(1)EM [16].
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The SM Lagrangian is composed of the following terms
LSM = Lgauge + Lfermion + LHiggs + LYukawa + LGF + LGhost . (2.1)
I discuss here, very superficially, the properties of the terms whose expansion can be found in
Ref. [17]. The Lagrangian Lgauge and Lfermion contain kinetic terms for the gauge fields and
fermions respectively. The LHiggs Lagrangian contains the kinetic term for the Higgs field. This
term is also responsible for generating the mass terms and mixing of EW gauge bosons. The
Yukawa term LYukawa gives rise to the mass terms for fermions (except for neutrinos) and is
the source of CP violating effects that occur in the SM. I will investigate the Yukawa term
in more detail later. The gauge fixing term LGF is necessary to remove any extra degrees of
freedom that might arise in the theory. The term LGhost arises due to the non-Abelian nature
of the SM and gives rise to unphysical Fadeev-Popov ghosts that appear in loop calculations.
These unphysical ghost terms are needed in quantum field theories to yield unambiguous and
non-singular solutions.
Within the SM, although the Higgs mechanism generates mass for the fundamental
particles of nature, it is not the only mechanism through which masses for the observed particle
states are generated. At low energies (ΛQCD ∼ 200 MeV), non-perturbative effects dominate
QCD processes [18]. As a result, a phenomenon called colour confinement [19] essentially leads
to hadronisation of quarks2 and formation of colourless hadron bound states. It is these hadron
states that freely exist and can either be observed through their decay products or exist as stable
particles (such as protons). No free particle with fractional charge has ever been observed. The
hadrons can be classified as mesons (a quark and an antiquark) and baryons (three quarks or three
antiquarks). There have also been observations of tetraquark, Z(4430)+ [20], and pentaquark
states Pc(4380)+ and Pc(4450)+ [21]. To see the effect of confinement on the mass of hadrons,
compare the mass of the proton (mp ∼ 938 MeV), which is made of uud, to the rest mass of
u (mu ∼ 2.3 MeV) and of d (md ∼ 4.8 MeV) which only sum to 9.4 MeV. The source of the
bulk of the proton’s mass is the QCD binding energy, which arises out of QCD chiral symmetry
breaking [22, 23]. Therefore hadrons can be viewed as being made of valence quarks and a “sea”
of gluons and quark-antiquark pairs. Throughout this thesis when the quark content is spoken of,
it can be assumed that it refers to the valence quark content.
The SM Lagrangian also exhibits global continuous symmetries. As a consequence, there
are a set of associated conservation laws as stated by Ward-Takahashi identities [24, 25], the
quantum equivalent of classical Noether’s theorem [26]. The symmetries exhibited by the SM
and the associated conservation laws are shown in Table 2.2.
2Except for the top quark which decays before hadronising.
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Table 2.2: Symmetries of the SM of particle physics.
Symmetry Group Symmetry Type Conserved Quantities
Poincare´ SO+(1, 3)⊗ IR(1, 3) Continuous and Global Four momentum, Angu-
lar momentum
Gauge SU(3)C ⊗ SU(2)L ⊗
U(1)YW
Local, Continuous and
exact
Colour charge, Electric
charge
Global phases U(1)B ⊗ U(1)e ⊗
U(1)µ ⊗ U(1)τ
Accidental, exact, con-
tinuous and global
Baryon, electron, muon
and tau number
Flavour SU(3)flavour Approximate, continu-
ous and global
Isospin (I, I3), charm-
ness, strangeness, top-
ness, bottomness
Custodial SU(2)L ⊗ SU(2)R Approximate, continu-
ous and global
Symmetry of Higgs po-
tential
CPT Pin group Discrete
Equal masses and life-
times for particle and its
conjugate
One can see here that the SM exhibits an approximate flavour symmetry (it will be
explained later as to why this is an approximate symmetry). Due to this approximate symmetry,
one can design a scheme for classifying hadrons in terms of their valence quarks and antiquarks.
Such a scheme was put forth by Murray Gell-Mann and George Zweig and is called the quark
model [27, 28]. In the quark model, one can use the quantum numbers of the valence quarks to
determine the quantum numbers of the hadrons. The conserved quantum numbers of the quarks
such as baryon number (B) and flavour quantum numbers like charm (C ′), strangeness (S), top
(T ), bottomness (B′) can be used to build a hypercharge quantum number Y = 12(B + C
′ +
S + T +B′). This number together with the 3rd component of the flavour isospin, I3,3 label the
hadron states. One can classify e.g. the beauty baryons according to this scheme using bottom
and strangeness quantum numbers as depicted in Figure 2.2. However this flavour symmetry is
an approximate symmetry of the SM as it assumes that mu = md = ms, where subscript denotes
the quark flavour. The assumption is broken in the electroweak sector by the Higgs mechanism
which couples to different flavours of quarks with different Yukawa coupling. As a consequence,
unlike the strong and electromagnetic interactions, the weak interactions do not conserve the
flavour quantum numbers.
3Since u and d form isospin doublets. I3 by definition encodes the up and down quantum numbers.
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Figure 2.2: For JP = 12
+ baryons, I show (left) the quark model classifying them according to
the bottom (B′) quantum number and (right) the classification of B′ = 1 baryons according to
strangeness and isospin I3 quantum numbers. Note here that the Σ0b particle predicted by the
quark model has not yet been discovered [29, 30].
As the SM is a quantum field theory it is also invariant under the combined discrete CPT
transformation due to the CPT theorem [31]. Here, C is the charge conjugate unitary operator
that transforms a particle state to its charge conjugate without changing momentum or spin and
therefore negates all internal quantum numbers of the field, and P is also a unitary operator
called parity which reverses the chirality or helicity of a given state, therefore it transforms a
left-handed Weyl spinor to a right-handed Weyl spinor and vice versa. Only the strong and
the electromagnetic interactions conserve C and P symmetry. T is an antiunitary operator that
exchanges the initial and final states. This T operator reverses momentum and spin and also flips
the sign of the time component of a state. There has been a direct observation of T violation
in weak interactions of the K0 [32] and B0 systems [33]. One can also form a combination
CP which is the subject of the thesis and will be discussed in the next section. Experimental
probes to study the violation of CPT symmetry have also been conducted by many experiments
such as BaBar [34, 35], LHCb [36], ALPHA [37, 38], etc. However the results so far have been
consistent with CPT symmetry.
Despite the huge success of SM there are a few theoretical problems and experimental
observations that it fails to address [39]. Below are some of the problems that the SM faces.
• Neutrino oscillations: Neutrinos have been observed to undergo oscillations from one
flavour to another, hence violating individual lepton flavour numbers. Such oscillations can
only occur if neutrinos are not massless, which they are in the SM. It is therefore necessary
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to extend the SM to accommodate non-zero neutrino masses. Searches for neutrinoless
double β decays are also being carried out aiming to establish if massive neutrinos are
Dirac (with particles and antiparticles being different objects: ν 6= ν) or Majorana (with
particles and antiparticles being the same: ν = ν) fermions.
• Matter-antimatter asymmetry: This is the primary motivation for the work in this thesis
and will be discussed in detail in the following section.
• Strong CP problem: This will be discussed when covering CP violation in the SM.
• Why are the quark flavor parameters in the SM small and hierarchical? and Why are they
so different from the neutrino flavor parameters?
• Why are there 3 generations of fermions?
• Hierarchy Problem: Why is the mass of the SM Higgs so small, since it has a quadratic
divergence when quantum corrections are included ?
• Quantum gravity: As mentioned previously, the SM does not account for gravity. When
Poincare´ symmetry is broken, particles lose definite values for mass and spin. Gravity
bends spacetime, changing the Minkowski metric. Thus we expect breaking of the Poincare´
symmetry when gravity becomes significant.
• Number of parameters: The SM is not expressed in terms of the fundamental constants of
the Universe such as speed of light (c) or Planck’s constant (h), however it consists of 19
free parameters which need to be determined from experiments.
• The SM does not explain the constituents of dark matter or dark energy which constitute
23% and 73% of the Universe respectively [40].
• The SM does not achieve a true unification of the couplings of the weak, EM and strong
interactions.
2.2 Matter-antimatter asymmetry
The matter-antimatter asymmetry problem refers to the fact that there is an observed imbalance
between matter (stable baryons and leptons) and antimatter (stable antibaryons and antileptons)
in the observable universe. The stable baryons are protons and neutrons4 and stable leptons are
4Neutrons can be stable or unstable depending on the nuclide they are in. A free neutron is unstable and decays via
β-decay
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electrons and the lightest neutrino. The complex conjugate partners of these particles make-up
the stable antibaryons and antileptons. The matter and antimatter in the early universe almost
entirely annihilated, leaving only a small amount of matter that forms the currently observable
universe. The possibility that there are regions of space dominated by primordial antimatter
can be excluded by the lack of signal in astronomical searches for photons from annihilation
processes that occur at the interface between matter and antimatter dominated regions of the
universe. This predominance of matter is believed to have arisen in the early evolution of the
universe.
A quantitative measure of the departure from baryon antibaryon equality is provided by
a parameter called the baryon asymmetry of the universe (ηBAU) [41]. This quantity is defined
as the difference in the total number density of baryons (nB) and antibaryons (nB) divided by
the number density of cosmic background radiation photons (nγ) or more accurately the entropy
density of the universe (s).5 Since there is no evidence of antibaryons in the present day universe,
we can write
ηBAU =
nB − nB
s
=
nB
s
(2.2)
The ηBAU parameter can be inferred from the abundances of light elements in the intergalactic
medium formed in the process of Big Bang nucleosynthesis and from the power spectrum of
temperature fluctuations in the Cosmic Microwave Background [43]. It is measured to be
ηBAU = (6.07± 0.33)× 10−10 . (2.3)
To see how significant this value is, one needs to calculate nBnγ assuming a baryo-
symmetric universe i.e. ηBAU = 0. In this case, as the universe cools from temperatures
T > 1 GeV, the baryons and antibaryons are in thermal equilibrium with the relatively high-
energy photons through processes such as
p+ p
 γ + γ (2.4)
Once the rate for this process becomes slower than the expansion rate (i.e. Hubble’s constant
H), the probability of a subsequent annihilation becomes negligible. Using a typical hadronic
cross-section, this equality of rates occurs at a temperature of about 20 MeV. Calculations of this
5As the universe expands, nγ is not a conserved quantity whereas s is conserved. Both s and nγ are related by
the expression s = 1.8gs(T )nγ , where gs(T ) is the number of degrees of freedom contributing to the entropy at
temperature T of the universe [42].
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thermal freeze out of the baryons predict [41, 44]
nB
nγ
h
nB
nγ
h 10−18 . (2.5)
It can be seen here that the observed value in (2.3) is significantly larger than this value.
However there is a simple path to obtain a much larger value. To generate the observed
ηBAU, in the early universe one requires for every ∼ 109 antibaryons there be ∼ 109 + 1 baryons.
But where would such an excess come from? One might think it could appear as an initial
condition, set at the beginning of the universe. However, such an initial condition is irrelevant due
to inflation and moreover would violate any naturalness principle [41, 44]. What is preferable is a
mechanism by which this peculiar excess arises dynamically during the evolution of the universe,
a possibility known as baryogenesis.
One can in principle apply the same arguments to leptogenesis (dealing with lepton
antilepton asymmetry) by defining an equivalent parameter called lepton asymmetry of the
universe (ηLAU ) [45, 46] given by
ηLAU =
nL − nL
nγ
, (2.6)
where nL and nL are the number density of leptons and antileptons respectively. This parameter
is however extremely hard to measure since it requires the measurement of neutrino-antineutrino
asymmetry in a Universe with overall charge neutrality [46].
To explain the observed matter-antimatter asymmetry in the Universe, in 1967 Andrei
Sakharov [3, 47] proposed the three following conditions that must be satisfied by a fundamental
theory of particle physics.
Baryon number violation: There exists at least one baryon or lepton number violating process.
The existence of this kind of interaction is a minimum starting point for the observed excess
matter in the current Universe.
In the SM, the conservation of baryon number (B) and lepton number (L) are a conse-
quence of the accidental but exact symmetries exhibited by the SM Lagrangian and as a result it
is not possible to violate B and L at tree-level or at any order of perturbation theory. However, in
many cases the perturbative expansion does not describe all the dynamics of the theory. In 1980,
Gerard ’t Hooft [48] realised that the electroweak theory of SM can exhibit non-perturbative
effects at high energies and can result in instantons called sphalerons through the quantum Adler-
Bell-Jackiw anomaly [49] (or chiral anomaly), which may give rise to processes that violate
the combination B + L, but not the combination B − L. Such processes are heavily-suppressed
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at low energies and indeed none have yet been experimentally observed. However, when the
temperature of the universe was greater or equal to the critical temperature (Tc ∼ 100 GeV) of
the electroweak phase transition, such sphaleron processes were very effective.
It is because of such interactions that one can consider leptogenesis as a possible scenario
of baryogenesis where the lepton asymmetry can be transformed into a baryon asymmetry by
(B − L) conserving processes. Therefore if neutrinos acquire Majorana mass, they can lead
to large lepton asymmetries even at low energies through lepton number violating neutrinoless
double β decay. This might possibly explain the puzzle of baryogenesis through leptogenesis.
However, there has not yet been an observation of CP violation in the lepton sector, or of lepton
number violating processes.
C and CP violation: These baryon number violating processes must also violate C and CP
symmetry, hence violating T symmetry through the CPT theorem: If C is conserved, then every
baryon number (B) violating reaction X → Y + B has the same width as the C-conjugate
reaction
Γ(X → Y + b) = Γ(X → Y + b) (2.7)
where X , Y have B = 0 and b has B = 1. Since both processes proceed at the same rate, B is
conserved over long periods of time. So C violation is a Sakharov condition. However, this is
not enough. Consider a hypothetical B violating process X → bLbL which creates left-handed
baryons (bL). If CP is a conserved, then this proceeds at the same rate as the CP -conjugate
process X → bRbR, and thus
Γ(X → bLbL) + Γ(X → bRbR) = Γ(X → bLbL) + Γ(X → bRbR) (2.8)
Although the C-conjugate reactions have a different width, the sum of the two will still preserve
baryon number. Thus, C and CP need to be violated, so that the rate of baryon production
exceeds that of antibaryon production.
In the SM, the perturbative EW Lagrangian gives rise to the weak interactions that exhibit
the famous V − A (vector minus axial vector) and as a result accommodate P violation [13].
The maximal C violation in weak interactions can be attributed to the presence of left-handed
neutrinos and non-existence of left-handed antineutrinos. Violation of CP symmetry was first
seen in the neutral kaon system through the observation of the decay of the long-lived K0L
meson to the CP even two pion final state in 1964 [50]. Since then, CP violation has been well
established in weak interactions in the decays of B mesons [51]. CP violation in the SM can be
accommodated through a complex phase in the Lagrangian that cannot be reabsorbed by field
redefinition. This can be achieved when the Higgs scalar field acquires a vacuum expectation
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value (VEV). As the work presented in this thesis deals with CP violation, I shall elaborate on
this point in Sec. 2.2.1.
Universe out of thermal equilibrium: These baryon number violating processes must have
occurred when the universe had moved out of the thermal equilibrium state. This condition is
necessary, since in the thermal equilibrium state, the CPT symmetry would require any baryon
number violating process to be balanced by the inverse reaction, hence generating no net baryon
number.
Using the SM, one can confirm that the Universe undergoes a first order electroweak
phase transition at temperatures equal to the electroweak breaking scale, Higgs VEV = 246 GeV.
This provides a mechanism for the universe to go out of thermal equilibrium [47].
Note here that the SM meets all the Sakhorov’s conditions, however the electroweak
baryogenesis is not sufficient to account for the observed ηBAU. I will elaborate on this point
later in the chapter.
2.2.1 CP violation in the SM
There are three sources of CP odd interactions that can enter the SM Lagrangian and its exten-
sions [52], only one of which has been experimentally observed. The first source is the CP odd
term that is allowed in the QCD Lagrangian which would lead to an electric dipole moment
of the neutron. The second source occurs in the EW Lagrangian through the Yukawa term for
quarks and are connected to the flavour mixing processes. The third source of CP violation could
occur in the lepton sector through the Yukawa term for leptons which gives rise to mass terms
for neutrinos, however within SM the neutrinos as massless. Therefore, CP violation in the
lepton sector can only occur in the extensions of the SM. CP violation, however, has only been
observed in the EW interactions of the quarks. As the work presented in this thesis deals with
the quark sector, we will study the origin and manifestation of CP violation in this sector only.
I will however make passing remarks on as yet unobserved CP violation in strong interactions
and in the EW lepton sector for completeness. In what follows, I have also employed Einstein’s
summation convention.
2.2.1.1 Flavour mixing in quarks
The Yukawa term of the SM Lagrangian for quarks is given by
−LquarksYukawa = Y dijQILiφdIRj + Y uijQILiφ˜uIRj + h.c. , (2.9)
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Here h.c. implies Hermitian conjugate terms, I refers to weak interaction eigenstates, the indices
i, j = 1, 2, 3 run over the 3 generations of quarks, the up-type and down-type quarks are
represented by symbols uI and dI respectively, Y is the 3× 3 matrix of quark Yukawa couplings,
QIL is the left-handed quark doublet, index R refers to the right-handed singlets, φ is the Higgs
field and φ˜ = iτ2φ† where τ2 is the 2× 2 antisymmetric tensor.
The complex Higgs doublet is given by
φ =
(
H±
H0
)
=
(
φ±
Re(φ0) + iIm(φ0)
)
, (2.10)
where we have two charged (φ+ and φ−) and 1 neutral (Im(φ0)) unphysical massless Gold-
stone bosons which get reabsorbed by the massive spin-1 W± and Z bosons to acquire their
longitudinal polarisation components. When we expand the Higgs field around the VEV, one
obtainsRe(φ0)→ v+h√
2
where h is a massive real scalar field whose excitation is the Higgs boson
particle.
Inputting this into the Lagrangian, the Yukawa interactions (2.9) become
−LquarksMass = (Md)ijdILidIRj + (Mu)ijuILiuIRj + h.c. , (2.11)
where uIL and d
I
L are the left-handed singlets of the Q
I
L doublet and the mass matrix is given by
Mq =
v√
2
Y q. (q = u, d types) (2.12)
The mass basis corresponds, by definition, to diagonal mass matrices. One can always
find unitary matrices VqL and VqR such that
VqLMqV
†
qR = M
diag
q ≡
v√
2
λq. (2.13)
where Mdiagq is the diagonal and real mass matrix and λq is a 3× 3 diagonal matrix of Yukawa
couplings. The quark mass eigenstates are then identified as
qLi = (VqL)ijq
I
Lj qLi = (VqL)ijq
I
Lj . (q = u, d types) (2.14)
Now consider the Lagrangian term associated with charged current interactions for quarks
(i.e. interactions of W±µ ) taken from the kinetic term of the SM Lagrangian. In the mass basis
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this term is expressed as
−Lq
W± =
g√
2
uLiγ
µ(VuLV
†
dL)ijdLjW
+
µ + h.c.. (2.15)
The Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix [53, 54] for quarks is therefore given
by
VCKM = VuLV
†
dL , (2.16)
and is a 3 × 3 unitary matrix (VCKMVCKM† = VCKM†VCKM = 1). The form of VCKM is not
unique:
• There is freedom in defining VCKM in that one can permute between the various generations.
This freedom is fixed by ordering the up-type quarks and the down-type quarks by their
masses, i.e. (u1, u2, u3) → (u, c, t) and (d1, d2, d3) → (d, s, b). In the QILi doublets, if
one adapts the notation (uI , cI , tI) = (u, c, t), then for the down-type quarks, we can write
in matrix notation:d
I
sI
bI

Weak
=
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

CKM
ds
b

Mass & Flavour
. (2.17)
Note here that the mass eigenstates are also the flavour eigenstates. It can be seen later in
Sec. 2.2.3 that the same is not true in the lepton sector.
• There is further freedom in the phase structure of VCKM. This means that the number
of physical parameters in VCKM is smaller than the number of parameters in a general
unitary 3 × 3 matrix, which is nine (three real angles and six phases). Let us define Pq
(q = u, d) to be diagonal unitary (phase) matrices. Then, if instead of using VqL and VqR
for the rotation (2.13) to the mass basis we use V˜qL and V˜qR, defined by V˜qL = PqVqL and
V˜qR = PqVqR, we still maintain a legitimate mass basis since M
diag
q remains unchanged
by such transformations. However, VCKM does change:
VCKM → PuVCKMP ∗d . (2.18)
This freedom is fixed by demanding that VCKM has the minimal number of phases. In the
three generation case VCKM has a single phase. (There are five phase differences between
the elements of Pu and Pd and, therefore, five of the six phases in the CKM matrix can be
removed.) This is the Kobayashi-Maskawa phase, δKM, which is the single source of CP
violation in the quark sector of the Standard Model.
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As a result of the fact that VCKM is not diagonal, the W± gauge bosons couple to quark
mass eigenstates of different generations. Within the SM, this is the only source of flavour
changing quark interactions.
Note that we can also obtain flavour changing neutral currents (FCNC) such as b→ sγ.
In the SM, these are forbidden at the tree level and occur at loop level. They are however
suppressed through the Glashow-Iliopoulos-Maiani (GIM) mechanism [10]. In this mechanism
the neutral current processes, along with CKM suppression factors, obtain additional loop and
GIM suppression factors which are given by
1
16pi2
m2q
m2W
, (2.19)
where mW is the W± mass and mq is the mass of the virtual quark in the loop. Therefore, the
processes that involve FCNCs are most sensitive to the heavy quarks running in the loops. As a
consequence of this, FCNCs are more suppressed for transitions between up-type quarks than
between down-type quarks. As these FCNC processes are suppressed in the SM, they are highly
sensitive to New Physics (NP) contributions which could modify their rate of transition.
2.2.1.2 CKM parameterisation
The fact that VCKM is unitary and depends on only four independent physical parameters can be
made manifest by choosing a specific parameterisation. One standard choice is [55]
VCKM =
 c12c13 s12c13 s13e
−iδKM
−s12c23 − c12s23s13eiδKM c12c23 − s12s23s13eiδKM s23c13
s12s23 − c12c23s13eiδKM −c12s23 − s12c23s13eiδKM c23c13
 , (2.20)
where cij ≡ cos θij and sij ≡ sin θij . The θij parameters are the three real mixing angles while
δKM is the Kobayashi-Maskawa phase.
Following the observation of a hierarchy between the mixing angles, s13  s23  s12 
1, Wolfenstein [56] proposed an expansion of the CKM matrix in terms of the four parameters λ,
A, ρ and η (λ ≈ 0.23 being the expansion parameter). We use the definitions to all orders
s12 ≡ λ ,
s23 ≡ Aλ2 , (2.21)
s13e
−iδKM ≡ Aλ3(ρ− iη) .
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Inserting the above definitions into (2.20) gives expressions for all CKM elements
VCKM '
 1−
1
2λ
2 λ Aλ3(ρ− iη)
−λ 1− 12λ2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O(λ4) . (2.22)
This parameterisation shows that inter-generational mixing of the quarks is much more suppressed
than mixing occurring within a given generation.
2.2.1.3 The Jarlskog Invariant
A phase-convention-independent measure of CP violation in the SM is given by
Im(det
([
Y dY d†, Y uY u†
])
) = 2 J (m2t −m2c)(m2t −m2u)(m2c −m2u)
× (m2b −m2s)(m2b −m2d)(m2s −m2d) . (2.23)
The Jarlskog invariant [57], J , contains the dependence on the CKM elements,
Im(VijVklV ∗ilV ∗kj) = J
3∑
m,n=1
εikm εjln , (2.24)
where Vij are the CKM matrix elements and εikm is the total antisymmetric tensor. Owing to the
unitarity of VCKM, the non-vanishing imaginary parts of all quadri-products of CKM elements are
equal up to their sign. One representation of Eq. 2.24 reads, for instance, J = Im(VudVcsV ∗usV ∗cd).
A non-vanishing KM phase and hence CP violation requires J 6= 0. The Jarlskog parameter
expressed in the parameterisation of Eq. 2.20 reads
J = c12 c23 c
2
13 s12 s23 s13 sin δKM , (2.25)
and, using the Wolfenstein parameterisation,
J = A2λ6η
(
1− λ2/2)+O(λ10) . (2.26)
Therefore to account for CP violation (see Eq. 2.23) in the quark sector, one requires all
three of the following conditions to be met
• Nondegeneracy in the masses of the up-type and down-type quarks.
• None of the 3 mixing angles must be zero or pi/2.
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• The CP -violating phase should be neither 0 or pi.
2.2.1.4 Unitarity triangles
A very useful concept is that of the unitarity triangles. The unitarity of the CKM matrix leads to
various relations among the matrix elements, i.e.
VudV
∗
us[O(λ)] + VcdV ∗cs[O(λ)] + VtdV ∗ts[O(λ5)] = 0 , (2.27)
VusV
∗
ub[O(λ4)] + VcsV ∗cb[O(λ2)] + VtsV ∗tb[O(λ2)] = 0 , (2.28)
VudV
∗
ub[O(λ3)] + VcdV ∗cb[O(λ3)] + VtdV ∗tb[O(λ3)] = 0 , (2.29)
VcdV
∗
td[O(λ4)] + VcsV ∗ts[O(λ2)] + VcbV ∗tb[O(λ2)] = 0 , (2.30)
VudV
∗
tq[O(λ3)] + VusV ∗ts[O(λ3)] + VubV ∗tb[O(λ3)] = 0 , (2.31)
VudV
∗
cd[O(λ)] + VusV ∗cs[O(λ)] + VubV ∗cb[O(λ5)] = 0 , (2.32)
where the size of each term to leading order in λ is shown in the square brackets. Each of these
three relations requires the sum of three complex quantities to vanish and so can be geometrically
represented in the complex plane as a triangle. These are “the unitarity triangles”, though the term
“unitarity triangle” is usually reserved for the relation (2.29). The area of all “unitarity triangles”
formed from the CKM unitary relations is half of the Jarlskog parameter J i.e. |J | /2.
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Figure 2.3: (Left) The rescaled unitarity triangle; (Right) Measurements that provide constraints
on the CKM parameters where the shaded areas indicate constraints on the global parameter fit
from experimental measurements of triangle side length or vertex angles [58].
One can rescale the unitarity triangle from (2.29) by dividing the lengths of all sides by
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|VcdV ∗cb|. The rescaled unitary triangle is sketched in the complex plan in Figure 2.3 (left), where
the apex is given by the following phase-convention independent definition,
ρ+ iη ≡ −VudV
∗
ub
VcdV
∗
cb
. (2.33)
When the above equation is expressed in the Wolfenstein parameterisation, one finds to
all orders in λ, 6
ρ+ iη =
√
1−A2λ4(ρ+ iη)√
1− λ2 [1−A2λ4(ρ+ iη)] . (2.34)
The sides Ru and Rt of the unitary triangle (the third side along the real axis is normalised to
unity) read to all orders,
Ru =
∣∣∣∣VudV ∗ubVcdV ∗cb
∣∣∣∣ = √ρ2 + η2 , Rt = ∣∣∣∣VtdV ∗tbVcdV ∗cb
∣∣∣∣ = √(1− ρ)2 + η2 . (2.35)
The three angles of the unitary triangle, α, β, γ, are defined by
α = arg
(
− VtdV
∗
tb
VudV
∗
ub
)
, β = arg
(
− VcdV
∗
cb
VtdV
∗
tb
)
, γ = arg
(
− VudV
∗
ub
VcdV
∗
cb
)
, (2.36)
and the KM phase in the standard parameterisation (2.20) is δKM = γ +A2λ4η +O(λ6). These
angles are physical quantities and can be independently measured by CP asymmetries in B
decays. It is also useful to define the two small angles of the other unitarity triangles (2.27,2.28):
βs ≡ arg
[
−VtsV
∗
tb
VcsV ∗cb
]
, βK ≡ arg
[
− VcsV
∗
cd
VusV ∗ud
]
. (2.37)
A central aim of flavor physics is to over-constrain the CKM triangles to test the unitarity
conditions. The global fit to this unitarity triangle is shown in Figure 2.3 (right). The world
average values for the CKM parameters and Jarlskog invariant J are shown in Table 2.3.
The experimentally measured magnitudes of the CKM matrix elements [58] are
|VCKM| =
0.974254
+0.000071
−0.000097 0.22542
+0.00042
−0.00031 0.003714
+0.000072
−0.000060
0.22529+0.00041−0.00032 0.973394
+0.000074
−0.000096 0.04180
+0.00033
−0.00068
0.008676+0.000087−0.000150 0.04107
+0.00031
−0.00067 0.999118
+0.000024
−0.000014
 . (2.38)
6 Expanding Eq. 2.33 in λ leads to the well-known approximation
ρ = ρ(1− λ2/2) +O(λ4) , η = η(1− λ2/2) +O(λ4) .
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Table 2.3: World average values for the CKM parameters and Jarlskog invariant J [58, 59].
Parameter Value
A 0.8227+0.0066−0.0136
λ 0.2254+0.0004−0.0003
ρ 0.1504+0.0121−0.0062
η 0.3540+0.0069−0.0076
α (90.40+2.0−1.0)
◦
β (22.62+0.44−0.42)
◦
γ (67.01+0.88−1.99)
◦
J (3.04+0.21−0.20)× 10−5
The empirical value of J is small compared with its mathematical maximum of 1/(6
√
3) ≈ 0.1,
showing that CP violation is suppressed as a consequence of the strong hierarchy exhibited by
the CKM matrix elements.
2.2.2 Manifestations of CP violation in the quark sector
Quarks carrying colour charge are bound into colourless hadron states. As a result, CP violation
in the quark flavour transitions can manifest in different ways. In this section a general formalism
for, and classification of, CP violation in the decay of a hadron state B and its CP conjugate B
to a multi-particle final state f and its CP conjugate f is given.
Consider a system that is initially in a mixed state of |B〉 and |B〉 at time t = 0 i.e.
|ψ(t = 0)〉 = a(0)|B〉+ b(0)|B〉 . (2.39)
Such a mixed state can occur in SM only with a neutral meson (B0), since the FCNC transitions
give rise to “box diagrams” where B0 ↔ B0 oscillations can occur. Conservation of charge and
baryon currents in the SM forbid oscillations of charged mesons or baryons.
In the Schrodinger representation, this state evolves in time, according to the time
evolution operator Uˆ(t), into a superposition of all states allowed by the conservation laws as
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follows
|ψ(t)〉 = Uˆ(t)|ψ(t = 0)〉 = e−iHt|ψ(0)〉
= |B〉〈B| ˆU(t)|B〉+ |B〉〈B| ˆU(t)|B〉+
∑
i
|fi〉〈fi| ˆU(t)|ψ(t = 0)〉
= a(t)|B〉+ b(t)|B〉+
∑
i
ci(t)|fi〉 ,
whereH is the Hamiltonian governing the interactions and ci(t) are the complex coefficients.
One is interested in the time-evolved states |B(t)〉 and |B(t)〉 only. Therefore using
the Wigner–Weisskopf approximation,7 the time evolution is determined by a 2 × 2 effective
non-Hermitian Hamiltonian matrix Heff [60]. If Heff were Hermitian then the mesons would
only oscillate and not decay. This effective Hamiltonian is given by
Heff = M − i
2
Γ (2.40)
where M and Γ are Hermitian matrices and are associated with (B0, B0)↔ (B0, B0) transitions
via off-shell (dispersive) and on-shell (absorptive) intermediate states, respectively. Diagonal
elements of M and Γ are associated with the flavor-conserving transitions B0 → B0 and
B0 → B0 while off-diagonal elements are associated with flavor-changing transitions B0 ↔ B0.
The eigenvectors ofHeff have well defined masses and decay widths and are given by
|BL〉 = p|B0〉 − q|B0〉 , (2.41)
|BH〉 = p|B0〉+ q|B0〉 , (2.42)
where p and q are the complex mixing terms, BL and BH are light (L) and heavy (H) mass
eigenstates respectively. The following relations are also satisfied
|p|2 + |q|2 = 1(
q
p
)2
=
M∗12 − (i/2)Γ∗12
M12 − (i/2)Γ12
M11 = M22 and Γ11 = Γ22 (if CPT or CP conserved)∣∣∣∣qp
∣∣∣∣ = 1 (if CP or T conserved)
7In Wigner–Weisskopf approximation one can ignore the weak interaction for those particles to which the initial
hadrons decay. Therefore the decay products are considered to be stable.
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The eigenvalues corresponding to the eigenvectors ofHeff are
µL,H = ML,H − iΓL,H
where ML,H , ΓL,H are masses and decay-widths of their respective |BL,H〉 states.
Therefore if one were to start with the B0 or B0 initial states, which can be expressed in
the basis of eigenvectors ofHeff as,
|ψ(t = 0)〉B = |B〉 = 1
2p
(|BH〉+ |BL〉)
|ψ(t = 0)〉B = |B〉 =
1
2q
(|BL〉 − |BH〉)
under time evolution one would get
|ψ(t)〉B = 1
2p
(eiµH t|BH〉+ eiµLt|BL〉) = g+(t) |B〉 − (q/p) g−(t)|B〉
|ψ(t)〉B =
1
2q
(eiµLt|BL〉 − eiµH t|BH〉) = g+(t) |B〉 − (p/q) g−(t)|B〉.
where
g+(t) = e
−imt e−Γt/2
[
cosh
∆Γ t
4
cos
∆mt
2
− i sinh ∆Γ t
4
sin
∆mt
2
]
g−(t) = e−imt e−Γt/2
[
− sinh ∆Γ t
4
cos
∆mt
2
+ i cosh
∆Γ t
4
sin
∆mt
2
]
.
where ∆m ≡ MH −ML which is positive by definition, ∆Γ ≡ ΓH − ΓL whose sign can be
experimentally determined and theoretically predicted, m ≡ MH+ML2 and Γ ≡ ΓH+ΓL2 . The
following relations are also satisfied
(∆m)2 − 1
4
(∆Γ)2 = (4|M12|2 − |Γ12|2), ∆m∆Γ = 4Re(M12Γ∗12). (2.43)
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Using these relations the time-dependent decay rates can be written as
Γ(|ψ(t)〉B → f) =
∣∣g+(t)Af − (q/p)g−(t)Af ∣∣2
= Nf |Af |2 e−Γt
{
1 + |λf |2
2
cosh
∆Γ t
2
+
+
1− |λf |2
2
cos(∆mt)−Re(λ)f sinh ∆Γ t
2
− Im(λ)f sin (∆mt)
}
. (2.44)
where Nf is a time-independent normalization factor, Af = 〈f |S|B〉, Af = 〈f |S|B〉, S is the
S-matrix of the transition and λf ≡ qp
Af
Af
. Similarly one can write,
Γ(|ψ(t)〉B → f) = Nf |Af |2
1
1− a e
−Γt
{
1 + |λf |2
2
cosh
∆Γ t
2
− 1− |λf |
2
2
cos(∆mt)
−Re(λ)f sinh ∆Γ t
2
+ Im(λ)f sin(∆mt)
}
. (2.45)
The decay rates to the CP -conjugate final state f are obtained analogously, with Nf = Nf and
the substitutions Af → Af and Af → Af in Eqs. 2.44 and 2.45.
Note that these equations hold for two-body decays. For multi-body decays, where there
are quasi-two body contributions, these equations hold at a given point in phase space.
2.2.2.1 Classification of CP violation
We can distinguish three types of CP -violating effects occurring in hadron decays [51, 60]:
CP violation in decay: This type of CP violation can occur both in charged and neutral
hadrons. This is the only possible source of CP asymmetries in charged meson or baryon decays,
as mixing effects are absent. The CP asymmetries are defined as
Aff ≡
Γ(|ψ〉B → f)− Γ(|ψ〉B → f)
Γ(|ψ〉B → f) + Γ(|ψ〉B → f)
=
|Af/Af |2 − 1
|Af/Af |2 + 1
. (2.46)
Therefore when Aff 6= 0, we get |Af/Af | 6= 1. For this condition to be met, it must be
possible to decompose Af into at least two amplitude components a1 and a2. These components
correspond, for example, to tree level, see Figure 2.4 (left), and loop level FCNC, see Figure 2.4
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(right) transitions.
Figure 2.4: Example (left) tree diagram and (right) gluonic penguin diagram for B0 →
K+pi− [61].
The amplitudes ai are expressed in terms of the magnitude |ai|, ‘weak phase’ φi and
‘strong phase’ δi. Therefore, Af and Af can be expressed as
Af = |a1|ei(δ1+φ1) + |a2|ei(δ2+φ2),
Af = |a1|ei(δ1−φ1) + |a2|ei(δ2−φ2) . (2.47)
The CP asymmetry can then be expressed as follows
Aff = −
2|a1a2| sin(δ2 − δ1) sin(φ2 − φ1)
|a1|2 + |a2|2 + 2|a1a2| cos(δ2 − δ1) cos(φ2 − φ1) . (2.48)
Therefore for a CP asymmetry to exist in the decay, one requires both φ2 − φ1 and δ2 − δ1 6= 0.
A diagrammatic representation of this is shown in Figure 2.5. Examples of decays that exhibit this
class of CP violation are B0→ K−pi+ [62], B0s→ K+pi− [62], B+→ K+K−pi+ [63], etc.
CP violation in mixing: The neutral mesons, as we know, undergo oscillations through “box
diagrams” (see Figure 2.6 for B0 −B0 oscillations). The CP violation in mixing arises when the
two neutral mass eigenstate admixtures cannot be chosen to be CP eigenstates and occurs when
|q/p| 6= 1.
The evidence of this type of CP violation can be obtained by measuring the CP asym-
metry in flavour specific meson decays, i.e. decays where the final state tags the flavour of
the decaying meson state. For example, the semileptonic decay of a neutral meson of type
( )
B → ` +(−)X is a flavour specific decay where the charge of the final state lepton tags the flavour
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Figure 2.5: Illustrative Argand diagrams for amplitudes a1, a2 and their conjugates a1, a2 that can
interfere to cause CP violation in decay. In the top figure there is a relative weak phase between
a2 and a1, but no relative strong phase which leads to zero CP asymmetry since |a| = |a|. In the
figures at the bottom, there are both relative weak and strong phase between a2 & a1 which lead
to |a| 6= |a|, giving a CP asymmetry [64].
Figure 2.6: FCNC transitions that lead B0 −B0 oscillations through box “diagrams” [65].
of the b-meson. The asymmetry in such decays is given as
Aflavspec(t) ≡
dΓ/dt[|ψ(t)〉B → `+X]− dΓ/dt[|ψ(t)〉B → `−X]
dΓ/dt[|ψ(t)〉B → `+X] + dΓ/dt[|ψ(t)〉B → `−X]
=
1− |q/p|4
1 + |q/p|4 .
(2.49)
In the approximation that |Γ12/M12|  1 (valid for B0 and B0s mesons), the CP asymmetry in
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flavour-specific neutral-meson decays becomes
Aflavspec = −
∣∣∣∣ Γ12M12
∣∣∣∣ sin(φM − φΓ). (2.50)
where weak phases φM = arg(M12) and φΓ = arg(Γ12). The extraction of φM − φΓ from
Aflavspec requires the prior knowledge of |Γ12/M12|. To date, CP violation in mixing has only
been observed in the K0 mesons.
CP violation in interference between a decay without mixing and a decay with mixing:
This type of CP violation occurs when B0 and B0 can decay to the same final state (e.g. a CP
eigenstate, fCP , with eigenvalues ηCP = ±1), so that the amplitudes for decays with and without
mixing can interfere. The schematic diagram of the amplitudes involved is shown in Figure 2.7.
Figure 2.7: Schematic diagram of the amplitudes involved in the B0 decay to CP eigenstate fCP
and its CP conjugate process. The CP asymmetry is due to the interference between mixing,
described by parameters p and q, and the decay amplitudes Af and Af .
This form of CP violation can be observed, by measuring a non-zero value for the CP
asymmetry parameter which is given by
AfCP (t) ≡
dΓ/dt[|ψ(t)〉B → fCP ]− dΓ/dt[|ψ(t)〉B → fCP ]
dΓ/dt[|ψ(t)〉B → fCP ] + dΓ/dt[|ψ(t)〉B → fCP ]
=
Sf sin(∆mt)− Cf cos(∆mt)
cosh(∆Γt/2) +A∆Γ sinh(∆Γt/2)
where
Sf ≡ 2 Im(λf )
1 + |λf |2 , Cf ≡
1− |λf |2
1 + |λf |2 , A∆Γ ≡
2 Im(λf )
1 + |λf |2 , λf ≡
q
p
Af
Af
. (2.51)
If |λf | = 1, the interference between decays with and without mixing is the only source of the
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asymmetry and Eq. 2.51, in this case reduces to
AfCP (t) = Im(λf ) sin(∆mt) (2.52)
= ηCP sin(φM + 2φf ) sin(∆mt) . (2.53)
Therefore this asymmetry arises when Im(λf ) 6= 0. Note that in this case the measured phase is
purely a weak phase, and no hadronic parameters are involved in the extraction of its value from
Im(λf ). An example of a decay that exhibits this class of CP violation is B0→ J/ψK0S [66],
etc.
2.2.3 Other sources of CP violation
I mention here very briefly other sources of CP violation that might occur in QCD interactions or
in the lepton sector. None of these sources have been experimentally confirmed yet.
Lepton Sector: As in the quark sector we can also write the Yukawa interactions of the lepton
sector as
−LleptonsYukawa = Y eijLILiφEIRj + h.c. . (2.54)
Note that such mass terms in the Lagrangian require the existence of right-handed neutrinos
or left-handed antineutrinos and therefore this scenario can only occur in the extensions of the
SM where the neutrinos are either Dirac or Majorana particles. In Eq. 2.54, I refers to weak
interaction eigenstates, the indices i, j = 1, 2, 3 run over the 3 generations of the leptons, Y
is the 3 × 3 Yukawa matrix of leptons, LIL is the left-handed lepton doublet, EIR refers to the
right-handed lepton singlet.
After the Higgs acquires a VEV, we can rotate from weak interaction eigenstates into
mass eigenstates using the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) mixing matrix given byνe
I
νµ
I
ντ
I

Weak and Flavour
=
Ue1 Ue1 Ue1Uµ2 Uµ2 Uµ2
Uτ3 Uτ3 Uτ3

PMNS
ν1ν2
ν3

Mass
. (2.55)
The complex 3×3 PMNS matrix is characterised by 3 mixing angles and one CP violating phase.
In this scenario, the PMNS phase is responsible for all CP violating effects in the lepton sector
yet none have been observed. Lepton flavour violating processes have been observed in neutrino
oscillation but charged lepton flavour violation is highly suppressed due to the GIM mechanism
and has not yet been observed. In the SM, the neutrinos are massless, however the observation of
neutrino oscillations indicates non-zero Yukawa couplings for neutrinos suggesting an extension
28
of the SM.
Strong interaction: In the QCD Lagrangian, we have freedom to add the following gauge
invariant term:
Lθ = θ αs
8pi
µνρσF aµνF
a
ρσ = θ
αs
8pi
F aµνF˜
aµν (2.56)
where µνρσ is the antisymmetric tensor, where F˜µν is the dual field strength tensor and αs is the
strong coupling constant. The above term could be rewritten in terms of chromoelectric (Ea) and
chromomagnetic (Ba) operators as follows
µνρσFµνFρσ = E · B . (2.57)
This is a CP odd term which will give rise to a non-zero electric dipole moment of the neutron
(nEDM). However nEDM experiments set stringent constraints, i.e. θ < 10−10 [67]. The question
as to why this θ-parameter in QCD has such a low value is referred to as the strong CP problem.8
It was noted before that the SM meets all Sakhorov’s conditions to generate an asymmetric
matter-antimatter Universe. However, accounting for the CP violation within the SM and calcu-
lating the dimensionless constant introduced in Eq. 2.23, yields Im(det
([
Y dY d†, Y uY u†
])
) ∼
10−20. This number is much too small to account for the observed ηBAU shown in (2.3) and,
thus far, attempts to utilise this source of CP violation for electroweak baryogenesis have been
unsuccessful. It seems that there must be physics beyond the Standard Model (BSM) that can
introduce new CP violating terms, which do not interfere with other measurements but are large
enough to cause the baryon asymmetry. Therefore, we need to investigate as many potential
CP violating modes as possible to search for new sources of CP violation introduced by BSM
theories.
In this thesis I have chosen to investigate CP violation in charmless hadronic decays
of Ξ−b (Ω
−
b ) baryons to the ph
−h′− final state, where h, h′ is either a K or pi. These decays
proceed via b → u transitions at tree level or via b → s or b → d FCNC transitions. As
mentioned previously, FCNC transitions count the number of heavy degrees of freedom that
occur as virtual particles in the loops and serve as a window into New Physics (NP) at scales
much above the energy being probed. Therefore, many beyond the Standard Model (BSM)
theories which introduce heavy new particles and new interactions to address the aforementioned
matter-antimatter asymmetry problem could be tested and constrained.
8 The QED Lagrangian also has the freedom of acquiring a similar term. However in QED this term is divergent
and can be eliminated from the theory using renormalisation and regularisation techniques. In QCD this divergent
term cannot be eliminated since non-perturbative effects dominate.
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CHAPTER3
Experimental set-up
“ We are the read out of the Big Bang. ”
Neil Turok, Endless Universe
The analyses described in the thesis use data collected by the Large Hadron Collider
beauty (LHCb) experiment, which is located at one of the collision points of the Large Hadron
Collider at the European Centre for Nuclear Research (CERN). In this chapter, in Sec. 3.1, I will
detail the different facilities in the CERN accelerator complex used to accelerate and collide two
proton beams. In Sec. 3.2, I will discuss the details of the LHCb experiment.
3.1 CERN accelerator complex
CERN is located near Geneva, on the Franco-Swiss border and hosts an accelerator complex
that is a succession of machines that accelerate particles to increasingly high energies. Beams of
particles are boosted in energy at each machine before being injected into the next machine in the
sequence. The Large Hadron Collider (LHC) forms the final stage of the accelerator complex
where two beams, composed of either protons or fully-stripped ions most often lead 208Pb82+
ions), are brought to collision. The other accelerators in the chain have their own experimental
halls where beams are used for experiments at lower energies. This section draws on Ref. [68] to
present the material that is relevant to the thesis.
Fig. 3.1 shows a schematic representation of CERN accelerator complex. Hydrogen
atoms with stripped electrons are injected into the the first accelerator in the chain, Linac 2, which
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Figure 3.1: A schematic representation of the CERN accelerator complex [69].
accelerates the protons to the energy of 50× 106 eV (50 MeV). The beam is then injected into
the Proton Synchrotron Booster (PSB), which accelerates the protons to 1.4× 109 eV (1.4 GeV),
followed by the Proton Synchrotron (PS), which further accelerates the beam to 25 GeV. Protons
are then sent to the Super Proton Synchrotron (SPS), where they are accelerated to 450 GeV. The
protons are finally transferred to the two beam pipes of the LHC, which circulates the beams
in opposite directions to each other. The LHC is a 26.6 km circular collider, which has been
designed to accelerate proton beams to a record energy of 7× 1012 eV (7 TeV).
The proton beams inside the LHC ring, rather than being continuously distributed, are
arranged in bunches where each bunch contains O(1011) protons. This is due to the use of
radio-frequency (RF) cavities for acceleration. The space between the bunches is referred to as
‘bunch spacing’. There are also gaps that are larger than the typical bunch spacing which are
referred to as ‘abort gaps’. These abort gaps accommodate injection or extraction kicker magnet
rise times. During the period of 2015-2017, the LHC was able to achieve 2460 bunches per
beam (its design value is 2808 bunches per beam), with a minimum bunch spacing of 25 ns. The
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extraction kicker of the LHC beam dumping system also required an abort gap of 3µs.
To achieve record energy, the beams at the LHC are accelerated using RF cavities with a
frequency of 400 MHz. With each lap around the LHC, every proton gains on average 485 keV in
energy. It takes approximately 4 minutes and 20 seconds to fill each LHC beam, and 20 minutes
for the protons to reach their current maximum energy of 6.5 TeV per beam.
The LHC ring has eight bending arcs where superconducting dipole magnets generating
magnetic fields up to 8.3 T are used to bend the beam. The ring also consists of eight straight
sections, four of which are occupied by the radio-frequency accelerating cavities, beam dump
areas, beam cleaning and collimation apparatus. The other four straight sections are where the
counter-circulating beams are focused into collision by multipole magnets. At each crossing
point (also referred to an interaction point) of the beams on the LHC ring, there stands one of
the four large LHC experiments: ATLAS (A Toroidal LHC ApparatuS), CMS (Compact Muon
Solenoid), ALICE (A Large Ion Collider Experiment) and LHCb.
The ATLAS and CMS experiments are ‘General Purpose Detectors’ (GPD), which are
investigating a wide range of high pT phenomena. The ALICE experiment is focused on the
physics of the quark-gluon plasma produced in heavy ion collisions. The LHCb experiment
is designed to study decays of hadrons containing bottom and charm quarks, with particular
focus on searching for non-SM sources of CP violation and evidence for new physics in rare
decays. In addition, there are three smaller experiments. The TOTEM experiment (TOTal cross-
section, Elastic scattering and diffractive dissociation Measurement), located either side of CMS,
measures the total elastic and single or double diffractive cross-section of pp collisions. The
LHCf experiment (Large Hadron Collider forward), located either side of ATLAS, measures
neutral particle production for use in cosmic ray research. Finally, MoEDAL (Monopole and
Exotics Detector at the LHC), located in the LHCb cavern, searches for magnetic monopoles.
The number of events per second generated in the LHC collisions at an interaction point
is given by
dNevent
dt
= L × σevent (3.1)
where σevent is the cross-section of the event under study and L is the machine luminosity.
To calculate the instantaneous machine luminosity delivered by LHC, one needs information
on number of particles per bunch (Nb = 1.15 × 1011), number of bunches per beam (nb =
2808), revolution frequency (frev = 11 kHz), normalised transverse beam emittance (n =
3.75mm µrad) defined as the measure of spread of the protons in position and momentum space,
beta function (β∗ = 0.55 m) defined as the transverse size of the beams at the collision point and
geometric luminosity reduction factor (F ) that is related to beam-crossing angle (θ = 300µrad)
at the interaction point. The instantaneous machine luminosity is related to these parameters by
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the expression
L = N
2
b nbfrevγr
4pinβ∗
F , (3.2)
where γr is the Lorentz factor. To study possible beyond the SM contributions requires both high
beam energies and high beam intensities. The LHC is designed to collide proton beams with
a centre-of-mass energy of 14 TeV (
√
s = 14 TeV), although the maximum achieved to date is
13 TeV.
For pp collisions, the two high luminosity experiments, ATLAS and CMS, both aimed
to record a peak luminosity of L = 1034cm−2s−1. However, the maximum recorded peak
instantaneous luminosity by GPDs is twice their design value 2.06× 1034cm−2s−1. The LHCb
is a lower luminosity experiment designed to record a peak luminosity of L = 2× 1032cm−2s−1,
but LHCb has been routinely running at twice the design value i.e. L = 4× 1032cm−2s−1.
As seen in Figure 3.1, the accelerator complex also includes the Antiproton Decelerator
and the Online Isotope Mass Separator (ISOLDE) facility, and feeds the Compact Linear Collider
test area, as well as the neutron time-of-flight facility (nTOF).
3.2 The LHCb experiment
The LHCb detector is a forward-arm spectrometer designed primarily for the investigation of b-
flavoured and c-flavoured hadron decays. At the LHC, the bb and cc quark pairs are predominantly
produced via gluon initiated processes (i.e. at leading-order via gg → bb and at next-to-leading-
order via gg → bbg) [70, 71]. Each of these quarks, depending on their flavour, can hadronise to
form either b-flavoured or c-flavoured hadrons. The production cross-section of bb quark pairs
at
√
s = 7 TeV measured by LHCb is σ(pp→ bbX) = 284 ± 20(stat) ± 49(syst)µb [72].1
The production cross-section of cc quark pairs is ∼ 20 × σ(pp→ bbX). The b (c) and b (c)
quarks, after production, undergo hadronisation to give rise to various b-hadrons (c-hadrons).
Interactions between the produced quarks and the beam fragments, that differ from those for
produced antiquarks, can give rise to asymmetry between the production rates of b-hadrons
(c-hadrons) and b-hadrons (c-hadrons). Such production asymmetry needs to be either known a
priori or cancelled out when investigating CP violation in the decay of a hadron to a specific final
state.
Heavy quark pairs are produced, at the LHC, at a small angle with respect to the beam axis.
The polar angle (θ defined as angle between b-jet direction and beam axis) and pseudorapidity
(η = − ln(tan θ/2)) distributions of b quarks in simulated LHC collisions are shown in Figure 3.2.
The polar angle coverage of LHCb extends from 15 mrad to 300 mrad in the horizontal (bending)
11 barn ( b) is approximately the cross-sectional area of a uranium nucleus, i.e. 1 b = 10−24cm2.
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plane and to 250 mrad in the vertical (non-bending) plane. This translates to a pseudorapidity
range of 1.6 < η < 4.9 in which roughly 25% of the bb pairs produced in LHC collisions are
contained.
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Figure 3.2: (Left) Pseudorapidity of bb quark pairs in pp collisions at
√
s = 14 TeV generated
using PYTHIA 8. Here η1 (η2) is the pseudorapidity of the b (b) quark [73]. The solid lines show
the acceptance of (red) LHCb compared to (yellow) the general purpose detectors. (Right) Polar
angle distribution of simulated b quarks. The red region is the acceptance of LHCb.
The LHCb experiment collected data between the years 2009-2018 with a long shutdown
period between 2013-2014. In this thesis, I will be using data samples corresponding to data-
taking years of 2011-2012 (this sample is referred to as ‘Run I’ sample) and 2015-2016 (this
sample is referred to as ‘Run II’ sample). The data samples corresponding to years 2009 and
2010 are not used since they are too small compared to samples from years 2011 and 2012. The
samples corresponding to years 2017 and 2018 are not used as they were not available in time
for the analysis. The integrated luminosity recorded by LHCb for different years is shown in
Figure 3.3 (left). The LHCb experiment operates at a constant instantaneous luminosity using
a ‘luminosity levelling’ technique [74]. In this technique, the lateral separation of the beams at
the crossing point is adjusted periodically to achieve a constant target luminosity. As the beam
intensity reduces, the separation reduces accordingly. The instantaneous luminosity over an
example fill can be seen in Figure 3.3 (right). Luminosity levelling is performed so that each
event contains a constant average number of visible pp interactions per bunch-crossing (also
referred to as pile-up, µvis).2 During Run I (2011–2012), µvis of 1.5 was achieved whereas for
2The average number of visible pp interaction per bunch-crossing (µvis) seen by a given detector with a given
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Run II (2015–2016) it was 1.1. This facilitates the measurement of b- and c-hadron decay times
to a very high precision and helps in the reduction of backgrounds. Luminosity levelling also
helps reduce radiation damage to the high precision silicon strip vertex tracker surrounding the
pp interaction region.
Figure 3.3: (Left) Integrated luminosity of proton-proton collisions recorded by the LHCb detector
for different data-taking years. The legend shows the beam energy and integrated luminosity for
each year [73]. (Right) Evolution of the instantaneous luminosity at LHCb, ATLAS and CMS
during a typical ‘fill’ in Run I. The instantaneous luminosity at LHCb is constant until about 14
hours, when the beams have zero separation [75]. It can be also seen here that the separation
between the beams (δ) is 1 minus three times the beam spread (σbeam).
A schematic representation of the LHCb detector is shown in Figure 3.4. A right-handed
Cartesian coordinate system is used with origin located at the nominal interaction point. The
z-axis is aligned with the ‘downstream’ direction, towards the end of the detector whereas the
y-axis points vertically upwards. The different subdetectors that form the LHCb detector are also
shown in Figure 3.4 and will be discussed in depth in the following sections.
Information presented in this section, to describe the various subdetectors of LHCb, has
been mainly from Ref. [74]. Information on the performance of various subdetectors has been
adapted from Ref. [75].
3.3 Tracking
The aim of the tracking system is to reconstruct precisely the trajectories of charged particles
(tracks) using the information of the positions at which these particles have interacted with the
sensors of the tracking station detectors (hits) and a dipole magnet that provides the measurement
of the track momentum.
trigger conditions is defined as a fraction of the total inelastic pp interactions per bunch-crossing (ν) i.e. µvis = ν.
Here  is the fraction of inelastic events that satisfy the trigger condition.
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Figure 3.4: A schematic representation of the LHCb detector in the yz (non-bending) plane
showing the positions of the subdetectors [74].
Information about the dipole magnet is presented in Sec. 3.3.1. The tracking system
consists of the VErtex LOcator (VELO), Silicon Trackers (ST) and Outer Tracker (OT). These
tracking stations are described in Secs. 3.3.2- 3.3.4. Finally in Sec. 3.3.5, I will discuss the
performance of the tracking system.
The ST comprises of Tracker Turicensis (TT) and Inner Tracker (IT) since both consist of
silicon microstrip detectors. As seen in Figure 3.4, there are regions labelled as IT and OT which
make up the detectors T1–T3 (I will refer to them collectively as T stations). This distinction has
been clarified in Figure 3.5.
Tracks are reconstructed from hits in the VELO, TT and T stations. At LHCb, the tracks
are classified by which subdetectors they pass through, as illustrated in Figure 3.6. The analyses
presented in this thesis use only ‘long’ tracks, defined as those which traverse all the tracking
stations. The reconstruction of long tracks starts with a search for straight line trajectories among
VELO hits.3 Two complementary algorithms, ‘forward tracking’ and ‘track matching’ algorithms,
3The ‘VELO tracks’ must have hits in at least three R and three φ sensors. See Subsec. 3.3.2 for more information
on the VELO sensors.
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Figure 3.5: The layout of the (red) ST and (blue) OT around the beamline. The TT is to the left,
while the T1 - T3 stations are on the right [76].
are then run to add information from the TT and T stations. The candidate tracks from both
algorithms are combined removing any duplicates. The final step of track reconstruction is to
fit the tracks with a Kalman filter. This takes into account multiple scattering and corrects for
energy loss due to ionisation. Track quality is determined from the χ2 per degree of freedom of
the fit. It is possible to reconstruct ‘Ghost’ tracks, which do not correspond to the trajectory of a
charged particle. Such tracks mostly result from incorrect matching of hits in VELO, TT and
T detectors. Multivariate techniques are employed using information on track kinematics, the
number of hits in the tracking stations and the result of the track fit to reduce the contribution
of Ghost tracks. As a result, to control background contributions, each track is also assigned a
‘Track GHOSTPROB’ which gives the probability of the track to be a Ghost track.
3.3.1 Dipole magnet
A dipolar magnetic field is used to deflect the charged tracks in the detector. Measuring the
amount of deflection, i.e. the sagitta of the track trajectory (s) [77], provides information about
the momentum of the particle. The momentum of the particle can be deduced by equating the
centripetal ( ~Fc = −γrm|~v|
2 sin2 θ1rˆ
|~r| ) and the Lorentz (~Fl = −q|~v|| ~B| sin θ2rˆ) forces experienced
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Figure 3.6: Track types at LHCb, which are defined by the subdetectors they pass through [75].
by a particle carrying a charge q moving with a linear velocity ~v in a magnetic field ~B [77]
|~p| = q |
~B| |~r| sin θ2
sin2 θ1
. (3.3)
Here |~p| = γrm|~v| is the linear momentum of the particle; ~r is the radius of the arc created by the
charged particle in the magnetic field that is related to the sagitta of the track through the relation
|~r| = L28s at leading order with L defined as the length of the straight line between the end points
of the arc [77]; θ1 is the angle between ~r and ~v; θ2 is the angle between ~B and ~v; and γr is the
Lorentz factor.
A momentum resolution of δ|~p|/|~p| = 4 × 10−3 for particles with momentum of 10
GeV/c is achieved by applying an integrated magnetic field of 4 Tm over a 10 m track length
between the VELO and the T stations. A warm dipole magnet is the source of this magnetic field
inside the LHCb detector. This warm magnet was chosen over a super-conducting magnet due to
economic constraints. The magnetic field is vertically oriented (in the y-direction), and covers
±250 mrad vertically and ±300 mrad horizontally. The magnetic field strength is required to
be small outside the magnet so that it does not affect the operation the RICH Hybrid Photon
Detectors (see Sec. 3.4.1 for more details).
Figure 3.7, on the left, shows the schematic diagram of the dipole magnet. The magnet is
composed of two separate aluminium coils, shaped like a saddle, attached to a rectangular yoke
with slanted poles, with a wedge-shaped window. The yoke is made of twenty-seven layers of
laminated low-carbon steel, each 100 mm thick and with a total mass of 25 tonnes. Each coil is
made of fifteen layers of hollow aluminium conductor with a central channel for water-cooling.
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The nominal current passing through the coils is 5.85 kA.
To achieve the required momentum resolution, the magnetic field is measured to a relative
precision of O(10−4) prior to data-taking. From this the position of the B field peak is known
to within a few millimetres. This was achieved using arrays of Hall probes, with which the
components of the field were measured in a fine grid spanning from the interaction point to the
RICH2 detector. In order to eliminate artificial CP asymmetries induced by the detector, the
polarity of the magnet is reversed regularly during the operational year, so that the collected data
is split evenly between the two polarities. The data sample collected when the magnet field is
pointing in the positive y-direction is referred to as ‘MagUp’ and the one collected when the
field is pointing in the negative y-direction is referred to as ‘MagDown’. The magnetic field as a
function of z-position can be seen in Figure 3.7 (right) for both magnet polarities.
Figure 3.7: (left) A schematic representation of the magnet [74]. (right) Magnetic field as a
function of z-position, at x = 0 cm and y = 0 cm for both magnet polarities (MagDown and
MagUp) [74].
3.3.2 Vertex locator
The VErtex LOcater (VELO) immediately surrounds the interaction point and is used to obtain
precise measurements of track coordinates near the interaction region. This is crucial for recon-
structing the production and decay vertices of b- and c-hadrons, and for measuring the impact
parameter (the distance-of-closest approach of a track to a vertex) of particles.
The VELO sub-detector is built in two halves (A and C side) staggered around the beam
line between −0.2 < z < 0.8 m. Each half contains 21 modules composed of two semi-circular
silicon strip sensors, namely R (radial) and φ (azimuthal) sensors. The modules are placed
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perpendicular to the beam line. There is a 3 cm irregular spacing between each of the modules
which has been optimised to allow each track in the detector acceptance to traverse at least four
modules. The modules are densely packed around the interaction point to reduce the extrapolation
distance from the first measured hit to the vertex. In addition, there are also four R sensors which
have been placed upstream of the interaction point, that form the pile-up system, to detect when
multiple proton–proton collisions have occurred. Moreover, all the VELO modules are placed
inside an aluminium box in order to prevent RF pickup from the LHC beam; the side of the box is
300µm thick to reduce the material budget, therefore the VELO operates in a secondary vacuum.
An overview of the VELO system can be seen in Figure 3.8.
Figure 3.8: An overview of the VELO system. (top) View of the distribution of modules along
the beamline within the VELO. Front views of a pair of modules in the (bottom left) closed and
(bottom right) open VELO configurations [74].
During data-taking, the active area of the VELO starts at 8 mm from the nominal beam
position, while during the beam injection the two halves are retracted by 29 mm. This is done
to prevent damage whilst the beam profile is large during injection and ramping. When stable
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beam is declared the VELO is closed around the real position of the beam which can change
from fill to fill. The corresponding modules in the two halves overlap by ∼ 1.5 mm to cover the
full azimuthal acceptance and to help with the alignment. The strip geometry of a VELO sensor
module is shown in Figure 3.9.
Figure 3.9: The strip geometry of R and φ VELO sensors [74].
To reduce the occupancy each R-sensor is divided into four sectors where each sector is
45◦ wide and accommodates 512 circular silicon strips. The inter-strip distance, or strip pitch,
increases linearly from 38 to 102µm to keep the strip occupancy approximately constant. On
the φ-sensors there are 683 short strips at small radii with a pitch of 38–78 µm and covering
the remaining area to the outside edge of the sensor are 1365 longer strips with a pitch of 39 to
97µm. These two radial sections are defined on the φ-sensors to reduce occupancy and to prevent
too large a strip pitch at the outer edge. The strips on the φ-sensors are not perfectly radial but are
inclined by a so-called stereo-angle of 10◦ (20◦) for the inner (outer) part to improve the pattern
recognition capability.
The VELO has managed to achieve an impressive resolution on the measurement of the
impact parameter for charged particles of (15 + 29/pT)µm, where pT is the component of the
momentum transverse to the beam measured in GeV/c.
The LHCb experiment is planned to undergo a phase I upgrade during the period 2019 to
2020, which will allow operation at luminosities of 2× 1033cm−2s−1, i.e. five times the current
operational luminosity. In this period the R-φ sensors of the current VELO sub-detector will be
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replaced by hybrid pixels to deal with the high occupancy. I have assisted with the implementation
of the material description for the upgrade of the VELO sub-detector. The work undertaken is
highlighted in appendix A. This work has formed part of the review process to choose one of the
designs as the VELO module support system for the upgrade.
3.3.3 Silicon tracker
The Silicon Tracker (ST) consists of the Tracker Turicensis, located upstream from the magnet,
and the Inner Tracker, located downstream from the magnet. The TT covers the full acceptance
of the detector, while the IT covers a 120 cm wide and 40 cm high cross-shaped area in the center
of each of the three downstream tracking stations.
3.3.3.1 Tracker turicensis
Long-lived particles such as K0S and Λ hadrons have a low reconstruction efficiency compared
to short-lived particles as they tend to decay outside the VELO subdetector. Therefore tracking
information provided by the TT helps immensely in the reconstruction of tracks originating from
these candidates. The TT also helps in the reconstruction of low momentum tracks which will be
bent out of the acceptance by the magnet.
The TT consists of four layers of silicon microstrip sensors with a pitch of 183µm
between the strips. The first and last layers are oriented vertically, and the second and third are
rotated by −5◦ and 5◦ from the vertical. A single layer of the TT is composed of modules, which
are columns of 14 silicon sensors. These sensors are placed in an electrically and thermally
insulated light-tight box. The temperature inside the box is maintained below 5◦C, and nitrogen
gas is continuously flushed through the box to prevent condensation. To aid reconstruction, the
four detector layers are arranged in pairs, spaced approximately 27 cm apart in z. The four layers
are shown in Figure 3.10. Adjacent vertical modules within a layer are staggered by approximately
1 cm in z and a few millimetres in x to ensure coverage. The readout boards, structural supports
and cooling system are located at the ends of the modules, outside the acceptance of the detector.
3.3.3.2 Inner tracker
The inner part of each of the three T stations, which is the region where the track multiplicity is
highest, houses the Inner Tracker (IT). The IT therefore helps in reconstructing tracks that have
passed through the magnetic field and lie near the beam axis. Each IT station, like those of the TT,
consists of four layers of silicon microstrip sensors rotated by (0◦, −5◦, 5◦,0◦) about the vertical
z-axis. The pitch of the strips is 196µm. These sensors are housed in light-tight boxes, four for
each station, surrounding the beam pipe as shown in Figure 3.11. The boxes either side of the
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Figure 3.10: The four layers of silicon strip sensors in the TT [74].
beam pipe contain modules of two silicon sensors each. The ones above and below the beam pipe
contain single-sensor modules. The boxes are staggered in z by 4 mm and overlap in x by 3 mm
to ensure coverage and facilitate the relative alignment of the modules. These boxes, like those
of the TT, are also maintained below 5◦C, and nitrogen gas is continuously flushed through to
prevent condensation. Unlike the TT, the readout boards, cooling system and structural supports
of the IT are inside the acceptance of the detector.
Figure 3.11: A schematic view of the IT around the beam pipe. The read out hybrids are shown
in blue [74].
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3.3.4 Outer tracker
The Outer Tracker (OT) is a drift-time detector, for the tracking of charged particles and the
measurement of their momentum over a large acceptance area. A schematic view of the OT is
presented in Figure 3.12.
Figure 3.12: (Top) A view of the OT stations, with part of T2 retracted, showing the orientations
of the straw tube modules. (Bottom) Cross-section of an OT module packed with straw tubes [74].
The OT surrounds the IT and hence covers the rest of the acceptance not taken up by the
IT. There are four OT modules in each T station. These modules have the same orientation as
the strips in other tracking stations (IT and TT): the first and last are along the y-axis, and the
second and third are rotated by −5◦ and +5◦, respectively, about the z-direction. Each module
consists of two staggered layers of 64 ‘straw’ drift tubes. These tubes have an inner diameter of
4.9 mm and contain a mixture of 70% Ar, 28.5% CO2, and 1.5% O2 in order ensure a minimum
drift-time across the tubes of less than 50 ns and drift-coordinate resolution of 200µm. Each tube
is formed of two layers of thin foil. The outer layer is a laminate of polyamide and aluminium,
which provides gas-tightness and shielding. The inner layer is carbon-doped polyamide and acts
as the cathode. A gold-plated tungsten anode wire runs through the middle of each tube.
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When a charged particle traverses the drift tubes, it ionises the gas contained within the
tubes. The gas ions drift to the anode wires. Measurement of the time taken by the gas ions
to reach the anode upon application of a current gives a measure of the relative position of the
charged particle within the tube.
3.3.5 Vertexing and tracking performance
I will discuss in this section the performance achieved by the tracking system. Please note that
the performance plots in this section are sometimes only shown for 2012 (
√
s = 8 TeV) and 2015
(
√
s = 13 TeV) data-taking periods only. Performance plots corresponding to 2011 (
√
s = 7 TeV)
are similar to 2012 plots and the plots corresponding to 2016 (
√
s = 13 TeV) are similar to those
of 2015 data-taking period.
Information from the VELO enables the reconstruction of the primary vertices (PV) and
secondary vertices (SV) to allow for precise determination of particle decay-time and impact
parameter (IP). I show in Figure 3.13, the vertexing performance achieved during Run 1 and Run
2 periods. It can be seen here that PV with 25 tracks has a resolution of 77µm. At asymptotically
high pT the IP resolution along the x-axis is around 13µm. A typical decay time resolution in
LHCb for a four track vertex in around 45 fs.
The tracking efficiency for various types of tracks (as classified in Figure 3.6) has been
studied, however, here I will discuss the performance of long tracks only. I show in Figure 3.14,
for 2012 and 2015 data-taking periods, the tracking efficiency of long tracks as a function of
their momentum which is studied using a ‘tag-and-probe’ method with J/ψ → µ+µ− decays.
One of the daughter muons (the ‘tag’) is fully reconstructed, whereas the other (the ‘probe’) is
only partially reconstructed (i.e. only the track segment from the muon system). The tracking
efficiency is calculated as the proportion of probe muons which can be matched successfully to
fully reconstructed long tracks. It can be seen here that the average efficiency is above 96 % in the
momentum range 5 < p < 200 GeV/c for “reconstructible” tracks in the LHCb acceptance. Note
that the tracking efficiency does not only depend on track momentum but also on pseudorapidity,
track multiplicity and the number of primary vertices [75].
I show in Figure 3.15 on the left, the relative momentum resolution achieved at LHCb
for muon tracks in the decay of J/ψ → µ−µ+ as a function of track momentum (Note also
that the muon tracks here also include information from Muon detector which is described in
Subsec. 3.4.3). The relative momentum resolution varies from 0.5% at low momentum to 1.0%
at a momentum of 200 GeV/c. Measured tracks momenta are used to calculate invariant mass.
Therefore, the mass resolution achieved is strongly correlated with the momentum resolution.
I also show in Figure 3.15 on the right, the relative mass resolution achieved for six µ−µ+
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Figure 3.13: (Top left) Primary vertex resolution for events as a function of track multiplicity in
the z-direction for 2011 (
√
s = 7 TeV), 2012 (
√
s = 8 TeV) and Run II (
√
s = 13 TeV) years. (Top
right) Resolution of the x-direction component of track IP, as a function of 1/pT for 2012 and
2015 data-taking years [78]. (Bottom) The resolution of decay time ofB0s candidate reconstructed
using J/ψ→ µ+µ− and φ→ K−K+ candidates as a function of B0s momentum for 2012, 2015
and 2016 data-taking years [79].
resonances (J/ψ , ψ(2S), Υ(1S), Υ(2S), Υ(3S) and Z) as a function of m(µ−µ+) invariant
mass.
3.4 Particle identification
The signal and background events that differ only by the species of particles in the final state
can be differentiate using accurate particle identification (PID) information. At LHCb two
Ring-Imaging Cherenkov (RICH) detectors (see Sec. 3.4.1), RICH1 and RICH2, are used to
distinguish the species of long-lived charged hadrons: namely pions (pi), kaons (K) and protons
(p). The calorimeter system (see Sec. 3.4.2) is used to identify and measure the energy of photons,
electrons and hadrons. The muon detector system (see Sec. 3.4.3) is used to identify and measure
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Figure 3.14: Tracking efficiency as a function of momentum for 2012 and 2015 data-taking
periods [79]. The tracking efficiency as a function of pseudorapidity, track multiplicity and
number of primary vertices can be seen in Ref. [75].
Figure 3.15: (Left) Relative momentum resolution of muon tracks from J/ψ→ µ−µ+ decays as
a function of track momentum [75]. (Right) Relative mass resolution for six µ−µ+ resonances
(J/ψ , ψ(2S), Υ(1S), Υ(2S), Υ(3S) and Z) as a function of m(µ−µ+) invariant mass. The
solid curve is an empirical power-law fit through the points. [75].
the momentum of muons. In Sec. 3.4.4, I will discuss the combined PID performance.
Using information obtained from the RICH, calorimeter and muon detector systems, a
likelihood can be assigned to a particle for being a particular species. For example, the likelihood
for a charged particle to be a proton is given by Lp = LRICHp × LCALOhadron × LMUONnotµ . The PID
requirement would then be a requirement on the difference in the logarithm of two such likelihood
values e.g. ∆ logL(p− pi) = logLp − logLpi. The analyses presented in this thesis, however,
use ‘ProbNN’ variables as PID variables. These variables represent the Bayesian probability for
a particular particle hypothesis and are an output of a trained neural network [80]. A dedicated
neural network is used in the training for each particle hypothesis (K, pi, p, e, µ). The information
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from the tracking stations and the subdetectors involved in PID, in particular the RICH detectors,
is used to train these neural networks. The difference in the log likelihood variables, defined
above, also forms an important input to these neural networks.
3.4.1 Ring imaging cherenkov detectors
The two LHCb RICH detector systems (RICH1 and RICH2) provide information about the
probable species of charged particles over a wide range of momenta. The two RICH systems
detect Cherenkov photons that are emitted in the forward direction with an angle θ by a charged
particle when it traverses a radiator of known refractive index (n) with a velocity (v) greater
than the velocity of light in that medium (phase velocity). The emitted Cherenkov photons are
collected and focused onto planes of hybrid photodetectors (HPDs) outside the LHCb acceptance
using a combination of spherical and flat mirrors. These HPDs, which are designed to detect
photons with a wavelength range of 200-600 nm, are surrounded by external iron shields and
placed in MuMetal cylinders to shield them from magnetic fields up to 50mT. The Cherenkov
photons detected by the photodetectors form a ring of radius r. The measured value of this
radius along with the known focal length of the spherical mirror, f , are used to calculate θ using
the relation: tan(θ) = r/f . Using the measured value of θ for a particle and the value of the
particle’s momentum, ~p, determined using the tracking system, one can calculate the mass of the
particle using the relation:
cos(θ) =
1
nβ
=
E
n|~p| =
√|~p|2 +m2
n|~p| (3.4)
A schematic view of how a charged particle creates a light cone with a cherenkov angle can be
seen in Fig. 3.16.
In this way, different charged particle species can be differentiated using the RICH
detectors. The sensitivity to particles of different masses and momenta is made possible by using
radiators with different refractive indices. Figure 3.17 shows the dependence of θ on |~p| for
different charged particle species in different RICH radiators. Note that for a particle with velocity
less than the phase velocity of light in the medium (i.e. β < 1/n), no Cherenkov light will be
emitted and for a particle with high velocity (i.e. β → 1 =⇒ cos(θ)→ 1/n) the discrimination
power is lost.
3.4.1.1 RICH1
RICH1 is located between the VELO and TT (See Fig. 3.4) and covers the full angular acceptance
of 25–300 mrad. It offers PID for low momentum particles in the range 2–40 GeV/c using
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Figure 3.16: A charged particle passing through a medium faster than the local speed of light
emitting Cherenkov radiation in a light cone with Cherenkov angle, θ, which is then focused on
the PMTs [81].
Figure 3.17: The Cherenkov angle dependence on particle momentum shown for the different
RICH radiators [75]. RICH1 and RICH2 detectors provide PID information over the momentum
ranges 10–50 GeV/c and 50–100 GeV/c, respectively.
aerogel and C4F10 radiators that have refractive indices of 1.03 and 1.0014 for 400 nm light.
A side-view of the RICH1 subdetector is shown in Figure 3.18 (left). The C4F10 gas,
aerogel tiles and the mirror assembly sit in a sealed aluminium box. The detector contains
3.5 m3 of C4F10 gas, and the silica aerogel forms a 50 mm thick wall on the upstream side of
the aluminium box. There are four spherical mirrors arranged symmetrically around the beam
49
pipe that are located within the LHCb acceptance and hence are constructed from lightweight
carbon-fibre. All other components of the optical system, including the two planes of flat mirrors,
are located above and below the beam pipe, outside the particle acceptance.
During the Run I data-taking period, it was noticed that the aerogel did not improve
low-momentum performance as much as predicted and therefore was removed prior to the Run II
data-taking period. Removal of the aerogel results in no significant loss of performance of PID,
speeds up reconstruction, and results in a larger C4F10 volume.
3.4.1.2 RICH2
The RICH2 subdetector is located after the T1–T3 tracking stations to reduce the amount of
material before the tracking stations. It provides PID information for particles in the high
momentum region of 15–100 GeV/c and covers a smaller angular range 15–120 mrad. RICH2
uses a 95 m3 volume of CF4 gas for its radiator.
A top-view of the RICH2 subdetector is shown in Figure 3.18 on the right. The CF4
gas is contained within a sealed box with the mirror array. Within RICH2 there are 52 spherical
primary mirrors which focus Cherenkov light onto two planes of flat mirrors to the left and right
of the beam pipe.
Figure 3.18: (Left) Cross-section of the RICH1 detector in the y-z plane [75]. (Right) Cross-
section of the RICH2 detector in the x-z plane [75].
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3.4.2 Calorimeters
The calorimeter system at LHCb consists of four subdetectors: Scintillator Pad Detector (SPD),
Pre-shower detector (PS), Electromagnetic calorimeter (ECAL) and Hadronic calorimeter (HCAL).
These subdetectors are located between the first and second muon stations (described in Sec. 3.4.3).
These calorimeters are essential to reconstruct decays with a photon or a neutral pion in the final
state. They can also help reconstruct decays that feature high momentum electrons that radiate
photons via bremsstrahlung. As mentioned before, information from the calorimeter system is
also used for PID and is an important input for the first level of the trigger where the decision to
keep or throw away an event must be made just 4 µs after a pp interaction.
When a particle traverses a calorimeter, it interacts with the calorimeter material and
loses energy. This interaction produces a cascade shower of particles which undergo further
interactions to produce scintillation light. Scintillation light from the calorimeters is transferred
to multianode photomultiplier tubes (PMTs) using wavelength-shifting (WLS) fibres. At the
end, the photodetectors convert light into an electrical signal, which is used to infer the energy
deposited by the original particle. All the four calorimeters at LHCb use absorber material with a
large radiation length to stop particles in the detector and measure the energy deposited.
3.4.2.1 SPD, PS and ECAL
The SPD and PS are two scintillator pad detectors which are placed before the ECAL and are
separated by 15 mm thickness of lead. The dimensions of the SPD are about 0.45% smaller than
those of the PS to maintain the same angular acceptance. The SPD determines the electric charge
of a particle before it showers, allowing electrons to be differentiated from high energy γ and
pi0 → γγ backgrounds. The PS detector is used to distinguish electrons, which are more likely to
shower in the lead absorber, from charged hadrons.
The ECAL, on the other hand, is a sampling calorimeter with 66 alternating layers of
lead absorber and polystyrene scintillator with thicknesses of 2 mm and 4 mm, respectively. The
layers are arranged perpendicular to the beam line with total thickness of 42 cm. This thickness
ensures showers from high energy electrons and photons are fully contained within the calorimeter.
The granularity of the ECAL is somewhat coarser than that of the SPD and PS. The ECAL has a
design energy resolution of σE/E = 10%/
√
E/GeV ⊕ 1%.
The PS, SPD, and ECAL are separated into three regions namely inner, middle and outer
each with cell areas of approximately 4× 4 cm2, 6× 6 cm2 and 12× 12 cm2, respectively. This
size has been designed based on the expected occupancy and shower size in each region. The
layout of the scintillator pads in the PS, SPD and ECAL is shown in Figure 3.19 on the left. It
can be seen here that the PS, SPD, and ECAL all have finer granularity near the beam line where
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particle flux is higher, since the hit density varies by two orders of magnitude over the surface of
the calorimeter.
3.4.2.2 HCAL
The HCAL subdetector uses iron and scintillating tiles as the absorber and active material,
respectively. The scintillating tiles of the HCAL lie parallel to the beam axis unlike those of the
ECAL. The HCAL depth is limited to about 1.6 m (5.6 nuclear interaction lengths) due to space
constraints in the LHCb cavern. The HCAL is separated into two regions, namely inner and outer,
unlike the other three calorimeter systems which are segmented into three regions. The read-out
cells in the HCAL are larger than in the ECAL due to the differences in dimension and structure
of hadronic and EM showers.4 A schematic of the HCAL scintillating pad regions is shown in
Figure 3.19 on the right. Like the ECAL, finer granularity can also be seen for the HCAL near
the beam line. The HCAL has a design energy resolution of σE/E = 69%/
√
E/GeV ⊕ 0.9%.
Figure 3.19: (Left) Schematic of SPD, PS and ECAL scintillating pads within a layer. The beam
pipe hole is shown in black [74]. (Right) Schematic of the HCAL scintillating pad regions [74].
3.4.3 Muon chamber
The detection and identification of muons at LHCb is crucial in the studies of leptonic and
semi-leptonic b- and c-hadron decays. The information from the muon stations also gets utilised
in the flavour tagging and trigger decision for events.
The LHCb muon system consists of five stations (M1–M5) orientated perpendicular to
the beam line. The schematic view of the muon system is shown in Figure 3.20. All the five muon
stations have an acceptance of 20–306 mrad in the horizontal direction and 16–258 mrad in the
4Hadrons interact with the HCAL via long-range nuclear interactions creating a wider shower structure than that
produced by electrons or photons in the ECAL which interact via electromagnetism.
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vertical direction. To give a better pT estimate for the muon candidates before they pass through
the dense calorimeter material, the first muon station (M1) is located upstream of the calorimeter
system. The remaining four layers are all downstream of the calorimeters. The M2–M4 stations
are separated by 80 cm thick iron blocks to absorb any hadronic backgrounds surviving past the
HCAL. Only muons with momentum greater than 6 GeV/c will be able to penetrate through all
the muon stations. A good pT resolution of ∼ 20% in the horizontal plane is offered by stations
M1–M3. The final two stations M4 and M5 merely confirm that the candidate has penetrated all
of the iron absorber. A muon candidate is required to have hits in all five layers of the detector.
Figure 3.20: Schematic view of the LHCb muon detector [74].
Each muon station consists of chambers that contain rectangular ‘logical pads’ of different
dimensions. The layout of chambers and logical pads in M1 is shown in Figure 3.21. Smaller
logical pads with finer segmentation are placed closer to the beam line to offer greater transverse
momentum resolution. The pad dimensions scale in the ratio 1:2:4:8 with distance from the beam
pipe to give comparable particle flux across each pad.
With the exception of the inner region of M1, the muon system is constructed from
Multi-wire Proportional Chambers (MWPCs). The MWPCs have vertical anode wires with 5 mm
gas gaps between cathode plates. The wires are 20–30 cm long with a spacing of 2 mm in the
x-direction. With MWPCs a time resolution of around 5 ns is achieved by a gas mixture of Ar,
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CO2 and CF4 in a ratio of 40:55:5, respectively. The inner region of M1, the region that has
the highest occupancy, is constructed from triple Gaseous-Electron-Multipliers (GEMs), which
have a higher radiation tolerance. The twelve chambers in the R1 region of M1 each have two
triple-GEM detectors from which a logical OR result is returned. A time resolution of around
3 ns is achieved by a gas mixture of Ar, CO2 and CF4 in a ratio of 45:15:40, respectively.
Figure 3.21: (Left) Division of a quarter of the M1 station into regions R1–R4 shown in different
shades of grey. The rectangles denote individual chambers [74]. (Right) The division of each
chamber into logical pads in M1. The number of pad rows per chamber is the same for all muon
stations, however the number of pad columns per chamber varies between muon stations [74].
3.4.4 PID performance
The efficiency of K identification (ID) and pi→K mis-ID as a function of track momentum for
2012 and 2015 data-taking periods and different requirements on the PID variables (∆ logL(K−
pi)) can be seen in Figure 3.22. By comparing these two figures, it can be seen that the separation
between pions and kaons has been improved in Run II, especially in the momentum region
of 2–20 GeV/c due to the removal of the aerogel in the RICH subdetector [82]. The average
efficiency of kaon ID achieved at LHCb is∼ 95% whereas the average pi → K mis-identification
(mis-ID) probability is ∼ 5% [73]. The average efficiency of µ ID is ∼ 97% whereas the pi → µ
mis-ID is ∼ 1− 3% [73].
3.5 Trigger
The peak bunch crossing frequency of the LHC is 40 MHz. However, as detailed earlier, there
are gaps in the beam (e.g. abort gaps) that lead to an average crossing frequency of 30 MHz
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Figure 3.22: The efficiency of (red) K identification and (black) pi → K mis-identification in
samples of D+s → K+K−pi+ and D∗+ → D0(→ K−pi+)pi+ decays for the (left) 2012 and
(right) 2015 data-taking periods. The distributions are shown as a function of track momentum
for two different PID requirements: ∆ logL(K − pi) > 0 (open shapes) and ∆ logL(K − pi) >
5 (filled shapes). (Right) The same, for the 2015 data-taking period. The efficiency plots
corresponding to 2011 data-taking period are similar to 2012 plots and the plots corresponding to
2016 are very similar to that of 2015 data-taking period [82].
seen by the LHCb detector. Within the LHCb acceptance, assuming that the cross-section of
inelastic pp collisions is 60 mb at
√
s = 14 TeV and the instantaneous luminosity is around
L = 2 × 1032cm−2s−1, the frequency of pp interactions5 is 12 MHz. Due to constraints on
the storage of the data, this rate needs to be reduced dramatically while still retaining events
of interest. The role of the trigger is to do exactly this. It reduces the rate at which events are
read out of the detector to the storage recording rate of 3.5–12.5 kHz [83]. The trigger efficiency
for dimuon channels is around ∼ 90% whereas for multi-body hadronic final states it is around
∼ 30% [73].
The LHCb trigger consists of two levels: the hardware ‘level zero’ trigger (L0) and the
software ‘High Level Trigger’ (HLT). The design of the trigger for 2011, 2012 and 2015-2017
data-taking years is compared in Figure 3.23. In this section I will discuss the design and structure
of each different trigger level in detail. Note also that, in LHCb offline analysis, all the trigger
decisions can be associated with the offline reconstructed signal candidate and hence can be
classified into three categories with respect to that candidate: ‘Trigger on Signal’ (TOS), ‘Trigger
Independently of Signal’ (TIS) and ‘Trigger on Both’ (TOB). TOS candidates are those which are
triggered by the final state particles of the signal candidate under study. TIS candidates are those
which are triggered not by the final state particles of the signal candidate but by other particles
present in the same event as the signal. For b-hadron decays, this is usually from decay products
5A pp interaction is defined as visible if there are at least two charged particles, created from an interaction, that
leave enough hits in the VELO and tracking stations to be reconstructed.
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of the b-hadrons formed by the other b-quark in the pp→ bbX process. TOB candidates are those
which require both the signal and the rest of the event in order to trigger.
Figure 3.23: From left to right: HLT schemes in 2011 (no events deferred), 2012 (20% of L0
accepted events deferred for later processing by HLT) and 2015-2017 (all HLT1 accepted events
deferred to be processed by HLT2) [83].
3.5.1 Hardware trigger
The LHCb hardware trigger (L0) uses custom electronics which is synchronised with the LHC
clock. It reduces the rate which the subdetectors can be read out to 1 MHz. The L0 consists of
two independent systems: the calorimeter trigger and the muon trigger. The information from
these two triggers is used to make a final decision of whether or not to pass the full event to the
HLT using the L0 decision unit. This decision unit allows for pre-scaling and the overlapping of
several conditions. It has a budget of 2µs to make a decision, after accounting for the latency of
the electronics, particle flight time and cable lengths.
The calorimeter trigger identifies high ET electrons (L0Electron), photons
(L0Photon) and hadrons (L0Hadron). It forms clusters by adding the ET of 2 × 2 cells
in the ECAL and HCAL and selects the clusters with the highest ET. Hadrons are selected from
an HCAL, PS and ECAL clusters with ET & 3.5 GeV. Electrons and photons are selected from
ECAL and PS clusters with ET & 3 GeV. Electrons are discriminated from photons by requiring
that there be a matching hit in the SPD. A requirement that the total number of hits in the SPD is
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less than 600 is also used to reduce contributions from high-multiplicity events that would take
too long to process in the HLT.
The muon trigger looks for the two highest pT muons in each quadrant of the cluster
formed in the muon system. A stand-alone track reconstruction is performed by the muon system,
using M1 and M2 stations to measure the muon pT. Muon candidates are combination of hits
that form a straight line through all five stations and are required to be consistent with originating
from the interaction point. An event is triggered if either the highest pT of any muon candidate in
an event (L0Muon) is above 1.5–1.8 GeV/c with hits in SPD is less than 600 or the product of
the highest and second-highest pT in an event (L0DiMuon) is above (1.3–1.6 GeV/c)2 with hits
in SPD less than 900.
Note that during Run I and Run II data-taking periods, the same L0 hardware trigger
system is used with different ET, pT and SPD hit thresholds.6
3.5.2 Software trigger
The HLT, unlike L0, runs asynchronously from the LHC clock. The HLT reduces the event rate
from 1 MHz to an output chosen to match the available computing resources typically by making
decisions based on the full event data. It is split into two stages: HLT1 and HLT2.
The HLT1 stage performs a partial event reconstruction wherein the primary vertices
(PVs) are reconstructed from the VELO tracks, the tracks from VELO are also matched to
tracks in the downstream tracking stations and a Kalman fit [84] is performed. There also
requirements imposed on track fit χ2, pT of the track and impact parameter of the track. The
HLT1 stage reduces the output rate to ∼ 50− 150 kHz. The analyses described in this thesis use
the Hlt1TrackAllL0 line.7 This line selects hadron decays that are significantly displaced
from a primary vertex by applying loose requirements on the number of hits in the tracking
stations for each track, the magnitude of track impact parameter from the primary vertex, and the
reconstructed secondary vertex quality, along with requirements on the track p and pT.
At the HLT2 stage, a full reconstruction is performed on all events passing HLT1. There-
fore, full event information is used to design HLT2 exclusive (required to select certain specific
final states) and inclusive (generic topological requirements are imposed on the final state) trigger
lines. The inclusive ‘topological’ trigger lines are used in the analyses presented in this thesis.
These are designed to trigger on partially reconstructed b-hadron decays with at least two charged
particles in the final state and a displaced decay vertex. Tracks are selected using fit quality,
impact parameter and particle identification information. Vertices are constructed using com-
6Generally in Run II higher L0 thresholds are used.
7A set of conditions which, if satisfied, causes any level of the trigger to pass the event to the next stage, or write it
to storage, is referred to as a ‘trigger line’.
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binations of two, three or four of the selected tracks. Signal candidates are selected based on
several kinematic and isolation variables using a novel Bonsai Boosted Decision Tree (BBDT)
algorithm [85], trained on simulated signal events and previously collected collision data.
During the 2011 data-taking period (see left of Figure 3.23), the HLT farm was idle during
the inter-fill inactivity. To circumvent this waste of resources during the 2012 period (see center
of Figure 3.23)∼ 20% of the L0-passed events were buffered to local disks and the HLT selection
applied later to these events leading to a sizeable improvement of ∼ 25% in the HLT processing
rate. However, for long periods without beam, the HLT farm was still idle. It was decided for
Run II that the HLT1 will be the only stage of the software trigger that will be operating with
the LHC bunch crossing frequency (see right of Figure 3.23). Hence, HLT1 and HLT2 will
be two asynchronous processes running on the same or different computing nodes. To achieve
this all the events passing the HLT1 selection are buffered in the local disk and later processed
by HLT2. Further, during Run I, HLT2 did a simplified event reconstruction, with preliminary
alignment and calibration of the detector8 and only used marginal information from the RICH
subdetector. Due to this, the quality of reconstruction performed ‘online’ (during data-taking)
by the HLT2 was of slightly lower quality when compared to ‘offline’ (after data being written
to tape) reconstruction. It was decided in Run II that the buffered HLT1-passed samples will be
used to perform real-time alignment and calibration of the detector before the HLT2 stage. The
reconstruction performed by HLT2 now also uses full PID information. More offline computing
resources and more efficient use of them have helped boost the HLT2 processing rate from 5 kHz
in Run I to ∼ 12.5 kHz in Run II.
The implementation of this separation of the software trigger in Run II also enabled
a substantial change in the flow of event data. The flow of event data for Run II is shown in
Figure 3.24. In the Full stream that existed during Run I, an offline reconstruction of the event
is performed and the full event record i.e. including detector raw data (detector hits, etc. ) is
written to tape. After a few pre-selection requirements, referred to as ‘Stripping’ lines, that have
been defined by the analyst and optimised to select events that might contain the decay mode
under study, the data is written to disk in the DST format. The user then only needs to process
the reconstructed candidates flagged as passing the pre-defined Stripping line. In Run I, the
‘Full’ and ‘Calibration’ streams existed while in Run II part of the ‘Calibration’ stream became
the ‘Turbo’ stream [86]. In the Turbo stream, a compact event record (without the detector raw
data) is written, in the micro-DST format, directly from the trigger and is prepared for physics
analysis by a new application called ‘Tesla’ [86]. The by-product of the ‘Turbo’ stream is to
8 The alignment and calibration during Run 1 was applied after data-taking. The alignment is performed for VELO,
Tracking stations, RICH mirrors and Muon chamber. The calibration is performed on RICH refractive index, HPDs,
Calorimeters, etc.
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facilitate physics analysis just few days after data-taking. Examples of the analyses that have used
‘Turbo’ stream are Refs [87, 88]. The Calibration stream separates events for further processing
to calculate data-driven efficiencies for both the Full and Turbo streams.
Figure 3.24: The data flow during Run II data-taking periods where two new streams, namely
Turbo and Calibration, have been introduced. During Run I only the ‘Full’ stream existed. The
time taken for each step in hours is provided for a 3 GB raw LHCb data file [86].
3.6 LHCb core software
The LHCb software [89] consists of several applications constructed in the Gaudi [90] framework.
Figure 3.25 shows the data flow and how the various applications use this data. To produce
simulation samples for direct comparison with the real collision data, I use PYTHIA [91] to
generate pp collision events, EVTGEN [92] to describe the decay of b- or c-hadrons present
in the generated events into a specific final state, GEANT4 [93] to propagate the final state
particles through the LHCb detector, BOOLE [94] to digitise the data by modelling the response
of the LHCb subdetectors and GAUSS [95] to mediate and propagate data from generation to
propagation stage. The simulated data then undergoes the same processing as the real data. The
MOORE [96] package is used to implement the trigger algorithms, BRUNEL [97] is used for
reconstruction of tracks and DAVINCI [98] helps in selection of reconstructed candidates for a
particular analysis.
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Figure 3.25: Various software applications with their function shown in bold [89].
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CHAPTER4
Search forΞ−b (Ω
−
b )→ phh′− decays
“ Recipe for dragon stew: First, find a dragon . . . ”
Matt Visser, Lorentzian Wormholes
4.1 Introduction
The charmless non-leptonic decays of B mesons have been well explored and provide fertile
ground to study CP violation effects. Large CP -violating asymmetries have been observed in
certain B meson decays [63, 99, 100]. At the LHC, b-baryons are produced at an unprecedented
level, allowing a detailed study of their decays to be conducted for the first time.
Although the two-body Λ0b → pK− and ppi− decays were observed some time ago [101],
there had been no observation of a charmless three-body b-baryon decay until more recently, when
the Λ0b→ K0Sppi− decay mode was observed [102]. Since then, a few other charmless b-baryon
decays have been observed: Λ0b→ Λφ [103]; Λ0b → ΛK+pi− and Λ0b → ΛK+K− [104]; Λ0b →
ppi−pi+pi−, Λ0b → ppi−K+K−, Λ0b → pK−pi+pi−, Λ0b → pK−K+K−, Ξ0b → pK−pi+pi− and
Ξ0b → pK−pi+K− [105]. Among the three-body decays, the inclusiveCP asymmetry parameters
for Λ0b→ K0Sppi−, Λ0b → ΛK+pi− and Λ0b → ΛK+K− have been measured and found to be
consistent with zero, albeit with rather large uncertainties [104]. There have been searches for
CP violation in two-body charmless Λ0b decays [106], as-yet with no evidence for a non-zero
effect. Searches for asymmetries in regions of the phase-space of the four-body charmless
hadronic Λ0b → ppi−pi+pi−, Λ0b → ppi−K+K−, Λ0b → pK−pi+pi−, Λ0b → pK−K+K− and
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Ξ0b → pK−pi+K− decays have also been carried out, with 3.3σ evidence of a CP violation
effect in Λ0b → ppi−pi+pi− decays [107, 108]. Therefore, CP violation in the baryon sector stands
unobserved to date.
In this thesis a detailed study of Ξ−b (Ω
−
b )→ phh′− decay channels is conducted. The
topology of the Ξ−b (Ω
−
b )→ phh′− decays are very similar to their mesonic counterparts B−→
h−h′−h′+ where one meson (h) is replaced by a proton (p) in the final state, although there is in
principle an extra dependence of decay kinematics on additional angular variables in the baryonic
case (due to presence of spin-half initial and final state particles). Recent analyses from LHCb of
B−→ h−h′−h′+ have observed unexpectedly large CP asymmetries in certain regions of the
phase space (Dalitz plane) [63, 99, 100]. If a similar behaviour occurs in the baryonic modes,
then the Ξ−b (Ω
−
b )→ phh′− channels could be good candidates to make a first observation of CP
violation in the baryon sector through either model-independent methods [109–112] or through
model-dependent amplitude analysis.
All the potentially dominant processes (Ξ−b → pK−K−, Ξ−b → pK−pi− & Ω−b →
pK−K−) proceed in the Standard Model (SM) via CKM-suppressed Charged Current (CC) weak
interactions at tree level and through penguin-suppressed Flavour Changing Neutral Current
(FCNC) at loop level. These decays are discussed in detail below:
• The Feynman diagrams for the Ξ−b → pK−K− decay are shown in Figure 4.1. The decay
at tree-level is b→ uus ∝ VubV ∗us (O(λ4) at leading order in the Wolfenstein parameter λ),
and at loop-level it is b→ suu ∝ VtbV ∗ts (O(λ2)). Hence this should be the most prominent
decay (largest branching fraction), and CP violation effects of O(5 %) are expected to be
possible. Note that the resonant decays of Ξ−b → Λ∗K−,Σ∗K− to pKK final states also
proceed via the same transitions.
• The Feynman diagrams for the nonresonant Ξ−b → pK−pi− decay are shown in Figure 4.2.
The decay at tree-level is b→ uud ∝ VubV ∗ud (O(λ3)), while at loop level it is b→ duu ∝
VtbV
∗
td (O(λ3). Hence the branching fraction of this decay should be lower compared to
Ξ−b → pK−K− decay, but O(100 %) CP violating asymmetries are in principle possible.
• The Feynman diagrams for the nonresonantΩ−b → pK−K− decay are shown in Figure 4.3.
The decay at tree-level is b→ uud ∝ VubV ∗ud (O(λ3)), while at loop level it is b→ duu ∝
VtbV
∗
td (O(λ3)). Hence the branching fraction of this decay should be lower compared to
Ξ−b → pK−K− decay, but O(100 %) CP violating asymmetries are in principle possible.
Compared to the Ξ−b modes, the yields of Ω
−
b decays are expected to be additionally
suppressed due to the expected smaller fragmentation fraction.
• The Ξ−b → ppipi decay is expected to be highly suppressed compared to Ξ−b decays to the
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pKpi and pKK final states due to the extra requirement of an s→ d transition. Similarly,
Ω−b decays to the pKpi and ppipi final states should also be highly suppressed as the former
(latter) requires one (two) extra s→ d transitions.
Note here that the b-quark fragmentation fraction (f ) to a particular b-hadron, Xib, is defined as
fXib
=
σ(b→ Xib)∑
i σ(b→ Xib)
(4.1)
where σ(b → Xib) denotes the hadronisation rate of a b-quark to a bottom hadron such as B−
(bu), B0 (bd), B0s (bs), B
−
c (bc), Λ
0
b (bdu), Ξ
0
b (usb), Ξ
−
b (dsb), Ω
−
b (ssb), Σ
+
b (uub), Σ
0
b (udb)
or Σ−b (ddb). The b-quark fragmentation fraction to B
− (bu), B0 (bd) and B0s (bs) mesons are
denoted, in literature, by fu, fd and fs, respectively.
Ξ−b
s
u
d
u
u
u
s
W+
s
b
d
p
K −
K −
Vub
Vus
∝ VubVus ∼ |Vub|e−iγVus ∼ O(λ4)
!"#
$% !"&∗
b
d
s
Ξ−b
s
u
W−
(u, c, t)
u
d
u
u
s
K−
p
K−
Vtb Vts
∝ VtbVts ∼ O(λ2)
!(# !(&∗
#% Ξ#% $%*+
,
+
*
, ,,
-.-
.-
--*
, -*
.-
.-
,/
0%
0%
/
0%
0%∝ 234235∗ ~ 7(9:) ∝ 2<42<5∗ ~ 7(9=)
(-, ?, @
Figure 4.1: Feynman diagrams of Ξ−b → pK−K− decay channel.
The aim of the analysis described in this chapter is to make the first observation of the
decay of the Ξ−b baryon to a three-body charmless final state that includes a proton and two
like-charge mesons, i.e. Ξ−b → phh′−. In the same final state, it is also possible to search for
Ω−b → phh′− decays. There are no published theoretical predictions or experimental limits on
the branching fractions of the considered b-baryon decay channels. Therefore, we also report
the relative branching fraction of these modes with respect to a suitable normalisation channel.
The normalisation mode is chosen such that it is a high yield channel with precisely determined
branching fraction and a parent particle with similar lifetime and similar decay topology as that
of the signal channel, so that the common systematic uncertainties can be expected to cancel
to first order. Since the largest yields are expected in the Ξ−b → pK−K− decay channel, the
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Figure 4.2: Feynman diagrams of Ξ−b → pK−pi− decay channel.
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Figure 4.3: Feynman diagrams of Ω−b → pK−K− decay channel.
normalisation channel is chosen to be B−→ K−K−K+. The properties of the Ξ−b , Ω−b and B+
hadrons along with their mass and lifetime values used in this analysis are listed in Table 4.1 [113–
116]. Therefore in this analysis we measure the ratio of fragmentation fractions times branching
fraction ratios.
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Table 4.1: Properties of the Ξ−b , Ω
−
b and B
+ hadrons [113–116].
I(JP ) Quark content Mass (MeV/c2) Lifetime (ps)
Ξ−b
1
2(
1
2
+
) bsd 5797.72± 0.46± 0.31 1.560± 0.040
Ω−b
1
2(
1
2
+
) bss 6046.1± 1.7 1.66± 0.18
B+ 12(0
−) ub 5279.32± 0.14 1.638± 0.004
4.1.1 Analysis strategy
The strategy to observe the signal decays and measure their relative branching fraction with
respect to the B−→ K−K−K+ normalisation channel can be broken down as follows:
• As the signal modes have not been previously observed, to avoid experimenter’s bias enter-
ing the analysis, we have decided to remove or blind the m(ph−h′−) invariant mass region
around the Ξ−b and Ω
−
b masses until a signal selection procedure (to reduce background
contributions) and nominal fit model (to extract the signal yield) are established.
• The signal selection procedure is aimed at reducing the background contributions by apply-
ing pre-selection requirements to the collision data. Further reduction of specific species
of background can be conducted employing various techniques. In this analysis, we have
trained neural networks using a chosen set of variables that provide good discriminating
power between signal and combinatorial (from random combinations of tracks in an event)
background candidates. A requirement on the output of the neural network is then optimised
and used to reduce the combinatorial background contribution. An optimised requirement
on the Particle Identification (PID) of the final state tracks has also been imposed, with the
aim of reducing both combinatorial and cross-feed (from the mis-identification of one or
more final state particles) backgrounds.
• In developing a fit model to extract the signal yield, the shapes of the signal and background
components have been obtained using simulated (Monte-Carlo/MC) samples. Various
potential sources of peaking and partially reconstructed background are considered. These
are either vetoed, included in the final fit, or determined not to contribute in the region of
interest, as appropriate.
• The signal selection procedure could introduce dependence of the signal selection efficiency
on the phase-space of the signal decays, therefore the raw yields (i.e. those directly obtained
from the fit to the selected data) of signal and normalisation modes have to be corrected
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before evaluating the relative branching fraction. These phase-space dependent efficiencies
are obtained from MC samples. Due to the spin-12 particles in the initial and final states the
phase-space of the signal modes is five-dimensional, and can be represented by two Dalitz
plot variables (i.e. invariant masses-squared of two different particle combinations) and
three angular variables.
• Using the signal yields (N ) obtained from the fit to the b-baryon candidate mass distribution,
together with phase-space dependent efficiencies (), we measure for all investigated
channels the relative branching fractions (B) multiplied by the ratio of fragmentation
fractions for b-hadrons in the LHCb acceptance, as follows:
B(Ξ−b (Ω−b )→ hhp)
B(B−→ KKK) ×
fΞ−b (Ω
−
b )
fu
=
NΞ−b (Ω−b )
NB−
× B−
Ξ−b (Ω
−
b )
. (4.2)
Since the fragmentation fraction ratio fΞ−b (Ω−b )/fu is at present unknown, it will not be
possible to convert the relative branching fraction into an absolute value. The systematic
uncertainties introduced by the measurement strategy will also be evaluated.
• The significance of each signal channel will be investigated using Wilks’ theorem [117].
For channels with no significant signal (< 3σ), an upper limit on the relative branching
fraction will be set.
• In the event that significant signal is observed for Ξ−b → pK−K− (since it is the least
suppressed signal mode in SM), we hope to also measure
B(Ξ−b → h−pi−p)
B(Ξ−b → pK−K−)
(4.3)
from the ratios of yields and efficiencies. This is advantageous as it does not involve any
ratio of fragmentation fractions, and certain systematic uncertainties may also be expected
to be reduced. we therefore also report these quantities for both Ξ−b → pK−pi− and
Ξ−b → ppi−pi− decays.
This analysis is performed with the LHCb Run 1 data sample comprising 1 fb−1 collected
during 2011 with pp collision energy
√
s = 7 TeV and 2 fb−1 collected during 2012 with√
s = 8 TeV. The inclusion of charge-conjugate modes is implied throughout this chapter, unless
otherwise stated.
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4.2 Signal selection
In the data sample, the signal is buried under a large amount of background. One needs to identify
and reduce the background contributions to reliably extract the signal yield with the smallest
possible statistical uncertainty. In this section, I discuss the various procedures employed in the
signal selection. In Subsec. 5.2.1.1, I highlight a set of pre-selection requirements imposed on the
data sample before being made available for further processing, which are collectively referred to
as ‘Stripping’ requirements. Also outlined in Subsec. 5.2.1.2 are certain requirements on how
the selected candidates were triggered. In the last Subsec. 4.2.3, I discuss additional selection
requirements imposed on the data sample to further reduce the background contributions.
4.2.1 Stripping
In this analysis, I use a data sample that consists of candidates that are reconstructed from
three charged particles that have been assigned the kaon mass. This sample undergoes a set of
pre-selection requirements, referred to here as ‘Stripping’ lines. The stripping line used in this
analysis is StrippingB2hhh KKK inclLine and the set of requirements pertaining to this
stripping line is shown in Table 4.2. 1 As seen from this table, the daughter candidates undergo
loose requirements on kinematic and topological variables before b-hadron candidates are formed
by simple four-momentum addition. Then the formed b-hadron candidates undergo ‘combination
requirements’ to reduce the number subject to the full decay vertex fit. Following the vertex fit,
further requirements (‘mother requirements’) are made on the b-hadron candidates.
The final state particles of these stripped candidates are then assigned various particle
masses and all the parameters in the decay tree for a candidate are refit simultaneously using
a package named “DecayTreeFitter”. The refitting is performed using a Kalman fitter which
conducts progressive refitting of the full decay tree for a given mass hypothesis of the daughter
particles together with selected vertex constraints. The refitting results in, amongst other things,
significantly improved invariant mass resolution of the particles ‘upstream’ in the decay. The
estimated signal efficiency of the stripping requirements is about 30% for all the signal modes.
4.2.2 Trigger
To select the hadronic final states, at the hardware L0 stage, I require that either the L0 hadron
trigger fired as ‘Trigger on Signal’ (TOS) or the global L0 trigger fired as ‘Trigger Independently
of Signal’ (TIS) (see Sec. 3.5 for more details). At the first stage of the high level trigger,
1The corrected mass (BPVCORRM) is defined as MCORR =
√
M2 + |PmissT |2 + |PmissT |, where M is the B±
candidate mass and PmissT is the missing momentum transverse to the line of flight of the B decay.
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Table 4.2: Requirements used in the StrippingB2hhh KKK inclLine stripping line. The
impact parameter, vertex and track quality are evaluated from the results of the Kalman fitter
during the reconstruction.
Particle(s) Requirements Description
Daughter track requirements
pT > 100 MeV/c Transverse momentum
p > 1500 MeV/c Momentum
χ2IP > 1 χ
2 distance of particle’s trajectory to PV
χ2/NDOF < 3 χ2 per degree of freedom of the track fit
Track GHOSTPROB < 0.5 Ghost probability (See Sec. 3.3)
Combined four-momentum requirements
5.05 < m(KKK) < 6.3 GeV/c2 Mass of combination of 3 charged kaons.
DOCA < 0.2 mm Distance of closest approach between
all possible pairs of particles in 3D
Mother requirements (after full vertex fit)
Leading pT > 1500 MeV/c Transverse momentum of the leading pT track
DIRA(θ) > 0.99998 Cosine of angle between B candidate momentum
and direction from associated PV to decay vertex
Flight χ2 > 500 χ2 distance of B candidate from associated PV
Vertex χ2 < 12 Vertex χ2 of B candidate
χ2IP < 10 IP χ
2 wrt PV for B candidate
pT > 1000 MeV/c B cand. pT∑
pT > 4500 MeV/c Vector pT sum of daug. tracks of B candidate∑
p > 20000 MeV/c Vector p sum of tracks in B candidate∑
χ2IP > 500 Sum of IP χ
2 wrt PV of tracks in B candidate
4 < BPVCORRM < 7 GeV/c2 B candidate corrected mass under KKK hypothesis.
HLT1, candidates with high pT and tracks with significant impact parameter (IP) that trigger the
Hlt1TrackAllL0Decision TOS line (see Sec. 3.5.2 for more details) are accepted. At the
second stage of the high level trigger, HLT2, I require that one of the topological triggers was
fired by the signal candidate (see Sec. 3.5.2 for more details). Hence the trigger requirement can
be expressed as
(L0Global TIS || L0HadronDecision TOS) &&
Hlt1TrackAllL0Decision TOS &&
(Hlt2Topo{2,3}BodyBBDTDecision TOS).
4.2.3 Offline selection
For the search of the so-far unobserved modes, the procedure chosen was to blind the Ξ−b (Ω
−
b )→
phh′− signal mass regions, to reduce the possibility of bias until the signal selection procedure
and the fit model has been finalised. The blind regions lie within ±120 MeV (i.e. ±6σ where
signal width σ ∼ 20 MeV) of the nominal Ξ−b (5794.4 MeV/c2) and Ω−b (6049 MeV/c2) masses,
corresponding to a range of [5674.4, 5914.4] MeV/c2 and [5929, 6169] MeV/c2, for the Ξ−b and
Ω−b regions, respectively.
2 Consequently, the whole offline selection has been optimised with
2 The mass values are not identical to those given in Table 4.1 as the blind windows were chosen at an early stage
of the analysis. The differences in mass are small compared to the widths, and thus do not affect the analysis.
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respect to the control channel B+ → K+K−K+, which has high signal statistics and has the
same topology as my signal modes.
In this sub-section, I describe the offline selection of the Ξ−b (Ω
−
b )→ phh′− modes,
including its optimisation. The discussion starts with the procedure employed for background
subtraction of the B+ → K+K−K+ data sample. I then describe how this pure signal sample is
used in the training of the multivariate analyser (MVA). Finally, I tackle the optimisation of MVA
output and Particle Identification (PID) criteria to reduce contributions from various background
categories.
The selection is optimised for the combined 2011 and 2012 datasets to increase signal
statistics and hence signal significance. To simplify the analysis, I do not perform explicit
optimisation for Ω−b decays but use the same selection optimised for the Ξ
−
b → phh′− modes.
4.2.3.1 Background subtraction of B+ → K+K−K+ data sample
Along with the trigger and stripping requirements discussed previously, I also apply a set of
pre-selection requirements to the B+ → K+K−K+ control mode before the invariant mass
distribution is parametrised. The fit range for m(KKK) is chosen to be {5220, 5600}MeV/c2
as this removes most of the contribution from partially reconstructed background, thus avoiding
the need to parametrise its distribution. The fit to full range of B+ → K+K−K+ mode can be
seen in Refs [63, 99, 100]. I also apply a requirement on all the final state particles not to be
Muons (i.e. IsMuon= 0 3 ) to exclude cases where a muon fakes a light meson, for example
from B+ → J/ψ (→ µ+µ−)K+. Since we do not have any particle identification power in
certain low and high values of the kinematic variables, we simply remove such regions by a
set of kinematic requirements on the momentum, transverse momentum and track multiplicity.
The PID requirements on the three kaon tracks are based on the PID selection developed for the
B+ → K+K−K+ analysis [63]. A summary of all these pre-selection requirements is shown in
Table 4.3.
With the aforementioned set of requirements applied, I perform an unbinned extended
maximum likelihood fit to the B+ → K+K−K+ candidates’ invariant mass distribution includ-
ing the dominant background components. Using the signal, background and total Probability
Density Functions (PDF), a set of weights are extracted for each component (referred to as
sWeights) using the sPlot method as described in Ref. [118]. The sum of sWeights for each
component is equal to the total number of candidates for that component extracted from the fit
to the m(KKK). Variables that show negligible correlation with the m(KKK) invariant mass
can be weighted with the signal sWeights to obtain background subtracted distributions.
3The IsMuon binary selection is defined according to the number of muon stations where a hit is found within a
field of interest that is defined around the track extrapolation.
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Table 4.3: Preselection requirements on B+ → K+K−K+ data sample for the background
subtraction procedure. Here h1, h2 and h3 refer to the three final state particles. Please refer to
Sec. 3.4 for details on the ‘ProbNN’ PID variables.
Variable Selection Requirements
Mass of B± candidate 5220 < m(pKK) < 5600 MeV/c2
Daughters PID {h1,h2,h3} PROBNNK>0.2
Not muon requirement {h1,h2,h3} IsMuon= 0
Daughter momentum {h1,h2,h3} P < 100 GeV/c
Daughter transverse momentum {h1,h2,h3} PT < 30 GeV/c
Track multiplicity nTracks < 700
In the fit to the m(KKK) the signal shape is described by double Crystal Ball function
(DCB) [119] obtained from a fit to the B+ → K+K−K+ MC sample. The Crystal Ball (CB)
function is defined as a central Gaussian function with a power-law tail [119],
CB(t;n, α, σ) = N ·
 exp(−t
2/2σ2) if t/σ > −α(
n
|α|
)n
(n−α
2
|α| − tσ ) exp(−α2/2) if t/σ ≤ −α,
(4.4)
where t = m − µ is related to the reconstructed mass m, µ and σ are the mean and standard
deviation of the Gaussian function, respectively, and N is a normalisation factor. The power
law in the tail is controlled by n and the sign of α determines its size relative to the mean
of the central Gaussian. Instead of the independent normalisation factors, in the DCB PDF a
parameter, f = N1N1+N2 is introduced, which indicates the relative sizes of the two CB functions
i.e. DCB = CB1 + f × CB2. The left tail of the DCB primarily describes the radiative tail of
the mass distribution, which has been shifted to lower values by the radiation of one or more
photons from the final state particles. Final state radiation is expected to be a smaller effect in
the modes containing one or more kaons, owing to their higher mass. The right tail accounts
for non-Gaussian tracking imperfections and other related stochastic detector effects. In the
subsequent fit to data, all tail parameters of the DCB are fixed, as are the relative yields of the
two Crystal Ball functions [102, 104].
Major background contributions can arise from random combination of tracks that fake
the KKK candidate (referred to as combinatorial background) and from other B−→ h−h′−h′+
decays due to misidentification (mis-ID) of one or more final state particles (referred to as cross-
feed background). The shape of cross-feed background fromB+→ K+pi−K+ decays is obtained
by fitting a double Crystal Ball function to the KKK invariant mass distribution obtained when
70
reconstructing a B+→ K+pi−K+ MC sample in the KKK final state. The parameters of this
function have similar constraints applied as in the case of B+ → K+K−K+ signal component,
when fitting data. The combinatorial background is modelled with an exponential function. The
MC samples have had the same pre-selection requirements imposed that were applied to the data
sample before extracting the shapes.
Figure 4.4 (top) shows the fit result overlaid on the data. In the same figure (bottom) I
show the signal sWeight as a function of KKK invariant mass. It is worth noting here that the
yields of all three components were left floating during the fit, as required by the sPlot method. It
is evident from the pull distribution of the fit in Figure 4.4 that the fit model could be improved;
similarly the cross-feed yield is found to be about a factor of 2 larger than expected based on
the known branching fractions and misidentification probabilities. However the mis-modelling
introduces a very negligible second order effect in the MVA performance, where the MVA is
trained using sWeights extracted from the fit (only signal sWeight are required; discrimination
between cross-feed and combinatorial background does not affect the training). I confirm this
by examining the agreement between the sWeighted data and B+ → K+K−K+ signal MC
distributions of the input variables for the training of the Neural Networks (NN), which will be
investigated in the next subsection. The fitted yields for signal, cross-feed and combinatorial
background are shown in Table 4.4.
Table 4.4: Yields extracted from the fit to the B+ → K+K−K+ control channel used to
determine sWeights.
Signal yield Cross-feed yield Combinatorial bkgd yield
91413 ± 364 2883.9 ± 231 21470 ± 327
4.2.3.2 Training of multivariate analyser
As previously mentioned, the approach is to train an MVA, in this case neural networks using
the NEUROBAYES algorithm. To train the MVA classifier, the same B+ → K+K−K+ data
sample is used as signal and background training samples but in each case the data is weighted
by signal and background sWeights, respectively. Note here that the background sWeight for each
candidate is just 1 minus the signal sWeight.
The neural network is made of one hidden layer with a sigmoid activation function with
as many hidden nodes as the number of input variables used to train the neural network. Adding
or removing the nodes in the hidden layer did not lead to significant improvement in the neural
net performance and neither did usage of a different activation function. I have chosen nine
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Figure 4.4: (Top) Fit to the B+ → K+K−K+ control channel used for sWeight extraction. The
dashed cyan line is B+→ K+pi−K+ cross-feed, the dashed pink line is signal mode and the
dashed green line is combinatorial background. The pull defined as Nfit−NdataσNdata
, where Nfit is
the yield obtained from the fit and Ndata ± σNdata are the number of candidates with associated
uncertainty in a given bin of the invariant mass distribution, is also shown. (Bottom) sWeights as
a function of KKK invariant mass.
discriminating variables as inputs to the neural network training. These variables are listed in
Table 4.5 according to their ranking/significance. The criteria used for choosing these input
variables can be summarised as follows:
• They must have different signal and background distributions.
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• They must have the same signal distribution in B+ → K+K−K+ and Ξ−b (Ω−b )→ phh′−
modes.
• They must have the same distribution in sWeighted B+ → K+K−K+ data and B+ →
K+K−K+ signal MC samples. I show the data/MC discrepancy plots later in the section.
• Have relatively low degree of correlation with m(pKK), with phase-space variables and
are considered as significant variables by the NEUROBAYES algorithm.
Table 4.5: Input variables used in the training of the Neural Networks with the NEUROBAYES
algorithm. For the definition of angle θDIRA refer to Table 4.2.
Rank Input variables Description
1 Bu POINTING |pB |×sin(θDIRA)|pB |×sin(θDIRA)+
∑
tracks pT
2 sum h PT
∑
pT of all tracks
3 IPCHI2 LEADING DAUG χ2IP of the leading pT track
4 Bu ENDVERTEX CHI2NDOF B cand vertex χ2/NDOF
5 Bu DIRA OWNPV cos(θDIRA)
6 sum h IPCHI2 OWNPV
∑
χ2IP for all tracks
7 PT LEADING DAUG pT of the leading daughter track
8 Bu PTASYM 1 5 pT asymmetry for a cone in η–φ plane with radius 1.54
9 Bu IPCHI2 OWNPV χ2IP of B candidate wrt PV
All the chosen input variables satisfy the above mentioned conditions. The agreement
of MVA input variables between the B+ → K+K−K+ control channel (denoted by slanted
blue lines) and Ξ−b → pK−K− (denoted by slanted pink lines) signal mode only can be
seen in Figures 4.5 and 4.6. These figures also show MVA input variable distributions for
signal sWeighted B+ → K+K−K+ data (denoted by red markers). Also shown in these
figures are the distributions of the input variables for background candidates which lie in the
Right Side Band (RSB) region of m(KKK), which is defined as m(KKK) > 5400 MeV/c2.
The distribution of the Bu PTASYM 1 5 variable is a bit different for Ξ−b → pK−K− and
B+ → K+K−K+ MC samples. A similar scenario is observed in data, after unblinding, through
comparison of sWeighted data distributions of Bu PTASYM 1 5 variable for Ξ−b → pK−K−
and B+ → K+K−K+ decay modes.
The classification response of the neural network output (NN), trained using the
NEUROBAYES algorithm, on the test sample is shown in Figure 4.7 (top). In order to have a
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Figure 4.5: NEUROBAYES input variable distributions. Pink markers indicate Right Side Band
(RSB) of the data, green markers indicate background sWeighted data, red markers signal
sWeighted data, slanted blue lines indicate B+ → K+K−K+ MC and slanted red lines in-
dicate Ξ−b → pK−K− MC distributions.
NEUROBAYES output that can be interpreted as a probability that a given candidate is signal, the
purity has to be a perfect linear function of the NEUROBAYES output (i.e. P = 0.5× (NN + 1)).
This linear relation between signal purity and the MVA output proves that the NEUROBAYES is
well calibrated in the training. For this training, the purity in bins of NEUROBAYES output is
shown in Figure 4.7 (bottom).
In Figure 4.7 it can be seen that the MVA output has quite a lot of peaks. This is because,
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Figure 4.6: NEUROBAYES input variable distributions. Pink markers indicate Right Side Band
(RSB) of the data, green markers indicate background sWeighted data, red markers signal
sWeighted data, slanted blue lines indicate B+ → K+K−K+ MC and slanted red lines in-
dicate Ξ−b → pK−K− MC distributions.
at the pre-processing stage of the training, a linear model is constructed that is a single linear
combination of the input variables. Then a monotonic transformation is carried out so that the
NEUROBAYES output can be interpreted as probability. It can happen that several values of input
variables transform to the same output, which gives us the peaks that are observed in the MVA
output.
4.2.3.3 Optimisation of selection for background rejection
The general idea behind selection optimisation is to try to maximise some “figure-of-merit”
(FoM), such as the signal to background ratio. For decays with unknown branching fractions, it is
useful to use the so-called Punzi FoM [120], which is independent of the signal decay rate, and is
given by the following formula:
FoM =

a/2 +
√
B
, (4.5)
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Figure 4.7: NEUROBAYES output distribution (top), where red corresponds to signal and black is
background, and purity vs NEUROBAYES output (bottom). The faded red and black lines and
black markers in the above figures indicate distributions in the first iteration of the boosting
procedure whereas the solid red and black lines and black markers indicate the distributions for
the final iteration.
Here  is the signal efficiency for a given selection requirement, which is obtained from the MC
sample, a is the aimed-for significance of the measurement (a 5σ observation is aimed for in this
analysis, and thus a = 5) and B is the expected number of background candidates passing the
given requirement in the signal region.
I perform a simultaneous optimisation of the PID and NEUROBAYES output require-
ments, with the intention of reducing the combinatorial background (cross-feed backgrounds are
considered separately). For PID, the neural network-based PROBNN variables are used, whose
values vary between 0 and 1.
To evaluate the signal efficiency for a given NEUROBAYES output requirement is straight-
forward. However, the signal efficiency of a given PID requirement cannot be evaluated by
imposing it directly on the MC sample, because of the well-established disagreement [121]
between simulation and data in the distributions of PID variables. One possible approach is to use
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a data-driven calibration of MC PID variables using data samples, provided by the PIDCalib
package [121], which have been fully reconstructed using only the kinematic variables with no a
priori knowledge of PID variables. The efficiency could then be determined for a particular PID
selection requirement on a candidate-by-candidate basis as a function of the kinematics of the
MC track. The efficiencies are evaluated as functions of momentum (p), transverse momentum
(pT) and track multiplicity (nTracks). Another important thing to note here is that the track
multiplicity (nTracks) is not correctly simulated in the MC samples. Therefore, for all the MC
samples, prior to the calculation of PID and mis-identification efficiencies, the nTracks distribu-
tion has been randomly sampled from that obtained from the signal sWeightedB+ → K+K−K+
data sample.
Before optimising a requirement on the Ξ−b (Ω
−
b )→ phh′− signal modes, I impose the
trigger requirements discussed previously and also apply pre-selection requirements, similar to
those discussed for the B+ → K+K−K+ control mode (we show these requirements later).
I have vetoed the possible intermediate charm contribution from the Ξ−b → Ξ0c (ph)h′ decay
(even though the decay Ξ0c → pK− is isospin-suppressed and not yet observed). In the case of a
considerable contribution from the decay with intermediate charm, I could reverse the veto to
investigate this mode further. These pre-selection requirements are shown in Table 4.6. Since
we do not have any particle identification power in certain low and high values of the kinematic
variables, we simply remove such regions by a set of kinematic requirements on the momentum,
transverse momentum and track multiplicity.
Table 4.6: Pre-selection requirements on Ξ−b (Ω
−
b ) → phh′− signal modes. Here the three
final state particles are given a generic name h1, h2 and p. I also apply the same pre-selection
requirements to the normalisation mode (except for the minimum proton momentum requirement
p P > 10 GeV and the m(pKK) requirement). Refer to the text as to why these requirements
have been chosen.
Variable Selection requirements
Mass of Ξ−b (Ω
−
b ) 5500 < m(pKK) < 6400 MeV/c
2
Veto Ξ−b → Ξ0c (ph)h′ 2446 < m(Kp) < 2496 MeV/c2
Not muon requirement {h1,h2,p} IsMuon=0
Daughters momentum {h1,h2,p} P < 100 GeV/c && p P > 10 GeV/c
Daughters transverse momentum {h1,h2,p} PT < 30 GeV/c
Track multiplicity nTracks < 700
Initial PID requirement
√
PROBNNK2 + PROBNNpi2 > 0.02
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Combinatorial background rejection: The combinatorial background, which arises from
random combinations of tracks in an event, can be reduced by requirements on both the
NEUROBAYES output (NN) and the PID variables of the final state tracks. The PID variables
are effective since most random tracks are pions, and therefore if the final state contains protons
and kaons, much of the background can be rejected with little signal loss. Hence the strategy of
simultaneous optimisation of NN and PID selection requirements. It will be shown later that this
is the dominant background for all of my signal modes.
The proton PID requirement is, however, considered separately in order to reject the
dominant cross-feed background from B+ → K+K−K+. Therefore I apply a requirement
PROBNNp× (1− PROBNNK) > x to identify a proton where x is an optimal value of the PID
requirement. When this study was conducted with a preliminary requirement on the NN output
(NN > 0.7), the maximum of the Punzi FoM preferred a hard requirement on the proton PID
(i.e. x > 0.8). However, it was found that around the maximum of the FoM (see Fig. 4.8) there
were some fluctuations that resulted from a low amount of cross-feed background in the signal
region. Therefore, rather than taking the absolute maximum of the FoM, I opt to take the value
just before the maximum where the FoM can be extracted with a low relative uncertainty (< 20%).
This still leads to a relatively tight requirement of PROBNNp×(1-PROBNNK) > 0.5 with a
corresponding signal efficiency of ∼ 50%.
We now need a strategy to classify the like-charged meson tracks as either pion or kaon.
This strategy is give below:
Kaon: PROBNNK− PROBNNpi > y , Pion: PROBNNK− PROBNNpi < y .
where y is the optimal value that classifies a given track as kaon or pion. The motivation for such
a strategy is that, we have three different final state samples to investigate pKK, pKpi & ppipi
and a given candidate with a specific final state needs to be only present in one of these 3 samples.
The strategy employed designates uniquely a candidate to a particular sample. It would, however,
be possible to choose a different PID requirement for each final state particle in each decay, as
done in several other analyses. However, my choice simplifies the analysis, since there is a single
boundary defined by ‘y’ to classify K & pi tracks.
After imposing the proton PID requirement, discussed previously, I perform 2D scans of
the FoM for NEUROBAYES output (NN) and PID offset (y) for the Kpip sample in the ranges −1
to 1 and 0 to 1 respectively, with a step size of 0.05 for both requirements. The optimal values
for selection requirement determined here for NN and y will be applied for all hhp samples
accordingly. Note here that I have an additional requirement of
√
PROBNNK2 + PROBNNpi2 >
0.02 on PID variables of the mesons in the p h−h′− data sample to reject background candidates
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Figure 4.8: The number of combinatorial background events in the signal region (top left),
signal efficiency from MC (top right) and Punzi FoM as a function of NN cut (bottom) for
Ξ−b → pK−K− mode.
where a track is not well identified as either a pi or a K.
The efficiency of the signal selection in the expression for the Punzi FoM (Eq. 4.5),
in the signal region defined as m(pKpi) ∈ [5674.4, 5914.4] MeV/c2, is obtained from the PID
weighted MC sample, where candidate-by-candidate PID weights have been calculated using the
PIDCalib package, along with the selection requirement on NN. The number of combinatorial
background candidates lying in this signal region is obtained by conducting a linear fit to the right
sideband (m(pKpi) ∈ [6169, 6400] MeV/c2) of the invariant mass distribution and extrapolating
the yield in the signal region.
Figure 4.9 shows the Punzi FoM values (top left) with errors (top right), signal efficiencies
(middle) with errors (middle right) and the numbers of combinatorial background candidates
(bottom left) with errors (bottom right) for various NN requirements and PID offset (y) values. It
can be seen that the two requirements are not strongly correlated. Figure 4.10 shows distributions,
of the Punzi FoM as a function of NN requirement (top left) and as a function of PID offset (top
right) for the optimal values of the PID offset and NN requirement, respectively. It also shows the
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signal efficiency (in the signal region) as a function of NN requirement (bottom left) and of PID
offset (bottom right) in the corresponding bins of PID offset and NN requirement, respectively.
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Figure 4.9: Scans of Punzi FoM (top left) with associated errors (top right), efficiency of the
selection in the signal region (middle left) with errors (middle right) and number of combinatorial
background candidates (bottom left) with errors (bottom right) as function of NEUROBAYES
output (NN) requirement and PID offset (y). The black circle indicates the optimal point.
From these plots, I choose requirements of PID offset y = 0.1, and a NN requirement
value of 0.7. All of the offline selection requirements (MVA and PID) until this stage are
summarised in Table 4.7.
Cross-feed rejection: The possible cross-feed contribution, which comes from the mis-
identification of one or more final state tracks can be reduced by imposing PID requirements on the
final state tracks. As already discussed, the proton PID requirement (PROBNNp×(1-PROBNNK)
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Figure 4.10: Projection of the slices of PID offset and NN requirement containing maximum
Punzi value showing Punzi FoM (top), efficiency of the selection in the signal region (middle)
and number of background candidates (bottom) as a function of NN requirement (left) and PID
offset, y (right) respectively.
> 0.5), is intended to curb possible B−→ h−h′−h′+ cross-feed into the pKK sample. Hence
the major cross-feed contribution with single and double mis-identification of the mesons towards
my unobserved Ξ−b (Ω
−
b )→ phh′− signal modes comes from each other.
We expect that all the Ξ−b (Ω
−
b ) → phh′− modes apart from the Ξ−b → pK−K−,
Ξ−b → pK−pi− & Ω−b → pK−K− decay channels are highly suppressed, thus we do not need to
consider cross-feeds from them. Moreover, with the PID requirements obtained in the previous
subsection, K tracks are selected with a stronger pi rejection than vice-versa. Consequently, the
single misidentification cross-feed contribution of pi → K is lower than the K → pi contribution.
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Table 4.7: Optimal selection requirements chosen for p h−h′− samples. The kaon and pion tracks
also have an additional requirement
√
PROBNNK2 + PROBNNpi2 > 0.02.
Description Requirements
NEUROBAYES output requirement NN > 0.7
Kaon(K) PID requirement PROBNNK > PROBNNpi + 0.1
Pion(pi) PID requirement PROBNNpi > PROBNNK − 0.1
Proton(p) PID requirement PROBNNp×(1-PROBNNK) > 0.5
Therefore, considering only signal modes for which I expect non-zero signal yield, the cross-feed
contribution of Ξ−b → pK−pi− mode towards Ω−b → pK−K− signal mode will be suppressed
compared to the Ω−b → pK−K− cross-feed contribution towards Ξ−b → pK−pi− signal mode.
However the production (or fragmentation) factor, fΩ−b , of Ω
−
b → pK−K− decay mode is low
compared to its Ξ−b counterpart (as a rough estimation, it could be assumed to be similar to
fs
fd
as in the mesonic sector [122] i.e. ∼ 14 ). Hence, the cross-feed contribution of Ω−b → pK−K−
towards Ξ−b → pK−pi− signal mode is also small. Due to these reasons, the PID requirement
on the like-charged mesons is only optimised for combinatorial background rejection and the
PID offset (y) that was picked during the optimisation procedure are kept as the final selection
requirements. For a full discussion on the background contributions please refer to Sec. ?? for
more details.
4.2.3.4 Multiple candidates
Here I investigate the fraction of events that have multiple candidates. The number of events (in
percent) with multiple candidates in the data sample after the full selection is given in Table 4.8.
This table shows that only KKK and ppipi final states contain events with 2 candidates. However,
the fraction of events that contain multiple candidates in these samples is not high when compared
to other analyses where this posed a problem [102, 104] and hence I do not take any action i.e. all
candidates are kept and treated equally.
4.3 Efficiency of the signal selection
To measure the relative branching fraction of Ξ−b (Ω
−
b ) → phh′− with respect to B+ →
K+K−K+ decays, knowledge of the relative efficiency is required as can be seen in Eq. 4.2.
In this section I present the efficiency of the selection procedure that has been outlined in the
previous section.
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Table 4.8: Fraction of events containing multiple candidates (in percent) for each p h−h′− final state.
Channel Fraction of events Fraction of events Total number of
that contain 1 candidate (%) that contain 2 candidate (%) events
pKK 100.00 0.00 408
pKpi 100.00 0.00 1733
ppipi 99.95 0.05 2107
KKK 99.98 0.01 55965
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The total efficiency can be factorised into components as
tot = geom × sel|geom × PID|sel&geom , (4.6)
where
• geom is the geometrical efficiency, and is determined from MC samples with requirements
on the initial state particles (b-hadron) to be within the LHCb acceptance. This efficiency
varies as a function of track kinematics and hence depends on the position in phase space.
This efficiency is presented for the signal and normalisation modes in Sec. 4.3.1.
• sel|geom is the analysis selection efficiency given the geometrical efficiency and is calcu-
lated from the standard MC samples, which are generated with the requirement that all the
initial and final state particles are within the LHCb acceptance. It includes contributions
from reconstruction, stripping, trigger and offline selections. This efficiency is presented in
Sec. 4.3.2 for signal and normalisation modes.
• PID|sel&geom is the Particle Identification (PID) efficiency given selection along with
geometrical efficiency and is determined from data using tools and samples provided by
the PIDCalib package [121]. This efficiency is presented in Sec. 4.3.3 for signal and
normalisation modes.
An ideal analysis would select candidates evenly from any region of the phase space,
but in reality the geometry, analysis, trigger and PID all introduce small biases to favour some
parts of the phase space over others. To correct for this, the efficiencies of individual sources are
calculated as a function of the phase space position.
Due to the presence of spin-12 particles in the initial and final state, the kinematics of the
signal decays that are being studied are in principle described by a five-dimensional phase space
that can be described by two Dalitz plot variables and three angular variables, which describe the
orientations of different decay planes. The angular variables, shown in Figure 4.11, are described
in the Ξ−b (Ω
−
b ) rest frame, and defined by the axes
• xˆ′: direction of Ξ−b (Ω−b ) (pΞ−b (Ω−b )) in the lab frame,
• zˆ′: cross product of the beam axis and xˆ in the lab frame,
• yˆ′: cross product of zˆ and xˆ in the lab frame,
where the beam axis is taken to be in the positive zˆlab direction in the lab frame. The Euler angles
that define how the decay plane of the 3-body decay is rotated in the rest frame of the Ξ−b (Ω
−
b )
are then
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Figure 4.11: Pictorial representation of angular variables which are defined in the (x′, y′,z′) frame
that has been defined in the text.
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• cos(θp): cosine of the polar angle of the p momentum in the above reference frame,
• φp: azimuthal angle of the p momentum in the above reference frame,
• φhh′ : the angle between the plane formed by the h and h′ momenta, and the plane formed
by the p momentum and zˆ.
Note that the choice of the five variables to characterise the phase space of the decays under study
is dependent on the analysis. We choose here the above mentioned five variables as the phase
space variables (one can also define a different set of angular variables as discussed in the next
chapter in Sec. 5.4 also).
A feature of Dalitz plots describing decays of heavy flavoured particles is that the signal
candidates lie at the corners of the DP regions. These are also the regions where the largest
efficiency variations are often expected, as the edges of the Dalitz plot correspond to at least
one of the final state particles having low momentum. Large variations occurring over small
areas of the Dalitz plot are difficult to describe in detail, hence the Dalitz plot variables (m213
& m223) are transformed to Square Dalitz Plot (SDP) variables [123, 124] (m
′ and θ′, which
are both defined in the ranges 0 to 1) as shown in Eq. 4.8. This enables accurate modelling
of the efficiency variation and background PDF at the curved edges of the DP. For the case of
Ξ−b (Ω
−
b )→ h−h′−p where h−, h′− ∈ {pi, K }, the transformation of the volume element from
conventional DP to SDP is given as follows:
dm2(h−p) dm2(h′−p)→ |detJ |dm′ dθ′ . (4.7)
Here J is the Jacobian of the transformation, with m′ and θ′ given by
m′ =
1
pi
arccos
(
2
mh−h′− − (mh− +mh′−)
m
Ξ−
b
(Ω−
b
)
− (mh− +mh′− +mp)
− 1
)
, (4.8)
θ′ =
1
pi
arccos
 m2h−h′−(m2h′−p −m2h−h′−)− (m2h′− −m2h−)(m2Ξ−b (Ω−b ) −m2p)√
(m2
h−h′− +m
2
h− −m2h′−)2 − 4m2h−h′−m2h−
√
(m2
Ξ−
b
(Ω−
b
)
−m2p −m2h−)2 − 4m2h−h′−m2p
 .
(4.9)
Note that θ′ = 1piθ, where θ is the helicity angle of the h
−h′− system, i.e. the angle between the
h− and p direction vectors in the h−h′− rest frame. This particular choice of SDP definition is
made so that the symmetrisation of the pi−pi−p and K−K−p final states is trivially achieved by
folding the SDP at the line θ′ = 0.5, i.e. restricting the range to 0 ≤ θ′ ≤ 0.5. In Figure 4.12, I
illustrate how the momentum of the final state particles is correlated to the DP plot position and
how different areas of the DP distribution get transformed into the SDP.
A study was carried out to investigate correlations between the five phase-space variables
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Figure 4.12: (Top) DP areas that correspond to different daughter particle kinematics in an
unfolded DP. (Bottom left) Folded DP (along the folding axis) and (bottom right) folded SDP
distributions, with colours indicating how different regions (regions with veto and regions with
resonances) are mapped by the transformation. The DP is folded when particle 1 and 3 are
identical. In the top plot M refers to the mass of the decaying particle and p1,2,3, m1,2,3 refer to
the momenta and masses of the daughter particles, in the rest frame of the parent particle.
for Ξ−b (Ω
−
b )→ phh′− modes. The Pearson’s correlation coefficients for these five phase-space
variables, obtained from the signal MC for the Ξ−b → pK−K− mode, are shown in Figure 4.13.
The square Dalitz plot variables, m′ and θ′ show a reasonable degree of correlation, as expected,
and therefore these will be considered as a 2D efficiency map. It can also be seen that the angular
variables have very small correlations with the square Dalitz Plot variables and among themselves.
Hence, the efficiency dependence on these angular distributions can be factorised,
(m′, θ′, cos(θp), φhh′ , φp) = (m′, θ′)× (cos(θp))× (φhh′)× (φp) . (4.10)
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Figure 4.13: Pearson’s correlation coefficient between phase-space variables obtained from the
Ξ−b → pK−K− MC sample.
Furthermore, if the decaying Ξ−b (Ω
−
b ) is unpolarised, everything should be spherically
symmetric. The polarisation of Λ0b baryons produced in
√
s = 7 TeV pp collisions has been
measured to be small and consistent with zero [125]; it is likely that the Ξb and Ω−b polarisation
are similarly small but these have not yet been measured. However, it was shown in Ref. [126]
which studies decays of Λ0b → Dppi (with similar spin structure to our signal Ξ−b → phh′−
decays) that the effect of polarisation on the observables under study would be of second order
and for this reason, I do not consider (cos(θp)), (φhh′) and (φp), and in the following sections
will investigate only (m′, θ′).
4.3.1 Geometrical efficiency
The generator-level efficiency corresponds to the requirement that each of the charged tracks of
a given decay must fall within the 10 < θ < 400 mrad acceptance of the LHCb detector. The
efficiency can in principle vary between the magnet polarities since the beams have a different
crossing angle in each of the magnet configurations. The value may also vary between
√
s = 7
and 8 TeV corresponding to the conditions for 2011 and 2012 data taking, respectively. It can also
vary between different b-hadron decays, and vary across the phase space of any given multibody
decay.
As indicated in Eq. 4.2, the results of this analysis will be the product of the hadronisation
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fraction ratio
f
Ξ−
b
(Ω−
b
)
fu
and the ratio of branching fractions B(Ξ
−
b (Ω
−
b )→hhp)
B(B−→KKK) . I choose the former
ratio to be defined within the LHCb acceptance and hence not to correct for the efficiency for
the different b-hadrons to fall within that acceptance. I do, however, need to consider the ratio of
efficiencies for the decay products of the b-hadrons to then be found within the acceptance of the
detector.
Table 4.9 reports the fraction of accepted b-hadron candidates (i.e. b-hadron candidates
already in the acceptance region, 0 < θ < 400 mrad) whose charged daughters all lie in the
acceptance region of 10 < θ < 400 mrad (geom) for both configurations of magnet polarity for
both 2011 and 2012 Monte Carlo. It also shows the weighted average of this number for both
year and both magnet polarity configurations, weighted according to the number of candidates in
each sub-sample.
Table 4.9: The fraction of accepted b-hadron candidates whose charged daughters are all in the
acceptance region of 10 < θ < 400 mrad for signal and normalisation modes (geom).
Mode PYTHIA
version
geom (%)
Weighted
average geom (%)
2011 2012
MagUp MagDown MagUp MagDown
Ξ−b → pK−K− 8 53.53 ± 0.28 53.53 ± 0.28 53.64 ± 0.28 53.64 ± 0.28 53.61 ± 0.16
Ξ−b → pK−pi− 8 52.35 ± 0.28 52.35 ± 0.28 51.99 ± 0.28 51.99 ± 0.28 52.09 ± 0.15
Ξ−b → ppi−pi− 8 51.05 ± 0.27 51.05 ± 0.27 50.94 ± 0.27 50.94 ± 0.27 50.97 ± 0.15
Ω−b → pK−K− 8 53.23 ± 0.28 53.23 ± 0.28 52.74 ± 0.29 52.74 ± 0.29 52.87 ± 0.16
Ω−b → pK−pi− 8 51.86 ± 0.28 51.86 ± 0.28 51.55 ± 0.29 51.55 ± 0.29 51.64 ± 0.16
Ω−b → ppi−pi− 8 50.61 ± 0.27 50.61 ± 0.27 50.10 ± 0.27 50.10 ± 0.27 50.23 ± 0.15
B+ → K+K−K+ 8 53.63 ± 0.28 53.63 ± 0.28 53.29 ± 0.28 53.29 ± 0.28 53.38 ± 0.15
The variation of the geometrical efficiency geom across the phase space is investigated
with dedicated Monte Carlo samples. The results are shown in Figure 4.14 for Ξ−b modes, Ω
−
b
modes and for the normalisation mode. I show the interpolation (using a 2D cubic spline) of the
efficiency as a function of SDP position to smooth out fluctuations due to limited statistics. The
geometrical efficiency (for b-hadron decays within the LHCb acceptance) across the 2D SDP
varies between 48%–60% (∼ ± 10% relative variation). Higher efficiency is found for b-hadron
decays with higher m′ values (corresponding, for the signal modes, to higher proton momentum
in the rest frame of the b-hadron candidate).
4.3.2 Selection efficiencies
In this sub-section, I present the phase-space integrated selection efficiency (sel|geom) for my
signal and normalisation modes. These efficiencies are obtained from MC samples with the
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Figure 4.14: Cubic 2D spline interpolation of the geometrical efficiency (geom) as a function of
SDP position for signal and normalisation modes.
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requirement that both initial and final state particles are in the LHCb acceptance. As mentioned
previously, it includes contributions from reconstruction, stripping, trigger and offline selections,
which comprise MVA requirement and any vetoes applied.
Table 4.10 shows the selection efficiencies for different sub-samples and the weighted
average (weighted according to the statistics available in each sub-sample).
Table 4.10: Phase-space integrated selection efficiencies (sel|geom) for signal (Ξ−b (Ω
−
b )→ phh′−)
and B+ → K+K−K+ modes. We also show the average sel|geom weighted according to the
integrated luminosity collected during the data taking period. Statistical uncertainties are also
given.
Mode
sel|geom (%)
Weighted
average sel|geom (%)2011 2012
MagUp MagDown MagUp MagDown
Ξ−b → pK−K− 2.214 ± 0.015 2.229 ± 0.015 1.825 ± 0.010 1.814 ± 0.010 1.927 ± 0.006
Ξ−b → pK−pi− 2.191 ± 0.015 2.190 ± 0.015 1.789 ± 0.009 1.791 ± 0.009 1.896 ± 0.005
Ξ−b → ppi−pi− 2.559 ± 0.022 2.574 ± 0.022 2.108 ± 0.014 2.096 ± 0.015 2.226 ± 0.009
Ω−b → pK−K− 1.765 ± 0.013 1.785 ± 0.013 1.414 ± 0.008 1.431 ± 0.008 1.517 ± 0.005
Ω−b → pK−pi− 1.673 ± 0.013 1.661 ± 0.013 1.357 ± 0.008 1.365 ± 0.008 1.442 ± 0.005
Ω−b → ppi−pi− 1.747 ± 0.019 1.719 ± 0.018 1.423 ± 0.012 1.425 ± 0.012 1.505 ± 0.007
B+ → K+K−K+ 2.763 ± 0.023 2.725 ± 0.023 2.304 ± 0.015 2.290 ± 0.015 2.415 ± 0.009
The variation of sel|geom over the SDP for Ξ−b → phh′−, Ω−b → phh′− signal Monte
Carlo and forB+ → K+K−K+ MC can be found in Figure 4.15. The main features seen in these
figures are investigated and found to be due to vetoes, introducing significant efficiency drops
(i.e. to zero). Drops in efficiency can also be seen in regions corresponding to one of the final state
particles having low momentum in the b-hadron candidate rest frame (e.g. low m′ corresponds
to low proton momentum for the signal modes). The positive and negative uncertainties on the
efficiencies due to limited MC statistics are evaluated using the Clopper-Pearson method and will
be considered in the evaluation of the systematic uncertainty.
4.3.3 PID efficiency
The PID efficiency is calculated using calibration samples from the PIDCalib package, as
described in Sec. 4.2.3.3. The distributions of PID efficiencies of identifying (top) a kaon as a
kaon, (middle) a pion as a pion and (bottom) a proton as a proton as functions of the particle’s
p, pT and nTracks (also referred to as Number of ‘BestTracks’ in an event)5, obtained from
5For a given event, nTracks is defined as the number of tracks in the best container. The best container picks the
best track type (out of four track types i.e. VELO, T, upstream and downstream; see Fig. 3.6) that a given track in an
event can be assigned to.
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Figure 4.15: Cubic 2D spline interpolation of the selection efficiency (sel|geom) as a function of
SDP position for signal and normalisation modes.
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the PIDCalib package for the optimal PID requirements discussed in Sec. 4.2.3.3, are shown
in Figure 4.16. The single particle mis-identification rates associated with the selected PID
requirements for mis-identifying pi → K, K → pi, pi → p and K → p are approximately 0.8 %,
9 %, 0.2 % and 0.2 % respectively6. The rates associated with double particle mis-identification
for pipi → KK, KK → pipi, KK → pip, pipi → Kp and piK → Kp are approximately 0.02 %,
2 %, 0.05 %, 0.005 % and 0.05 % respectively.
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Figure 4.16: Distributions of PID efficiencies of kaon (top), pion (middle) and proton (bottom)
tracks as a function of momentum (left), transverse momentum (centre) and track multiplicity
of events (right) for calibration samples provided in the PIDCalib package for the value of
y = 0.1.
Table 4.11 lists the combined (2011 + 2012) phase-space integrated and calibrated
PID efficiencies for the finalised PID requirements, along with the muon identification veto
applied to each final state charged track. In this table I also quote the PID efficiencies for the
B−→ h−h′−h′+ modes because, as will be seen later, using these values I will be constraining
the expected yields of the cross-feed from these modes in the fit to the normalisation and signal
invariant mass distributions. This table also gives the breakdown of the statistical uncertainty in
6Note that these values are obtained using Ξ−b → phh′− signal kinematics. Also only values which are used in the
analysis are quoted here.
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the one from calibration sample size (referred to in the table as ‘CalibSampleStat’) and that due
to the size of the reference MC sample, from which PID efficiencies are obtained (referred in the
table as ‘RefSampleStat’). I also quote the combination in quadrature of the uncertainties.
To obtain the error due to calibration sample size on the phase-space integrated PID
efficiency, I generate 1000 different efficiency histograms where the efficiency in each bin of
p, pT & nTracks is a random value drawn from a Gaussian where the mean (µ) and the
width (σ) is the bin content and bin error of the default performance histogram produced using
the PIDCalib package. I then calculate the average efficiency for my reference MC sample
according to each of the smeared histograms. The width obtained from a χ2 fit of a Gaussian to
the resulting efficiency distribution is the statistical uncertainty due to the calibration sample size.
Uncertainties due to the reference MC sample size are estimated using the bootstrap
resampling method [127] in which the PIDCalib efficiency is repeatedly evaluated on datasets
of p, pT and nTracks that are sampled (with replacement) from the original data set (about
1000 bootstrap samples were used).
The variation of PID|sel&geom in the SDP for Ξb, Ω−b and B
+ modes can be found in
Figure 4.17. For all modes, the PID efficiency varies between 12%–60% across the 2D SDP . In
the PID efficiency maps for the signal and normalisation modes, larger efficiency for b-hadron
candidates with higher m′ values (corresponding to higher proton or kaon momentum in the rest
frame of the b-hadron candidate) are observed.
Table 4.11: Phase-space integrated PID efficiencies for signal (Ξ−b (Ω
−
b ) → phh′−) and
B− → h−h′−h′+ modes. Quoted also are the statistical uncertainty from reference sample
size (‘RefSampleStat’), from the calibration sample size (‘CalibSampleStat’) and the combined
uncertainties (‘Combined’).
Modes PID (%) δRefSampleStat (%) δCalibSampleStat (%) δCombined (%)
Ξ−b → pK−K− 32.60 0.06 0.04 0.07
Ξ−b → pK−pi− 40.12 0.07 0.06 0.09
Ξ−b → ppi−pi− 50.33 0.10 0.06 0.12
Ω−b → pK−K− 33.02 0.08 0.05 0.09
Ω−b → pK−pi− 40.09 0.08 0.05 0.10
Ω−b → ppi−pi− 49.86 0.13 0.07 0.14
B+ → K+K−K+ 46.74 0.06 0.02 0.06
B+→ K+pi−K+ 56.94 0.07 0.02 0.07
B+ → K+pi−pi+ 71.13 0.06 0.02 0.06
B+ → pi+pi−pi+ 88.90 0.02 0.01 0.02
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Figure 4.17: Cubic 2D spline interpolation of the PID efficiency (PID|sel&geom) as a function of
SDP position for signal and normalisation modes.
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4.3.4 Total efficiency
The phase-space integrated total efficiencies (tot), evaluated using Eq. 4.6, for signal and
normalisation modes are shown in Table 4.12.
The lifetimes for the Ξ−b and Ω
−
b used in the MC productions are
τ(Ξ−b ) = 1.567 ps ,
τ(Ω−b ) = 1.135 ps .
Since for the lifetimes are quite different from the most up-to-date measurements (i.e. for Ξ−b and
Ω−b the lifetimes measured are 1.560± 0.040 and 1.66± 0.18 respectively), I apply a correction
to the efficiency and a corresponding systematic uncertainty related to the precision on the
measured lifetime (see Sec. 4.6.1.1). Therefore, I also quote in this table the lifetime-corrected
total efficiencies (totltcorr).
Table 4.12: Phase-space integrated total efficiencies (tot) for signal (Ξ−b (Ω
−
b )→ phh′−) and
B+ → K+K−K+ modes, with uncertainties due to MC statistics. The lifetime-corrected total
efficiencies (totltcorr) are also given. The uncertainty in the lifetime correction is accounted for
separately (see Sec. 4.6.1.1).
Modes tot (%) δ (%) totltcorr (%) δ
tot
ltcorr (%)
Ξ−b → pK−K− 0.3368 0.0016 0.3378 0.0016
Ξ−b → pK−pi− 0.3962 0.0019 0.3975 0.0019
Ξ−b → ppi−pi− 0.5339 0.0029 0.5355 0.0029
Ω−b → pK−K− 0.2649 0.0014 0.3740 0.0019
Ω−b → pK−pi− 0.2985 0.0016 0.4196 0.0022
Ω−b → ppi−pi− 0.3770 0.0023 0.5353 0.0033
B+ → K+K−K+ 0.6026 0.0030 0.6026 0.0030
The lifetime-corrected total efficiency variation over the SDP for Ξ−b → phh′−, Ω−b →
phh′− and B+ → K+K−K+ can be seen in Figure 4.18. For signal and normalisation modes,
the total efficiency varies between 0.1%–0.9% across the 2D SDP. In the total efficiency maps the
b-hadron candidates with higher m′ values (corresponding to higher proton or kaon momentum)
have a larger efficiency. This is due to the similar behaviour in geometrical, selection and PID
efficiency over SDP variables which was discussed previously.
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Figure 4.18: Cubic 2D spline interpolation of the lifetime corrected total efficiency (totcorr) as a
function of SDP position for signal and normalisation modes.
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4.4 Fit model
To extract the yields for the six signal modes and the normalisation mode, requires building a
robust fit model that exhibits negligible bias for all the p h−h′− and KKK final states, where h
∈ pi, K. The fit is one dimensional and is performed using the invariant mass variables denoted
by m(ph−h′−). In this section, I present the construction of such a fit model. In Subsec. 4.4.1,
I discuss the choice of the PDF for each of the components to the fit model. I then discuss the
construction of a likelihood function from the total PDF and the various constraints imposed on
this PDF in Subsec. 4.4.2. I also discuss in Subsec. 4.4.3, the stability of the defined fit model,
tested using pseudo experiments.
4.4.1 PDF components of the fit model
The fit model consists of signal and various background components. The various background
contributions to the signal and normalisation modes are classed into separate categories as follows:
• Peaking background: These are background modes which have been fully reconstructed
and which peak around the signal region in the invariant mass distribution of m(ph−h′−).
The decay modes that contribute towards this class of background typically proceed through
an intermediate charm state (Xc) such as Ξ−b (Ω
−
b )→ X0c (ph−)h′−. These backgrounds
are vetoed by fully reconstructing the intermediate state from the tracks with ‘correct’
daughter hypothesis.
• Partially reconstructed background: These background modes decay into the same final
states as the signal mode (p h−h′−) with an extra particle (X) in the final state that has
not been reconstructed. Due to the fact these modes have been partially reconstructed they
peak in the low-mass sideband region, shifted at least by the mass of the unreconstructed
particle (mX ). Thus, for comparable yields the most problematic missing extra particles
are the lightest ones: {γ, pi0, pi±}.
• Cross-feed: These contributions arise due to misidentification (mis-ID) of one or more
final state particles as some other particle type. The mis-ID causes both a smearing and a
shift of the mass peak, due to the change in hypothesis for the misidentified track. Thus,
single mis-ID tends to be more of an issue than double mis-ID, not only because the mis-ID
probability is low, but also because for multiple mis-ID the background is likely to be
shifted outside the fit window and smeared sufficiently that the shape is hard to distinguish
from combinatorial background.
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• Combinatorial background: This arises due to the random combination of tracks that
fake the phh candidate. The contributions from these backgrounds are reduced as described
in Sec. 4.2.
The expected shapes of each of the components of the fit model will be discussed in
Secs. 4.4.1.1– 4.4.1.5. They have been extracted from fits to MC samples with the same selection
requirements as applied to the data sample. To account for the discrepancy between the MC
and data PID response, I weight the individual distributions with the efficiency obtained from
PIDCalib for the optimal PID criteria (The PID requirements can lead to significant change in
the shape of the tail of the distribution.). I discuss below the PDF of various components of the fit
model for signal modes and for the normalisation mode.
4.4.1.1 Parameterisation of the signal and normalisation channel components
The Ξ−b (Ω
−
b )→ phh′− signal and B+ → K+K−K+ normalisation mass distributions are
modelled as the sum of two Crystal Ball (DCB) functions with a common peak position and
width. The Crystal Ball function has been defined in Eq. 4.4. The shape parameters of the DCB
function are determined from unbinned likelihood fits to the signal MC, and then fixed in the
fit to data. To illustrate the shape of the DCB, fits to the pKK signal MC sample are shown in
Figure 4.19. The model parameters extracted from these fits can be found in Table 4.13. Similar
fits are conducted to the B+ → K+K−K+ and other Ξ−b (Ω−b )→ phh′− mass distributions and
the fit results are used in the fit to data.
4.4.1.2 Cross-feed components
Cross-feed contributions to the signal modes (Ξ−b (Ω
−
b )→ phh′−) arise from each other i.e. one
signal mode serves as the cross-feed for the other e.g. Ξ−b (Ω
−
b )→ pK−K− is cross-feed for
Ξ−b (Ω
−
b )→ pK−pi− where K → pi. Also expect contributions from B−→ h−h′−h′+ modes,
where either a kaon or a pion is misidentified as a proton are considered. In the fit model, I
include cross-feed components from Ξ−b (Ω
−
b )→ phh′− and B−→ h−h′−h′+ modes. These are
obtained from MC samples weighted by the corresponding mis-ID weights calculated with the
PIDCalib package. I do not include cross-feed components from Ξ−b (Ω
−
b )→ ppi−pi− to the
pKK final state, because a very low yield for these modes is expected.
One thing to note here is that all the MC samples have been generated flat in the square
Dalitz Plot (SDP), i.e. the allowed phase space regions of m′ and θ′ are populated uniformly
with candidates. Generally, three-body decay channels exhibit very rich dynamics and this
should be accounted for when the cross-feed shapes are obtained. For the Ξ−b (Ω
−
b )→ phh′−
modes the phase space occupancy is not known a priori, however the known distributions for the
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Figure 4.19: Plots with (left) linear and (right) logarithmic scale in y axis for (top)Ξ−b → pK−K−
and (bottom)Ω−b → pK−K− each modelled with a DCB PDF. The green and pink dashed curves
are the individual CB PDFs. The χ2 per degree of freedom for Ξ−b → pK−K− fit is 1.62 and that
for Ω−b → pK−K− is 1.51. Similar fits are conducted to the other Ξ−b (Ω−b )→ phh′− modes.
B−→ h−h′−h′+ modes can be taken into account. I do this by obtaining the SDP distributions
of B− → h−h′−h′+ decays from data with the help of signal sWeights. I then weight the
corresponding MC sample to match the SDP distribution of signal sWeighted data. The weights
obtained from this procedure are subsequently referred to as ‘Dalitz Plot weights’ or just ‘DP
weights’. To check that this procedure gives the correct signal distribution, I plot the SDP variable
distributions (m′ and θ′) for signal sWeighted data, an MC sample without any weights, an MC
sample with only PID weights from the PIDCalib package and an MC sample with PID & DP
weights. I also plot the invariant mass of the misidentified h−h′−h′+ final state, m(h−h′−h′+),
for B−→ h−h′−h′+ MC samples to see how much difference the PID & DP weights make.
Figure 4.20 shows these plots for the B+ → K+K−K+ MC sample only. It can be seen that
the m′ and θ′ distributions for signal sWeighted data and the MC sample with PID & DP weights
are in good agreement. It can also be seen in this figure that applying PID weights to the MC
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Table 4.13: Values of the DCB parameters obtained from fits to pKK MC samples. Similar fit
results are obtained for p h−h′−.
Parameters Values (2011 + 2012)
α0(Ω
−
b → pK−K−) 1.40± 0.18
α0(Ξ
−
b → pK−K−) 1.71± 0.10
α1/α0(Ω
−
b → pK−K−) −1.45± 0.24
α1/α0(Ξ
−
b → pK−K−) −1.06± 0.14
f(Ω−b → pK−K−) 0.41± 0.10
f(Ξ−b → pK−K−) 0.59± 0.10
µ(Ω−b → pK−K−) 6050.50± 0.12 MeV/c2
µ(Ξ−b → pK−K−) 5796.50± 0.10 MeV/c2
n0(Ω
−
b → pK−K−) 1.72± 0.10
n0(Ξ
−
b → pK−K−) 1.55± 0.07
n1/n0(Ω
−
b → pK−K−) 1.34± 0.14
n1/n0(Ξ
−
b → pK−K−) 1.56± 0.13
σ(Ω−b → pK−K−) 16.42± 0.11 MeV/c2
σ(Ξ−b → pK−K−) 15.74± 0.09 MeV/c2
sample changes the shape of the Ξ−b (Ω
−
b ) candidate mass distribution substantially but the DP
weighting has a much smaller effect on the shape.
The backgrounds from mesonic modes and from baryonic modes are parametrised with
exponential functions and with DCB PDFs, respectively. The fits to the cross-feeds that contribute
towards the pKK final state are shown in Figure 4.21 and the parameters obtained from these fits
can be seen in Table 4.14. Similarly fits to obtain shapes of cross-feeds contributing to the pKpi
and ppipi final states have been conducted and used in the fit to data.
For the normalisation mode, I have included in the fit model the cross-feed contribution
from single track (pi → K) mis-ID of B+→ K+pi−K+ and the double track mis-ID (pipi →
KK) of B+ → K+pi−pi+. The cross-feed contribution to B+ → K+K−K+ from B+ →
K+pi−K+ is modelled as a DCB PDF, whereas the cross-feed from the B+ → K+pi−pi+
mode is modelled as a single CB PDF. I also investigated the possible cross-feed contribution
from Ξ−b → pK−K−, however it was found that this component can be accommodated in the
combinatorial shape.
4.4.1.3 Partially reconstructed background components
Inspecting the m(ph−h′−) distribution in data at different NEUROBAYES output requirements
(see Figure 4.22), it can be seen that the shape changes as the MVA requirement is made tighter.
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Figure 4.20: (Top) comparison in (left)m′ and (right) θ′ of theKKK signal sWeight data (green),
the MC sample without any weights (blue), with PID weights (black) and with PID weights plus
DP weights (red). (Bottom) the same for the reconstructed pKK invariant mass.
This implies the presence of Partially Reconstructed Background (PRB) in the data sample (since
the peaks seem to be significant with tighter MVA output cuts).
Potential contributions to this category for all p h−h′− final states could arise due to
Ξ−b (Ω
−
b )→ ∆(ppi0)h−h′− & Ξ−b (Ω−b )→ N(ppi0)h−h′− modes. There could also be possible
contributions to final states containing at least one charged pion from Ξ−b (Ω
−
b )→ ρ−(pi−pi0)hp
decays, and from Ξ−b (Ω
−
b )→ K∗−(K−pi0)hp decays to final states containing at least one
charged kaon. Additionally, for each Ξ−b decay mode that contributes towards PRB due to a
missing pion, there could also be a contribution from the corresponding decay of the isospin
partner (Ξ0b ); the PRB shapes for these decay modes would however be very similar as one cannot
distinguish between losing a charged or a neutral pion from the final state cannot be distinguished.
The PRB invariant mass distributions for Ξ−b decay to a given p h
−h′− final state look very
similar and the same is true for PRB shapes from Ω−b decays. This motivates the inclusion of
two PRB components, one per b-baryon, in the fit model for each of the p h−h′− final states.
However, in this case some of the yield parameters of Ξ−b and Ω
−
b PRB components in the fit to
data hit negative values (though consistent with zero). Therefore, for simplicity, I only include
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Figure 4.21: Cross-feeds to the pKK final state from the (top left) Ξ−b → pK−pi− and (top
right) Ω−b → pK−pi− modes, modelled as DCB PDFs. The green and pink dashed curves are the
individual CB PDFs. The blue represents the fit and the data points is the data. The MC samples
undergo the same selection as the data sample. (Bottom) the cross-feed from B+ → K+K−K+
is modelled with an exponential PDF.
the shapes from Ξ−b → N(ppi0)h′−h′− modes in my fit model. The other modes will be used to
quantify the systematic uncertainty arising from the choice of the fit model.
There is also a possibility of contamination from the Ξ−b (Ω
−
b )→ Λ0b(h−h+h−p)pi−
decay channel where two meson tracks are lost from the final state. However this potential
background is highly suppressed as the Λ0b decays weakly and so its vertex will be separated
from the Ξ−b (Ω
−
b ) decay vertex, and consequently it is expected to be rejected by the selection
criteria. I also considered the contribution from Ξ−b (Ω
−
b )→ Σ(pK0)h−h′− decay mode. As the
unreconstructed particle is K0, this contribution would peak well below the signal regions, but
could contribute to the pKK final state, if a final state pi is misidentified as K. However as this
decay is already suppressed and receives an extra suppression from mis-ID, its contribution is
very low.
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Table 4.14: Values of the parameters for models describing cross-feeds to the pKK final state.
The fit results of the cross-feed components contributing to other p h−h′−final state are extracted
but not shown here. Note that although the n1/n0 parameters are poorly determined, this has
little effect on the shape.
Parameters Values (2011 + 2012)
c(B+ → K+K−K+) (−1.52± 0.22) ×10−2
α0(Ω
−
b → pK−pi−) 1.44± 0.46
α0(Ξ
−
b → pK−pi−) 1.65± 0.38
α1/α0(Ω
−
b → pK−pi−) −0.30± 0.12
α1/α0(Ξ
−
b → pK−pi−) −0.26± 0.07
f(Ω−b → pK−pi−) 0.43± 0.16
f(Ξ−b → pK−pi−) 0.42± 0.12
µ(Ω−b → pK−pi−) 6087.30± 1.99 MeV/c2
µ(Ξ−b → pK−pi−) 5834.50± 1.68 MeV/c2
n0(Ω
−
b → pK−pi−) 1.77± 0.68
n0(Ξ
−
b → pK−pi−) 1.41± 0.62
n1/n0(Ω
−
b → pK−pi−) 24.99± 23.00
n1/n0(Ξ
−
b → pK−pi−) 24.98± 16.30
σ(Ω−b → pK−pi−) 18.48± 2.16 MeV/c2
σ(Ξ−b → pK−pi−) 18.37± 1.76 MeV/c2
These partially reconstructed backgrounds (PRB) are modelled by an ARGUS [128]
threshold function convoluted with a Gaussian to account for detector resolution, where the
parameters are obtained from fits to MC samples. The generalised ARGUS function is defined
via three parameters, Mthr, c, and p,
P (m;Mthr, c, p) =
2−pc2(p+1)
Γ(p+ 1)− Γ(p+ 1, c2/2)
× m
M2thr
(
1− m
2
M2thr
)p
exp
{
−1
2
c2
(
1− m
2
M2thr
)}
,
(4.11)
when m < Mthr, and zero elsewhere. The expressions Γ(x) and Γ(s, x) represent the gamma
and upper incomplete gamma functions, Mthr is a threshold mass value, c governs the curvature
of the function, and p controls the falling of the slope. In the fit to MC samples, the threshold
mass is fixed to the value obtained from the difference in Ξ−b (Ω
−
b ) mass (taken from Table 4.1)
and the mass of the unreconstructed particle, which is pi0 in this case.
The shapes of the PRB for Ξ−b → N(ppi0)K−K− modes can be seen in Figure 4.23 and
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Figure 4.22: Normalised data background distributions in the pKK (top left), pKpi (top right)
and ppipi (bottom) spectra with different MVA requirement.
the parameters obtained from these fits can be seen in Table 4.15. Fits are conducted with PRB
components contributing to other p h−h′− final states, but are not shown here.
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Figure 4.23: Partially reconstructed background shape for Ξ−b → N(ppi0)K−K− modelled as
an ARGUS function convoluted with a Gaussian.
With regard to the PRB contribution towards the normalisation mode I have investigated
105
Table 4.15: Values of the parameters for the model describing the Ξ−b → N(ppi0)K−K− PRB
contributions.
Parameters Values (2011 + 2012)
p(Ξ−b → N(ppi0)K−K−) 2.21± 0.45
σ(Ξ−b → N(ppi0)K−K−) 20.62± 2.49 MeV/c2
c(Ξ−b → N(ppi0)K−K−) −49.56± 14.3
Mthr(Ξ
−
b → N(ppi0)K−K−) 5659.40 MeV/c2 (fixed)
not only the decay modes B0s → K∗0(K−pi+)φ(K+K−) & B+→ K∗+(K+pi0)φ(K−K+),
which will be included in the fit model, but also possible contributions from B+ →
K∗+(K+pi0)K−K+ which will be used for investigating systematic uncertainties and from
Λ0b → pK−pi+pi−, B0s → K∗0(K+pi−)K∗0(pi+K−), Ξ0b → pK−K−pi+ & B0s →
f0(pi
−pi+)φ(K−K+) modes, whose contributions are negligible and are accommodated
in the combinatorial background shape in the normalisation fit model. The B+ →
K∗+(K+pi0)φ(K−K+) and B0s→ K∗0(K−pi+)φ(K+K−) PRB contributions are modelled by
ARGUS threshold functions convoluted with a Gaussian to account for detector resolution.
4.4.1.4 Peaking background components
The presence of like-charged mesons and a proton in the final state minimises contributions from
any known fully reconstructed background that contribute to the signal region. There could in
principle be a contribution from the previously unobserved Ξ−b → Ξ0c (ph)h′ decay, but this is
vetoed as described in Sec. 4.2.3.3. There could also be a contribution from Ξ0b → ppi−, pK−
and Ξ−b (Ω
−
b )→ Λ(ppi−)h−, however these decays are not only suppressed but are removed by
the NEUROBAYES output requirement due to their different topology to the signal modes.
For the normalisation mode, I veto contributions from B+ → D0(h+h′−)h+ decays
by removing the region m(h−h+) ∈ {1834, 1894}MeV/c2 where the nominal D0 mass is
1864.84 MeV/c2 (Note that the σ(D → hh) is 15 MeV) [63]. This contribution can be seen in
Figure 4.24 after all the selection requirements have been imposed on the data sample. Since for
both signal and normalisation mode, this background component is vetoed, I do not include it in
the fit model.
4.4.1.5 Combinatorial background for signal modes
For both signal and normalisation modes, the combinatorial background is described by an
exponential function with floating slope parameter ccomb. bkgd. This parameter is shared between
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Figure 4.24: The D0 meson contribution seen in the m(K−K+) invariant mass spectrum on data,
after all selection requirements (except the veto) have been imposed to the KKK data sample. I
show here the vetoed region i.e. m(h−h+) ∈ {1834, 1894}MeV/c2.
each p h−h′− spectrum in the fit to data to stabilise the fit and is floated separately in the fit to the
normalisation channel.
4.4.1.6 Summary of the fit model
The fit models for the signal modes (Ξ−b (Ω
−
b ) → phh′−) and for the normalisation mode
(B+ → K+K−K+) are summarised in Table 4.16.
4.4.2 Likelihood construction and constraints on the fit model
To conduct the fit to the invariant mass (m) spectrum, I construct a total PDF. The form of this
PDF is given below
Ptot(m, ~θ) = fsigPsig +
∑
bkg
fbkgPbkg. (4.12)
Here the subscripts sig and bkg denote the signal and individual background categories discussed
in Sec. 4.4.1, respectively. The vector ~θ denotes the parameters of the model that are extracted
from the fit to the data sample. The symbol f denotes the fraction of the ith fit component, which
is related to the number of candidates that belong to the ith fit component (Ni) and the total
number of candidates in the sample (Ntot) by fi = Ni/Ntot. The symbol P represents the PDFs
of the components, which have been discussed in detail in Sec. 4.4.
The likelihood, which is a function of the parameters of the model given the data sample,
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Table 4.16: Summary of the fit models for the Ξ−b (Ω
−
b )→ phh′− signal and B+ → K+K−K+
normalisation modes. Here DCB refers to Double Crystal Ball PDF, SCB refers to Single Crystal
Ball PDF and ArgusConvGauss refers to ARGUS PDF convoluted with Gaussian PDF.
Fit model for Ξ−b → phh′− yield extraction
Modes Shape Description
Ξ−b (Ω
−
b )→ phh′− DCB Signal component
B−→ h−h′−h′+ DCB Cross-feed included
Ξ−b (Ω
−
b )→ phh′− DCB Cross-feed included, except for Ξ−b (Ω−b )→ ppi−pi− → pKK
Ξ−b (Ω
−
b )→ N(ppi0)h−h′− ArgusConvGauss PRB included
Ξ−b (Ω
−
b )→ ∆(ppi0)h−h′− ArgusConvGauss PRB not included by default, but considered as a source of sys-
tematic uncertainty
Ξ−b (Ω
−
b )→ K∗−(K−pi0)hp ArgusConvGauss PRB not included by default, but considered as a source of sys-
tematic uncertainty
Ξ−b (Ω
−
b )→ ρ−(pi−pi0)hp ArgusConvGauss PRB not included by default, but considered as a source of sys-
tematic uncertainty
Ξ−b → Ξ0c (ph)h′ - Vetoed m(ph−) ∈ {2446, 2496}MeV/c2
Combinatorial bkg Falling exponential Included
Fit model for B+ → K+K−K+ yield extraction
B+ → K+K−K+ DCB Signal component
B+ → K+pi−pi+ DCB Cross-feed included
B+→ K+pi−K+ SCB Cross-feed included
B+→ K∗+(K+pi0)φ(K−K+) ArgusConvGauss PRB included
B0s→ K∗0(K−pi+)φ(K+K−) ArgusConvGauss PRB included
B+→ K∗+(K+pi0)K−K+ ArgusConvGauss PRB not included by default, but considered as a source of sys-
tematic uncertainty
B+→ D0(h+h′−)h+ - Vetoed m(h−h+) ∈ {1834, 1894}MeV/c2
Combinatorial bkg Falling exponential Included
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is constructed as follows:
L(~θ) =
Ntot∏
i
Ptot(mi, ~θ). (4.13)
As the expected numbers of signal and background candidates are themselves random variables
to be extracted from the fit to the data sample, I extend the likelihood by multiplying a Poisson
term to Eq. 4.13 as follows
LE(~θ) = exp (−N)N
Ntot
Ntot!
×
Ntot∏
i
Ptot(mi, ~θ). (4.14)
Here N = Nsig +
∑
bkg Nbkg is the total number of expected candidates, which can differ from
Ntot.
When the fit is conducted to the data sample, we aim to minimise the value of − ln(L) to
obtain the best estimates of the parameters of the model (θˆ). The PDFs are implemented in the
RooFit package [129] and the minimisation is carried out using the program MINUIT [130, 131],
which first uses MIGRAD to minimise− ln(L) using the gradient descent method [132] to obtain
the best estimates of the parameters of the model, and then uses HESSE to improve upon the
numerical estimate of the covariance matrix obtained using MIGRAD.7
If some l parameters of the model are known (~θk) with a given uncertainty (l × l covari-
ance matrix Vk), it is common to incorporate such constraints into maximum likelihood fits by
multiplying a multivariate Gaussian term to Eq. 4.14 as follows
LC(~θ) =
exp(−(~θk − ~θ)V −1k (~θk − ~θ)T )
(2pi)l/2
√|Vk| × LE(~θ). (4.15)
This procedure from here on is referred to as applying a Gaussian constraint.
For signal modes I conduct an unbinned extended maximum likelihood fit to data, where
the three spectra (pKK, pKpi and ppipi) are fit simultaneously.8. The advantage of this is that
in addition to being able to constrain parameters to those found in the MC simulations, one can
also constrain the relative yields of various components, where appropriate as detailed in the next
sub-section. For the normalisation mode, I conduct a separate fit to the KKK mass spectrum.
Below I highlight the constraints imposed on the fits to both p h−h′−and KKK invariant mass
spectra.
7 The covariance matrix is determined numerically by calculating the matrix of second derivatives of ln(L) using
the finite difference method [133] at the maximum likelihood estimates (V −1ij = − ∂
2 ln(L)
∂θi∂θj
|~θ=θˆ), and then inverting it.
It can also be obtained from a ln(L) scan of the parameter space as is done using MINOS [130, 134].
8In a simultaneous fit, the product of likelihoods of each spectrum i.e. LC = LpKKC ×LpKpiC ×LppipiC is maximised.
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4.4.2.1 Constraints on the fit to p h−h′− spectra
When conducting fits to the m(ph−h′−) spectra using the data sample, I fix the shape parameters
of the fit model and also Gaussian constrain certain parameters of the model that are known a
priori. These various constraints on the fit model for signal modes are listed below:
• For all signal and cross-feed shapes, each of which is modelled with a DCB PDF with
common mean (µ) and width (σ), the parameter f which indicates the relative sizes of the
two CB functions (i.e. f × CB0 + (1− f)× CB1) and the tail parameters (n0, n1/n0, α0
and α1/α0) are fixed to the values obtained from fits to these MC samples. See Eq. 4.4 for
the definition of various parameters of DCB.
• The widths of all DCB PDFs (signal & cross-feed) and the widths of all the PRB shapes
(described by ARGUS threshold functions convolved with a Gaussian) are fixed to the
values obtained from fits to the MC samples, with a common scaling fixed to the value
obtained from the fit to the normalisation mode.
• The means of the DCB PDFs that parametrise the signal components are fixed to the known
Ξ−b (Ω
−
b ) mass values (see Table 4.1).
• The means of the DCB PDFs that parametrise cross-feed components are fixed to the values
obtained from fits to the MC samples.
• The slope parameters (c) of the exponential PDFs that parametrise cross-feed shapes
(mainly from B−→ h−h′−h′+) are also fixed to values taken from fits to MC samples.
• The slope parameters of the exponential functions describing combinatorial background
are constrained to be the same in the pKK, pKpi and ppipi mass spectra.
• For PRB modelled as an ARGUS function convolved with a Gaussian PDF, the slope (c)
and power (p) parameters are fixed to the values obtained from fits to the MC samples.
• The threshold parameters of ARGUS functions are fixed to the appropriate kinematic value
obtained from the difference in the parent particle (Ξ−b (Ω
−
b )) mass and the mass of the
unreconstructed particle (pi0).
• The cross-feed yields of the baryonic modes (Ξ−b (Ω−b )→ phh′−), i.e. from the other
signal modes, are set to the corresponding yield in their signal spectrum, multiplied by the
misidentification rate obtained by the calibrated PID information.
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• The cross-feed yields from B−→ h−h′−h′+ modes are Gaussian constrained in the fit.
To estimate the cross-feed yields from these modes, I first conduct fits to each of the
m(h−h′−h′+) spectra to obtain the signal-to-background ratio (fsb). I then deduce the
cross-feed yield in each of the p h−h′−spectra (Ncross−feed) using the relation
Ncross−feed =
mis−id
h−h′−h′+→ph−h′−
corr−id
h−h′−h′+→ph−h′−
× Nh−h′−h′+ × fsb
(1 + fsb)
, (4.16)
where Nh−h′−h′+ is the total number of data candidates lying in both m(h−h′−h′+) and
m(ph−h′−) fit ranges and
mis−id
h−h′−h′+→ph−h′−
corr−id
h−h′−h′+→ph−h′−
is the efficiency ratio obtained PIDCalib.
4.4.2.2 Constraints on the fit to the KKK spectrum
As in the case of the signal, when conducting fits to the m(KKK) spectra using the data sample,
certain parameters of the model are either fixed or Gaussian constrained. The various constraints
on the normalisation mode fit model are:
• For signal and cross-feed modelled as either a single or double CB, the tail parameters are
fixed to values obtained from the fit to MC.
• The means and widths of all single and double CB PDFs are fixed to the corresponding
values obtained from MC with a common floating shift and scale factor respectively to
account for data/MC differences.
• For PRB modelled with an ARGUS function convolved with a Gaussian, the slope (c) and
power (p) parameters are fixed to the values obtained from the fit to the MC sample.
• The ARGUS function convolved with a Gaussian PDF modelling PRB components and
the DCB PDF which parametrise the signal component share the same width parameter.
• The threshold parameter of the ARGUS function, is fixed to the mean value of the DCB
PDF that parametrise the signal component minus the mass of the unreconstructed (pi0)
particle.
• The cross-feeds from B+→ K+pi−K+ and B+ → K+pi−pi+ are constrained within
uncertainties to the expected yield, which is obtained in a similar way as the signal modes.
4.4.3 Stability of the fit model
To test the stability of the fit model, I first conduct a blind fit to the data sample (where the signal
yields, nuisance parameters and the signal regions are not revealed to the analyst) using the fit
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model described in the previous subsections. The values of the nuisance parameters obtained
from this fit are used to generate ensembles of pseudo-experiments (7500 pseudo-experiments per
ensemble) with various different signal yields (i.e. signal yield varied between 0–100 candidates).
These pseudo-experiments are then fitted using the same model used to fit the data sample. The
generated and fitted yields are then compared to test the stability of the fit. The results of this
study can be seen in Figure 4.25 and in Figure 4.26. Good linearity is seen for all yields. Small
biases are evident in the case that the pKK signal yield is very small, which is as expected since
the background is also very small in this final state. These biases, which are anyway only at the
level of O(10 %) of the statistical uncertainty, disappear in the case of larger yields.
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Figure 4.25: Mean fitted signal yield as a function of the generated signal yield, as obtained from
ensembles of pseudo-experiments for each of the signal modes. A truly unbiased model shows a
linear relationship between these to variables and this is indicated by the red line. The green dots
indicate the mean of the distribution and the error bars indicate the width of the distribution.
4.5 Extraction of yields from the fit
In this section, I present the the results of the fit to the invariant mass spectra to extract the yields
(see Subsec. 4.5.1) and discuss the strategy employed to calculate the efficiency-corrected yields
that go into the branching fraction measurements (see Subsec. 4.5.2).
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Figure 4.26: Pulls for each signal yield as a function of the generated signal yield, as obtained
from ensembles of pseudo-experiments for each of the signal modes. A truly unbiased model
would give a Gaussian distribution with mean of zero and width of one, as indicated by the solid
and dashed red lines. The green dots indicate the mean of the pull distribution and the error bars
indicate the width of the pull distribution.
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4.5.1 Fit to the p h−h′− and KKK spectra
I conduct, as mentioned in the previous section, a simultaneous unbinned extended maximum
likelihood fit to m(pKK), m(pKpi) and m(ppipi) invariant masses to extract the yields of all six
signal Ξ−b (Ω
−
b )→ phh′− modes. I also conduct a separate fit to the m(KKK) mass spectrum to
extract the yield of the normalisation B+ → K+K−K+ mode. The fit projections to the Run I
(2011–2012) LHCb data sample using the fit model described in the previous section are shown
in Figure 4.27. The results of the fit to the p h−h′− spectra are shown in Table 4.17 and for the
KKK spectra in Table 4.18. Also shown is the correlation matrix of all the floated parameters of
the simultaneous fit to p h−h′−spectra in Figure 4.28.
After unblinding the signal region, I see a strong signal in the Ξ−b → pK−K− mode at
an approximate statistical significance of 11 Gaussian standard deviations. The significance is
determined from
√−2∆ lnL, where ∆ lnL is the change in log-likelihood between the nominal
fit and a fit in which the relevant signal yield is fixed to zero. Evidence for the Ξ−b → pK−pi−
decay is found at a level of approximately 4σ. The Ξ−b → ppi−pi− decays and all Ω−b modes have
a statistical significance below 3σ.
4.5.2 Efficiency corrected yields
The dynamics of a multibody decay govern the distribution of candidates in the phase space. In
case the efficiency varies significantly over the phase space (as has been shown in Sec. 4.3), it is
necessary to account for this correctly in the evaluation of Eq. (4.2). Since the dynamics of the
signal modes are not known a priori, they must either be determined from data or some assumption
must be made with a corresponding systematic uncertainty assigned. For modes observed with a
significant signal I use the following procedure to calculate the efficiency-corrected yields:
• For each candidate in each final state, determine the signal sWeight, wi, from the result of
the fit to the signal modes.
• Use the efficiency maps given in Sec. 4.3 to obtain the appropriate efficiency value i
depending on the position of candidate i in the square Dalitz plane.
• The efficiency-corrected yield is then given by
N corr
Ξ−b (Ω
−
b )
=
NΞ−b (Ω
−
b )
Ξ−b (Ω
−
b )
=
N∑
i
wi
i
(4.17)
where N is the number of candidates for each final state. The statistical uncertainty on the
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Figure 4.27: Mass distributions for b-hadron candidates in the (top left) pK−K−, (top right)
pK−pi−, (bottom left) ppi−pi− and (bottom right) K+K−K− final states. Results of the fits
are shown with dark blue solid lines. Signals for Ξ−b and B
− (Ω−b ) decays are shown with
pink (light green) dashed lines, combinatorial backgrounds are shown with grey long-dashed
lines, cross-feed backgrounds are shown with red dot-dashed lines, and partially reconstructed
backgrounds are shown with dark blue double-dot-dashed lines [135].
efficiency-corrected yield [136] is given by
σcorr(N corr) =
√
σ(N corr)2 +
(
N corr
N shape
σ(N shape)
)2
, (4.18)
where N shape ± σ(N shape) is the yield and its uncertainty returned by a fit where the
shape parameters are fixed and only yields are floated and σ(N corr) =
√∑N
i (
wi
i
)2. The
procedure employed here is similar to the strategy followed in Ref. [136], to correct for the
fact that the efficiency-corrected yield is determined using sWeights, which are necessarily
obtained from a fit in which all shape parameters are fixed.
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Figure 4.28: The correlation matrix of all the floated parameters obtained from the simultaneous
fit to p h−h′−spectra.
Note that the average efficiency can then be written as
¯Ξ−b (Ω
−
b )
=
NΞ−b (Ω
−
b )
N corr
Ξ−b (Ω
−
b )
(4.19)
where NΞ−b (Ω−b ) is the signal yield obtained from the fit. It is not, however, necessary
to evaluate the average efficiency since the results for N corr
Ξ−b (Ω
−
b )
can be used directly in
Eq. (4.2).
In the absence of a significant signal (< 3σ), it is not possible to make a meaningful
determination of the square Dalitz Plot (SDP) distribution of signal candidates. Hence the above
method for the efficiency correction cannot be used. The following procedure is used:
• The binned distributions of the efficiencies as a function of the SDP variables are used to
construct a 1D histogram of the variation in efficiency for each mode.
• The mean value from this histogram is taken as the central value for the average efficiency
and is used in the calculation of the relative branching fraction. Note here that the MC
samples have been generated uniform in the SDP variables and therefore this procedure
can be used.
• The standard-deviation of the binned efficiency values is used to determine the associated
systematic uncertainty. For non-significant modes, the statistical uncertainty on the yield is
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Table 4.17: Parameters of the signal fit model obtained from the fit to p h−h′− invariant mass
spectra. HereN denotes the yield, c denotes the slope of the exponential parameter. The † symbol
indicates Gaussian constrained parameters.
Parameter Value
Parameter of interest
Nsig(Ξ
−
b → pK−K−) 82.9± 10.4
Nsig(Ξ
−
b → pK−pi−) 59.6± 16.0
Nsig(Ξ
−
b → ppi−pi−) 33.2± 17.9
Nsig(Ω
−
b → pK−K−) −2.8± 2.5
Nsig(Ω
−
b → pK−pi−) −7.6± 9.2
Nsig(Ω
−
b → ppi−pi−) 20.1± 13.8
Nuisance parameters
Ncross−feed(Ξ−b (Ω
−
b )→ pK−pi− → pKK) (0.0199± 0.0001)×Nsig(Ξ−b (Ω−b )→ pK−pi−)
Ncross−feed(Ξ−b (Ω
−
b )→ pK−K− → pKpi) (0.2532± 0.0005)×Nsig(Ξ−b (Ω−b )→ pK−K−)
Ncross−feed(Ξ−b (Ω
−
b )→ ppi−pi− → pKpi) (0.0156± 0.0001)×Nsig(Ξ−b (Ω−b )→ ppi−pi−)
Ncross−feed(Ξ−b (Ω
−
b )→ pK−K− → ppipi) (0.0686± 0.0002)×Nsig(Ξ−b (Ω−b )→ pK−K−)
Ncross−feed(Ξ−b (Ω
−
b )→ pK−pi− → ppipi) (0.1640± 0.0004)×Nsig(Ξ−b (Ω−b )→ ppi−pi−)
Ncross−feed(B+ → K+K−K+ → pKK)† 73.36± 0.57
Ncross−feed(B+→ K+pi−K+ → pKpi)† 36.15± 0.97
Ncross−feed(B+ → K+pi−pi+ → pKpi)† 372.13± 1.14
Ncross−feed(B+ → K+pi−pi+ → ppipi)† 62.92± 0.22
Ncross−feed(B+ → pi+pi−pi+ → ppipi)† 66.46± 0.62
NPRB(Ξ
−
b → N(ppi0)K−K− → pKK) 87.18± 16.76
NPRB(Ξ
−
b → N(ppi0)K−pi− → pKpi) 77.90± 39.49
NPRB(Ξ
−
b → N(ppi0)pi−pi− → ppipi) 11.87± 46.92
ccomb. bkgd (−24.77± 1.25) ×10−4 c2/MeV
taken directly from the result of the fit to data; these are simply scaled to obtain uncertainties
on the efficiency-corrected yields.
The signal yields are given in Table 4.19 with their respective significance (statistical
only). In Table 4.19 I also quote the total average efficiency (see Eq. 4.19) and the efficiency-
corrected yield. For significant modes (> 3σ) this is calculated using Eq. 4.17. For non-significant
modes the total efficiency is simply taken from Table 4.12 (the lifetime-corrected values are used)
and the corrected yield is just
N
Ξ−
b
(Ω−
b
)
tot
Ξ−
b
(Ω−
b
)
. For completeness I also show here the numbers for the
normalisation mode.
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Table 4.18: Results of the fit to the B+ → K+K−K+ normalisation mode. Here N denotes
the yield, c denotes the slope of the exponential parameter, µshift & σscale represent the common
shift and scale factors for the means and widths of the PDFs. The † symbol indicates Gaussian
constrained parameters.
Parameter Value
Parameter of interest
Nsig(B
+ → K+K−K+) 50493± 250
Nuisance parameters
Ncross−feed(B+→ K+pi−K+)† 295.63± 7.75
Ncross−feed(B+ → K+pi−pi+)† 56.37± 0.15
NPRB(B
0
s→ K∗0(K−pi+)φ(K+K−)) 428.65± 196
NPRB(B
+→ K∗+(K+pi0)φ(K−K+)) 2879.90± 96
Ncomb. bkgd 1804.50± 355
ccomb. bkgd (−35.00± 9.53) ×10−4 c2/MeV
µshift 3.85± 0.08 MeV/c2
σscale (1167.40± 5.49) ×10−3
Table 4.19: Results of the fit to the Ξ−b (Ω
−
b )→ phh′− signal modes after unblinding. I also show
the significance determined from the likelihood functions using ∆ lnL (statistical uncertainty
only). The average efficiency, tot, is also quoted. For modes without a significant signal,
these values are taken from Table 4.12; for modes with significant signal candidate-by-candidate
efficiency corrections is used. The efficiency-corrected yield,N corr
Ξ−b (Ω
−
b )
(see Eq. 4.17), is given for
all the signal modes. For completeness, I also collect here relevant numbers for the normalisation
mode.
Parameter Value Significance (statistical only) tot (%) N corr± δN corr
Nsig(Ξ
−
b → pK−K−) 82.9± 10.4 11.4 0.3975 20859± 2753
Nsig(Ξ
−
b → pK−pi−) 59.6± 16.0 4.0 0.2925 20378± 5035
Nsig(Ξ
−
b → ppi−pi−) 33.2± 17.9 1.9 0.5733 5789± 3137
Nsig(Ω
−
b → pK−K−) −2.8± 2.5 — 0.3753 −736± 668
Nsig(Ω
−
b → pK−pi−) −7.6± 9.2 — 0.4183 −1828± 2204
Nsig(Ω
−
b → ppi−pi−) 20.1± 13.8 1.5 0.5359 3752± 2586
Nsig(B
+ → K+K−K+) 50500± 250 — 0.6427 7855571± 40574
4.6 Systematic uncertainties
Sources of systematic uncertainty can potentially bias the determination of the relative branching
fraction using Eq. (4.2). The choice of normalisation channel (B+ → K+K−K+), with a similar
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topology as my signal modes, reduces the size of the possible systematic uncertainty. Nonetheless,
some important factors remain and in this section, I investigate various such systematic effects
related to the selection efficiency and its variation over the phase-space, the PID calibration, the
fit model and fit biases.
In Table 4.20 I give a summary of the systematic uncertainties on the branching frac-
tions for the various Ξ−b (Ω
−
b )→ phh′− signal modes with respect to the B+ → K+K−K+
normalisation mode. In Table 4.21 I give a summary of the systematic uncertainties on branching
fractions for Ξ−b → pK−pi− and Ξ−b → ppi−pi− modes with respect to the Ξ−b → pK−K−
mode. I discuss the origin of these individual sources of systematic uncertainties in the following
sub-sections.
Table 4.20: Absolute systematic uncertainties (10−5) on the relative branching fractions for the
various Ξ−b (Ω
−
b )→ phh′− signal modes with respect to the B+ → K+K−K+ normalisation
mode. The total is the sum in quadrature of all other entries.
Mode Ξ−b (Ω
−
b ) decay time Ξ
−
b (Ω
−
b ) pT Trigger Vetoes MC Stat. PhSp PID Fit Total
Ξ−b → pK−K− 5.5 41.4 15.5 0.6 1.6 7.2 11.5 6.1 47.0
Ξ−b → pK−pi− 5.4 40.4 15.2 4.8 1.9 12.3 8.9 15.1 48.8
Ξ−b → ppi−pi− 1.5 11.5 4.3 0.7 0.5 28.7 4.1 17.4 36.0
Ω−b → pK−K− 0.8 1.5 0.5 0.1 0.1 3.6 0.3 4.7 6.2
Ω−b → pK−pi− 2.0 3.6 1.4 2.2 0.2 11.8 1.1 19.3 23.1
Ω−b → ppi−pi− 4.1 7.4 2.8 0.3 < 0.1 23.6 2.8 12.2 28.2
Table 4.21: Absolute systematic uncertainties (10−3) on the relative branching fractions for the
various Ξ−b → pK−pi− and Ξ−b → ppi−pi− signal modes with respect to the Ξ−b → pK−K−
mode. The total is the sum in quadrature of all other entries.
Mode Ξ−b (Ω
−
b ) decay time Ξ
−
b (Ω
−
b ) pT Trigger Vetoes MC Stat. PhSp PID Fit Total
Ξ−b → pK−pi− 0.2 0.0 59 20 0.15 20 10 54 85
Ξ−b → ppi−pi− 0.0 0.0 16 2 0.01 111 3 69 132
4.6.1 Selection efficiency
Most selection requirements are applied to the B+ → K+K−K+ normalisation mode in the
same way as for the signal modes. Therefore, the ratio of signal efficiencies in MC can be taken
as a reliable estimate of the ratio of signal efficiencies in data, since for most selection criteria
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any data/MC differences should cancel to first order. Systematic uncertainties arise where the
MC modelling of the efficiency may not be reliable, and also where different requirements are
made for the signal and normalisation modes.
4.6.1.1 MC and Data discrepancies
Ξ−b (Ω
−
b ) lifetime: The Ξ
−
b (Ω
−
b ) lifetime values used to generate the MC samples for signal
modes are τ(Ξ−b (Ω
−
b )) = 1.567 (1.135) ps, which are different from the most recent mea-
surements quoted in Table 4.1. Due to the dependence of the selection efficiency on the Ξ−b
(Ω−b ) decay time, I correct the average efficiency, and assign a corresponding systematic uncer-
tainty related to the precision on the measured lifetime. The correction factors to the average
efficiency for Ξ−b and Ω
−
b modes are 1.03 and 1.42, respectively. The uncertainty on the lifetime-
corrected average efficiency arising due to this correction procedure is at the level of 2% for Ξ−b
modes and 8% for Ω−b modes, owing to the fact that the Ω
−
b lifetime is known less precisely than
that of the Ξ−b baryon.
Ξ−b (Ω
−
b ) production kinematics: Similarly as discussed for the Ξ
−
b (Ω
−
b ) lifetime, one
might expect differences in pT dependence in the fragmentation fractions for MC and data
samples. To evaluate the systematic uncertainty from this effect, I calculate the difference in
the average efficiency when the MC samples are reweighted to match the pT distribution to
that of Ξ−b → pK−K− obtained from sWeighted data. Since this is the only channel with a
significant yield, I assume same systematic uncertainty for all other signal modes. The systematic
uncertainties arising due to MC and data discrepancies in Ξ−b (Ω
−
b ) production kinematics on the
average efficiency from this procedure for all modes is 15.6 %. This is the dominant systematic
uncertainty on the most precisely measured modes (Ξ−b → pK−K− and Ξ−b → pK−pi−).
In Sec. 4.2.3.2 I noted that the distribution of Bu PTASYM 1 5 variable is slightly
different for Ξ−b → pK−K− and B+ → K+K−K+ MC samples. Since I have already assigned
a systematic uncertainty due to data/MC differences in the pT distribution, adding a further source
would artificially inflate the uncertainty due to double counting. Therefore, I do not consider this
further.
4.6.1.2 Trigger
A possible bias can arise from a mismatch of the MC and data L0Hadron trigger efficiency,
caused by mis-calibration of the calorimetric transverse energy measurements. A data-driven
procedure is employed where the L0Hadron efficiency for pions, kaons, and protons, for both
magnet configurations, and for 2011 and 2012 are obtained as a function of pT of the particle.
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This information is then used to create corrected total efficiency maps as a function of SDP
variables. The systematic uncertainty from this effect is taken as the difference in the average
efficiency evaluated with uncorrected and corrected efficiency maps. The size of the systematic
uncertainty on the average efficiency for Ξ−b → pK−K− mode is 5.9%. The uncertainty on other
modes have been evaluated in the similar fashion to that of Ξ−b → pK−K−.
4.6.1.3 Vetoes
Vetoes are applied to remove possible contributions from Ξ−b → Ξ0c (ph)h′ decays. The efficiency
correction does not account for regions of phase space that are completely removed, and this
therefore introduces a systematic uncertainty. To evaluate the effect, I increase the veto window
by 50%; the shift in the result is assigned as the associated systematic uncertainty. A similar
treatment is applied for the veto of B+ → D0(h+h′−)h+ decays in the B+ → K+K−K+
normalisation mode. The relative systematic uncertainties on the branching fraction ratio with
respect to B+ → K+K−K+ from this source is largest for the Ω−b → pK−pi− mode and is at
the level of 9.5%.
4.6.1.4 Monte Carlo statistics
The efficiencies are evaluated from Monte Carlo samples with finite statistics. The effect is
evaluated from the distribution of results when the average efficiencies (including the SDP
dependent efficiencies) are varied within their uncertainties. The standard deviation of the
distribution of the branching fraction ratio, calculated using these average efficiencies is assigned
as the systematic uncertainty. The relative systematic uncertainties (%) on the branching fraction
ratio with respect to B+ → K+K−K+ from this source is largest for the Ω−b → ppi−pi− mode
and is at the level of 0.8%.
4.6.1.5 Phase-space (Phsp)
As highlighted in Sec. 4.5.2, for modes where a significant signal yield is observed, the average
efficiency is a weighted harmonic mean of efficiencies evaluated on a candidate-by-candidate
basis, where the weights are the sWeights obtained from the fit to signal modes. In this case, the
uncertainty related to the procedure of obtaining the SDP dependent efficiencies is estimated by
changing the SDP binning scheme to an adaptive one (approximately equal number of candidates
in all bins of 2D SDP). If no significant signal is observed however, the average efficiency is
assumed. The corresponding systematic uncertainty is taken from the scale of the variation of the
efficiency across the SDP. The relative systematic uncertainty (%) on the branching fraction ratio
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with respect to B+ → K+K−K+ from this source is largest for the Ω−b → ppi−pi− mode and is
at the level of 42.9%.
4.6.1.6 Particle Identification (PID)
The uncertainty introduced by the finite size of the calibration and MC control samples are already
taken into account in the statistical error quoted in Table 4.11 in Sec. 4.3.3. The assumptions that
are made in the calculation of PID efficiencies are as follows:
• The RICH response can be completely parametrised by p, pT, and nTracks. This is
generally accepted to be true to a good approximation.
• The efficiency is smoothly varying within the chosen bins of the p, pT, and nTracks
variables. To evaluate the uncertainty from this, I consider different binning schemes for
the PIDCalib calibration data and repeat the calculation of the efficiencies.
• An extra 0.3 % systematic uncertainty (0.1 % per track) is added to account for the cor-
relation between p, pT, nTracks and the variable fitted to extract the sWeights by the
PIDCalib package [121].
• The kinematic distributions of the signal for MC and data samples are assumed to not
only match amongst themselves but also match the corresponding distributions of the
PIDCalib calibration data sample. The binning in p and pT deals with any disagreement
between the kinematics of the signal channel and calibration channels. A source of potential
differences in kinematics between data and MC could arise due to mis-modelling of the Ξ−b
(Ω−b ) differential production cross-section (with respect to pT and rapidity). This has not
yet been measured, and is modelled in the MC using PYTHIA. The PYTHIA distribution is
reasonably reliable, since it is tuned to reproduce the known production characteristics of
other b hadrons [137].
The relative systematic uncertainties (%) on the branching fraction ratio with respect to
B+ → K+K−K+ from the assumptions made above in the PID efficiency evaluation is largest
for the Ω−b → ppi−pi− mode and is at the level of 5.8%.
4.6.2 Fit model
The fitting procedure introduces three sources of systematic uncertainty. The systematic uncer-
tainties related to the fit model are presented as absolute uncertainties on the value of Nsig/Nnorm.
For the reader’s convenience, we present in Table 4.22 the central values and statistical uncer-
tainties of these values. We also show here the combined statistical plus systematic significance
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for the modes with statistical significance > 3σ (see Table 4.19). These three sources are briefly
described below.
Table 4.22: Central values of ratio of signal yield to normalisation yield and the statistical
uncertainty on them. The total (statistical plus systematic) significance are also given.
Mode Nsig/Nnorm (10−6) Stat. Error (10−6) Significance (stat + syst)
Ξ−b → pK−K− 1642 206 8.7σ
Ξ−b → pK−pi− 1181 318 3.4σ
Ξ−b → ppi−pi− 657 354 —
Ω−b → pK−K− −55 50 —
Ω−b → pK−pi− −151 182 —
Ω−b → ppi−pi− 398 273 —
4.6.2.1 Fit model choice
The choice of the fit model introduces an uncertainty that is estimated by repeating the fit with
alternative fit models for each component, by considering the inclusion of components that are
excluded in the baseline fit, and by relaxing some of the constraints. The nominal fit consists of
DCB PDFs for the signal and baryonic cross-feed distributions, an ARGUS function convolved
with a Gaussian resolution function to model the partially-reconstructed background and an
exponential function to model mesonic cross-feed distributions and model the combinatorial
background. To evaluate systematic uncertainty from these sources I make the following changes
to the model:
• The signal and normalisation models are replaced with a double Hypatia function.
• The cross-feed models and partially reconstructed background models are replaced with
RooKeysPdf kernel density estimates.
• The combinatorial background model is replaced with a second order Chebychev polyno-
mial.
• In order to simplify the fit, a reduced set of cross-feed and partially reconstructed contribu-
tions is included in the baseline model (see Sec. 4.4.1.2). The effect of this is evaluated by
considering the effect on the signal of including additional fit components.
• In the normalisation fit model, to account for the data/MC differences in the mean and
width of different (signal and cross-feed) components modelled as either single or double
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Crystal Ball PDFs, I have introduced the floating µshift and σscale parameters respectively.
I expect similar data/MC differences in the fit to the signal modes. In my nominal fit model,
the µ of the signal component (which is modelled as DCB) is fixed to the most precise
measurement of Ξ−b (Ω
−
b ) mass. For baryonic cross-feed, to simplify the fit model, I fix
it to the one obtained from a fit to MC and do not introduce a floating µshift term here. I
evaluate a systematic uncertainty arising from this effect by introducing a common µshift
parameter on the means of baryonic cross-feed components, whose value will be fixed
to the one taken from the normalisation fit. The difference in the expected signal yields
obtained from this procedure and from my nominal fit model is assigned as a systematic.
In the case of the width of signal, baryonic cross-feed and PRB components, I have
assumed that the magnitude of the σscale is the one taken from the normalisation mode
fit. To evaluate a systematic uncertainty arising from this assumption, I first do a fit to the
normalisation mode using DCB PDFs with non-common widths and two separate scale
factors for each width. I then use these separate values of the scale factors obtained from
the normalisation mode in the fit to signal modes to evaluate the systematic uncertainty
(the biggest of the systematic uncertainty from the two scales is used).
• Another simplification of the fit is made by constraining some of the parameters to be
identical to each other (see Sec. 4.4.2). The systematic uncertainty from these choices
is evaluated by running the fit with different configurations. One such constraint is the
requirement that the slope parameter of the combinatorial background be the same for all
signal final states.
Table 4.23 lists all the systematics from the fit model choice. The systematics are reported
in terms of the difference (as a percentage) in the ratio of the signal yield to the normalisation
yield. We will also quote the total systematic from the fit model – the sum in quadrature of all
model systematics for a particular mode.
4.6.2.2 Fixed parameters
To increase the simultaneous fit stability certain shape parameters are fixed in the final fit. To
estimate the systematic uncertainty introduced by these fixed parameters, I generate an ensemble
of toy pseudo-experiments based on the nominal fit results. Using the covariance matrix from
the fits to simulation I also generate new sets of values for the fixed PDF parameters. Every toy
experiment is fitted using each of these new sets of values as well as the nominal values. The
distribution of the difference between the yield returned by the fit using the nominal parameter
values and the yields from each of the fits using the modified parameter values is plotted for
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Table 4.23: Absolute systematic uncertainties arising from various choices of fit model on the
ratio of signal yield to the normalisation yield. The total is the sum in quadrature of all other
entries.
Mode Model I (10−6) Model II (10−6) Model III (10−6) Model IV (10−6) Model V (10−6) Total (10−6)
Ξ−b → pK−K− 4.96 10.05 11.07 1.69 24.46 29.15
Ξ−b → pK−pi− 4.07 25.99 46.57 33.40 18.64 65.76
Ξ−b → ppi−pi− 11.09 51.76 91.03 80.34 79.56 154.52
Ω−b → pK−K− 1.98 13.66 13.63 5.67 18.73 27.56
Ω−b → pK−pi− 53.00 65.10 65.24 64.78 14.53 125.35
Ω−b → ppi−pi− 42.58 49.78 29.74 69.85 16.31 101.60
every toy experiment and the standard deviation of each of these distributions is determined.
The systematic uncertainty is assigned to be the average value of the standard deviation over the
ensemble of toy experiments. Table 4.24 shows the absolute systematic uncertainties on the ratio
of the signal yield to the normalisation yield arising due to this procedure.
Table 4.24: Absolute systematic uncertainties arising from fixing various shape parameters on the
ratio of signal yield to the normalisation yield.
Mode Fixed Parameters (10−6)
Ξ−b → pK−K− 24.02
Ξ−b → pK−pi− 17.81
Ξ−b → ppi−pi− 9.98
Ω−b → pK−K− 0.87
Ω−b → pK−pi− 2.59
Ω−b → ppi−pi− 5.91
4.6.2.3 Fit bias
Using a similar procedure as the blind fit stability study in Sec. 4.4.3, multiple toy pseudo-
experiments are generated with the yield and fit parameters extracted from the nominal unblinded
fit to signal modes. The results of the study show that all fitted yields are consistent with being
unbiased; since the precision of this statement is limited by the size of the ensemble generated,
the difference in the mean yield value of the toys and the nominal yield will be assigned as a
systematic uncertainty. Table 4.25 shows the absolute systematic uncertainties on the ratio of
the signal yield to the normalisation yield arising due to this procedure. These uncertainties are
negligible compared to other sources.
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Table 4.25: Absolute systematic uncertainties arising from the fit bias on the ratio of signal yield
to the normalisation yield.
Mode Fit bias (10−6)
Ξ−b → pK−K− 0.24
Ξ−b → pK−pi− 7.51
Ξ−b → ppi−pi− 4.50
Ω−b → pK−K− 1.69
Ω−b → pK−pi− 6.59
Ω−b → ppi−pi− 6.94
Ξ−b → pK−K− 10.63
Ξ−b → pK−pi− 4.65
Ξ−b → ppi−pi− 14.62
Ω−b → pK−K− 51.31
Ω−b → pK−pi− 159.1
Ω−b → ppi−pi− 10.11
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4.7 Results of the analysis
In this analysis, I have searched for the decays of the Ξ−b and Ω
−
b baryons to the charmless final
states ph−h′− using the proton-proton collision data collected by LHCb at centre-of-mass energies√
s = 7 and 8 TeV, corresponding to an integrated luminosity of 3 fb−1. Taking into account both
statistical and systematic uncertainties arising from the fitting procedure, the Ξ−b → pK−K−
decay is observed with a significance of 8.7 standard deviations, and evidence at the level of
3.4 standard deviations is found for the Ξ−b → pK−pi− decay. To obtain these significances
one first calculates the profile likelihood ratio (−2 ln L(Nsig)L(Nbest) ) as function of signal yield (Nsig),
where Nbest denotes the best estimate of the signal yield from the likelihood minimisation. The
profile likelihood ratio is then convolved with a Gaussian of mean zero and width given by the
systematic uncertainty arising from the fitting procedure alone. By invoking Wilks theorem, the
p-value is obtained from
√−2∆ lnL assuming a χ2 distribution with degrees of freedom equal
to the difference in dimensionality of L(Nsig) and L(Nbest). The p-value is then converted into
equivalent “Gaussian significance” using the relation
√
2 erfc−1(p).
In this analysis, a charmless decay of a baryon containing both beauty and strange quarks
(Ξb) is observed for the first time. The measurement of the branching fractions and investigation
of the Dalitz plot distribution of the observed Ξ−b → pK−K− mode is presented in the following
subsections.
4.7.1 Branching fractions
In this subsection, I report the products of branching fractions and b-hadron production fractions
relative to the B− → K+K−K− normalisation channel. These are determined using Eq. 4.2 for
all channels,
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B(Ξ−b → pK−K−)
B(B+ → K+K−K+) ×
fΞ−b
fu
= ( 265± 35 (stat)± 47 (syst) )× 10−5 ,
B(Ξ−b → pK−pi−)
B(B+ → K+K−K+) ×
fΞ−b
fu
= ( 259± 64 (stat)± 49 (syst) )× 10−5 ,
B(Ξ−b → ppi−pi−)
B(B+ → K+K−K+) ×
fΞ−b
fu
= ( 74± 40 (stat)± 36 (syst) )× 10−5 ,
B(Ω−b → pK−K−)
B(B+ → K+K−K+) ×
fΩ−b
fu
= ( −9± 9 (stat)± 6 (syst) )× 10−5 ,
B(Ω−b → pK−pi−)
B(B+ → K+K−K+) ×
fΩ−b
fu
= ( −23± 28 (stat)± 23 (syst) )× 10−5 ,
B(Ω−b → ppi−pi−)
B(B+ → K+K−K+) ×
fΩ−b
fu
= ( 48± 33 (stat)± 28 (syst) )× 10−5 .
The branching fractions of Ξ−b → pK−pi− and Ξ−b → ppi−pi− relative to Ξ−b →
pK−K− decays are also measured
B(Ξ−b → pK−pi−)
B(Ξ−b → pK−K−)
= ( 977± 274 (stat)± 85 (syst) )× 10−3 ,
B(Ξ−b → ppi−pi−)
B(Ξ−b → pK−K−)
= ( 279± 155 (stat)± 132 (syst) )× 10−3 .
Since the signals for Ξ−b → ppi−pi−, Ω−b → pK−K−, Ω−b → pK−pi− and Ω−b →
ppi−pi− are not significant, I set upper limits on their relative branching and fragmentation
fractions. Specifically, the likelihood obtained from the fit (as a function of signal yield) is
converted into a likelihood as a function of the relative branching and fragmentation fractions.
This is then convolved with a Gaussian of width given by the total systematic uncertainty.
The upper limits are set by integrating the likelihood after multiplying by a prior probability
distribution that is uniform in the region of positive branching fraction. The obtained upper limits
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are
B(Ξ−b → ppi−pi−)
B(B+ → K+K−K+) ×
fΞ−b
fu
< 147 (166)× 10−5 ,
B(Ω−b → pK−K−)
B(B+ → K+K−K+) ×
fΩ−b
fu
< 18 (22)× 10−5 ,
B(Ω−b → pK−pi−)
B(B+ → K+K−K+) ×
fΩ−b
fu
< 51 (62)× 10−5 ,
B(Ω−b → ppi−pi−)
B(B+ → K+K−K+) ×
fΩ−b
fu
< 109 (124)× 10−5 ,
where the limits are at 90 (95) % confidence level.
I also quote the upper limits at 90 (95) % confidence level for the relative branching
fraction of Ξ−b → ppi−pi− with respect to Ξ−b → pK−K−.
B(Ξ−b → ppi−pi−)
B(Ξ−b → pK−K−)
< 554 (626)× 10−3 ,
Figure 4.29, shows ∆ lnL scans as functions of the relative branching fraction and
fragmentation fractions. For non-significant modes, the upper limits are also shown. I also show
∆ lnL scans as functions of the relative branching fraction of Ξ−b → pK−pi− and Ξ−b → ppi−pi−
with respect to Ξ−b → pK−K− in Figure 4.30.
4.7.2 Dalitz plot of Ξ−b → pK−K− mode
In this subsection, I inspect any quasi-two-body contributions to the observed Ξ−b → pK−K−
mode. The signal sWeighted distributions of the Ξ−b → pK−K− data in the Dalitz plot is
shown in Figure 4.31. In the m(Kp)min spectrum, one can notice a clear peak from Λ(1520)
(JP = 32
−) and another that might arise from the combination of Λ(1670) (12
−) and Λ(1690)
(32
−) resonances, together with broader contributions that extend above 2000 MeV. Compared to
the pK− structures seen in the amplitude analysis of Λ0b → J/ψpK− (see Figure 4.32) [21], there
appears to be less contribution from Λ(1600) and Λ(1810), both of which have JP = 12
+, in my
data. There seems to be no clear resonant contribution in mmax(pK) and no exotic contribution
in the mmin(KK) distribution.
The plan of the next chapter is to increase the yield of Ξ−b → pK−K−, investigate the
quasi-two-body contributions and search for CP violating effects through an amplitude analysis
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Figure 4.29: ∆ lnL scans as functions of relative branching fraction and fragmentation fractions
for the signal modes. For non-significant modes, blue shaded areas which represent the 90 (95) %
confidence intervals. The black line is with statistical uncertainty only and the blue line includes
systematic uncertainties. From left to right, top to bottom: Ξ−b → pK−K−, Ξ−b → pK−pi−,
Ξ−b → ppi−pi−, Ω−b → pK−K−, Ω−b → pK−pi− and Ω−b → ppi−pi−.
of this decay mode.
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Figure 4.30: ∆ lnL scans as functions of relative branching fraction of (left) Ξ−b → pK−pi− and
(right) Ξ−b → ppi−pi− with respect to the Ξ−b → pK−K− mode. The blue shaded areas represent
the 90 (95) % confidence interval. The black line is with statistical uncertainty only and the blue
line includes systematic uncertainties.
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Figure 4.31: Scatter plot of the phase space (top) with background subtraction applied for
Ξ−b → pK−K− data sample. (Bottom) Background-subtracted (through signal sWeights) and
efficiency-corrected 1D projections of mmin(pK), mmax(pK) and mmin(KK). Here I have
folded the DP due to the Bose symmetry of the indistinguishable pseudo-scalar particles (K1,K2)
in the final state.
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Figure 4.32: Results for m(K−p) for the best model obtained for Λ0b → J/ψpK− decays that
contains two charmonium-pentaquark (P+c ) states [21]. The data are shown as (black) squares
with error bars, while the (red) circles show the results of the fit. Each Λ∗ component is also
shown. The (blue) open squares and (purple) solid squares show the two P+c states.
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CHAPTER5
Search for CP violation in
Ξ−b → pK−K− decays
“ Sometimes, if you pay real close attention to the pebbles you will find outabout the Ocean. ”
Sir Terry Prachett, Lords and Ladies
5.1 Introduction
The phenomenon of CP violation has been well studied in B mesons decays, however no
significant manifestation of CP violation has yet been observed in the decay of any baryon. It
is therefore of great interest to search for CP violation in the baryon sector and thereby test
the Standard Model prediction. It was mentioned in the previous chapter that, limits on (phase-
space integrated) CP violation parameters have been set for Λ0b → pK− and ppi− [106, 138],
K0Sppi
− [102], ΛK+K− and ΛK+pi− channels [104]. Searches for asymmetries in regions of
the phase-space of the four-body charmless hadronic Λ0b → ppi−pi+pi−, Λ0b → ppi−K+K−,
Λ0b → pK−pi+pi−, Λ0b → pK−K+K− and Ξ0b → pK−pi+K− decays have also been carried
out, with 3.3σ evidence of a CP violation effect in Λ0b → ppi−pi+pi− decays [107, 108].
Since large CP asymmetries have been seen in B meson decays to three charged par-
ticles [63, 99, 100], it is natural to look for such effects in similar decays of b baryons. In the
previous chapter, I searched for Ξ−b (bsd) and Ω
−
b (bss) decays to ph
−h′− final states with LHCb
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Run I (2011–2012) data, which revealed the first observation of Ξ−b → pK−K− decays [135].
This channel is therefore the most attractive of the ph−h′− channels with which to search first for
CP violation effects.
The analysis performed in the previous chapter resulted in a signal yield of around 80
Ξ−b → pK−K− decays, which is not sufficient for a detailed study of CP violation effects
varying across phase space. In order to have sensitivity to such effects, it is necessary to increase
the yield as much as possible, this will be achieved in two ways.
The first is to include Run II (2015–2016) data. The analysis described in this chapter is
based on the data sample accumulated by LHCb in 2011-2016, comprising 1 fb−1 collected at pp
collision centre-of-mass energy
√
s = 7 TeV (2011), 2 fb−1 collected at
√
s = 8 TeV (2012) and
2 fb−1 collected at
√
s = 13 TeV (2015–16). Since the b production cross-section varies with
√
s,
and due to changes in operating conditions (in particular, trigger efficiency) between run periods,
we can estimate as increase in yield of more than a factor of two with respect to the previous
chapter.
The second improvement in yield comes from a better signal efficiency, achieved in this
chapter by improving the selection criteria. In particular, a dedicated stripping line (as compared
to the line designed for B+ → h+h′−h′′+ decays used in the analysis presented in the previous
chapter) will be exploited. Further improvement comes from a more sophisticated use of the
particle identification variables and the multivariate classifier: the key tools to discriminate signal
from background. An increase of efficiency of around a factor of 2 has been achieved, for
comparable background levels.
Phase space dependent CP violation effects in multibody b-hadron decay can be searched
using either model-independent or a model-dependent approach. The former can be used with
smaller data samples, and relies less on understanding the resonant structures that are present
in the decay. It is therefore of limited use in associating any observed effects to the underlying
physical decay processes. The model-dependent approach aims at a complete description of
the underlying physical processes and therefore has, in principle, the best possible sensitivity.
In practice, uncertainties associated with the modelling of the hadronic resonances and other
issues associated with the complexity of the fit (e.g. instabilities, correlations between parameters,
multiple solutions) can be significant and in some cases prevent a clear interpretation of the
results.
Until recently, very few amplitude analyses of multibody baryon decays had been carried
out. However, LHCb has shown that the challenges can be met, at least for high yield channels
such as Λ0b → J/ψpK− [21], J/ψppi− [139] and D0ppi− [126]. It therefore seems timely to
attempt to address the challenge of performing an amplitude analysis of a charmless three-body b
baryon decay. This challenge includes the fact that CP violation effects should be included for
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the first time in any amplitude analysis of a baryon decay.
In Sec. 5.2 of this chapter, I discuss how the signal selection efficiency is improved. In
Sec. 5.3, I determine the signal and background fit fractions that form inputs to the amplitude
analysis of Ξ−b → pK−K− decays. An update on the result for the ratio of production frac-
tions and branching fractions
(
fΩ−b
/fΞ−b
)
× (B (Ω−b → pK−K−) /B (Ξ−b → pK−K−)) is
included. The description of the amplitude analysis, and the method used to establish the baseline
model, is given in Sec. 5.4. Since the analysis is currently blind to the CP violation parameters, I
present the sensitivity that can be achieved on the CP violation parameters with the present data
using a toy study in Sec. 5.5. Finally, the future work involved and the summary of the chapter is
presented in Sec. 5.6.
5.2 Gain in the signal selection efficiency
In this section, I discuss in detail the signal selection procedure employed to improve the selection
efficiency by a factor > 2 for Run I (2011–2012) data when compared to previous chapter. The
changes to the signal selection procedure are discussed in Sec. 5.2.1 and the variation of the
efficiency of the selection procedure over the phase space is determined in Sec. 5.2.2.
5.2.1 Changes to the signal selection
The improvement in the signal selection has been achieved by use of a dedicated stripping line,
an improved use of particle identification variables and use of a better performing multivariate
classifier algorithm. Details are discussed in the following sub-sections.
5.2.1.1 Stripping
This analysis, is based on a data sample that consists of candidates that are reconstructed from
three charged particles. This sample undergoes a set of pre-selection requirements that is different
to the analysis presented in the previous chapter. In this analysis, the reconstructed candidates
are selected using the StrippingXb2phhLine stripping line designed to preserve the whole
phase space of the decays, and in particular the low two-body invariant mass region, for the ph
system, where Λ∗0(1520) and (for ppi−) the N∗0(1520) resonances are expected to be present.
Only a loose requirement on the kinematic variables is applied on the daughter tracks and none
on the two-body pairs is applied. The two like-charged particles have no particle identification
(PID) requirement, but the particle that has been assigned a proton mass has a loose ProbNNp
requirement applied in order to reduce the retention rate to an acceptable level. Moreover, in
order to avoid border effects in the invariant mass of Ξ−b (Ω
−
b ) candidates, the minimum invariant
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mass is calculated using the pKK mass hypothesis, while the maximum is calculated using the
ppipi mass hypothesis.
A summary of the stripping line selection requirements is presented in Table 5.1. All
topological selections used in this analysis are in terms of variables significance, in order retain
the best reconstructed candidates irrespective of the absolute variable value e.g. flight distance χ2
is used instead of flight distance. The requirement on the minimal pT of the daughters has been
tuned in order to cope with the allowed retention rate and to preserve the signal efficiency of the
quasi 2-body decays at threshold for the intermediate resonances.
Table 5.1: Requirements imposed in the stripping line StrippingXb2phhLine.
Variable definition Requirement
Requirements on daughter tracks (p,pi)
Daughter tracks’ momentum p > 1500 MeV/c
Daughter tracks’ transverse momentum pT > 250 MeV/c
Daughter tracks’ χ2 over degrees of freedom Trk. χ2/ndf < 3.0
Daughter tracks’ minimum impact parameter χ2 to any PV Min. χ2IP > 16.0
Daughter tracks’ probability of being a ghost track Probghost < 0.40
Proton track’s probability of being a proton ProbNNp > 0.05
Combination requirements (before vertex fit)
Mass of the X−b candidate with pKK tracks hypothesis mpKK > 5195 MeV/c
2
Mass of the X−b candidate with ppipi tracks hypothesis mppipi < 6405 MeV/c
2
X−b candidate’s transverse momentum pT > 1500 MeV/c
Vector sum of the daughter tracks’ transverse momentum Σdaug.pT > 3500 MeV/c
Distance of closest approach χ2 of any two daughters χ2DOCA < 20
Combination requirements (after vertex fit)
X−b candidate’s vertex χ
2 χ2vtx < 20
X−b candidate’s flight distance χ
2 w.r.t. best PV χ2FD > 50
X−b candidate’s impact parameter χ
2 w.r.t. best PV χ2IP < 16
Cosine of the X−b candidate pointing angle cos(θDIRA) > 0.9999
5.2.1.2 Trigger
The ability to associate the offline particles with the trigger objects allows us to form TOS
and TIS categories (See Sec. 3.5 for more details). Hadronic final states are selected, at the
L0 hardware trigger stage, requiring either the L0 hadron trigger firing as TOS or the global
L0 trigger firing as TIS. At the first stage of the high level trigger (HLT1) candidates are re-
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quired to have high pT and include tracks with significant impact parameter (IP) (triggering
the Hlt1TrackAllL0Decision TOS line and either Hlt1TrackMVADecision TOS or
Hlt1TwoTrackMVADecision TOS for Run I (2011–2012) and Run II (2015–2016), respec-
tively). At the second stage of the high level trigger (HLT2) one of the topological triggers is
required to fire.
These are implemented for Run I (2011–2012) as requiring
(L0Global TIS || L0HadronDecision TOS) &&
Hlt1TrackAllL0Decision TOS &&
(Hlt2Topo{2,3}BodyBBDTDecision TOS)
and Run II (2015–2016) as requiring
(L0Global TIS || L0HadronDecision TOS) &&
(Hlt1TrackMVADecision TOS || Hlt1TwoTrackMVADecision TOS)&&
(Hlt2Topo{2,3}BodyDecision TOS)
5.2.1.3 Offline selection
Candidates with Muons in the final state are vetoed by requiring !isMuon in data and MC
samples prior to MVA training and selection. The invariant mass of pKK (m(pKK)) is required
to lie within the fit range [5545, 6470] MeV/c2. The lower limit has been chosen to minimise
both loss in the signal efficiency and in background contribution. The upper limit is chosen to
avoid any effect on m(pKK) from the stripping requirement on m(ppipi).
Use of particle identification (PID) information: From the previous chapter, we learned that
the major background contribution originated from combinatorial background, consisting mainly
of random pion tracks from the event reconstructed with the mass hypothesis of the signal final
state particles. Significant backgrounds can also occur from cross-feed, in which a b-hadron decay
has a final state particle misidentified. Since the global neural network based (ProbNN) PID
variables were designed to reduce mis-identification of final state particles, developing a selection
requirement that takes into account the correlation of the PID variables with other topological
and kinematic variables could be beneficial in discriminating signal from background. Hence,
these PID variables are included in the MVA training along with other discriminating variables.
However, we have already discussed how the response of the PID is not very well
modelled in simulation. Therefore, one needs to either resample or correct these PID variables
using calibration samples. I use the PIDGen package that facilitates resampling, with the
limitation here that only one ProbNN variable per track can be used since any correlation with
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other ProbNN variables of the same track is lost (therefore as a future improvement one can
use the PIDCorr package which is under development). The corrections are implemented
using PDFs that are functions of the PID variable being resampled, the track p, η and event
multiplicity (nTracks) variables. Therefore I choose to resample the following PID variables
using PIDGen:
1st final state particle (K mass hypo.) : h1 PROBNNK ,
2nd final state particle (K mass hypo.) : h2 PROBNNK ,
3rd final state particle (p mass hypo.) : p PROBNNp .
Note that the PDF templates of the calibration samples can in principle be different for
particle and their charge conjugate as they can interact differently with the sub-detectors that
provide the PID information. To account for such asymmetry in PID efficiencies the charge of
the particle is taken into account and separate templates are used.
MVA training samples and input variables: The following samples are used as signal and
background samples to train the MVA algorithm:
• Signal sample: MC sample with all the above selection criteria applied. This sample
consists of 135055 and 324958 signal MC candidates for Run I (2011–2012) and Run II
(2015–2016), respectively.
• Background sample: Data sample with all the above selection criteria applied, excluding
the m(pKK) selection, which is modified to select candidates that lie in the signal region
defined as 5600 < m(pKK) < 6250 MeV/c2, i.e. approximately between the Ξ−b mass
(5794.4 MeV/c2) − 10σ and the Ω−b mass (6049 MeV/c2) + 10σ where σ is the signal
resolution and is approximately 16 MeV/c2 (obtained from the fit to m(pKK) in the
Ξ−b → pK−K− MC sample). This sample consists of 563497 and 1367519 background
data candidates for Run I (2011–2012) and Run II (2015–2016), respectively.
It should be noted that the background sample contains sidebands both above and below the
wide signal region. In many analyses, only the upper sideband is used, since this region is
usually dominated by combinatorial background with little contribution from the more signal-like
partially reconstructed or cross-feed backgrounds. In such a case, the MVA is used essentially
to discriminate against combinatorial background only, and other selections are typically used
to reject other sources of background (for example, particle identification requirements in the
case that the associated variables are not included in the MVA). In the current case, however, the
variables that are most powerful to reject cross-feed (namely the particle identification variables)
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and partially reconstructed backgrounds1 are included in the MVA. Therefore, my MVA classifier
is used to reject all types of background and hence trained it accordingly, with a background
sample that contains all backgrounds.
As before, it was checked that the input variables for MVA training:
• Exhibit good discriminating power between signal and background samples. A list of the
input variables used to train the MVA with their definitions is shown in Table 5.2. The
discriminating power of these variables can be seen in Figures 5.1–5.2.
• Exhibit good agreement between MC and background-subtracted data. This issue was
studied by using a control mode (B−→ ppK−) that has high signal statistics and a similar
topology to my signal mode (see Appendix B for more detail). It was concluded from this
study that the variables used in the classifier training do not show any discrepancy between
simulated and background-subtracted data samples.
• Show no significant correlation between the phase space variables (Dalitz plot and angular
variables), m(pKK) and between each other. The correlation matrices of the input
variables for the background and signal samples for Run I (2011–2012) are shown in
Figure 5.3. A similar correlation matrix is obtained for Run II (2015–2016) samples. It was
also checked that the MVA output requirement does not introduce any bias in the m(pKK)
distribution in a purely combinatorial background sample i.e. a sample that consists of
like-charged final state particles, referred to here as the “same sign sample”. In other
words, variables that introduce fake structures in the m(pKK) distribution in the same
sign sample after applying the MVA output requirement were removed from the training.
MVA training performance: In this section I investigate the performance of different types of
MVA classifier algorithms and select that which gives the best performance.
I investigate decision tree based algorithms such as simple decision tree [140], random
forest [141], gradient boosted decision tree (xGBoost) [142] and uniform boosted decision
tree (uBoost) [143]. The aim of uBoost is to maintain an uniform efficiency of MVA output
requirement over a certain set of chosen variables such as phase space variables. This algorithm
took a lot of time to train and gave a lower accuracy of prediction in the test sample compared to
the random forest and xGBoost methods. Since my input variables do not show any significant
correlation with the phase-space variables, small gain was achieved from employing uBoost
and it was not considered in further investigations.
1The isolation requirements such as pT asymmetry for a cone in the η–φ plane and ∆χ2vtx, calculated by adding
and removing the most compatible extra track from B cand vertex fit
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Table 5.2: List of the input variables that enter the training of the MVA algorithm. Note that the
transformations on the variables are made to smooth out any sharp structures in the distributions.
Variable definition Short form
X−b candidate pointing angle (θDIRA). COSINV Xib DIRA OWNPV
pT asymmetry for a cone in η–φ plane B STRIP PTASYM 1 7
with radius 1.7
ln(∆χ2vtx + 2), calculated by adding and removing Transf B STRIP VTXISODCHI2ONETRACK
the most compatible extra track
from B cand vertex fit
ln(χ2IP of the leading pT track) Log IPCHI2 LEADING DAUG
ln(B cand vertex χ2/ndof) Log Xib ENDVERTEX CHI2NDOF
ln(χ2IP of B candidate wrt PV) Log Xib IPCHI2 OWNPV
ln(χ2FD of B candidate wrt PV) Log Xib VDCHI2 OWNPV∑
pT of all tracks sum h PT
PID var. for 1st track with K mass hypo. h1 PROBNNK
PID var. for 2nd track with K mass hypo. h2 PROBNNK
PID var. for 3rd track with p mass hypo. p PROBNNK
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Figure 5.1: MVA input variable distributions for signal (blue) and background (green) samples
for different data taking periods.
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Figure 5.2: Global PID variables resampled using the PIDGen package for signal (blue) and
background (green) samples for different data taking periods. Here ‘h1’, ‘h2’ and ‘p’ areK,K and
p particles respectively. For the 2015 data sample, the stripping requirement p PROBNNp>0.05
was applied with the Run I (2011–2012) tune (MC12TuneV2) instead of the Run II (2015–2016)
tune (MC15TuneV1) which I use in the MVA training. Therefore, for the 2015 MC sample
the resampling of p PROBNNp was carried after the same requirement was imposed on the
calibration samples.
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Figure 5.3: For Run I (2011–2012), correlation of the input variables with themselves, phase space variables (Conventional DP
vars:MIN MKpSq, MAX MKpSq; Square DP vars:mPrime,thPrime; angular variables:cThetap, phihh,phip) and m(pKK)
(denoted here Xib M) for (left) signal and (right) background samples. Note that the phase space variables have suffix MC for signal and
Xib2KKp for bkg samples.
I also investigate neural network based algorithms such as NEUROBAYES [144],
PyBrain [145] and Neurolab [146]. The accuracy of the prediction of Neurolab was
low compared to PyBrain and it was also time consuming to train, hence Neurolab was
excluded from further consideration. All the neural network based algorithms were trained with
one hidden layer with the same number of nodes as the number of input variables. Optimisation
of the number of hidden layers and the number of nodes inside each hidden layer was carried out,
however it was found that the gain in accuracy and ROC curve performance was very small at the
expense of the time spent in training.
I use the implementation of some of the above algorithms in the scikit-learn
package [147] and also use the Reproducible Experiment Platform (REP) python wrappers [148]
when investigating the performance of the above algorithms.
To enhance the performance of the classifiers and also not over-train them, I investigated
a few ensemble methods such as bagging, boosting and folding techniques [147]. In the end, I
decided to apply manual folding to avoid over-training, i.e. I trained 2 classifiers separately for
each run period on odd and even event number samples and evaluated them on the opposite event
number samples.
The performance of the classifiers (ROC curves) on test samples for Run I (2011–2012)
and Run II (2015–2016) is shown in Figure 5.4. The samples that contain even event number
candidates show a similar trend. It can be seen that for both runs the performance of xGBoost
is better than any of the other investigated classifiers. Therefore, I choose to employ this classifier
to reduce background contamination.
Optimisation of MVA output requirement to reject combinatorial bkg: To optimise a re-
quirement on the MVA output to reduce the combinatorial background contribution, I use S√
S+B
as a figure of merit (FoM). Here, ‘S’ and ‘B’ are respectively the number of signal and back-
ground candidates in the signal region, defined as 5700 < m(pKK) < 5900 MeV/c2. The
lower limit ∼ m(Ξ−b ) − 2.5σ and upper limit ∼ m(Ξ−b ) + 2.5σ, (here σ ≈ 16 MeV and the
choice of 2.5 is chosen as it gives a high purity sample with minimal Ξ−b → pK−pi− cross-feed
contribution), are taken from the fit to the MC sample. An alternative FoM, S
2
(S+B)
3
2
is often
used for amplitude analysis since it gives a cleaner sample, which can be better for determining
relative phases; however, my main concern is to obtain a sufficiently large sample to make the
amplitude analysis viable and therefore an MVA selection that results in a larger signal efficiency
is preferred, while still controlling the background contribution. Hence, S√
S+B
is used as the
FoM in my case.
The number of combinatorial background candidates (B) is estimated by fitting a first
order Chebychev polynomial (i.e. a straight line) to the higher mass sideband (defined as
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Figure 5.4: Performance of (left) NEUROBAYES algorithm and (right) the python based MVA
algorithms on the test sample for (top) Run I (2011–2012) and (bottom) Run II (2015–2016) odd
event number sample. Similar plots are seen for even event number sample.
6125 < m(pKK) < 6470 MeV/c2, where the lower limit ∼ m(Ω−b ) + 5σ and the upper limit
is the limit above which the stripping requirement on m(ppipi) is visible) and extrapolating the
background yield into the signal region defined earlier. It may be noted that for the background
estimate in the optimisation of the MVA output requirement I consider only combinatorial
background (by extrapolating from an upper sideband), while in the MVA training I consider all
types of background (by including both lower and upper sidebands). This does not introduce any
inconsistency into the analysis as the dominant background in the signal region after optimisation
of the MVA requirement is anyway expected to be combinatorial in nature.
The number of signal candidates (S) expected in the signal region is obtained using the
following expression:
S = 2× σ(pp→ bbX)× L× fΞ−b × B(Ξ
−
b → pK−K−)× tot . (5.1)
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It is know from previous chapter:
RΞ−b→pK−K− =
B(Ξ−b → pK−K−)
B(B+ → K+K−K+)×
fΞ−b
fu
= (265±35 (stat)±47 (syst))×10−5 (5.2)
so plugging Eq. 5.2 into Eq. 5.1, I obtain
S = 2× σ(pp→ bbX)× L
× (fu × B(B+ → K+K−K+)×RΞ−b→pK−K−)× 
tot .
(5.3)
In the above equations:
• The factor of ‘2’ arises since both b and b can hadronise into Ξ−b .
• σ(pp→ bbX) is the bb production cross-section in the acceptance of the LHCb experiment
which is measured in Ref. [149] to be (72.0± 0.3± 6.8)µb and (154.3± 1.5± 14.3)µb
for collisions with centre-of-mass energies of 7 and 13 TeV, respectively. For 8 TeV
collisions (data collected during 2012), I simply scale the σ(pp→ bbX) at √s = 7 TeV
by 87 .
• L is the integrated luminosity.
• fΞ−b and fu are the fragmentation fractions for Ξ
−
b and B
− respectively. The value of
fu = (33.7± 2.2)% is stated in Ref. [150] and is assumed to be the same for different data
taking periods (this assumption does not have a significant impact on the optimal MVA
output requirement).
• B stands for branching fraction: B(B+ → K+K−K+) = (3.40± 0.14)× 10−5 as stated
in the PDG [151].
• RΞ−b→pK−K− is given in Eq. 5.2.
• tot = geom × sel|geom, where geom is the geometrical efficiency (defined as the fraction
of accepted b-hadron candidates whose charged daughters are all in the acceptance region
of 10 < θ < 400 mrad) taken from generated MC samples from the analysis presented
in previous chapter to be (53.16 ± 0.16)% and sel|geom is the combined reconstruction,
stripping, trigger and offline (includes MVA output requirement) selection efficiencies
taken from MC samples.
It is important to note here that some of the assumptions that I have made in the calculation
of ‘S’ may not hold for some data taking periods and since the FoM depends on ‘S’, I investigate
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the dependence of the optimal MVA output requirement by varying ‘S’ by ±20% of its expected
value. Figures 5.5–5.6 show the values of ‘S’, ‘B’, sel|geom and the FoM as a function of
the MVA output requirement for Run I (2011–2012) and Run II (2015–2016), respectively. It
is evident from these figures that the optimal MVA output requirement does not significantly
change when ‘S’ gets varied by ±20% of its original expected value. The optimal MVA output
requirements are MVA> 0.945 and MVA> 0.965 for Run I (2011–2012) and Run II (2015–
2016), respectively. It is interesting to note that this procedure predicts signal yields of around
170 in Run I (2011–2012) and around 300 in Run II (2015–2016).
It can be seen from Fig. 5.1–5.2 that the input variables that go into the training of
MVA classifier show significant differences between Run I (2011–2012) and Run II (2015–2016)
samples. Due to this reason we have trained the MVA classifier on these two samples separately,
as a result we also choose to optimise a cut on these samples separately (one could also choose
to optimise a MVA cut using a combined Run I (2011–2012) and Run II (2015–2016) FoM.
Whether this choice would lead to a gain in signal efficiency and less background contribution
would require a separate study).
Cross-feed background rejection: The major potential cross-feed background contribution
to the m(pKK) spectrum comes from B+ → K+K−K+. I remove this contribution with a
veto region in the m(KKK) spectrum defined as m(B+)− 3σ < m(KKK) < m(B+) + 3σ.
Figure 5.7 shows the veto of B+ → K+K−K+ in m(KKK) spectrum and the effect of the
B+ → K+K−K+ veto on m(pKK) for different veto regions for Run I (2011–2012) and
Run II (2015–2016) samples. It can be seen that this background would be significant without a
veto, but is suppressed to negligible levels with the ±3σ requirement. The final veto region of
3σ around the B+ mass is selected since increasing the veto region leads to reduction in signal
efficiency and no significant decrease in background.
There could potentially be a contribution from the Ξ−b → pK−pi− decay for which
evidence was found in the Run I (2011–2012) analysis [135]. The expected level of Ξ−b →
pK−pi− crossfeed background can be calculated using the following formula
N(Ξ−b → pK−pi−) = N(Ξ−b → pK−K−)×
B(Ξ−b → pK−pi−)
B(Ξ−b → pK−K−)
× 
sel|geom(Ξ−b → pK−pi−)
sel|geom(Ξ−b → pK−K−)
,
(5.4)
where N is the yield and sel|geom includes all efficiency effects except those due to the geometry
(which are assumed to be the same betweenΞ−b → pK−K− andΞ−b → pK−pi− channels i.e. see
Table 4.9). To obtain N(Ξ−b → pK−pi−) from Eq. 5.4, I use:
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Figure 5.5: Optimisation of xGBoost classifier output requirement for Run I (2011–2012). (Top
left) number of background candidates (B), (top right) full offline selection efficiency for signal
(sel|geom), (bottom left) number of signal candidates (S) and (bottom right) FoM ( S√
S+B
) at
different scaling factors for ‘S’. The red line shows the optimal MVA output requirement.
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Figure 5.6: Optimisation of xGBoost classifier output requirement for Run II (2015–2016).
(Top left) number of background candidates (B), (top right) full offline selection efficiency for
signal (sel|geom), (bottom left) number of signal candidates (S) and (bottom right) FoM ( S√
S+B
)
at different scaling factors for ‘S’. The red line shows the optimal MVA output requirement.
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Figure 5.7: For Run I (2011–2012) data, (top left) m(pKK) invariant mass, after optimal
requirement on MVA output, at different veto regions defined inm(KKK) spectrum, constructed
when the p candidate is given K mass hypothesis, to reduce contribution from B+ → KKK →
pKK cross-feed background. (Top right) The corresponding m(pKK) distribution, with the
veto region of ±3σ indicated. (Bottom) Similar plots for Run II (2015–2016) data. The value of
σ = 15 MeV is taken from Ref. [135].
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• the value of B(Ξ
−
b→pK−pi−)
B(Ξ−b→pK−K−)
= 0.98 ± 0.29 taken from the result presented in previous
chapter. Note that systematic and statistical uncertainties are added in quadrature to obtain
the total uncertainty shown here;
• the values sel|geom(Ξ
−
b→pK−pi−)
sel|geom(Ξ−b→pK−K−)
= 0.28 ± 0.01 for Run I (2011–2012) and
sel|geom(Ξ−b→pK−pi−)
sel|geom(Ξ−b→pK−K−)
= 0.14±0.01 for Run II (2015–2016), taken from the corresponding
MC samples. Better rejection of pKpi background is achieved in Run II (2015–2016) due
to better PID performance.
In the fit to m(pKK), I apply Gaussian constraints to both B(Ξ
−
b→pK−pi−)
B(Ξ−b→pK−K−)
and
sel|geom(Ξ−b→pK−pi−)
sel|geom(Ξ−b→pK−K−)
. Note that in the fits to m(pKK) and also in the amplitude analysis,
I weight the Ξ−b → pK−pi− MC samples such that the Dalitz Plot (DP) distribution matches a
cocktail DP model (see Sub-sec. 5.4.3 for more details on the model). Systematic uncertainties
will be evaluated due to the model dependence.
A summary of all the offline requirements can be seen in Table 5.3.
Table 5.3: Summary of the offline requirements imposed on data sample.
Requirements
!isMuon on all final state tracks
5545 MeV < m(pKK) < 6470 MeV
MVA > 0.945 (Run I (2011–2012))
MVA > 0.965 (Run II (2015–2016))
m(B+)− 3× 15 MeV < m(KKK) < m(B+) + 3× 15 MeV
5.2.2 Efficiency of the signal selection
As mentioned in Sec 4.3 of the previous chapter, the detector geometry and reconstruction, in
addition to small correlations between the variables used in the selection and the phase space
variables, introduce some biases that favour certain parts of the phase space over others. Hence
accounting for the variation of the efficiency across the phase space in any branching fraction
calculation or amplitude analysis is necessary.
The efficiency can be factorised into components as
tot = geom × sel|geom , (5.5)
where
151
• geom is the geometrical efficiency, and is determined from MC samples generated uniform
in square Dalitz Plot variables. The phase space integrated geom values for all Run I
(2011–2012) and Run II (2015–2016) years and for both magnet polarity configurations are
reported in Table 5.4. It also shows the weighted average for each run period, i.e. weighted
according to the number of candidates in each sub-sample.
• sel|geom is the selection efficiency and is calculated from the standard MC samples gener-
ated uniform in square Dalitz Plot variables. It includes contributions from reconstruction,
stripping, trigger and offline (includes MVA output requirement) selections. I present, in
Table 5.5, the phase space integrated selection efficiency at each of the selection stages in
order to provide more precise information on where inefficiencies arise.
It was highlighted in Sec. 4.3 that the phase space of Ξ−b → pK−K− decays is charac-
terised by five independent variables that describe the decay kinematics. In this section I present
the variation of the efficiency over the two DP variables only and not the three angular variables,
since in the case of unpolarised Ξ−b (Ω
−
b ) decays the probability density should only depend
on the DP variables. In the case that the Ξ−b (Ω
−
b ) is polarised, the effect of the polarisation
cancels if the efficiency is symmetric over cos(θ
[Ξ−b (Ω
−
b )]
Res ) where θ
[Ξ−b (Ω
−
b )]
Res is the polar angle of
momentum of the resonance (Res) in the rest frame of Ξb. I show in Figure 5.8, the efficiency
as a function of cos(θ[Ξb]Res) folded at cos(θ
[Ξb]
Res) = 0. The relative difference in the efficiencies
between cos(θ[Ξb]Res) > 0 and cos(θ
[Ξb]
Res) < 0 is also shown. The efficiency over cos(θ
[Ξb]
Res) is not
fully symmetric. However, the bias introduced by the assumption of symmetric efficiency over
cos(θ
[Ξb]
Res) is small and would be of second order since the difference in efficiency is multiplied
by the Ξb polarisation which is expected to be small [126]. Therefore, for the nominal fit I only
consider the efficiency variation over the DP variables. I discuss below the total efficiency of the
signal selection procedure.
Total efficiency: The phase-space integrated total efficiencies (tot), evaluated using Eq. 5.5,
for signal modes are shown in Table 5.6. The spline interpolated total efficiency variation over
SDP position (with associated statistical errors) for the signal modes for Run I (2011–2012) and
Run II (2015–2016) are shown in Figure 5.9. I only show here efficiency variation over the phase
space for the Ξ−b → pK−K− signal mode, the variation of efficiency for the Ω−b → pK−K−
mode is very similar.
Comparing the total efficiency of signal selection presented in this section for Run I
(2011–2012) (Table 5.6) to that of the total efficiency presented in the previous chapter (see
Table 4.12), we see that a factor 3.4 improvement in the signal efficiency is achieved.
From Figure 5.9, it can be seen that the efficiency varies across the SDP between about
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Figure 5.8: (Top) Efficiency as a function of cos(θ[Ξb]Res) folded at cos(θ
[Ξb]
Res) = 0. (Bottom)
Relative difference in efficiency between cos(θ[Ξb]Res) > 0 and cos(θ
[Ξb]
Res) < 0. Note here that the
large relative differences in efficiency are in the areas where the statistics of the MC sample are
low and therefore these large differences are accompanied by large statistical errors.
0.08%–0.60% for Run I (2011–2012), and between about 0.2%–0.9% for Run II (2015–2016).
However, it should be noted that the regions of lowest efficiency correspond to tiny parts of the
conventional DP, which are magnified by the transformation. Neglecting these edges of the DP
phase space, the variation of the efficiency is relatively modest. In all the efficiency maps it is
evident that the b-hadron candidates with higher m′ values (corresponding to higher proton or
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Table 5.4: The fraction of generated b-hadron candidates that lie in the LHCb acceptance region of 0 < θ < 400 mrad and whose charged
daughters are all in the acceptance region of 10 < θ < 400 mrad for signal (geom).
Mode
geom (%)
2011 2012
Wght. avg. Run I (2011–2012)
2015 2016
Wght. avg. Run II (2015–2016)
MagDown MagUp MagDown MagUp MagDown MagUp MagDown MagUp
Ξ−b → pK−K− 53.32±0.06 53.32±0.06 53.79±0.06 53.79±0.06 53.67 ± 0.04 55.28±0.06 55.28±0.06 55.31±0.06 55.31± 0.06 55.31 ± 0.04
Ω−b → pK−K− 52.68±0.06 52.68±0.06 53.13±0.06 53.13±0.06 53.02 ± 0.03 54.75±0.06 54.75±0.06 54.71±0.06 54.71±0.06 54.72 ± 0.04
Table 5.5: Phase-space integrated offline selection efficiencies for signal (Ξ−b (Ω
−
b )→ pK−K−) modes. Statistical uncertainties are
also given. Note ‘R’ here refers to Reconstruction stage, ‘S’ refers to stage after stripping requirements ‘Trig’ here refers to trigger
requirements and ‘sel’ refers to full offline selection (i.e. R+S+Trig+Veto+MVA). Truth matched MC samples have been used to evaluate
these efficiencies.
Mode
R+S|geom (%)
2011 2012
Wght. avg. Run I (2011–2012)
2015 2016
Wght. avg. Run II (2015–2016)
MagDown MagUp MagDown MagUp MagDown MagUp MagDown MagUp
Ξ−b → pK−K− 13.47 ± 0.05 13.52 ± 0.05 12.84 ± 0.03 12.78 ± 0.03 12.98 ± 0.02 12.87 ± 0.03 12.95 ± 0.03 13.79 ± 0.02 13.87 ± 0.02 13.76 ± 0.02
Ω−b → pK−K− 14.16 ± 0.05 14.12 ± 0.05 13.41 ± 0.03 13.45 ± 0.03 13.6 ± 0.02 13.65 ± 0.03 13.8 ± 0.03 14.64 ± 0.02 14.61 ± 0.02 14.55 ± 0.02
R+S+Trig|geom
R+S|geom (%)
Ξ−b → pK−K− 39.23 ± 0.27 39.36 ± 0.27 38.34 ± 0.19 38.44 ± 0.19 38.61 ± 0.11 47.22 ± 0.22 46.9 ± 0.22 45.79 ± 0.15 45.81 ± 0.15 45.9 ± 0.1
Ω−b → pK−K− 40.19 ± 0.27 40.07 ± 0.27 39.22 ± 0.19 39.37 ± 0.19 39.49 ± 0.11 47.92 ± 0.22 48.19 ± 0.22 46.94 ± 0.15 46.9 ± 0.15 47.02 ± 0.1
sel|geom
R+S+Trig|geom (%)
Ξ−b → pK−K− 43.45 ± 0.47 43.45 ± 0.47 42.39 ± 0.33 43.59 ± 0.34 43.1 ± 0.2 51.2 ± 0.35 52.02 ± 0.35 50.15 ± 0.24 49.77 ± 0.24 50.09 ± 0.16
Ω−b → pK−K− 44.65 ± 0.47 45.09 ± 0.47 43.04 ± 0.34 44.7 ± 0.34 44.12 ± 0.2 52.48 ± 0.34 53.35 ± 0.34 51.26 ± 0.23 51.2 ± 0.23 51.37 ± 0.15
sel|geom (%)
Ξ−b → pK−K− 2.3 ± 0.02 2.31 ± 0.02 2.09 ± 0.01 2.14 ± 0.01 2.16 ± 0.01 3.11 ± 0.02 3.16 ± 0.02 3.17 ± 0.01 3.16 ± 0.01 3.16 ± 0.01
Ω−b → pK−K− 2.54 ± 0.02 2.55 ± 0.02 2.26 ± 0.01 2.37 ± 0.02 2.37 ± 0.01 3.43 ± 0.02 3.55 ± 0.02 3.52 ± 0.01 3.51 ± 0.01 3.51 ± 0.01
kaon momentum in the rest frame of the b-hadron) have a larger efficiency, while those with low
values of m′ (corresponding to lower proton or kaon momentum) have lower efficiency.
Table 5.6: Phase-space integrated total efficiencies (tot) for signal modes, with statistical
uncertainties.
Modes Run I (2011–2012) Run II (2015–2016)
tot (%)
Ξ−b → pK−K− 1.159 ± 0.005 1.748 ± 0.006
Ω−b → pK−K− 1.257 ± 0.005 1.921 ± 0.006
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Figure 5.9: For Run I (2011–2012), (Top, left to right) spline interpolation of total efficiency (tot)
map as function of SDP position and associated statistical error (δtot). (Bottom) Same plots
for Run II (2015–2016) samples. Similar variation of efficiency is observed for Ω−b → pK−K−
mode.
To establish the baseline amplitude model, I use the efficiency maps averaged over initial
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state charge (see Figure 5.9) since there are no significant differences between the efficiency maps
split by charge of the initial state (see Figure 5.10). However when conducting fits to data sample
split by initial state charge to investigate CPV effects, I use separate efficiency maps.
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Figure 5.10: (Top) Run I (2011–2012): Total efficiency (tot) map as function of SDP position
for (left) Ξ−b , (middle) Ξ
+
b and (right) pull distribution between them. (Bottom) Same for Run II
(2015–2016). Although no significant differences is visible from the pull distributions, I use these
efficiency maps when conducting fits to the individual Ξ−b and Ξ
+
b samples.
5.3 Determination of signal and background fit fractions
The amplitude analysis is conducted using a data sample with high signal purity obtained requiring
the candidates to lie in the signal region of the m(pKK) spectra. This signal region is chosen to
be m(Ξ−b )± 2.5σ where the value of σ = 17 MeV is taken from the fit to the Ξ−b → pK−K−
MC sample and m(Ξ−b ) = 5797.72 MeV is taken from Ref. [113]. The signal and background
fractions determined in this signal region form an input to the PDF to fit the DP distribution.
In this section I present the results of the unbinned extended maximum likelihood fit to the
pKK invariant mass spectrum and determine the signal and background fractions in the defined
signal region. The total PDF as a function of m(pKK) is composed of signal and background
components whose shape parameters have been taken from fits to the corresponding MC samples
with the same selection requirements imposed on them as the data sample. The fit is similar to
that used in the previous chapter, except that only the m(pKK) spectrum is studied, in contrast
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to the simultaneous fit to pKK, pKpi and ppipi spectra. There are also differences with regard
to the cross-feed background components. The Ξ−b → pK−pi− MC sample has been generated
flat in its square DP and its phase-space distribution is not known a priori. To obtain the shape
parameters, I assume a DP model which is composed of Λ(1405), Λ(1520), Λ(1690), N(1440),
N(1520), N(1535) and N(1650) resonances and weight my MC sample according to this model.
A systematic uncertainty will be assigned by varying the DP model. The yield of this component
is Gaussian constrained to the expected value(see Sec. 5.2.1.3 for the exact implementation.).
Negligible cross-feed from the Ω−b → pK−pi− mode is expected as it is highly suppressed.
The B+ → K+K−K+ cross-feed contribution has been vetoed from the data sample and any
residual contribution from this can be accommodated in the combinatorial background.
The fit results to the data sample for Run I (2011–2012) and Run II (2015–2016) are
shown in Table 5.7 and Figure 5.11. Table 5.8 shows the signal and background contributions in
the signal region m(Ξ−b )± 2.5σ. These are the yields that will be used in the amplitude analysis.
Table 5.7: Results of the fit to the m(pKK) spectrum.
Parameter Value
Run I (2011–2012) sample
Nsig(Ξ
−
b → pK−K−) 193± 21
Nsig(Ω
−
b → pK−K−) − 4± 6
Ncrsfd(Ξ
−
b → pK−pi− → pKK) (0.15± 0.06)×Nsig(Ξ−b → pK−K−)
NPRB(Ξ
−
b → K∗−(K−pi0)K−p→ pKK) 231± 34
Ncomb 721± 50
ccomb (−26.9± 2.5) ×10−4 GeV−1
σscale 0.97± 0.11
Run II (2015–2016) sample
Nsig(Ξ
−
b → pK−K−) 297± 23
Nsig(Ω
−
b → pK−K−) 15± 9
Ncrsfd(Ξ
−
b → pK−pi− → pKK) (0.14± 0.03)×Nsig(Ξ−b → pK−K−)
NPRB(Ξ
−
b → K∗−(K−pi0)K−p→ pKK) 442± 36
Ncomb 775± 51
ccomb (−21.9± 2.3) ×10−4 GeV−1
σscale 0.99± 0.08
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Figure 5.11: The results of the unbinned extended maximum likelihood fit to the m(pKK)
invariant mass spectrum for (top) Run I (2011–2012) and (bottom) Run II (2015–2016) data
samples.
5.3.1 Update of the ratio of production and branching fraction
With the analysis presented so far, the product of the ratios of fragmentation fractions and
branching fractions can be updated:
R =
fΩ−b
fΞ−b
× B(Ω
−
b → pK−K−)
B(Ξ−b → pK−K−)
=
N(Ω−b → pK−K−)
tot(Ω−b → pK−K−)×Ncorr(Ξ−b → pK−K−)
,
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Table 5.8: Ξ−b → pK−K− signal and background contributions in the signal region m(Ξ−b )±
2.5σ for Run I (2011–2012) and Run II (2015–2016). The value of σ = 17 MeV is taken from
the fit to the Ξ−b → pK−K− MC sample and m(Ξ−b ) = 5797.72 MeV is taken from Ref. [113].
Variables Run I: m(Ξ−b )± 2.5σ Run II: m(Ξ−b )± 2.5σ
S 181± 20 278± 21
Ncomb 90± 6 95± 6
Ncrsfd 16± 7 25± 6
B = Ncomb +Ncrsfd 107± 9 120± 9
S
B 1.7± 0.2 2.3± 0.2
S
S+B 63%± 3% 70%± 2%
where N(Ω−b → pK−K−) and (Ω−b → pK−K−) are the yield and efficiency of the Ω−b →
pK−K− mode respectively. The quantity Ncorr(Ξ−b → pK−K−) =
∑
i
wi
toti (Ξ
−
b→pK−K−)
is the
efficiency-corrected yield which is obtained from the sum over all candidates in the mass fit of the
ratio of the signal sWeight and the total selection efficiency for that candidate calculated from the
efficiency maps depending on the candidates phase space location. In the absence of a significant
signal for the Ω−b → pK−K− decay, it is not possible to calculate a similar corrected yield for it,
and therefore a global efficiency, rather than event-by-event (DP position dependent) efficiencies,
is used instead. Note that in contrast to the Run I (2011–2012) analysis [135], this result was not
obtained from a blind analysis. However the selection algorithms were designed to be optimised
for the Ξ−b → pK−K− amplitude analysis, not for the Ω−b → pK−K− search, and therefore no
large bias in the result is expected due to this effect.
The results for Run I (2011–2012) and Run II (2015–2016), with statistical uncertainties,
are
Run I (2011–2012):
fΩ−b
fΞ−b
× B(Ω
−
b → pK−K−)
B(Ξ−b → pK−K−)
= (−20± 30 (stat))× 10−3 ,
Run II (2015–2016):
fΩ−b
fΞ−b
× B(Ω
−
b → pK−K−)
B(Ξ−b → pK−K−)
= ( 51± 29 (stat))× 10−3 .
The statistical error on the corrected yield is evaluated as outlined in Ref. [152]. Sources of
systematic uncertainty are from the fit model, the uncertainty in the efficiency, the variation
of the efficiency for the unobserved Ω−b → pK−K− channel across the phase space; possible
mis-modelling of the Ω−b and Ξ
−
b production in simulation (in particular their pT and decay time
distributions). These will all be evaluated in the same way as in the previous analysis [135].
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The results from Run I (2011–2012) and Run II (2015–2016) are consistent, and no
significant Ω−b → pK−K− signal is seen in either. Therefore the results are combined, and an
upper limit set on the ratio of production fractions and branching fractions. The profile likelihood
scans as a function ofR are shown in Figure 5.12. The combined results are
Combined:
fΩ−b
fΞ−b
× B(Ω
−
b → pK−K−)
B(Ξ−b → pK−K−)
= ( 24± 21 (stat))× 10−3 .
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Figure 5.12: Run I (2011–2012), Run II (2015–2016) and combined normalised profile likelihood
scans as a function ofR.
From the combined value, I calculate the upper limit onR at 90 (95) % confidence level,
R90 (95), by integrating the likelihood, L(R), in the physical region of non-negative branching
fraction, such that ∫ R90 (95)
0
L(R)dR = 0.90 (0.95)×
∫ ∞
0
L(R)dR .
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Systematic uncertainties are included by convoluting the likelihood with a Gaussian of width
corresponding to the systematic uncertainty onR.
The obtained upper limits at 90 (95) % confidence level, combining Run I (2011–2012)
and Run II (2015–2016) data (including only statistical uncertainties, systematic uncertainties
need to be evaluated), are
R90 (95) = 56 (64)× 10−3 .
In the previous analysis of charmless three-body Ξ−b (Ω
−
b ) decays [135], results were not
obtained in terms of the quantityR reported here, but rather
RΞ−b→pK−K− ≡
fΞ−b
fu
B(Ξ−b → pK−K−)
B(B− → K+K−K−) = ( 265± 35± 47)× 10
−5 ,
RΩ−b→pK−K− ≡
fΩ−b
fu
B(Ω−b → pK−K−)
B(B− → K+K−K−) = ( − 9± 9± 6)× 10
−5 < 18 (22)× 10−5 .
Thus, ignoring possible correlations of the uncertainties, the previous analysis gives
R =
RΩ−b→pK−K−
RΞ−b→pK−K−
= (−34± 34± 23)× 10−3 .
The updated result can be seen to be consistent with, and more precise than, the previous
measurements (note here that the Run I (2011–2012) samples are correlated so comparison
between results is not straight forward).
5.4 Amplitude analysis
Our goal in this section is to develop a fit model to fit the phase space distributions of
Ξ−b → pK−K− decays, taking into account the variation of detection efficiency and back-
ground distribution over the phase space, using both Run I (2011–2012) and Run II (2015–2016)
data simultaneously. Using this nominal model the phase space distribution of Ξ−b and Ξ
+
b data
samples is fitted simultaneously to extract the CP violation parameters. When conducting fits to
establish the fit model, the total probability density function (PDF) of the phase space is defined
as:
Ptot(~θ,Ω) = 1
Ntot
[
NsigPsig(~θ,Ω) +NcombPcomb(Ω) +NcrsfdPcrsfd(Ω)
]
(5.6)
where subscripts ‘sig’, ‘comb’ and ‘crsfd’ respectively denote the signal, combinatorial and
cross-feed components. The symbol N denotes the expected yield of the components in the
signal region m(Ξ−b ) ± 2.5σ. These yields are fixed according to Table 5.8. Here Ntot is the
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total expected yield and is given by Ntot = Nsig +Ncomb +Ncrsfd. The symbol P represents
the PDF of each component, which are discussed in detail in this section, where ~θ and Ω denote
the parameters of the model and the phase space of Ξ−b → pK−K− decay, respectively.
The negative log likelihood that needs to be minimised after adding a Poisson term to
Eq. 5.6 (as done previously in Eq. 5.7), to extract best estimates of the parameters of the model
(~ˆθ) is given by:
− ln(L(~θ,Ω)) = Ntot − n ln(Ntot) + ln(n!)−
n∑
i
ln(P itot(~θ,Ω)) (5.7)
where n is the observed number of data candidates which is a constant and since an extended
likelihood fit is not being conducted, Ntot is also a constant. These constants do not affect the
minimisation procedure and can be ignored.
When conducting the fits to extract the CP violation parameters the total PDF is given
by:
Pqtot(~θ,Ω) =
1
Ntot
[
NsigPqsig(~θ,Ω) +Ncomb
(1− qAcomb)
2
Pqcomb(Ω)
+Ncrsfd
(1− qAcrsfd)
2
Pqcrsfd(Ω)
] (5.8)
where q = +1 for Ξ−b sample and q = −1 for Ξ+b sample. The likelihood for the above PDF is
constructed in a similar manner to that in Eq. 5.7.
5.4.1 Signal PDF
The signal PDF mentioned in Eq. 5.6, to establish the baseline model is given by
Psig(Ω) =
(Ω) dΓdΩ∫
Ω (Ω)
dΓ
dΩdΩ
(5.9)
where (Ω) is the detection efficiency (see in Section 5.2) and dΓdΩ is the differential decay density
of Ξ−b → pK−K−. Here (Ω) is the average of the efficiency maps obtained for Ξ−b and Ξ+b
decays.
The signal PDF, mentioned in Eq. 5.8, to extract the CP violation parameters is given by
Pqsig(Ω) =
q(Ω)dΓ
q
dΩ∫
Ω
(
+(Ω)dΓ
+
dΩ + 
−(Ω)dΓ−dΩ
)
dΩ
(5.10)
where + and − describe the selection efficiency variation over phase space for Ξ−b and Ξ
+
b
samples, respectively. Similarly dΓ
+
dΩ and
dΓ−
dΩ describe the differential decay density for Ξ
−
b and
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Ξ+b decays to the pKK final state respectively. The normalisation factor in Eq. 5.10 is chosen
such that the signal PDF describing the decay dynamics of a given charged initial state is sensitive
to the global asymmetry that exists between Ξ−b and Ξ
+
b samples. In other words, the parameters
of the amplitude model determine the asymmetry in the signal yield.
The Ξ−b → pK−K− decay is a three-body decay. One could in principle have quasi-two
body contributions that appear in invariant mass distributions of m(pK−)low, m(pK−)high
and m(K−K−) where m(pK−)low =
√
Min(m(K−1 p),m(K
−
2 p)) and m(pK
−)high =√
Max(m(K−1 p),m(K
−
2 p)). I show the square DP and conventional DP distributions for Run I
(2011–2012) and Run II (2015–2016) data in the signal region in Figure 5.13. It can be seen here
that there are no visible resonant contributions in the invariant mass spectrum of m(pK−)high
and no exotic contributions in m(K−K−). Therefore only resonance components, denoted by
Res, appearing in the m(pK−)low spectrum are initially considered. Since Ξ−b is an isospin 1/2
particle, and since the resonance recoils against a kaon (isospin 1/2), contributions through the
strong decay of both Λ∗ and Σ∗ resonances are expected. Other resonances that would decay
weakly to the pK− final state are highly suppressed and are not considered.
The phase space of the decay of a spin-half particle to another spin-half particle and
two pseudo-scalars is characterised by five variables. I define these 5 variables to be Ω ={
m(pK−)2low, θ
[Ξb]
Res , φ
[Ξb]
Res , θ
[Res]
p , φ
[Res]
p
}
. Here, (θ[Ξb]Res , φ
[Ξb]
Res ) are the polar and azimuthal angles
of the momentum vector of the resonance, defined in the frame of Ξb which is the helicity frame
(z-axis is along the Ξb momentum). Similar angles (θ
[Res]
p , φ
[Res]
p ) for the proton are defined.
A schematic diagram depicting these various angles is shown in Figure 5.14. The superscripts
[Ξb] and [Res] appearing in the angles denote quantities defined in the Ξb and Res rest frames,
respectively. Any other variables (e.g. the angles defined in Sec. 4.3) related to the phase space of
the decay can be written as a function of these 5 variables. For example the variable m(pK−)2high
is related to θ[Res]p by the following relation
cos(θ[Res]p ) =
(m(pK−)2high)max + (m(pK
−)2high)min − 2m(pK−)2high
(m(pK−)2high)max − (m(pK−)2high)min
(5.11)
where max and min denote the upper and lower kinematic limits of m(pK−)2high respectively.
To describe the differential decay density I use the helicity formalism [153] to parametrise
the decay dynamics and the isobar approximation to coherently sum resonant and nonreso-
nant contributions. The amplitude of Ξ−b → Res(→ K−p)K− decay for specific values of
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Figure 5.13: (Top) For Run I (2011–2012) and (bottom) Run II (2015–2016) data, in the signal
region, the distribution of the candidates as a function of (left) square DP and (right) conventional
DP. The X, Y projections of these plots are also shown.
MΞb , λRes, λp is given by
AMΞb ,λRes,λp(Ω) = D
JΞb∗
MΞb ,λRes−λK
(φ
[Ξb]
Res , θ
[Ξb]
Res , 0)D
JRes∗
MRes,λp−λK (φ
[Res]
p , θ
[Res]
p , 0)
×aJΞbλRes,λK b
JRes
λp,λK
R(m(pK−)low)
(5.12)
where J , M , λ are eigenvalues of the spin, z-component of the spin and helicity operators for
a given particle, which is denoted in the subscript. The terms appearing in the equation are
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Figure 5.14: The schematic diagram showing the various angles, θ[Ξb]Res , φ
[Ξb]
Res , θ
[Res]
p , φ
[Res]
p , which
along with m(pK−)low form the five phase space variables of Ξ−b → pK−K− decay.
discussed in the following sub-sections.
Note that Eq. 5.12 must be symmetrised on the exchange of the four momentum of the
two final state kaons, since they are identical bosons. Therefore my symmetrised amplitude
becomes2
AMΞb ,λRes,λp(Ω,Ω′) = AMΞb ,λRes,λp(Ω) +
∑
λ′p=±1/2
d
1/2
λ′p,λp
(θrot)×AMΞb ,λRes,λ′p(Ω
′) . (5.13)
Here Ω consists of the 5 previously mentioned phase space variables for the case when the
resonance state decays to a proton and a kaon. Ω′ consists of the same 5 phase space variables
but for the case when the resonance state decays to a proton and the other kaon. I have chosen to
express my symmetric amplitude in terms of the proton helicity state that is used in the definition
2Thanks to Mikhail Mikhasenko for verifying this equation.
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of the amplitude that appears in the first term of Eq. 5.13, i.e. |λp〉. Since the amplitude in the
second term of Eq. 5.13 is expressed in terms of a proton helicity state defined in a different
reference frame (|λ′p〉), it needs to be rotated as under
|λ′p〉 =
∑
λ′p=±1/2
d
1/2
λ′p,λp
(θrot)|λp〉 (5.14)
where θrot is the angle between the quantisation axis of protons defined in m(pK−)high and
m(pK−)low reference frames and d is the small Wigner d-matrix. The angle θrot is visualised in
Figure 18 of Ref. [21]. Therefore the second term of Eq. 5.13 acquires this additional term.
5.4.1.1 Wigner D-Matrix elements
In Eq. 5.12, the complete angular dependence of the decay is captured by Wigner D-Matrix
elements (DJ∗M,M ′) [153, 154] which are given as
DJ∗M,M ′(α, β, γ) = e
iMαdJM,M ′(β)e
iM ′γ (5.15)
where α, β, γ are the standard Euler angles, and dJM,M ′(β) are the small Wigner d-matrix ele-
ments [153, 154]. The Wigner D-Matrix elements in Eq. 5.12 also impose angular momentum
conservation giving rise to two conditions JΞb ≥ |λRes − λK | and JRes ≥ |λp − λK |. Using the
values JΞb = 1/2 and λK = 0, these conditions imply that only λRes = ±1/2 helicity states
contribute to the amplitude for resonances with any half-integer spin values. The definitions for
small Wigner d-matrix elements for (M,M ′) = (1/2, 1/2), (−1/2, 1/2) are given in Table 5.9
with the property dJM,M ′ = (−1)M−M
′
dJM ′,M = d
J
−M,−M ′ .
Table 5.9: Definition of small Wigner d-matrix elements (dJM,M ′(β)) for (M,M
′) =
(1/2, 1/2), (−1/2, 1/2) which exhibit the property dJM,M ′ = (−1)M−M
′
dJM ′,M = d
J
−M,−M ′ .
Spin (J) dJ1/2,1/2(β) d
J
1/2,−1/2(β)
1/2 cos(β2 ) − sin(β2 )
3/2 12 cos(
β
2 )(3 cos(β)− 1) −12 sin(β2 )(3 cos(β) + 1)
5/2 12 cos(
β
2 )(5 cos(β)
2 + 2 cos(β)− 1) −12 sin(β2 )(5 cos(β)2 + 2 cos(β)− 1)
5.4.1.2 Helicity coupling amplitudes
In Eq. 5.12, the complex terms a
JΞb
λRes,λK
and bJResλp,λK are rotationally invariant helicity coupling
amplitudes whose phase and magnitude are the free parameters of the model that are inferred
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from the fit to data.
Since the decay Res→ K−p is a strong decay, it conserves parity. This property leads to
the following condition [153, 154]
bJResλp,λK = (−1)jp+jK−jResηResηKηpb
JRes
−λp,−λK , (5.16)
which reduces the number of free parameters in the model when summing over λp = ±1/2 (as
the proton spin is not measured and λK = 0). There is an ambiguity in whether to write the
amplitude in terms of bJRes+1/2,0 or b
JRes
−1/2,0. In my case, I have chosen to write the amplitude in
terms of bJRes+1/2,0 only. The free parameters can be further reduced by absorbing the magnitude
and phase of bJResλp,0 into a redefinition of a
JΞb
λRes,λK
. This procedure essentially halves the free
parameters of the model, however it does not affect the model dependence on the number of
physical degrees of freedom. Therefore, adding a single resonance (Res) adds 2 complex helicity
couplings (a± = a
JΞb=1/2
λRes=±1/2,λK=0), corresponding to λRes = ±1/2, and hence adds 4 free
parameters to the model. This number is, however, increased by a further factor of 2 when
allowing the most generic CP violation effects.
The helicity couplings in the CP violation fits is parametrised as follows:
a± = (x± + δx±) + i(y± + δy±) (5.17)
a± = (x± − δx±) + i(y± − δy±) (5.18)
where a± and a± are helicity couplings for Ξ−b and Ξ
+
b models, respectively. Here x
±, y± are
CP conserving values and δx±, δy± are CP violating values. When establishing the baseline
model I set the CP violating parameters to zero.
The CP asymmetry in the magnitude of each contributing resonance is measured and is
given by:
ACP± =
|a±|2 − |a±|2
|a±|2 + |a±|2 (5.19)
5.4.1.3 Resonance lineshape
The term R(MpK = m(pK−)low) in Eq. 5.12 is a rotationally invariant amplitude that de-
scribes the lineshape of each resonant or nonresonant contribution. Resonances are parametrised
with relativistic Breit–Wigner functions [155, 156] that are modified by Blatt-Weisskopf form
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factors [157] and are given by
R(MKp) = B
′
LResΞb
(p, p0, d)
(
p
MΞb
)LResΞb ×BW (MKp|MRes0 ,ΓRes0 )
×B′LRes(q, q0, d)
(
q
MRes0
)LRes
.
(5.20)
Here, p is the momentum of Res in the Ξb rest frame (p = |~p [Ξb]Res |). Similarly, q is the K
momentum in the Res rest frame (q = |~p [Res]K |). The symbols p0 and q0 denote values of these
quantities at the resonance peak (MKp = MRes0 ). The orbital angular momentum between the
Res and K− particles in the Ξb decay is denoted as LResΞb . Similarly, LRes is the orbital angular
momentum between the p and K in the Res decay. The orbital angular momentum barrier factors,
pLB′L(p, p0, d), involve the Blatt–Weisskopf functions [157]:
B′0(p, p0, d) = 1 , (5.21)
B′1(p, p0, d) =
√
1 + (p0 d)2
1 + (p d)2
, (5.22)
B′2(p, p0, d) =
√
9 + 3(p0 d)2 + (p0 d)4
9 + 3(p d)2 + (p d)4
, (5.23)
B′3(p, p0, d) =
√
225 + 45(p0 d)2 + 6(p0 d)4 + (p0 d)6
225 + 45(p d)2 + 6(p d)4 + (p d)6
, (5.24)
and account for difficulty in creating the orbital angular momentum L, which depends on the
momentum of the decay products p (in the rest frame of the decaying particle) and on the size
of the decaying particle given by the d constant. I set d = 5.0 GeV−1 for Ξb and 1.5 GeV−1
for resonances(as done is Ref. [126], however a systematic will be assigned by varying these
parameters). The relativistic Breit–Wigner (RBW) amplitude is given by [155, 156]:
BW (M |M0,Γ0) = 1
M20 −M2 − iM0Γ(M)
, (5.25)
where
Γ(M) = Γ0
(
q
q0
)2LRes+1 M0
M
B′LRes(q, q0, d)
2 . (5.26)
In the case of the Λ(1405) resonance, which peaks below the pK− threshold, the M0 is
replaced by an “effective mass” in the kinematically allowed region, calculated using the ad-hoc
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formula,
M eff0 = M
min + (Mmax −Mmin)
(
1 + tanh (
M0 − Mmax+Mmin2
Mmax −Mmin )
)
(5.27)
where Mmax and Mmin are the upper and lower limits of the kinematically allowed range,
respectively. The q0 value in Eq. 5.26 is then the value of q at M = M eff0 . This parameterisation
ensures that only the tail of the RBW function enters the DP as a virtual contribution. Note that in
the pentaquark analysis of Λ0b → J/ψpK− decays [21], the Λ(1405) resonance is modelled with
a two-component width (one corresponding to the pK− channel and the other corresponding to
the dominant Σ+pi− channel) equivalent to the Flatte´ parameterisation [156]. This shape will
be considered for this component when evaluating the systematic uncertainty due to the model
dependence.
Angular momentum conservation in the weak decay Ξ−b → ResK− imposes,
max(JRes − (JΞb + JK−) , 0) ≤ LResΞb ≤ JRes + (JΞb + JK−). I assume the minimal value of
LResΞb = JRes− 1/2 when calculating R(MKp). Angular momentum conservation in the decay of
Res→ pK− also limits LRes to JRes ± 12 , which is then uniquely defined by parity conservation
in the Res decay, PRes = (−1)LRes+1.
If no final state interaction is assumed, then the distribution of the nonresonant contri-
bution is uniform over m(pK−)low. However this is almost never the case and therefore to
parametrise the nonresonant component, I use the exponential nonresonant line shape as defined
below [126, 156]:
RNR exp(MKp) =
(
p
MΞb
)LResΞb ( q
MRes0
)LRes
exp(−αM2Kp), (5.28)
where α is a slope parameter that is floated in the fit. An alternate polynomial shape for the
nonresonant components will be investigated when studying systematic uncertainty introduced
by the assumptions made about the fit model.
5.4.1.4 Differential decay density
To get the differential decay density for Ξ−b → Res(→ K−p)K− decay as a function of Ω,
the amplitude shown in Eq. 5.12 is summed coherently over all n resonant and nonresonant
contributions and resonance helicities, since they lead to the same final state with the same
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helicities, and incoherently over all helicities of the initial and final states. It is given by
dΓ
dΩ
=
∑
MΞb ,λp
(
1 + 2MΞbPΞb
2
)
∣∣∣∣∣∣
∑
n,λRes
AnMΞb ,λRes,λp
(Ω)
∣∣∣∣∣∣
2
(5.29)
where PΞb is the difference in probability of Ξ
−
b to be in the initial spin state of 1/2 and −1/2.
When Ξ−b is unpolarised (PΞb = 0) the density only depends on m(pK
−)2low and θ
[Res]
p (or
m(pK−)2high). As discussed previously in Sec. 5.2.2, in the case when Ξ
−
b is polarised, it is
shown in Ref. [126] that, if the detection efficiency is symmetric over cos(θ[Ξb]Res ) (which it is,
to a reasonable approximation, as shown in Figure5.8), the polarisation effect cancels out and
the density still depends only on the two DP variables. Therefore, in this study I only consider
dependence of the density on the normal DP variables m(pK−)2low and m(pK
−)2high and either
integrate out the other angles or fix their values. In this analysis I choose to fix the angles defined
in the previous chapter in Sec.4.3, which describe the orientations of different decay planes and
are functions of the polar and azimuthal angles defined in this section, to zero.
In an example decay of P→ Res(→ ab)c, I show the decay density defined using the
non-symmetric amplitude as given in Eq. 5.12, as a function of the cosine of the helicity angle
of the resonance (cos(θab)) and the invariant mass mab for a resonance with positive parity and
various spin hypotheses J = 1/2, 3/2, 5/2, 7/2 in Figure 5.15. In this example, the resonance
mass is set to be 2.35 GeV and its width is set to be 0.7 GeV. When the symmetric amplitude
defined in Eq. 5.12 is used, the cos(θab) distribution depend on the phase space location of the
resonance.
I also define here the fit fraction for the resonance labelled i as
FF i =
∫
Ω
∑
MΞb ,λp
(
1+2MΞbPΞb
2 )
∣∣∣∑λRes AiMΞb ,λRes,λp∣∣∣2 dΩ∫
Ω
dΓ
dΩdΩ
(5.30)
Note that the sum of fit fractions (FF) for all the resonances and nonresonant components in a
model does not need to be 100%, due to interference effects that are nonzero after integrating
over the phase space. Such effects are quantified by interference fit fractions. When investigating
CP violation effects, I also define a fit fraction asymmetry as follows:
FF asymmetry =
FF − FF
FF + FF
(5.31)
where FF and FF are fit fractions defined for the Ξ−b and Ξ
+
b models, respectively.
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Figure 5.15: In an example decay of P→ Res(→ ab)c, with resonance of positive parity and
(top to bottom) spin hypothesis J = 1/2, 3/2, 5/2, 7/2, (left) the decay density defined using the
non-symmetric amplitude as given in Eq. 5.12 as functions of the helicity angle of the resonance
(θab) and invariant mass mab. The projections of PDF onto the (left) x axis in slices along the y
axis and similarly (right) y axis in slices along the x axis. In this example the resonance mass is
set to be 2.35 GeV and its width is set to be 0.7 GeV. When the symmetric amplitude shown in
Eq. 5.12 is used in the definition of the decay density, the angular distributions depends on the
phase space location of the resonance. 171
5.4.2 Combinatorial background PDF
To model the combinatorial background PDF, usually the candidates in the sideband above
the signal region (for my case m(pKK) > 5890 MeV) are used to obtain the DP distribution.
However, this procedure can introduce some bias into the combinatorial background PDF, since
going higher in m(pKK) leads to an increase in phase space and therefore the area of the
unconstrained DP also increases. For conducting fits using the candidates in the signal region, I
use the constrained DP, in which m(pKK) = mΞ−b is enforced, as this improves the resolution
for signal decays. Application of this constraint to candidates away from the signal region
however causes some distortion which could be important if, for example, decays of narrow
resonances are present in the background.
To get around this problem, one could consider use of the same-sign background sample
(viz. pK−K− sample) to obtain the DP distribution in the signal region. However, this same-sign
sample is not expected to accurately represent the combinatorial background, which can in
principle contain real Λ∗ resonances. Therefore, the PDF obtained using the same-sign sample
alone does not capture the true background PDF.
To overcome these issues, I have investigated two methods, one based on Gaussian
processes (GPy) and the other on neural networks (NN), of extrapolating the DP distribution
from the RSB to obtain the combinatorial background PDF. The GPy method is a binned
approach documented in Refs [137, 158]. The second approach is an unbinned approach
which relies on training neural networks using the right side band (RSB) candidates. In
both of these approaches I use candidates above m(pKK) > 5.89 GeV to conduct 3D fits in
(m(pKK),m(pK−)2low,m(pK
−)2high) space and extract the corresponding model parameters.
The Gaussian process method (GPy) has been implemented in the GPy python
package [159]. The parameters of the GPy model are obtained by fitting the RSB
(m(pKK),m(pK−)2low,m(pK
−)2high) space in uniform bins of (10, 5, 5) respectively. Its pre-
diction of the DP distribution in the signal region is then obtained.
In the neural network method (NN), I assume that the PDF function describing the
ω = (m(pKK),m(pK−)2low,m(pK
−)2high) space is given by:
F (ω) =
∣∣f0(m(pK−)2low,m(pK−)2high)
+ exp(−αm(pKK))× f1(m(pK−)2low,m(pK−)2high)
∣∣2 (5.32)
where α is a free parameter to be determined from the fit. The functions f0 and f1 are mod-
elled as neural networks that are trained on the RSB data with 2 input variables (m(pK−)2low,
m(pK−)2high), 2 hidden layers with 8 nodes each, sigmoid activation functions and using the
negative log likelihood as the cost function to be minimised to determine various parameters of
172
the neural network (weights and biases); and its prediction of the DP distribution in the signal
region is then obtained.
It was observed that the presence of real Λ∗ resonances, as seen in the DP distribution
for the candidates lying in the RSB region of m(pKK) is modelled well using the NN method.
Therefore the PDF obtained from this method is used to describe the combinatorial background
shape in the amplitude analysis. The background distributions obtained using this method are
shown in Figure 5.16 for Run I (2011–2012) and Run II (2015–2016).
I also investigated using this method to obtain combinatorial background PDFs split by
the charge of the initial state. However, due to lack of training data the background shapes split
by initial state charge do not model the shapes correctly. Therefore, in the baseline fit I assume
that any asymmetry in the combinatorial background is negligible and use the PDF extrapolated
from the RSB of the combined Ξ−b and Ξ
+
b sample. Possible background asymmetry will be
a source of systematic uncertainty, which I plan to evaluate by obtaining separate PDFs after
loosening the MVA output requirement in the RSB region, which should allow to obtain reliable
background shapes from the neural network method. This choice should not induce any bias as
no significant correlation is observed between the MVA output and DP variables.
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Figure 5.16: The distribution of combinatorial background in the signal region as a function of
square DP position for (left) Run I (2011–2012) and (right) Run II (2015–2016).
5.4.3 Crossfeed Ξ−b → pK−pi−→pKK background PDF
The DP distribution of the Ξ−b → pK−pi− decay is not known. For the fit to m(pKK), I weight
the Ξ−b → pK−pi− MC sample to match the square DP distribution to that of a cocktail model,
which consists of Λ(1405), Λ(1520), Λ(1690), N(1440), N(1520), N(1535) and N(1650)
resonances. The background DP distribution with a pi reconstructed as a K is then obtained with
this weighted MC sample. The background DP distribution of Ξ−b → pK−pi−→pKK samples
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is shown in Fig 5.17 for Run I (2011–2012) and Run II (2015–2016). Systematic uncertainties
will be evaluated due to the model dependence by adding and removing components from the
cocktail DP model.
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Figure 5.17: (Left) For Run I (2011–2012) and (right) Run II (2015–2016) the distribution of the
Ξ−b → pK−pi− cross-feed background as a function of square DP position in the signal region.
The asymmetry for the Ξ−b → pK−pi− cross-feed mode is not known a priori. In the
baseline CPV fits, I assume zero local asymmetry for this component. Since the fraction of
this component in the signal region is low, negligible effect is expected on my result due to this
assumption. To evaluate the associated systematic uncertainty, I allow a global asymmetry (Acrsfd
defined in Eq. 5.8) of ±20% in the crossfeed background, which is considered to be conservative.
5.4.4 Establishing the baseline model
For the amplitude analysis, I conduct an unbinned maximum-likelihood fit to both Run I (2011–
2012) and Run II (2015–2016) data simultaneously with the corresponding efficiency maps and
background PDFs. Note that before combining the data corresponding to Run I, it was checked
that no significant differences were observed between the relative efficiency maps between 2011
and 2012 data taking periods. A similar study was conducted for the Run II (2015–2016) data
sample.
As mentioned previously, only resonances in pK− are possible in the Ξ−b → pK−K−
decay through the ∆I = 0 weak decay Ξ−b → ResK−, where Res = Λ∗, Σ∗. There are
no significant ∆I > 0 processes that could contribute to the pKK final state. The Particle
Data Group (PDG) [151] reports a large number of Λ∗ and Σ∗ states; those that are sufficiently
well-established to be ranked **** or *** are summarised in Table 5.10 (a single * means its has
been confirmed by an experiment). For many of these states, the PDG does not report masses and
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widths with central values and uncertainties, but does give the real and imaginary parts of the pole
position in that format. This reflects the fact that a simple Breit–Wigner parameterisation of these
resonances does not fully describe their lineshapes; however, more sophisticated parametrisations
are beyond the scope of the current analysis with limited statistics.
Table 5.10: Summary of the Λ∗ and Σ∗ resonances reported in the PDG and ranked **** or ***
[151]. Note that the pK− threshold is at 1432 MeV. For Σ(2250), the spin parity is not known
and I have assumed it to be 32
+. Contributions from states with J ≥ 72 are suppressed and hence
not considered in the fit model.
Components that are ranked ****
Name JP Mass ( MeV) Width ( MeV) Main decay channels
Λ(1405) 12
−
1405.1 +1.3−1.0 50.5± 2.0 Σpi
Λ(1520) 32
−
1519.5± 1.0 15.6± 1.0 NK, Σpi
Λ(1670) 12
− 1660 to 1680 25 to 50 NK, Σpi, Λη
Λ(1690) 32
− 1685 to 1695 50 to 70 NK, Σpi, Λpipi, Σpipi
Λ(1820) 52
+ 1815 to 1825 70 to 90 NK
Λ(1830) 52
− 1810 to 1830 60 to 110 Σpi
Λ(1890) 32
+ 1850 to 1910 60 to 200 NK
Λ(2100) 72
− 2090 to 2110 100 to 250 NK
Σ(1670) 32
− 1665 to 1685 40 to 80 Σpi
Σ(1775) 52
− 1770 to 1780 105 to 135 NK, Λ(∗)pi
Σ(1915) 52
+ 1900 to 1935 80 to 160 not clear
Σ(2030) 72
+ 2025 to 2040 150 to 200 NK, Λ(∗)pi, ∆K
Components that are ranked ***
Λ(1600) 12
+ 1560 to 1700 50 to 250 NK, Σpi
Λ(1800) 12
− 1720 to 1850 200 to 400 NK(∗), Σpi, Λη
Λ(1810) 12
+ 1750 to 1850 50 to 250 NK(∗), Σpi, Λη, ΞK
Λ(2110) 52
+ 2090 to 2140 150 to 250 NK(∗), Σpi, Λω
Λ(2350) 92
+ 2340 to 2370 100 to 250 NK, Σpi, Λω
Σ(1660) 12
− 1630 to 1690 40 to 200 NK, Σpi, Λpi
Σ(1750) 12
− 1730 to 1800 60 to 160 NK, Σpi, Λpi, Ση
Σ(1940) 32
− 1900 to 1950 150 to 300 NK, Σpi, Λpi
Σ(2250) ?? 2210 to 2280 60 to 150 NK, Σpi, Λpi
To build the signal model, I consider only the Λ∗ and Σ∗ resonances listed in Table 5.10.
If these states do not give a good description of the data then less well-established (ranked ** in
the PDG) resonances could be considered. This is found to be unnecessary. Furthermore, the spin
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7/2 states, i.e.Λ(2100) andΣ(2030), are excluded from consideration since the minimal LResΞb for
spin 7/2 equals JRes−(JΞb+JK−) = 3 (F-wave). A value of L = 3 is the highest orbital angular
momentum observed, with a very small rate, in decays ofB mesons withQ = 1.78 GeV [160]. In
my case an additional suppression from the spin counting factors present in Λ(2100) andΣ(2030)
states [21] is present. Hence, even though a larger phase-space is available (Q = 3.2 GeV
for Λ(2100) and Q = 3.27 GeV for Σ(2030)), contributions from such spin 7/2 states are
suppressed.
In order to obtain a nominal fit model and conduct CPV studies, the helicity couplings of
all resonances with respect to a contributing reference resonance are measured. From Figure 5.13,
it we deduce that the resonance with the largest fit fraction would beΛ(1520). Therefore, Λ(1520)
is taken to be the reference resonance. As a result, I fix the values of the two helicity couplings
(a+, a− corresponding to λRes = ±1/2) of the Λ(1520) reference resonance to:
• Re(a+) = 1 and Im(a+) = 0, when conducting fits to Ξb and Ξb samples, the CP
violating part of Re(a+) is floated to allow for CP violation in Ξ−b → Λ(1520)K− decay.
• Re(a−) = 0, since the analysis is insensitive to this value (confirmed using toys by making
scans of the negative log likelihood (NLL) as a function of this variable).
• Im(a−) = 0, since the relative phase between a+ and a− is arbitrary. This arbitrariness
is introduced since the angular dependence from the decay density is removed which
essentially leads to incoherent addition of amplitudes corresponding to the two helicities of
the intermediate resonances (see Eq. 9 and 10 in Ref. [126]).
The helicity couplings of all other resonances are left floating in the fit to data.
I have employed three approaches to establish the nominal fit model which are discussed
in the following subsections.
5.4.4.1 Bottom-up approach
The first, referred to as the “bottom-up” approach, is where I start by including only the ref-
erence resonance Λ(1520). Then each possible component from all possible states shown in
Table 5.10 is added, including nonresonant components with JP = 12
+
, 12
−
, 32
+
, 32
− but excluding
Λ(2100), Σ(2030) states. The additional component that yields the largest improvement in NLL
value is then added to the model, and the process repeated so long as the change in NLL satisfies
−∆NLL > 4.5 ≡ √−∆2NLL > 3.3 The process ends once addition of extra components and
3 The
√−∆2NLL is the approximate Gaussian significance, but does not take into account the change in the
number of degrees-of-freedom (DoF) between the models being compared. While comparing models that have ∆ DoF
= 4 or 5, the
√−∆2NLL is an overestimate of the significance. When I converge to a baseline model, I evaluate the
significance of any marginal components taking into account the change in DoF.
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removal of existing components leads to no significant change in the NLL value.
Note that a fit with a given model can suffer from multiple solutions. In an attempt
to ensure that the fit converges to the global minimum, the fit is conducted multiple times
randomising every time the starting values of the helicity couplings and picking the smallest NLL
(also requiring that the fit converges with MINUIT status = 3, assuring the covariance matrix is
accurate).
Components with different JP quantum numbers should have zero interference fit frac-
tions due to the orthogonality relation satisfied by the Wigner-D matrix elements. (In practice, the
symmetrisation of the Dalitz plot can lead to non-zero values for such interference fit fractions
in this analysis.) However the interference between overlapping components with the same JP
quantum numbers can yield unphysically large interference fit fractions (> 50%). When such a
case occurs, I discard the interfering component that is non-significant.
In Table 5.11, I show the components of the baseline model and their significance obtained
with the “bottom-up” approach. In this table we quote the “Gaussian significance” that is obtained
by translating the−2∆NLL into a corresponding p-value for a χ2 PDF with ∆ DoF as the number
of degrees of freedom. The quoted value is then evaluated as
√
2 erfc−1(p). In Figure 5.18, I
show the results of the fit to data with this model. The fit fractions and interference fit fractions
obtained from this fit are shown in Figure 5.19.
Table 5.11: A rough estimate of the significance of the components of the baseline model
reached through the “bottom-up” approach. Please refer to the text for more details on how these
significances were evaluated.
Components ∆ DoF −2∆NLL Gaussian significance
Λ(1520) (reference) - - -
Λ(1405) 4 31.8 4.7
Λ(1670) 4 85.6 8.5
NR(12
+
) 5 37.3 5.0
NR(32
−
) 5 28.5 4.1
5.4.4.2 Top-down approach
I also performed a “top-down” approach, where I start by including all the states shown in
Table 5.10, including nonresonant components with JP = 12
+
, 12
−
, 32
+
, 32
− but excluding the
Λ(2100), Σ(2030) components. Models are then constructed by removing each component
one by one, and fits performed. The model that gives the smallest increase in NLL forms
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Figure 5.18: Result of the “bottom-up” approach: Run I (2011–2012) + Run II (2015–2016) (top
left) data sample and (top right) fit result. Shown also are the fit projections along (middle-left)
m(pK−)high and (middle-right) m(pK−)low together with the data. The zoomed-in (bottom)
legend is also shown.
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Figure 5.19: (Top) Fit fractions and interference fit fractions (%) from the fit to the Run I
(2011–2012) + Run II (2015–2016) data sample using the baseline fit model obtained using
the “bottom-up” approach. (Bottom) Corresponding errors on these quantities determined by
conducting a fit to 100 pseudo-experiments, each generated with as many candidates as seen
in data. A negative sign on the fit fraction indicates destructive interference. The sum of all fit
fractions and interference fit fractions gives 100% by definition. The sum of diagonal elements
gives 111.7%. The fit fractions from toys lead to Gaussian distributions, however due to a
floated nonresonant shape parameters the interference fit fractions do not entirely follow Gaussian
distribution.
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the baseline model for the next iteration of the fit, so long as the change in NLL satisfies
−∆NLL < 4.5 ≡ √−∆2NLL < 3. The process ends once removal of any further component
from the model causes too large a change in the NLL value. When compared to the bottom-up
approach, it is highly likely that in the top-down approach multiple components with same JP
quantum numbers could give rise to large unphysical interference fit fractions (> 50%). In such a
case, the two components that give the largest interference fit fraction are investigated and the
component that when removed gives the minimal NLL is discarded. As done in the bottom-up
approach, I perform multiple fits in each configuration to try to reach the global NLL minimum.
In Table 5.12, I show the components of the baseline model and their significance obtained
through the “top-down” approach. In Figure 5.20, I show the plots obtained from the fit to data.
The fit fractions and interference fit fractions obtained from the result of the fit are shown in
Figure 5.21.
Table 5.12: A rough estimate of the significance of the components of the baseline model reached
through the “top-down” approach. Please refer to Sec 5.4.4.1, for more details on how these
significances were evaluated.
Components ∆ DoF −2∆NLL Gaussian significance
Λ(1520) (reference) - - -
Λ(1405) 4 46.1 5.9
Λ(1670) 4 130.9 10.8
Σ(1775) 4 26.7 4.2
NR(32
+
) 5 61.1 6.8
5.4.4.3 LASSO regularisation approach
The LASSO regularisation method [161, 162] adds a penalty term to −NLL for every four
parameters of the model (magnitudes and phases of two amplitudes corresponding to λRes =
±1/2),4 therefore the function to minimise changes as follows:
−2 ln(L)→ −2 ln(L)
+ λ×
∑
MΞb ,λp,i
√∫ ∣∣∣AiMΞb ,λRes=1/2,λp(Ω) +AiMΞb ,λRes=−1/2,λp(Ω)∣∣∣2 dΩ
(5.33)
4 A toy study was conducted in which a penalty term for every two parameters of the model as done in Ref. [161,
162] was also investigated instead of four parameters, however this did not affect the results of the study.
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Figure 5.20: Result of the “top-down” approach: Run I (2011–2012) + Run II (2015–2016) (top
left) data sample and (top right) fit result. Shown also are the fit projections along (middle-left)
m(pK−)high and (middle-right) m(pK−)low together with the data. The zoomed-in (bottom)
legend is also shown.
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Figure 5.21: Fit fractions and interference fit fractions (%) from the fit to the Run I (2011–2012)
+ Run II (2015–2016) data sample using the baseline fit model obtained using the “top-down”
approach. A negative sign indicates destructive interference. The sum of all fit fractions and
interference fit fractions gives 100% by definition. The sum of diagonal elements gives 91.5%.
The fit fractions from toys lead to Gaussian distributions, however due to a floated nonresonant
shape parameters the interference fit fractions do not entirely follow Gaussian distribution.
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A proper choice of λ reduces the number of amplitudes contributing to the fit result,
similarly to what is done explicitly with the ad hoc procedures discussed in the previous sections.
Selecting an optimal λ leads to a model with significantly non-zero fit fractions only for compo-
nents that are present, at significant levels, in the underlying true physical model. An optimal
λ is selected as the value that minimises the BIC criterion, as done in Ref. [161, 162], which is
expressed as follows:
BIC = −2 ln(L) + 2r ln(n). (5.34)
Here n is the number of candidates in the data sample and r is the number of amplitudes in the
model that have a fit fraction less than 0.1%.
The LASSO regularisation method was validated using a toy study, in which a finite
number of amplitudes were used to generate data which was then fitted for different values of λ
using a model that included not only the true components but a large number of other extraneous
components. Minimising the BIC criterion led to an optimal value of λ which gave a model that
contained true components and a small set of extraneous components with non-zero fit fraction
(∼ 5%). Applying the “top-down” approach (with λ = 0) to this small set of components gave
us the true model back.
I then applied the same procedure to the collision data sample where the fit was carried
out, for different values of λ, using all the states shown in Table 5.10. Figure 5.22 shows a
scan of the BIC criterion with respect to the LASSO parameter λ; the optimal value is found
to be λ = 0.1. I then employ a “top-down” approach (with λ = 0) to this model to keep only
significant components that leads us to a baseline model obtained through the LASSO procedure.
In Table 5.13, I show the components of the baseline model and their significance obtained
through the LASSO approach. In Figure 5.23, I show the plots obtained from the fit to data (with
λ = 0). The fit fractions and interference fit fractions obtained from the result of the fit are shown
in Figure 5.24.
5.4.4.4 Discussion of all approaches
A summary of all the models obtained from each of the approaches is presented in Table 5.14. It
can be seen that all three models contain in common some low mass resonances, however there is
uncertainty in establishing the broad components at higher mass. It can be seen from the sum of
fit fractions that none of the models causes particularly large (and thus likely to be unphysical)
net interference between the components.
The model from the “top-down” approach has one less free parameter compared to the
model obtained through the “bottom-up” approach. This is due to the fact that the top-down
model contains Σ(1775), with JP = 5/2−, instead of an exponential NR(12
+
) component that
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Figure 5.22: The BIC criterion with respect to LASSO parameter λ. The optimal value is found
to be λ = 0.1.
Table 5.13: A rough estimate of the significance of the components of the baseline model
reached through the LASSO approach. Please refer to Sec 5.4.4.1, for more details on how these
significances were evaluated.
Components ∆ DoF −2∆NLL Gaussian significance
Λ(1520) (reference) - - -
Λ(1405) 4 30.6 4.6
Λ(1670) 4 91.3 8.8
Λ(1600) 4 25.0 4.0
Λ(1890) 4 17.7 3.2
NR(32
−
) 5 31.9 4.5
is present in the bottom-up model. An extra free parameter in the bottom-up model accounts for
the shape of the nonresonant component. The NLL value of the top-down model, however, is
slightly larger compared to the bottom-up model. The LASSO model, on the other hand, contains
four additional DoF when compared to the bottom-up model and does not lead to a significantly
lower NLL value. Due to these reasons, I have chosen the model obtained from the “bottom-up”
approach to be my nominal model. The largest fit fraction (∼ 32%) in this nominal model is for
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Figure 5.23: Result of the LASSO approach: Run I (2011–2012) + Run II (2015–2016) (top
left) data sample and (top right) fit result. Shown also are the fit projections along (middle-left)
m(pK−)high and (middle-right) m(pK−)low together with the data. The zoomed-in (bottom)
legend is also shown.
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Figure 5.24: Fit fractions and interference fit fractions (%) from the fit to the Run I (2011–2012)
+ Run II (2015–2016) data sample using the baseline fit model obtained using LASSO approach.
A negative sign indicates destructive interference. The sum of all fit fractions and interference fit
fractions gives 100%. The sum of diagonal elements gives 107%.
Table 5.14: Summary of the three approaches (“top-down”, “bottom-up” and LASSO) used to
establish the baseline amplitude model. Shown here are the number of components in the model,
the sum of fit fractions obtained, the number of degrees of freedom in the model (DoF), and the
minimum NLL obtained from the fit to the data sample. The † represents the chosen nominal
model.
Approaches Components Sum of FF (%) DoF Min −∆NLL
“Top-down” Λ(1520), Λ(1405), Λ(1670), Σ(1775), NR(32
+
) 91.5% 17 −690
“Bottom-up”† Λ(1520), Λ(1405), Λ(1670), NR(32
−
), NR(12
+
) 111.7% 18 −694
LASSO Λ(1520), Λ(1405), Λ(1670), Λ(1600), Λ(1890), NR(32
−
) 107.1% 21 −696
the reference Λ(1520) resonance and the largest interference fit fraction (∼ −25%) is due to the
destructive interference between Λ(1520) and NR(32
−
). To inspect the fit quality in different
regions of the phase space, I show fit projections in the slices of m(pK−)low (Figure 5.25) and
m(pK−)high (Figure 5.26). Generally a good agreement between the fit and data can be seen
from these projections. We have also evaluated the p-value using the two unbinned goodness-of-fit
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tests: mixed sample and point-to-point dissimilarity tests as defined in Ref. [163]. The p-value
evaluated using mixed sample test for the combined Run I (2011–2012) and Run II (2015–2016)
data is 0.1, whereas the one evaluated using point-to-point dissimilarity test yields a p-value 0.3.
Therefore, this nominal model is compatible with data.
Initially in the “top-down” and “bottom-up” approaches, the option to float the masses
and widths of the resonances was considered. However this rendered the fit unstable and non-
convergent. Therefore the masses and widths of the resonances were fixed to values from the
PDG in all of these approaches. Uncertainties in these values will be considered as a source of
systematic uncertainty.
In results of fits with models obtained from all the considered approaches, there is an
apparent discrepancy between the model and the data at m(pK−)high ∼ 3.7 GeV, where the sum
of components is above the data. As there is also a single bin excess, where the data is above
the model, at m(pK−)high ∼ 3.4 GeV, it is tempting to think that this structure may be caused
by a new resonance. Even though it seems unlikely that such a high mass state could be narrow,
and that there is no evident signal for such a state in the Dalitz plot distribution, I investigate the
impact of adding an extra Breit–Wigner component, with various spin and parity, to the model as
shown in Table 5.15.
The mass of the Breit–Wigner components is floated between 2.3 and 4.1 GeV and
the width is floated between 25 and 700 MeV. In the case that yields the largest −2∆NLL
value, i.e. for X1(72
+
), the mass and width converge to m
X1( 7
2
+
)
= (3.21 ± 0.05) GeV and
Γ
X1( 7
2
+
)
= (0.15 ± 0.08) GeV, respectively. It can be seen from Table 5.15 that none of the
components lead to a significant improvement in NLL value. Additionally, these values do not
take into account the systematic uncertainty in the mis-modelling of the combinatorial background,
which is the largest component at m(pK−)high ∼ 3.7 GeV. Therefore, the discrepancy seen in
the projection plots in m(pK−)high is not supportive of an additional resonance. We believe this
to be statistical fluctuation and is not investigated further.
The conclusion of this section is that I have established as my baseline a model that
includes the Λ(1520), Λ(1405) and Λ(1670) resonances as well as NR(12
+
) and NR(32
−
) com-
ponents. I investigate, in the next section, the sensitivity that can be achieved on the CP violation
observables with the current Ξ−b → pK−K− data sample.
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Table 5.15: Impact of adding an extra Breit–Wigner component in m(pK−)high to the nominal
model (“bottom-up”). The “Gaussian significance” is obtained by translating the −2∆NLL into
a corresponding p-value for a χ2 PDF with ∆ DoF as the number of degrees of freedom. The
quoted value is then evaluated as
√
2 erfc−1(p). This is expected to be an overestimate of the
significance, since the mass and width of the resonance are floated. A proper evaluation would
require detailed studies.
Components ∆ DoF −2∆NLL Gaussian significance
X1(12
−
) 6 14.1 2.2
X1(12
+
) 6 10.1 1.5
X1(32
−
) 6 13.7 2.1
X1(32
+
) 6 13.8 2.1
X1(52
−
) 6 13.3 2.0
X1(52
+
) 6 12.2 1.8
X1(72
−
) 6 14.4 2.2
X1(72
+
) 6 16.5 2.5
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Figure 5.25: Projections of the result of the fit onto m(pK−)low and m(pK−)high, in slices of
m(pK−)low. From top to bottom row: m(pK−)low < 1.6 GeV, 1.6 GeV < m(pK−)low <
1.8 GeV, 1.8 GeV < m(pK−)low < 2.2 GeV, 2.2 GeV < m(pK−)low < 2.8 GeV and
m(pK−)low > 2.8 GeV.
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Figure 5.26: Projections of the result of the fit onto m(pK−)low and m(pK−)high, in slices
of m(pK−)high. From top to bottom row: m(pK−)high < 3.15 GeV and 3.15 GeV <
m(pK−)low < 3.9 GeV.
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5.5 Sensitivity to CP violation parameters
In the previous chapter, I established a baseline model that includes the Λ(1520), Λ(1405)
and Λ(1670) resonances as well as NR(12
+
) and NR(32
−
) components. This nominal model
is parametrised by four CP conserving and 4 CP violation parameters associated to each of
the resonant and nonresonant components, except for the reference Λ(1520) resonance that is
associated with only one CP violation parameter. It also has one shape parameter associated to
each of the nonresonant components. Therefore, 17 CP violation parameters, 16 CP conserving
parameters and 2 shape parameters (i.e. a total of 35 free parameters) are required to be inferred
from the simultaneous fit to the Ξ−b → pK−K− and Ξ+b → pK+K+ data samples.
In this section, I investigate the sensitivity that can be achieved in the measurement of the
CP violation parameters associated to the components present in the nominal amplitude model.
To do this, I generate 100 pseudo-experiments using Ξb and Ξb models with the efficiency and
the background information discussed in the previous chapter. Each of the pseudo-experiments
consists of the same amount of candidates as seen in Run I (2011–2012) and Run II (2015–2016)
data sample. No implicit CP violation has been introduced (i.e. δx±, δy± = 0 in Eq. 5.17) in
the generation of the pseudo-experiments. Simultaneous fits to each Ξb and Ξb toy sample have
been conducted 20 times randomising the starting values of the free parameters to pick the best
fit result. The fit to each of the pseudo-experiments has been conducted in two steps to facilitate
stable and fast fit convergence by MINUIT. The first step involves fitting the sample by fixing the
CP violation parameters to zero and floating only the CP conserving parameters. The second
step involves floating both the CP violation and CP conserving parameters in the fit to the sample,
where the initial starting values for CP conserving parameters are fixed to the results from step
one.
The fit fractions (FFs) of the different resonance states obtained from the fit to Ξ−b and
Ξ+b toy samples are shown in Figure 5.27 and Figure 5.28, respectively. In these figures, I also
show the sensitivity achieved on each of these observables. It can be seen from these fits that the
model does not exhibit any large bias in the fit fractions.
The interference FFs of the different resonance states from the fit to the Ξ−b and Ξ
+
b toy
samples are shown in Figure 5.29 and Figure 5.30, respectively. These plots show, as expected,
that there is significant net interference between components with same JP (e.g. as seen in the
interference FF of Λ(1520) & NR(32
−
)). The components with different JP quantum numbers
should have interference FF consistent with zero due to the orthogonality relation satisfied by
the Wigner-D matrix elements (e.g. as seen in interference FF plot of Λ(1520) & Λ(1670)).
Several biases are evident in the interference FF plots. The most prominent are those between the
Λ(1405) and JP = 3/2− components (viz. Λ(1520) and NR(32
−
)). These seem to be due to low
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Figure 5.27: The correlation matrix of the fit fraction of different resonance components contribut-
ing in the Ξ−b toy samples. The red lines and red markers show the true value of the parameter.
The green dotted lines and markers shows the mean of the sample. The dark green bands and
ellipses show the 1σ contours, which indicates the spread of the results (the uncertainty on the
mean is
√
N = 10 times smaller, where N is the number of pseudo-experiments in the ensemble).
statistics in the generated pseudo-experiments, since it is confirmed that they do not become more
significant in high statistics pseudo-experiments (i.e. when I generate 100 times the observed data
for each pseudo-experiment). Another interesting feature is the non-Gaussian distribution of the
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Figure 5.28: The correlation matrix of the fit fraction of different resonance components contribut-
ing in the Ξ+b toy samples. The red lines and red markers show the true value of the parameter.
The green dotted lines and markers shows the mean of the sample. The dark green bands and
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interference FF between the NR(12
+
) and NR(32
−
), and of some other interference FFs involving
NR components. This occurs since the nonresonant shape parameters are floated and there is an
instability related to a correlation between the shape parameters and the interference fit fractions.
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Moreover the employed shapes for the nonresonant components are just effective descriptions
of the underlying physics. Therefore I will be evaluating systematic uncertainty by choosing
an alternate shape for the nonresonant component such as a polynomial lineshape instead of an
exponential.
3 2 1 0 1 2
L1405 Intf L1520_ff_xib
0
1
2
3
4
5
6
7
F
re
qu
en
cy
 from Toy sample
True Value
( 0.2) ± (1.21)
8 6 4 2 0 2 4
L1405 Intf L1670_ff_xib
0
2
4
6
8
10
F
re
qu
en
cy
 from Toy sample
True Value
(0.1) ± (2.55)
8 6 4 2 0 2 4 6
L1405 Intf NonRes_onehalf_pos_ff_xib
0.0
2.5
5.0
7.5
10.0
12.5
15.0
17.5
F
re
qu
en
cy
 from Toy sample
True Value
(0.22) ± (2.18)
6 4 2 0 2 4
L1405 Intf NonRes_threehalf_neg_ff_xib
0
1
2
3
4
5
6
F
re
qu
en
cy
 from Toy sample
True Value
(0.89) ± (2.43)
1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
L1520 Intf L1670_ff_xib
0
1
2
3
4
5
6
7
8
F
re
qu
en
cy
 from Toy sample
True Value
(0.084) ± (0.79)
25 20 15 10 5 0 5 10
L1520 Intf NonRes_onehalf_pos_ff_xib
0
2
4
6
8
10
F
re
qu
en
cy
 from Toy sample
True Value
( 2.8) ± (6.21)
40 30 20 10 0 10 20 30
L1520 Intf NonRes_threehalf_neg_ff_xib
0
2
4
6
8
10
F
re
qu
en
cy
 from Toy sample
True Value
( 17) ± (13.92)
1 0 1 2 3 4 5 6
L1670 Intf NonRes_onehalf_pos_ff_xib
0
2
4
6
8
10
12
F
re
qu
en
cy
 from Toy sample
True Value
(0.14) ± (1.41)
6 4 2 0 2
L1670 Intf NonRes_threehalf_neg_ff_xib
0
2
4
6
8
10
12
F
re
qu
en
cy
 from Toy sample
True Value
( 1.1) ± (1.67)
175 150 125 100 75 50 25 0 25
NonRes_onehalf_pos Intf NonRes_threehalf_neg_ff_xib
0
5
10
15
20
25
F
re
qu
en
cy
 from Toy sample
True Value
( 6.3) ± (31.47)
Figure 5.29: The interference fit fractions (%) between resonance components for Ξb samples.
The FF asymmetry (Eq. 5.31) and asymmetry in the magnitude of the helicity coupling,
ACP± (Eq. 5.19), for different components of the fit can be seen in Figures 5.31–5.35. Note that
the asymmetry parameters can only take values between −1 to +1 (In the fit these parameters are
only allowed to float between these two values too.). The sensitivity on each of these observables
with the current data sample is also quoted on the figures. It can be seen from these plots that, with
the current data sample, out of all the asymmetry observables the best sensitivity to asymmetry
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Figure 5.30: The interference fit fractions (%) between resonance components for Ξb samples.
observables related to Λ(1520) is achieved. The analysis is also sensitive to the asymmetry in
the fit fraction, in order of decreasing sensitivity, for NR(12
+
), Λ(1670), NR(32
−
) and Λ(1405)
components. It is evident, with the current size of the data sample that, one cannot achieve a good
sensitivity to the asymmetry parameters related to the helicity couplings of all other resonance
components except for Λ(1520). This can be attributed to the fact that the fit can determine CP
violation in a component, but cannot determine in which helicity coupling it appears (except for
Λ(1520) where a− is fixed to zero).
With the current data sample, the analysis is sensitive to the fit fractions of the components
of the model only, with a 5 fb−1 of data sample collected by LHCb until 2016. LHCb will have
collected around 9 fb−1 of data by the end of 2018. The experiment is then planned to undergo
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Figure 5.31: For Λ(1520) resonance: (Left) fit fraction asymmetry and (right) CP -asymmetry in
resonance coupling a+.
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Figure 5.32: For Λ(1405) resonance: (Top) fit fraction asymmetry, (bottom left) CP -asymmetry
in resonance coupling a+ and (bottom right) CP -asymmetry in resonance coupling a−.
a phase I upgrade which will allow operation at luminosities of 2× 1033cm2s−1, i.e. ten times
the current design luminosity (five times the current operational luminosity). After the phase I
upgrade, LHCb plans to continue data taking and hopes to achieve an integrated luminosity of at
least 50 fb−1 by 2029. As a result, the signal yield of Ξ−b → pK−K− will increase by as much as
a factor of 10 (I ignore here any gain in the signal selection efficiency that would most definitely
be achieved through an improved detector design and operation). The sensitivity on a given
196
0.3 0.2 0.1 0.0 0.1 0.2 0.3
(1670) FF Asymmetry
0
2
4
6
8
F
re
qu
en
cy
 from Toy sample
True Value
(0.0038) ± (0.14)
0.75 0.50 0.25 0.00 0.25 0.50 0.75
(1670) CP Asymmetry a+
0
2
4
6
8
F
re
qu
en
cy
 from Toy sample
True Value
( 0.0078) ± (0.34)
0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
(1670) CP Asymmetry a
0
1
2
3
4
5
6
7
F
re
qu
en
cy
 from Toy sample
True Value
(0.028) ± (0.45)
Figure 5.33: For Λ(1670) resonance: (Top) fit fraction asymmetry, (bottom left) CP -asymmetry
in resonance coupling a+ and (bottom right) CP -asymmetry in resonance coupling a−.
observable in this analysis roughly scales, ignoring correlation of the observable under study with
other observables of the model, as 1/
√
Ndata, where Ndata is the size of the Ξ−b → pK−K−
data sample. Therefore, by 2029 the statistical error on all the asymmetry observables should
decrease by a factor 1/
√
10 and sensitivity to all the asymmetry observables discussed in this
section could be achieved.
5.6 Future work
This analysis is currently blind to the CP asymmetry observables. Unblinding will happen
once the review committee appointed by the LHCb collaboration is satisfied with the procedure
employed in this analysis. After unblinding the main results of the analysis are expected to be
dominated by statistical uncertainties, which have already been evaluated in the previous section.
However, inaccuracy in the experimental inputs used in the fit and the choice of the nominal
parameterisation can, in principle, introduce significant systematic uncertainties. Therefore, these
systematic uncertainties must be evaluated and will be quoted along with the statistical uncertainty
on the results of the analysis after unblinding.
To evaluate systematic uncertainty on the update ofR, presented in Sec. 5.3.1, I follow
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Figure 5.34: For NR(12
+
) resonance: (Top) fit fraction asymmetry, (bottom left) CP -asymmetry
in resonance coupling a+ and (bottom right) CP -asymmetry in resonance coupling a−.
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Figure 5.35: For NR(32
−
) resonance: (Top) fit fraction asymmetry, (bottom left) CP -asymmetry
in resonance coupling a+ and (bottom right) CP -asymmetry in resonance coupling a−.
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the same method as employed in the previous chapter in Sec. 4.6 and therefore the details are not
discussed here. Below I discuss the sources and evaluation of systematic uncertainties related to
the measurement of the asymmetry observables (defined in Eq. 5.19 and 5.31) obtained through
amplitude analysis.
Mass fits: The values of the signal and background fit fractions are obtained from the fit to
m(pKK) and are used in the PDF definitions in Eq. 5.6 and 5.8. Since the estimated fractions
are dominated by statistical uncertainty, the systematic uncertainty on the asymmetry observables
originating from the m(pKK) fit model will be evaluated by varying the yields using the
covariance matrix obtained from the fit and repeating the amplitude fit.
Background shapes: The distribution of the combinatorial background across the phase space
is obtained by extrapolating from the sideband region. This method introduces uncertainties
related to the available yield in the sideband and the extrapolation procedure itself. Repeating
the amplitude fit while varying the background shape within these uncertainties will allow the
associated systematic uncertainty to be evaluated. For Ξ−b → pK−pi− cross-feed background,
the shape will be altered by assuming a different cocktail model as discussed in Sec. 5.4.3.
Background asymmetry: In the baseline fit, it is assumed that there is no asymmetry in the
combinatorial background. The associated systematic uncertainty will be evaluated by allowing
separate background PDFs for Ξ−b and Ξ
+
b , as discussed in Sec. 5.4.2. Global asymmetries in
the combinatorial background will be inferred directly from the fit, whereas for the crossfeed
background the asymmetry is fixed to zero in the nominal fit but will be varied within ±20% for
the evaluation of systematic uncertainty.
Selection efficiency maps: I use as default separate efficiency maps for Ξ−b and Ξ
+
b samples
in order to account directly for possible detection asymmetry. The shapes of these efficiency maps
will be altered to evaluate systematic uncertainties, as done in the previous chapter in Sec. 4.6.
After considering all sources of systematic uncertainty on the Ξ−b and Ξ
+
b efficiency maps, I
generate a set of such maps where each one is created by sampling, for each bin in the map, from
a normal distribution with a mean equal to the bin content and standard deviation equal to the
associated uncertainty in that bin. Fits will be conducted using each of these efficiency maps
and the RMS of the distribution of the change in each fitted parameter is taken as the systematic
uncertainty.
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Production asymmetry: The Ξ−b production asymmetry has not yet been measured, and there
is a lack of a convenient control mode that could be used to remove this source of asymmetry
in the present analysis. Therefore, as a guide, the LHCb measurement of the Λ0b production
asymmetry [164] is taken, which is consistent with being zero:
AP (Λ
0
b)
√
s=7 TeV = 0.0011± 0.0253 (stat)± 0.0108 (syst) ,
AP (Λ
0
b)
√
s=8 TeV = 0.0344± 0.0161 (stat)± 0.0076 (syst) .
No measurement exists for Run II (2015–2016). Since the magnitude of the Ξ−b production
asymmetry should be similar to that for the Λ0b baryon, I take the production asymmetry to be
zero in the baseline, for both Run I (2011–2012) and Run II (2015–2016). I vary the production
asymmetry by ±5%, which is considered conservative, to evaluate the systematic uncertainty
due to possible production asymmetry. This is implemented by introducing a global asymmetry
between theΞ−b andΞ
+
b efficiency maps, which is indistinguishable from a production asymmetry
in the analysis.
Polarisation: I have assumed that the transverse polarisation of the Ξ−b baryons produced in pp
collisions is consistent with zero as observed in the case for Λ0b baryons. To assign a systematic
due to this assumption, I perform pseudo-experiments in which signal is generated with non-zero
polarisation, and then passed through the fit procedure neglecting this effect. The resulting biases
on the fitted parameters will be assigned as the associated systematic uncertainties.
Breit–Wigner parameterisation: Each resonant contribution has fixed parameters in the am-
plitude fit. These include masses and widths and Blatt–Weisskopf radial parameters. For the
Λ(1520) and Λ(1670) resonances, the fit is repeated many times varying their masses and widths
within the range of values quoted by the PDG (see Table 5.10). The Blatt–Weisskopf radius pa-
rameters dΞ−b and dRes are varied between 0–10 GeV
−1 and 0–3 GeV−1 respectively. The RMS
of the distribution of the change in each fitted parameter is taken as the systematic uncertainty.
For the Λ(1405) resonance, the lineshape is replaced with a Flatte´ parameterisation as used in
Ref. [21].
Modelling of nonresonant shapes: Alternative descriptions of the NR shapes will be used to
assign systematic uncertainties.
Alternative fit model: The effect of including additional signal components in the fit model
will be examined to assign systematic uncertainty due to the composition of the baseline model.
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In particular the Λ(1600) and Λ(1890) resonances, which are preferred in the LASSO approach
to building the model, will be included.
In summary, I have presented in this chapter details of an amplitude analysis of the
Ξ−b → pK−K− decay mode using a data sample on pp collision accumulated by LHCb over
2011–2016, comprising of 1 fb−1 collected at
√
s = 7 TeV (2011), 2 fb−1 collected at
√
s =
8 TeV (2012) and 2 fb−1 collected at
√
s = 13 TeV (2015–16). I have highlighted the details of
the procedure employed to improve the efficiency of signal selection of Ξ−b → pK−K− decays
in Run I (2011–2012) by a factor 3.4 as compared to the branching fraction analysis presented
in the previous chapter. I have also updated in this analysis the ratio of production fractions
and branching fractions
(
fΩ−b
/fΞ−b
)
× (B (Ω−b → pK−K−) /B (Ξ−b → pK−K−)), which is
consistent with, and more precise than, the measurement in the previous chapter. To establish a
baseline amplitude model, I have investigated three separate methods, “top-down”, “bottom-up”
and LASSO regularisation. The model obtained from the “bottom-up” approach was chosen as
my baseline model which includes the Λ(1520), Λ(1405) and Λ(1670) resonances as well as
NR(12
+
) and NR(32
−
) components. Using this model, the sensitivity that can be achieved on CP
violation parameters was investigated. It is concluded from this study that, with the present LHCb
data sample, only sensitivity to the fit fractions, their asymmetry and interference fit fractions can
be achieved. After unblinding, it is possible that a significant CP violation will be observed, if
the true physical parameters correspond to large CP violation in, e.g. Ξ−b → Λ(1520)K− decays.
We have also shown that analyses with larger data samples will allow CP violation in the helicity
couplings to be probed.
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CHAPTER6
Summary
“ An end is only a beginning in disguise. ”
Craig D. Lounsbrough, An Intimate Collision
In the present thesis, I have investigated the data sample collected by the LHCb experiment
to study three-body decays of the Ξ−b and Ω
−
b baryons to charmless final states ph
−h′−, where
h(′) denotes a kaon or pion.
Using the 3 fb−1 of data collected by LHCb during the years 2011 and 2012, the decay
Ξ−b → pK−K− has been observed for the first time at significance level of 8.7 Gaussian standard
deviations. This data sample yields around 80 Ξ−b → pK−K− signal candidates. I also have
first evidence of the decay of Ξ−b → pK−pi− at a significance level of 3.4 standard deviations.
No evidence of the Ξ−b → ppi−pi− decay, or of decays of the heavier b-baryon Ω−b to any
ph−h′− final state, are found. I have conducted the measurement of the products of branching
fractions and b-hadron production fractions relative to the B− → K+K−K− normalisation
channel. These measurements are reported in Table 6.1. Since the signals for Ξ−b → ppi−pi−,
Ω−b → pK−K−, Ω−b → pK−pi− and Ω−b → ppi−pi− are not significant, I also show in Table 6.1
upper limits for these decay modes. The branching fractions of Ξ−b → pK−pi− relative to
Ξ−b → pK−K− decays is also measured.
B(Ξ−b → pK−pi−)
B(Ξ−b → pK−K−)
= ( 977± 274 (stat)± 85 (syst) )× 10−3 .
I also quote the upper limits at 90 (95) % confidence level for the relative branching fraction of
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Table 6.1: Relative branching fractions multiplied by fragmentation fractions (Rph−h′−). The
two uncertainties quoted on Rph−h′− are statistical and systematic. Upper limits are quoted at
90 (95) % confidence level for modes with signal significance less than 3σ.
Mode Ξ
−
b
fu
× B(Ξ
−
b (Ω
−
b )→phh′−)
B(B+→K+K−K+) (10
−5)
Ξ−b → pK−K− 265 ± 35 ± 47
Ξ−b → pK−pi− 259 ± 64 ± 49
Ξ−b → ppi−pi− 74 ± 40 ± 36 < 147 (166)
Ω−b → pK−K− − 9 ± 9 ± 6 < 18 (22)
Ω−b → pK−pi− −23 ± 28 ± 23 < 51 (62)
Ω−b → ppi−pi− 48 ± 33 ± 28 < 109 (124)
Ξ−b → ppi−pi− with respect to Ξ−b → pK−K−
B(Ξ−b → ppi−pi−)
B(Ξ−b → pK−K−)
< 554 (626)× 10−3 .
Improving the signal selection using the Run I (2011–2012) data collected by LHCb
and also adding the Run II (2015–2016) data, I have conducted an amplitude analysis of Ξ−b →
pK−K− decay. The amplitude analysis led to a model which includes Λ(1520), Λ(1405) and
Λ(1670) resonances as well as NR(12
+
) and NR(32
−
) nonresonant components. As this analysis
is currently blind to the CP violation parameters and is under review by the LHCb collaboration,
I have used this baseline model, accounting for efficiency variation and background contribution,
to investigate the sensitivity to the CP violation parameters of the model. It is concluded from
this study that, with the present LHCb data sample, only sensitivity to the fit fractions, their
asymmetry and the interference fit fractions can be achieved.
The LHCb experiment is planned to undergo an upgrade during long shutdown 2 (2019–
2020) that will allow operation at luminosities of 2× 1033cm−2s−1. After the upgrade, LHCb
plans to continue data taking and hopes to achieve an integrated luminosity of at least 50 fb−1
by 2029. As a result, the signal yield of Ξ−b → pK−K− might well increase by a factor of 10.
Therefore, by 2029 the statistical error on all the observables could reduce by a factor 1/
√
10,
which would allow CP violation in the helicity couplings to be probed.
To date there is no experimental observation of CP violation in b baryon decays. Sig-
nificant progress has however been achieved towards such an observation. The observation of
a Ξ−b decay to a charmless three-body final state (pK
−K−) and the development of an ampli-
tude analysis tools that can be used to investigate CP violation in this and similar channels are
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important steps towards a better understanding of matter-antimatter asymmetries in the baryon
sector. As more data is accumulated by the LHCb experiment, it is expected that discoveries will
be possible.
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APPENDIXA
VELO module and its support system
During the LHCb phase I upgrade over the years 2019 to 2020, the VELO sub-detector (currently
a silicon strip detector with R-φ sensors) will be replaced by a hybrid pixel detector having pixels
of size 55µm× 55µm. Pixels are an attractive choice for the upgraded VELO due to the high
granularity and fast pattern recognition, allowing excellent vertex resolution and tracks separation
that are crucial for the trigger performance. In the upgraded VELO sub-detector, there will be 26
pairs of VELO modules which will be arranged around the Interaction Point, with the help of a
support system such that they cover the entire LHCb pseudo-rapidity range (1.9 < η < 4.9) to
provide excellent tracking and vertexing measurements. The Oxford and Nikhef LHCb groups
have put forward their respective designs for the support system for the VELO module, which are
referred to throughout this note as the “Oxford” and “Nikhef” designs. This appendix describes
the detector geometry of the VELO module and its support system. The details presented here
have been documented in a LHCb internal note [165]. The work presented in this note is a
combined effort of all authors of the note.
In Sec. A.1, I introduce the details and the methods used in the implementation of the
geometry descriptions of the VELO module and its support system. In Sec. A.2, I discuss the
actual geometry descriptions of different components that form the VELO module. In Secs. A.3
& A.4, I discuss respectively the designs of the VELO module support system proposed by the
Nikhef and Oxford groups. A study of the amount of simulated material in the VELO is presented
in Sec. A.5. I also highlight in this section, the impact of the two designs on the performance
of several key physics quantities, studied using fully simulated events that were generated with
the respective VELO detector descriptions. Finally, a summary of the appendix is presented in
Sec. A.6.
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A.1 Introduction
Information on the detector structure, geometry and materials is stored in the detector description
database (DDDB) in XML (eXtendable Markup Language) files. The DDDB forms part of the
more general conditions database (CondDB) [166], which contains additional information on
detector conditions, e.g. temperature and pressure around the detector during the data taking
period. The DDDB is used by Geant4 [93, 167] to simulate the passage of particles through
the LHCb detector. The LHCb tracking code also uses the DDDB information to account for
multiple scattering from particle interactions in the material.
The full description of the VELO geometry is split into four parts: geometry, structure,
parameters and materials. The geometry part describes the physical aspects of the detector and
is the main concern for this appendix. The geometry part of the description involves the use
of two types of volumes viz. logical volumes and physical volumes. Logical volumes are the
basis for the whole geometry description and are created from seven primitive types of solid
lattices namely boxes, simple trapezoids, general trapezoids, tube segments, sphere segments,
conical tube segments and polyconical tube segments. These primitive shapes may be combined
using union, subtraction and intersection Boolean operations. The logical volumes can also hold
daughter volumes within them. The daughter volumes are implemented as physical volumes,
which are specific instantiations of a logical volume. These physical volumes can be positioned
and rotated to a particular location and orientation inside the mother logical volume. All the
volumes are visualised using Panoramix [168], the LHCb event display. This allows individual
elements of the detector description to be viewed in three dimensions.
The logical volume that contains the geometry description of the VELO module mounted
on the support structure is labelled lvModule{X}WithSupport, where {X} ∈ {0, 51}.
Here {X} represents the number of VELO modules in the upgraded VELO sub-detector. The
volumes describing the VELO module and its support system are labelled lvModule{X}
and lvSupport, respectively. Figure A.1 shows the two lvModule{X}WithSupport for
Oxford and Nikhef designs. In the following sections, I will discuss the components of the logical
volume lvModule{X}WithSupport in detail.
A.2 VELO module
The VELO comprises 52 modules, each mounted on the support structure. All the components
of the VELO module are included in the mother volume, lvModule{X}, which consists of
an lvHybrid and four lvLadder{X} {0,1,2,3} logical volumes. The lvHybrid is a
hybrid circuit that consists of data connectors, layers of kapton–copper and cooling substrate. The
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lvSupport
lvModule
lvSupport
lvModule
Figure A.1: The VELO module with the (top) Nikhef and (bottom) Oxford support structures.
207
lvLadder{X} {0,1,2,3} is a tile that consists of three silicon VeloPix ASICs and a silicon
sensor. The volumes included in lvModule{X} are illustrated in Figure A.2 and are discussed
in detail in this section.
Front Side
Volumes 
Back Side
Volumes
Layer of
lvHybrid
Leg of
lvHybrid
lvHybrid
lvSubstrate
2 x lvLadder
2 x lvLadder
Figure A.2: The VELO Module ‘lvModule{X}’.
VELO Tile: The lvLadder{X} {0,1,2,3} is a mother volume that forms a tile and con-
sists of an lvChips and an lvSensor{X} {0,1,2,3} logical volumes. The lvChips is
itself another mother volume that contains three lvChip and three lvGlue logical volumes,
forming a chip array. The lvChip represents a single silicon VeloPix ASIC and the lvGlue
represents a Stycast (a mixture of carbon, hydrogen and oxygen) glue layer between each ASIC
and the substrate. The chip array is mounted to lvSensor{X} {0,1,2,3}, which comprises
a single logical volume called lvDet. This lvDet consits of silicon and is a subtraction of
4 boxes from a parent box that results in an active area surrounded by the inactive edges. The
volumes included in lvLadder{X} {0,1,2,3} are illustrated in Figure A.3.
Hybrid: The lvHybrid is a complex mother volume containing the four silicon tiles. This
element consists of three different parts: the lvSubstrate, the main part of the lvHybrid
and the “legs” of the lvHybrid. In addition, the hybrid also includes six data connector volumes,
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lvDet
lvChip
lvGlue
lvSensor 
contains
lvDet
3 x lvChip 3 x lvGlue
lvChips
Figure A.3: Components of the lvLadder{X} {0,1,2,3} logical volume which describes
the VELO tile.
lvDataConnector, three on the front and three on the back of the mid-plate of the VELO
support module, sitting on-top of the kapton-copper-kapton layers.
An lvDataConnector is represented as a box-shaped mother volume that
defines a data connector, placed on all legs of the hybrid. Each data connector,
lvDataConnector, is a mother volume built out of a lvDataConnectorLCP and two
lvDataConnectorContact logical volumes. The lvDataConnectorContact is con-
sists of Liquid Crystal Polymer (LCP) material and described as the subtraction of 2 boxes
from the parent box to accommodate the two lvDataConnectorLCP volumes. The
lvDataConnectorLCP logical volume is consists of beryllium-copper and is just a primitive
type box. All the volumes that form lvDataConnector are illustrated in Figure A.4.
A.3 Oxford design
The full Oxford support design is contained within the logical volume lvSupport and consists
of four components: lvOxfSupport, which is the main body of the support; lvManifold,
which is an interface between the module section and the cooling pipes; lvReinforce, which
is a block used to hold the manifold in place and attached on the opposite side of the module
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2 x lvDataConnectorLCP
lvDataConnectorContact
Figure A.4: The logical volumes that constitute lvDataConnector.
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and lvDeliveryPipe, which is a logical volume describing the two cooling pipes that are
connected to the manifold. I will discuss in this section the logical volumes lvManifold,
lvReinforce and lvDeliveryPipe in detail.
Cooling connector and reinforcement block: The cooling connector ‘lvManifold’ and
reinforcement block ‘lvReinforce’ are two separate pieces which are of the same general
shape but of different thicknesses. Additionally, the cooling connector has a hollow middle
section with cylindrical holes of slightly larger diameter in the side than the cooling pipes. The
cooling connector is formed of Invar whereas the reinforcement block is formed of ceramic.
These two pieces are mounted either side of the main module and the cooling pipes connect into
the side of the cooling connector.
The lvManifold volume consists of three separate pieces, lvManifoldMiddle
and two instances of lvManifoldSide. Figure A.5 shows the full lvManifold volume.
The lvReinforce is a single logical volume and is shown in Figure A.6.
lvManifoldMiddle
lvManifoldSide
Figure A.5: The cooling connector joining the cooling pipes to the hybrid ‘lvManifold’.
Cooling pipes: The two cooling pipes, that carry CO2 coolant, in the support design are both
described by a single logical volume, lvDeliveryPipe. The logical volume as implemented
is shown in Figure A.7.
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Figure A.6: Reinforcing block used on the opposite side of the hybrid to the cooling connector
‘lvReinforce’.
Figure A.7: The coolant delivery pipes for the modules ‘lvDeliveryPipe’.
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A.4 Nikhef design
The Nikhef support design consists of a basic support structure (lvNikhefSupport) formed
of carbon fibre, two CO2 delivery pipes (lvDeliveryPipe) which help in the transport of
the CO2 coolant, and a CO2 manifold (lvManifold) to carry the coolant from delivery pipes
to the VELO module. The volumes included in lvSupport are shown in Figure A.8. In this
section, I describe all the logical volumes that make up the Nikhef version of lvSupport in
detail.
2 x lvDeliveryPipe
lvNikhefSupport
lvManifold
Figure A.8: The Nikhef module support ‘lvSupport’.
Nikhef support: The lvNikhefSupport logical volume consists of a mid-plate
(lvSupportMidPlate), which acts as a floor for data connectors to sit on, two cylindrical legs
(lvSupportPipe) on either side of the mid-plate, a small plate (lvSupportPlate1) and a
slightly larger plate (lvSupportPlate3). Together with the delivery pipe and hybrid, they
hold the manifold in place. Figure A.9 shows the lvNikhefSupport and all of its components
that are formed of carbon fibre.
Cooling connector: The lvManifold, illustrated in Figure A.10, is a logical volume con-
structed from a primitive box-type solid after carrying out subtractions on one of its faces of two
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2 x lvSupportPipe
lvSupportMidPlate
lvSupportPlate3
lvSupportPlate1
Figure A.9: The basic structure of the Nikhef module support ‘lvNikhefSupport’.
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pairs of big and small boxes, to provide connections for the CO2 coolant, and subtractions on
both of its sides of big and small solid tubes, to provide inlets for the coolant. This volume is
formed of Invar.
CO2 outlet onto Substrate
CO2 inlet from delivery pipes
Figure A.10: The CO2 manifold ‘lvManifold’.
Cooling pipes: The lvDeliveryPipe is a logical volume which is in an “L”
shape consisting of shorter and longer hollow tubes filled with CO2. The tubes
(‘lvDeliveryPipeOuterLong’ and ‘lvDeliveryPipeShortConnector’) are both
formed of stainless steel enclosing the CO2 tubes (lvCO2DeliveryPipeOuterLong
and lvCO2DeliveryPipeShortConnector). These daughter volumes that constitute
lvDeliveryPipe are illustrated in Figure A.11.
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lvCO2DeliveryPipeOuterLong
lvDeliveryPipeOuterLong
lvCO2DeliveryPipeShortConnector
lvDeliveryPipeShortConnector
89.136 mm
8 mm
0.5mm
0.25mm
0.8 mm
Figure A.11: The CO2 coolant delivery pipe ‘lvDeliveryPipe’, and its components; also
shown are the dimensions of the different components.
216
A.5 Material scan and performance plots
Based on the XML descriptions of the Nikhef and Oxford designs, the total material thickness of
a single station comprising a left-right pair of modules, measured along the beam direction z, can
be determined using a ray-tracing method. The thickness is determined in terms of length along
z axis as a percentage of a radiation length X0, and is presented in Figure A.12. In these scans
the contribution from the RF foil (see Sec. 3.3.2 for more details) is not included. It is evident
from the scans that the amount of material in the region close to the beam line is not affected
by the choice of the support design, hence no significant differences in physics performance are
expected.
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Figure A.12: Thickness along z (in percentage of a radiation length X0) of a single module for
(left) Oxford and (right) Nikhef support designs, based on a perpendicular ray-tracing method.
The overall material length traversed by a particle originating from the origin (x, y, z) =
(0, 0, 0) as a function of the angles (φ, η) is shown for both the designs in Figure A.13. For these
plots the RF foil and all other simulated VELO components are included. Some slight differences
are visible, notably a small amount of additional material for the Oxford design in the region
1 < η < 3, and φ ≈ 0, pi. Limiting to the region 2 < η < 5, the average thickness of material
traversed as a particle travels through the VELO is 23.1% (22.8%) for the Oxford (Nikhef) design.
The material traversed prior to the first and second detector layer is indistinguishable for the two
designs, at 1.7% and 3.0% respectively.
To compare the performance of the VELO under the two different designs, using the most
important analysis-level quantities, samples of Monte Carlo simulation are generated (each with
∼ 40k minimum bias events) for each design and passed through the full simulation chain.
For both module designs, the uncertainty on the impact parameter as a function of 1/pT
(where pT is the transverse momentum of the track) and the resolution on the x component of the
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Figure A.13: Total material traversed (in % of a radiation length) by a particle originating at
(0, 0, 0) as it travels through the VELO, as a function of the 2D angular space in (φ, η) for (left)
Oxford and (right) Nikhef VELO module support systems.
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primary vertex (PV) are shown in Figure A.14. Similar results are observed for the other two
coordinates of the PV. These plots indicate that there are no significant differences in performance
driven by the design choice. Track reconstruction efficiencies have also been inspected for both
designs. No significant differences are observed, either for the integrated efficiencies, or for
efficiency as a function of various kinematic and geometrical variables.
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Figure A.14: Track IP and primary vertex spatial resolution for the two proposed module designs;
No significant differences are observed.
A.6 Summary
This appendix provides a brief summary of the geometry description of the upgraded VELO
module and the two designs proposed by the Oxford and Nikhef LHCb groups for its support
system. I have discussed the components of the VELO module and support system that I have
been mainly involved in building. A detailed description of the work has been documented in the
LHCb internal note [165]. I have also presented the results of material scans and the performance
plots of the VELO module for both of the designs. This study concluded that no significant
differences in physics performance are exhibited by the two designs of the support structure. The
work presented in this appendix formed part of the review process to choose one of the designs
as the VELO module support system for the LHCb upgrade. In the end, it was decided that the
Nikhef design exhibited higher mechanical stability than the Oxford design and was therefore
chosen as the support structure for the upgraded VELO module.
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APPENDIXB
Data and simulation consistency for
MVA input variables
Possible MC/data discrepancy was investigated using theB−→ ppK− control channel (inclusion
of charge-conjugate processes is implied here) which has high signal statistics and the same
topology as our signal modes. For the comparison plots of the input variables that go into the
training of the MVA classifier shown in Fig. B.1, we have applied on the MC samples the PID
weights obtained from the PIDCalib package which corresponds to the respective PID cuts in
the data sample.
We do not see a huge discrepancy in any of the variables shown in Fig. B.1 between MC
and signal sWeighted data. There are two things to note here:
• In the MVA training, we use the pT asymmetry defined for a cone with an angle of
1.7 radians in the η–φ space (B STRIP PTASYM 1 7). Unfortunately we are unable to
investigate the data/MC discrepancy of the variable defined for this particular angle, since
it is not stored in the micro-DST format of the StrippingBu2hhh pph inclLine
stripping line. A similar variable with an angle of 1.5 radians is, however, stored, and we
are satisfied that if this variable is consistent between data and MC, the corresponding
variable with 1.7 radians is highly likely to also be so.
• We also do not show the distribution of the vari-
able Transf B STRIP VTXISODCHI2ONETRACK, since the
StrippingBu2hhh pph inclLine micro-DST data files do not have this
variable stored. However, it has been shown in the analyses of Λ0b(Ξ
0
b )→ phhh that this
variable does not show a discrepancy between background subtracted data and MC [105].
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With regard the cross-check of whether the resampled PID variables match the signal
sWeighted data or not, we additionally apply weights on the MC sample so that some of the
kinematic variables in MC match the sWeighted B−→ ppK− data. The resampling is done
using the track p, η and event multiplicity (nTracks) variables. Figures B.2 and B.3 show
the uncorrected, corrected (resampled using PIDGen package) and sWeighted PID variable
distributions for Run I (2011–2012) and Run II (2015–2016) respectively.
Generally there is a good agreement between sWeighted data and the resampled variables
except for slight discrepancies in low p PROBNN and high p and K PROBNN regions. The h1 and
h3 proton tracks show different level of agreements to the sWeighted data which can be attributed
to different kinematics of these two final state particles. The low p PROBNN values is a known
issue since the proton tracks have a cut of DLLp> −5.0 in the stripping. For this discrepancy
to be resolved, the resampling must be done before any stripping cuts were applied, which is
not possible. A discrepancy can also be seen in the region of high values of the transformed
PROBNN variables for (anti)protons. Note here that, there will always be residual differences
due to the fact that the kernel densities, used in the PIDGen package do not perfectly model the
true distribution of PROBNN, pT, η and nTracks. This is not expected to affect the analysis,
since the transformation tends to zoom into this region, and therefore the discrepancy is confined
in a small region of the PROBNN variable that is actually used in the selection. Other analyses
have seen similar effects and reached the same conclusion. Therefore, we consider the agreement
between corrected MC and sWeighted data to be satisfactory.
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Figure B.1: The subset of MVA input variable distributions in MC and signal sWeighted data for
B−→ ppK− mode. The distributions are grouped in a set of 4 figures each corresponding to
the 4 data taking periods. The corresponding year of the distribution is shown in the title and the
variable name is on the x-axis.
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Figure B.2: Comparison of the resampled PID variables (using PIDGen) with signal sWeighted
B−→ ppK− data in Run I (2011–2012). Here ‘h1’, ‘h2’ and ‘h3’ are p, K− and p particles re-
spectively (and charge conjugate for B+ decays). Bottom plots show the cumulative distributions
of the top plot.
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Figure B.3: Comparison of the resampled PID variables (using PIDGen) with signal sWeighted
B−→ ppK− data in Run II (2015–2016). Here ‘h1’, ‘h2’ and ‘h3’ are p, K− and p particles re-
spectively (and charge conjugate for B+ decays). Bottom plots show the cumulative distributions
of the top plot.
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