We consider the problem of the wave equation with Neumann boundary condition damped by a locally distributed linear damping a(x)u . When the damping region ω := {x, a(x) ≥ α > 0} contains a neighborhood of the boundary of the domain, E. Zuazua proved that the energy decays exponentially to zero. Using a piecewise multiplier method introduced by K. Liu, we prove that the energy decays exponentially to zero under weaker geometrical conditions. We give explicit examples when the domain is a polyhedron, and in the case of a disc. The proof is based on the construction of multipliers adapted to the geometrical conditions.
Introduction
Let Ω be a bounded domain in R N of class C 1,1 . The problem of stabilization of the wave equation with Dirichlet boundary condition damped by the use of a locally distributed feedback has been studied by several authors. Consider As usual define the energy of the solution by
It is easy to see that if ω = Ω, the energy decays exponentially to zero. E. Zuazua [12] proved that this holds true under weaker geometrical conditions: it is sufficient that ω contains a neighborhood of the part Γ(x 0 ) of the boundary Γ of Ω defined by Recently, K. Liu [6] studied the observability of a class of partial differential equations. He extended the results of E. Zuazua [11] weakening the geometrical conditions on the localization of the observation region : using a piecewise multiplier method, he obtained the property of observability under very general and easily verifiable geometrical conditions. K. Liu and M. Yamamoto [7] combined this method and non harmonic analysis results developped by V. Komornik [4] to establish the observability of the system of the wave equation with Dirichlet boundary condition under the same geometrical conditions with very precise estimates of the minimal time T 0 needed for observability (that is : the system is observable in time
On the other hand, C. Bardos, G. Lebeau et J. Rauch [1] proved that if Ω and a are analytic, the energy of solutions of (1.1) decays uniformly exponentially to zero if and only if the damping region satisfies the "geometric optics condition". Their proof is based on microlocal analysis techniques. Now we consider the problem of the wave equation with Neumann boundary condition damped by a locally distributed feedback : 5) where q : Ω −→ R + is a nonnegative and nonzero function. We define the energy by
E. Zuazua noted that the method he used in [12] to study (1.1) can be adapted to prove that the energy of the solutions of (1.5) decays exponentially if the damping region ω contains a neighborhood of the whole boundary of Ω, but the question of exponential decay remained open in the case where the function a is equal to zero on a part of the boundary.
The result of C. Bardos, G. Lebeau et J. Rauch [1] can still be adapted to (1.5) when the domain Ω and the function a are sufficiently smooth.
In this work, by adapting the piecewise multiplier method to the difficulties related to Neumann boundary condition, we give sufficient geometrical conditions under which the energy of the solutions of (1.5) decays exponentially (with an explicit decay rate). Then we apply our results to some examples, constructing explict multipliers that are adapted to the given domain. This gives an answer to a question raised by E. Zuazua in [12] . In the same way, one shall study the decay rate of solutions of the semilinear wave equation with Neumann boundary condition damped by a nonlinear feedback a(x)g(u ). We applied also this method of adapted multipliers to obtain some results for the stabilization of the wave equation with a boundary feedback (see [8] ).
Main result
Let Ω be a bounded open domain in R N , and ω a subdomain of Ω. Let a, q : Ω −→ R + be two nonnegative continuous functions. We assume that x → a(x)q(x) is not identically equal to zero.
We consider the problem of the wave equation with Neumann boundary condition damped by a locally distributed linear feedback
2)
As usual, we define the energy by
We will use the following notations :
• x · y represents the euclidean scalar product of x by y in R N ,
• if Ω j ⊂ R N is a Lipschitz domain, ν j represents the outward unit normal vector to the boundary ∂Ω j ,
Geometrical conditions : assume that the following geometrical conditions on Ω and ω are satisfied :
• Ω is convex or of class C 1,1 . (Then there exists a unique solution u(t) of the problem (2.1)-(2.3), and u satisfies the following regularity
with some s 0 > 3 2 ; this regularity is sufficient to justify the computations we will do.)
where λ 1,j (x) represents the smallest eigenvalue of the symmetric matrix D 2 φ j (x).
Moreover we assume that
where
Our main result is the following :
Theorem 1. Assume that the conditions (2.5)-(2.7) are satisfied. Assume that the function a is bounded from below by a positive constant α on ω :
Then the energy decays exponentially : there exists a positive constant γ such that
Remark. This generalizes the result of E. Zuazua [12] who considered the case where ω contains a neighborhood of the whole boundary.
In the following, we give some examples of application of our result : first we consider the case of a polyhedron, and next we consider the (more difficult) case of a disc.
Examples of convenient geometrical conditions
The case where ω contains a neighborhood of the whole boundary (treated by E. Zuazua [12] ) corresponds to the case where we have only one subdomain Ω 1 equal to Ω, and we choose
Therefore choosing
we see that (2.5)-(2.7) are satisfied.
If the function a is equal to zero on a non empty open subset γ of the boundary Γ, ω is no more a neighborhood of the whole boundary. In the following, our goal is to construct φ such that its normal derivative is equal to zero on γ :
whereΩ is a subdomain of Ω such that
In particular, the conditions (2.5)-(2.7) are satisfied if the following simpler ones are verified : there exist subdomains Ω j ⊂ Ω, 1 ≤ j ≤ J with Lipschitz boundary ∂Ω j and functions
Then it is sufficient to define
This remark allows us to give a first example :
The case of a polyhedron
Let Ω be a polyhedron in R N . We denote (C j ) 1≤j≤K the sides of Ω and we fix a point x j on each side. Let O j be a neighborhood of x j in R N such that the domain Ω j := O j ∩ Ω is Lipschitz and satisfies
(see Fig. 1 )
(3.2) is satisfied thanks to the choice of x j :
ω Ω However, note that these special functions φ j can only be used under very special geometrical conditions (that are satisfied if the domain is for example a polyhedron), but in general, we cannot find a point x j such that
for example if Ω is a ball.
The case of a disc
If Ω is a disc in R 2 , it is impossible to find x j ∈ R 2 such that (x − x j ) · ν(x) = 0 on a non empty open part of ∂Ω.
It seems also difficult to find functions φ j that satisfy (3.2) (the assumption on the laplacian of φ j and the one on the normal derivative of φ j seem difficult to conciliate).
Let Ω be the disc D(O, R) centered at O and of radius R. Since Ω is simply connected, the Riemann conformal mapping theorem (see, e.g., W. Rudin [10] ) ensures us that there exists a holomorphic bijection between D(O, R) and the half-plane P := {Re z < 0} : for example, the function
is a holomorphic bijection between D(O, R) and P. Define
the function ψ satisfies
This brings us to consider
We have the following 
Then there exists µ 1 such that (φ, µ 1 , Ω 1 ) satisfies (2.5) with some η > 0.
Remark. Ω 1 is a neighborhood of the point (R, 0); we will determine explicitly two subdomains of Ω 1 (see Fig. 2 ).
Proof of Proposition 3.1. In order to simplify the computations, we assume that Ω is the disc D(R, R); we define
Easy computations show that
Therefore we have the required property : since
we have
Next we compute the Hessian matrix of Φ :
Its smallest eigenvalue is
If (2.5) is satisfied on a subdomain Ω 1 , we can find µ 1 such that
This is equivalent to say that
This is clearly possible on a neighborhood of the point (2R, 0) (where the left-hand side term is equal to zero). It remains to find the largest subdomain Ω 1 on which this property is satisfied. We note that
Thus this means that
(3.10)
We define Ω 1 such that this property is satisfied.
Now consider the circle centered at O and of radius ρ < 2R:
O R 2R
The circles D(R, R) and D(2R, R) intersect themselves at the points (
The maximum is reached at the points where the circle C(O, ρ) intersects Ω, which are :
this gives
The right-hand side term is equal to zero when ρ = 2R, and is nondecreasing when ρ decreases. We check that if ρ = 1, 86R, we have
Hence the zone {z ∈ Ω : |z| ≥ 1, 86R} satisfies the required geometrical conditions. Now consider the circle C (2R, ρ ) ; we see that
Hence the zone
satisfies also the required geometrical conditions.
Remark. Proposition 3.1 implies that if the function a is bounded from below by α > 0 on the hachured part of the following disc (Fig. 3) , then the geometrical conditions required by Theorem 1 are satisfied, and the energy of weak solutions decays exponentially to zero. 
∀0 ≤ S < T < +∞, E(S) − E(T ) =
Proof of Lemma 1. We multiply (2.4) by u and we integrate by parts on Ω × [S, T ]:
The piecewise multiplier method

Lemma 2. Let O ⊂ Ω be a Lipschitz domain.
Let h : O −→ R n be a vector field of class C 1 . Set 0 ≤ S < T < +∞. Then we have the following identity :
Remark. The integrations by parts leading to (4.2) are usually done if O is of class C 2 , and remain valid if O is only Lipschitz thanks to the results of P. Grisvard [3] .
Proof of Lemma 2. This identity is given by the multiplier method : we compute
Hence, we get (4.2) putting the boundary integrals in the left-hand side member.
The main problem is to estimate the boundary integrals in (4.2). We will use the identity (4.2) on each subdomain Ω j . In the case of the wave equation with Dirichlet boundary condition, K. Liu [6] constructed a special vector field that allows us to easily estimate the boundary integrals : they are nonnegative because u = 0 on ∂Ω ∩ {m · ν ≤ 0} and h = 0 elsewhere (for more details see also [9] ).
When we study the wave equation with Neumann boundary condition, this construction is sufficient if ω contains a neighborhood of the whole boundary of Ω. But in the other cases, we have to refine this construction : set 0 < ε 0 < ε 1 < ε 2 < ε; define for i = 0 to 2 : 
First we study the boundary integrals in (4.5). Thanks to our construction, we see that
Hence the second term of the boundary integrals is equal to zero. On the other hand, the first term is equal to zero on ∂Ω j ∩ ∂Ω thanks to Neumann boundary condition. Since ψ j = 0 on ∂Ω j \ ∂Ω, we see that the boundary integrals in (4.5) are equal to zero.
Then we deduce from the definition of ψ j and of (4.5) that
Set µ : Ω −→ R a function of class C 2 , that remains constant on each subdomain Ω j :
Multiplying (2.1) by µ u, we get that
We add (4.7) to (4.6) and we get
(We used the fact that ∇µ = 0 on Ω \ Q 1 .) Therefore we deduce from (2.5) that
This is the key inequality to prove (2.10).
Estimates of the right-hand side terms of (4.10)
It is clear that
On the other hand, we have the following Lemma 3. There exists a positive constant C such that, given δ > 0, we have
Using the estimates (4.11) and (4.12), we deduce from (4.10) that, if δ is small enough, there exists a positive constant C such that (4.13) using the fact that a(x) ≥ α > 0 on Ω ∩ Q 1 .
It remains to estimate the last term of (4.13) : 
Hence we see that Finally we adapt a method introduced by F. Conrad and B. Rao [2] to estimate the last term of (4.14) : 
End of the proof of Theorem 1
Using (4.14) and next (4.15), we deduce from (4.13) that
Choosing η small enough, and letting T go to infinity, we get that 
