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The linear stability of solitary-wave or front solutions of Hamiltonian evolutionary
equations, which are equivariant with respect to a Lie group, is studied. The orga-
nizing centre for the analysis is a multisymplectic formulation of Hamiltonian partial
dierential equations (PDEs) where a distinct symplectic operator is assigned for
time and space. This separation of symplectic structures leads to new characteriza-
tions of the following components of the analysis. The states at innity are char-
acterized as manifolds of relative equilibria associated with the spatial symplectic
structure. The momentum of the connecting orbit, or shape of the solitary wave,
considered as a heteroclinic orbit in a phase-space representation, is given a new
characterization as a one-form on the tangent space to the heteroclinic manifold and
this one-form is a restriction of the temporal symplectic structure. For the linear
stability analysis, a new symplectic characterization of the Evans function and its
derivatives are obtained, leading to an abstract geometric proof of instability for
a large class of solitary-wave states of equivariant Hamiltonian evolutionary PDEs.
The theory sheds new light on several well-known models: the gKdV equation, a
Boussinesq system and a nonlinear wave equation. The generalization to solitary
waves associated with multidimensional heteroclinic manifolds and the implications
for solitary waves or fronts which are biasymptotic to invariant manifolds such as
periodic states are also discussed.
Keywords: stability; Evans function; multisymplectic structure; wave equations;
Hamiltonian structure; solitary waves
1. Introduction
The calculus of variations, critical-point theory and Hamiltonian structure have
played an important role in the analysis of the stability and instability of solitary-
wave solutions of translation-invariant Hamiltonian evolution equations. For exam-
ple, the characterization of solitary-wave states as critical points of the energy (or
Hamiltonian) constrained to level sets of the momentum (or momentum and other
constants of motion) leads to a powerful framework for proving nonlinear Lyapunov
stability|when the second variation, evaluated at the constrained critical point, has
a nite number of negative eigenvalues (see, for example, Benjamin 1972; Bona 1975;
Holm et al . 1985; Grillakis et al . 1987, 1990; Maddocks & Sachs 1993, and references
therein). However, for many Hamiltonian evolution equations, particularly coupled
systems of partial dierential equations (PDEs), even though the characterization
of the solitary-wave or front solution as a constrained critical point is well dened,
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the second variation is strongly indenite and the relation between critical point
type and stability is lost. In this case, an important rst step is to study the linear
stability and instability, that is, analyse the spectral problem associated with the
linearization about the solitary-wave or front solution.
A dynamical systems framework for analysing spectral problems associated with
the linearization about a solitary-wave or front solution was introduced by Evans
(1975) and extended by Jones (1984), Alexander et al . (1990) and Pego & Weinstein
(1992). The cornerstone of the Evans theory is the Evans function, D(), a complex
analytic function of the spectral parameter  2 C. Under suitable hypotheses, the
Evans function has the property that, if 0 2 C has positive real part and D(0) = 0,
then 0 is an unstable eigenvalue associated with the linearization about a solitary
wave. Pego & Weinstein (1992) adapted the Evans-function theory for Hamiltonian
evolutionary equations and proved, for three families of Hamiltonian evolutionary
equations, that D() satises
D(0) = D0(0) = 0; sgnD00(0) = sgn
dI
dc
; (1.1)
and that D()! 1 as ! +1 along the real axis. In equation (1.1), I is the value
of the momentum level set and c is the speed of the solitary wave.
The importance of the result (1.1) is two-fold: it uses the constrained variational
principle|solitary waves characterized as critical points of the energy restricted to
level sets of the momentum|without any hypotheses on the second variation, and, by
the intermediate-value theorem, dI=dc < 0 is a sucient condition for the existence
of at least one unstable eigenvalue. However, in the theory of Pego & Weinstein
(1992), the system of ordinary dierential equations (ODEs) associated with the
spectral problem had no special structure, and explicit calculations for each particular
Hamiltonian evolution equation were therefore necessary in parts of the proof of (1.1).
This limits applicability of (1.1) to the particular PDEs studied and to cases where
the solitary wave is known explicitly.
In this paper we give an abstract proof of (1.1) and generalize it in several direc-
tions. The cornerstone of the theory is a multisymplectic formulation of Hamiltonian
PDEs, where a distinct symplectic operator is assigned for time and space. With two
symplectic structures we are able to give a geometric characterization of the ODE
associated with the spectral problem. To be explicit, the Hamiltonian PDE will be
written in the form
MZt +KZx = rS(Z); Z 2 R2n; x 2 R; t > 0; (1.2)
with M and K skew-symmetric constant matrices in R2n2n and S a smooth func-
tional in R2n.
To illustrate how such a multi-symplectic Hamiltonian PDE can be derived from a
Hamiltonian evolution equation, consider the generalized Korteweg{de Vries (gKdV)
equation, written in Hamiltonian form:
ut = −12
@
@x
H
u
; with H(u) =
Z +1
−1
[F (u)− 12u2x] dx; (1.3)
where F (u) is some smooth function. The gKdV equation can be reformulated as a
Hamiltonian system on a multisymplectic structure as follows. With new variables,
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, v and w, dened below, the gKdV equation can be written as a rst-order system
of PDEs,
u = x; v = ux; w = t + vx + f(u); ut + wx = 0; (1.4)
or, with Z = (; u; v; w) 2 R4,
MZt +KZx = rS(Z); Z 2 R4; (1.5)
where
M =
0BB@
0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0
1CCA and K =
0BB@
0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
1CCA ; (1.6)
and
S(Z) = 12v
2 − uw + F (u); f(u) = F 0(u): (1.7)
The skew-symmetric operators K and M dene the two fundamental presymplectic
structures on R4, with two-forms
 = dv ^ du+ d ^ dw and ! = d ^ du: (1.8)
The two-form  is in fact a symplectic form (closed and non-degenerate two-form) on
the full four-dimensional phase space and ! denes a rank-two symplectic structure
associated with the time dependence. A third symplectic structure, with dening
two-form Ω =  − c!, is associated with a restriction of (1.5) to a moving frame
travelling with speed c. Further aspects of this reformulation of the gKdV equation
are covered in x 6. Other examples are given in xx 5, 7 and 8. However, the proof of
instability will not rely on properties of any particular equation; it is based on the
abstract form of the equations (1.2).
As an example of how the multisymplectic formulation (1.5) enters the analysis
and linear stability of solitary waves, consider the solitary-wave solution of the gKdV
equation. For suitable functions f , it is well known that there exists a solution of
(1.3) of the form
u(x; t) = Tctu^(x) def= u^(x− ct) (1.9)
which decays exponentially as x! 1 and satises the ODE
d
dx
[u^xx − 2cu^+ f(u^)] = 0: (1.10)
Linearization of (1.3) about this solitary-wave state and a spectral ansatz u(x; t) =
u^(x− ct) + v(x− ct)et leads to
−12 [vxxx + (f 0(u^)v)x − 2cvx] = v; (1.11)
where  2 C is the spectral parameter. For the Evans-function theory, this spectral
problem is formulated as a rst-order system of ODEs; a natural way of doing this is
Vx = A(x; )V; V 2 C3; x 2 R; (1.12)
where V = (v; vx; vxx). However, this equation, considered as a dynamical system in
the x-variable, does not have a Hamiltonian structure, nor is it obvious that it might
be Hamiltonian. On the other hand, using the multisymplectic formulation of the
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equation, both the spatial and temporal symplectic structures are retained in the
spectral problem. Linearizing (1.5) about the solitary wave results in the spectral
problem
JcZx = [D2S(Z^)− M ]Z; with Jc = K − cM ; (1.13)
where Z^ is the representation of the solitary wave in the Z-coordinates in (1.5). Since
Jc is skew-symmetric and non-degenerate, this system is Hamiltonian, with respect
to the x-derivative, when  = 0, and M is associated with the temporal symplectic
structure.
Equations (1.10) and (1.12) (or (1.13)) show that two important components of the
analysis of solitary waves and their stability for (1.3) can be formulated as dynamical
systems with respect to the spatial variable x. Indeed, existence of solitary-wave
solutions proceeds most easily by looking for homoclinic or heteroclinic orbits of the
‘dynamical system’ (1.10), and the Evans-function theory can be interpreted as a
transversal intersection criterion for the stable and unstable manifolds associated
with (1.12). The system (1.10) is evidently Hamiltonian|the symplectic form is
dv^ ^ du^ with v^ = u^x|but (1.12) is not, whereas the formulation (1.13) retains the
geometric information from the two symplectic structures in (1.5).
The purpose of this paper is not to study the linear stability problem for particular
PDEs. Our argument is that a multisymplectic formulation of the evolution equation
and the spectral problem associated with the linearization about a solitary-wave state
are general properties of a large class of Hamiltonian evolution equations. With this
formulation, a new geometric characterization of the linearized stability equation is
possible, leading to an abstract proof of a generalization of (1.1)|a proof that relies
on the interplay between the two symplectic structures (temporal, !, and spatial, 
or Ω) but not on properties of a particular equation.
In this paper a multisymplectic manifold is a manifold with a collection of closed
two-forms, each of which is non-degenerate on a submanifold. The concept of a
multisymplectic manifold, in the sense used here was introduced in Bridges (1995,
1997a; b), and shown to be a natural dynamical systems framework for analysing mul-
tidimensional patterns. The term multisymplectic manifold is also used in classical
eld theory, such as the theory of relativity, with a dierent meaning. In eld the-
ory a ‘multisymplectic manifold’ is a manifold with a single higher-order dierential
form, also known as the Cartan form (cf. Binz et al . 1988, and references therein). In
order to give an invariantive framework for the collection of presymplectic two-forms
used here, an interesting approach is to concatenate them into a single three-form|a
‘metasymplectic form’|equivalent to the exterior derivative of the Cartan form in
eld theory (cf. Marsden & Shkoller 1999).
The concept of multisymplecticity used here is not to be confused with the con-
cept of a bi-Hamiltonian or multi-Hamiltonian system (cf. Olver 1986, x 7.3). Bi-
Hamiltonian systems involve two distinct Hamiltonian structures for the time evolu-
tion only and are a precursor to integrability. Multisymplecticity assigns a distinct
symplectic operator to each spatial direction as well as time and is independent of
the question of integrability.
The importance of the abstract multisymplectic formulation (1.2) stems from the
fact that it a priori decomposes each feature of the analysis. In x 2, the abstract
formulation (1.2) is taken as a starting point and implications of this formulation for
encoding geometric information about an existing solitary wave or front are deduced.
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Symmetry arises naturally in many model equations for solitary waves or fronts.
Therefore we assume that the system in the form (1.2) is equivariant with respect
to a q-dimensional Lie group, G. This Lie group is assumed to be abelian and the
action is either compact (a subgroup of the orthogonal group on R2n) or a group of
ane translations. (This hypothesis is not essential but is sucient for the present
purposes and covers a wide range of applications.) G-equivariance of systems of the
form (1.2) can be stated succinctly as G-invariance of !,  and the functional S.
An implication of symmetry for systems of the form (1.2) is that a multisymplec-
tication of Noether theory can be used to decompose the eect of symmetry into an
!-symplectic part and a -symplectic part. In other words, according to the classical
Noether theory for symplectic systems, the symplectic flow of the group generates an
invariant functional. However, in the multisymplectic setting, there is a multisym-
plectic flow of the group which generates a family of functionals (cf. Bridges 1997a,
Appendix C). For example, for the system (1.2), we have, for each one-parameter
subgroup of G with innitesimal generator g, functionals P and Q such that
Mg(Z) = rQ(Z) and Kg(Z) = rP (Z): (1.14)
A consequence is that there are two types of relative equilibria: the usual ‘temporal’
relative equilibria and the new ‘spatial’ relative equilibria. Explicitly, if G is the
action of a one-parameter subgroup of G, the temporal relative equilibrium is of the
form u(x; t) = Gct+0 ~u1 and a spatial relative equilibrium is of the form u(x; t) =
Gax+x0 ~u2 (see Appendix A for elaboration).
This generalization of relative equilibria allows for a generalization of the possible
asymptotic (x ! 1) states of the solitary wave or front. Classically, a solitary
wave is a state which is biasymptotic to the trivial state as x! 1, and a front is
asymptotic to distinct constant states at plus and minus innity. In this paper we will
consider a larger class of states at innity: travelling waves which are biasymptotic
to an invariant manifold,M1, of ‘spatial relative equilibria’ at innity. For example,
if the Lie group consists of a q-parameter ane group of translations in the phase
space, the solitary wave can be chosen to be asymptotic to a non-compact invariant
manifold at innity consisting of a q-dimensional ane plane, or if the Lie group
consists of a rotation, the solitary wave can be asymptotic to a spatially rotating
wave.
A simple example of this generalization can already be seen with gKdV. Although
it is usual to study solitary waves of gKdV which are biasymptotic to the trivial
state, Gardner (1997) found that when the solitary wave is biasymptotic to a non-
zero constant state at innity, the stability is dependent on the value of this constant.
In x 6 this non-vanishing state at innity will be characterized as a spatial relative
equilibrium associated with a natural Lie group symmetry of gKdV: the state at
innity is an invariant manifold consisting of a line, and the x-direction flow along
this invariant manifold is associated with the above non-zero constant state.
In the sequel, a solitary wave or front will be assumed to exist and the stability
theory will use only natural abstract properties of the given wave. The characteri-
zation of the solitary wave or front will be divided into two parts: the asymptotic
state at innity which is given a new characterization as a spatial relative equilib-
rium associated with a spatial symplectic structure and, secondly, the ‘shape’ of the
solitary wave or front which is the part connecting the states at plus and minus
innity. The characterization of the shape leads to a new geometric interpretation
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of the momentum as a one-form on the homoclinic or heteroclinic manifold which
represents the solitary wave or front in the overall 2n-dimensional phase space.
In xx 3 and 4 the linear stability problem is formulated and analysed. The linear
stability problem is reduced to an ODE of the form
Ux = A(x; )U; U 2 C2n;  2   C; (1.15)
where  is a suitably chosen subset of the complex -plane with A(x; ) satisfying
lim
x!1A(x; ) = A1(): (1.16)
With suitable hypotheses on the spectrum of A1() and the way the limit (1.16)
is approached, this system is in standard form for the application of the Evans-
function theory. However, in this case, since (1.15) is obtained from (1.2), there is
considerable geometric information encoded in A(x; ); in particular, A(x; ) has a
multisymplectic decomposition,
A(x; ) = (K − cM)−1[B(x; c)− M ];
where B(x; c) is a symmetric (x; c)-dependent matrix and K and M are associated
with the two-forms ! and .
To x hypotheses on the spectrum of A1(), dene
Es1() = f 2 C2n : lim
x!+1 e
A1()x = 0;  2   Cg
Eu1() = f 2 C2n : lim
x!−1 e
A1()x = 0;  2   Cg
9=; (1.17)
and let Ec1 be the complement of E
s
1() + E
u
1() in C2n. We will prove that,
when the state at innity is an invariant manifold of relative equilibria associated
with the group G, the matrices A−1() and A+1() have the same spectrum.
Therefore, although A−1() 6= A+1() in general, the dimensions of Eu, Es and
Ec at plus and minus innity are equal.
We take the following hypotheses on the systems at innity,
dimEs1(0) = dimE
u
1(0) = 1; thus dimE
c
1(0) = 2(n− 1); (1.18)
and the hypothesis when  6= 0 is
minfdimEs1();dimEu1()g = 1; 8 2   C: (1.19)
The Ω-symplectic structure forces the dimensions of Es1(0) and E
u
1(0) to be
equal and the dimension of Ec1(0) to be even. Furthermore|if all the generators
of the symmetry group act non-trivially on the state at innity|it follows that
dimEc1(0) > 2q. It is natural to assume that the centre subspace consists entirely
of zero eigenvalues due to symmetry: hence, n = q + 1; that is, there exists only
one pair of hyperbolic eigenvalues of A1(0). The case when dimEs1(0) > 1 and
when the minimum in (1.19) is greater than one can also be treated but requires a
generalization of the theory of x 4 (cf. x 8 and Bridges & Derks (1999)). (With minor
modication it is also possible to let q < n− 1, but this case isn’t considered here.)
The set  is some simply connected subset of the right-half C-plane including
at least a subset of the positive real axis near the origin. The hypothesis (1.19)
ensures that the spectra associated with Ec1(0) are perturbed in one direction when
Re() > 0. Examples of the hypotheses (1.18) and (1.19) are shown in gures 1a, 2a
and gure 4a; b (for the case q = 1 and n = 2), gure 6a; b (for the case q = 2 and
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n = 3) and gure 7a; b (for the case q = 2, n = 4 but the minimum in (1.19) for this
case is 2).
Section 4 presents a new symplectic characterization of the Evans function. Our
main results here are two-fold: the Evans function corresponds precisely to a restric-
tion of the Ω-symplectic form and the Pego{Weinstein derivative formula is charac-
terized as a transformation from the spatial (travelling wave) Ω-symplectic structure
to the temporal !-symplectic structure. These two results are then combined with
the geometric characterization of momentum to give an abstract proof of a general-
ization of (1.1); in particular, the second derivative in (1.1) takes the form
sgnD00(0) =  sgn

dI
dc
− B(c)

; (1.20)
where  = 1 is a geometric sign associated with the shape of the wave, and
B(c) is associated with the properties of the state at innity. For example, for a
classical solitary wave (i.e. biasymptotic to the trivial state), the term B(c) vanishes
identically; see lemma 2.1 for a precise denition of this term.
In xx 5{7 the implications of the theory for three well-known Hamiltonian PDEs are
presented. In x 5 we consider a classical semilinear wave equation utt−uxx+V 0(u) = 0.
This example has an interesting multisymplectic formulation and provides an exam-
ple where both dI=dc < 0 and dI=dc > 0 can imply the existence of an unstable
eigenvalue ( can take either sign in (1.20) depending on the value of c). For the
gKdV equation, considered in x 6, q = 1 and n = 2 and for the Boussinesq system
in x 7, q = 2 and n = 3. The theory sheds new light on these two PDEs: both
examples have natural ane symmetry groups which capture important features of
the solitary-wave solutions and, in the case of the gKdV equation, aect the linear
stability. And, for the gKdV equation and the Boussinesq system, the theory shows
that an instability criterion based on dI=dc follows directly from abstract proper-
ties of these PDEs. In x 8 we indicate how the theory applies to other Hamiltonian
PDEs, particularly where the linearization about a solitary wave or front has multi-
dimensional stable or unstable manifolds (i.e. the minimum in (1.19) is greater than
one).
2. Geometric characterization of solitary waves and fronts
In this section, the implications of the abstract formulation of Hamiltonian evolution
equations on the real line,
MZt +KZx = rS(Z); Z 2 R2n; x 2 R; (2.1)
for encoding geometric information about solitary-wave states, are studied. The basic
hypotheses are that M and K are constant skew-symmetric operators on R2n, S(Z)
is a smooth function (at least twice continuously dierentiable) and Jc = K − cM
with detJc 6= 0 when c 2 C, where C is an open subset of R. The gradient of S
in (2.1) is with respect to an inner product on R2n, which will be denoted by h ; i
throughout.
The system (2.1) is taken to be equivariant with respect to a q-parameter abelian
Lie group, G. The action on R2n associated with this group is denoted by G, with
 = (1; : : : ; q). The group is assumed to be either compact (a subgroup of the
orthogonal group on R2n) or a subgroup of ane translations of the phase space.
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Associated with (2.1) are the three dierential two-forms, dened by
!(1; 2) = hM1; 2i
(1; 2) = hK1; 2i
Ω(1; 2) = hJc1; 2i
9>=>; for any 1; 2 2 R2n: (2.2)
The two-forms !,  and Ω are constant and therefore closed. By hypothesis, detJc 6=
0, when c 2 C, and therefore Ω is a symplectic form and (Ω;R2n) is a symplectic
manifold. It is the natural symplectic structure associated with travelling-wave states
of (2.1).
There are two other symplectic structures associated with (2.1). Restriction of !
to the complement of the kernel of M in R2n denes a second symplectic structure
(!;R2m), m 6 n. The integral over x of ! is associated with the classical Hamiltonian
structure of (2.1) in the t-direction. Restriction of  to the complement of the kernel
of K denes a third symplectic structure (;R2k), k 6 n, which is the natural
symplectic structure for time-independent states of (2.1).
The existence of a solitary-wave state or front will be assumed, and we will deduce
its abstract properties needed for the proof of instability in x 4. The geometric char-
acterization of solitary-wave states will consist of two parts. First, the structure of
the solitary wave for jxj near innity is characterized: the asymptotic states. Then
we characterize the ‘shape’ of the solitary wave: the main part of the wave which
connects the asymptotic states at plus and minus innity.
The simplest class of states at innity is the uniform (constant, homogeneous)
states, obtained by setting Zt = Zx = 0 in (2.1). Such states are critical points
of S(Z) in R2n. When the system is equivariant, there is a larger class of states
at innity which we will call relative uniform states, because they have a natural
characterization as spatial relative equilibria (cf. Appendix A). To be explicit, a
relative uniform state is a time-independent solution of (2.1) of the form
Z(x; t) = G(x)Z0; with (x) = (a1x+ 01; : : : ; aqx+ 0q); Z0 2 R2n; (2.3)
where G is the action of G and a1; : : : ; aq are real parameters. This class of states at
innity arises naturally in examples (cf. xx 5{7). The x-independent uniform states
are included in this representation by taking G to be the identity.
The nature of these relative uniform states can be seen as follows. Time-indepen-
dent states of (2.1) satisfy
KZx = rS(Z); Z 2 R2n; x 2 R: (2.4)
Let G(x)Z0 be a relative uniform state as described in (2.3). The parameters aj ,
j = 1; : : : ; q and vector Z0 are determined by a constrained variational problem:
substituting (2.3) into (2.4) and using the equivariance of (2.4) results in
rS(Z0) =
qX
j=1
ajrPj(Z0); where rPj(Z0) = K ddj Gj=0(Z0) and Pj(Z0) = Pj :
(2.5)
In other words, Z0 can be characterized as a critical point of S restricted to level
sets of the functionals Pj with Lagrange multipliers aj 2 R and the Euler{Lagrange
equation (2.5). More details of this characterization and its implications for spatially
hyperbolic eigenvalues in the linearization of (2.4) about a relative uniform state are
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given in Appendix A. The orbit of a relative uniform state is in an invariant manifold
in the phase space. Let Z0 be a non-degenerate solution of (2.5) and
M1 = closurefGZ0 : G 2 Gg  R2n =
(
Tq; if G is compact;
Rq; if G consists of ane translations;
where Tq is a q-dimensional torus. The second equality follows from the hypothesis
that G is abelian and either compact or consists of ane translations. The shape of
the solitary wave or front is biasymptotic to points in this invariant manifold. When
M1 is non-trivial, the shape is, in general, asymptotic to distinct points on this
manifold at plus and minus innity.
To characterize the travelling part of the solitary wave, let T be an action of the
x-translation group on vector functions on R2n, i.e.
TZ(x) = Z(x− ) for any  2 R; Z(x) 2 R2n: (2.6)
A solitary wave, travelling at speed c, which is asymptotic to M1 as x ! 1 is
characterized as follows:
Z(x; t) = G(x)T(t) ~Z(x; c); where  = ct+ 0; (2.7)
and
k ~Z(x; c)− Z0 k ! 0 as x! 1; (2.8)
where Z0 are two points in M1, and k  k is a norm on R2n. In general, ~Z depends
on aj , j = 1; : : : ; q and also Z0 , but since they are of secondary importance in the
stability theory in xx 3, 4, their explicit dependence is suppressed. Since the equation
for the state at innity (2.5) is independent of c, we can choose Z−0 to be independent
of c (by varying the constants 0j in the denition of (x)). This xes Z
+
0 and, since
Z+0 2M1, it has to be of the form Gγ(c)Z−0 , and so Z+0 (c) is, in general, c-dependent.
An alternative to the form (2.7) is Z(x; t) = T(t)G(x) ~Z(x; c). In this case, the
relative uniform state at innity is also moving at speed c. Although this case will
not be considered here, the present analysis goes through for this case as well with
minor changes.
A solitary wave biasymptotic to M1 is characterized as follows:
Z(x; t) = G(x)T(t)[Z−0 + Z^(x; c) ] = G(x)[Z−0 + T(t)Z^(x; c)]; (2.9 a)
with
kZ^(x; c)k ! 0 as x! −1 and kZ^(x; c) + Z−0 − Z+0 (c)k ! 0 as x! +1:
(2.9 b)
We will call Z0 the asymptotic wave states and Z^ the shape of the wave. A traditional
solitary wave asymptotic to the trivial state at innity is represented by taking
Z0 = 0 and G(x) to be the identity.
To obtain the governing equation for the shape Z^(x; c), substitute (2.9 a) into
(2.1). Then the equation for Z^ is
−cM Z^x +KZ^x = rS(Z−0 + Z^)−
qX
j=1
ajrPj(Z−0 + Z^); (2.10)
where q is the dimension of the Lie group and P1; : : : ; Pq are the functionals associated
with the -symplectic flow of the group G as introduced in (2.5). The x-dependent
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group action G(x) factors out and the only x-dependence is in Z^. The equation can
be simplied by renaming the right-hand side,
JcZ^x = rV (Z^); Z^ 2 R2n; (2.11)
where
V (Z^) = S(Z−0 + Z^)− S(Z−0 )−
qX
j=1
aj [Pj(Z−0 + Z^)− Pj(Z−0 )]: (2.12)
The denition of V carries information about the states at innity by virtue of
Z0 and a1; : : : ; aq. The function V (Z^) is dened so that limx!1 V = 0. Since
Z^(x; c) ! 0 as x ! −1 it is immediate from (2.12) that V ! 0 as x ! −1. As
x! +1,
lim
x!+1V (Z^) = V (Z
+
0 − Z−0 ) = S(Z+0 )− S(Z−0 )−
qX
j=1
aj [Pj(Z+0 )− Pj(Z−0 )]:
But Z+0 = GγZ−0 and S, P1; : : : ; Pq are G-invariant; hence, limx!+1 V (Z^) = 0.
There are two interpretations of the shape of the solitary wave as described by
(2.11) that will be used in the sequel. First, they can be viewed as heteroclinic orbits,
biasymptotic toM1, of the spatial Hamiltonian system (R2n; Ω; V ) with governing
equation (2.11).
The second viewpoint, the classical or temporal viewpoint, is to consider the shape
of a solitary-wave state as a critical point of an energy functional restricted to level
sets of the momentum. Rewrite (2.11) as
rV (Z^)−KZ^x = −cM Z^x; (2.13)
and dene the functionals
H(Z^) =
Z +1
−1
[12(Z^; Z^x) + V (Z^)] dx and I(Z^) =
Z +1
−1
1
2!(Z^; Z^x) dx: (2.14)
Then, (2.13) is formally recovered by

Z^
H(Z^) = c

Z^
I(Z^):
That is, the shape of the solitary wave corresponds to a critical point of H restricted
to level sets of the functional I with c as a Lagrange multiplier, in which case the
solitary wave is said to be non-degenerate when dI(Z^)=dc 6= 0. For the convergence
of the integrals in (2.14), it is necessary to subtract o the asymptotic part at minus
innity, and that the asymptotic part at plus innity is obtained from Z−0 via a
group action.
However, we will not use this variational principle as a basis for the stability
analysis. The most important feature of the energy{momentum characterization, for
the present purposes, is that the momentum density in (2.14) is a one-form on the
tangent space to the solitary wave, or heteroclinic manifold satisfying (2.11). To see
this let m(Z) = 12MZ. Then
 =
2nX
j=1
mj(Z) dZj (2.15)
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is a one-form. Let Nh(c) be the homoclinic manifold: Nh(c) = fimage(Z^(x; c)) 
R2n : x 2 Rg. Then the pullback of the one-form  on Nh(c) is precisely the momen-
tum density: Z
Nh(c)
 =
Z
R
2nX
j=1
mj(Z^)
@Z^j
@x
dx =
Z +1
−1
1
2hM Z^; Z^xi dx
=
Z +1
−1
1
2!(Z^; Z^x) dx = I(Z^); (2.16)
recovering the expression in (2.14).
To summarize, the solitary wave is dened by (2.9 a). It consists of a shape, Z^(x; c),
which is biasymptotic to the invariant manifoldM1. The shape is characterized as a
heteroclinic connection in R2n satisfying (2.11); it is an orbit of the Hamiltonian sys-
tem (2.11) with symplectic form Ω and it satises the asymptotic conditions (2.9 b)
with Z+0 = GγZ−0 for some γ 2 G. In this setting the momentum associated with the
temporal evolution takes the geometric form (2.16). An interesting consequence of
this geometric characterization of the momentum is the following result, which pro-
vides the abstract connection between dI=dc and the !-symplectic structure needed
for the proof of a generalization of (1.1) in x 4.
Lemma 2.1. Let Z^(x; c) be the shape of a solitary-wave state of (2.1), depending
smoothly on (x; c) (at least continuously dierentiable) and suppose !(Z^c; Z^x) 2
L1(R); then
d
dc
I(Z^) =
Z +1
−1
!(Z^c; Z^x) dx+ 12!(Z
+
0 − Z−0 ; @cZ+0 ): (2.17)
Proof . Formal dierentiation of the momentum integral over the interval (−R;S)
for R;S > 0, leads to
d
dc
Z S
−R
1
2!(Z^; Z^x) dx =
Z S
−R
[12!(Z^c; Z^x) +
1
2!(Z^; Z^xc)] dx
=
Z S
−R
!(Z^c; Z^x) dx+ 12!(Z^; Z^c)jS−R:
Since !(Z^c; Z^x) 2 L1(R), the proof is completed by taking the limit as R;S ! 1
and using the fact that Z^ ! Z+0 (c)− Z−0 as x! +1, and that Z−0 is independent
of c. 
There are two useful corollaries of this lemma; the proof of the rst is immediate
from the denition.
Corollary 2.2. Suppose Z+0 is independent of c or Z
+
0 = Z
−
0 . Then the boundary
terms vanish and (2.17) reduces to
d
dc
I(Z^) =
Z +1
−1
!(Z^c; Z^x) dx: (2.18)
Corollary 2.3. Suppose G consists only of ane translations. Then the boundary
terms vanish and (2.17) is reduced to (2.18).
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Proof . The action of G can be written
GZ = Z +
qX
j=1
jVj
for some V1; : : : ; Vq 2 R2n, since G consists of a q-dimensional group of ane trans-
lations. Therefore
Z+0 (c) = Gγ(c)Z−0 = Z−0 +
qX
j=1
γj(c)Vj ;
and
1
2!(Z
+
0 − Z−0 ; @cZ+0 ) = 12!
 qX
j=1
γjVj ;
qX
k=1
γk
0(c)Vk

= 12
qX
j;k=1
γj(c)γk0(c)!(Vj ; Vk):
But, symplectic Noether theory implies that there are functions Q1; : : : ; Qq such that
MVj = rQj(Z) (see Appendix A). Hence,
!(Vj ; Vk) = hMVj ; Vki = hrQj(Z); Vki = ddkQj(GZ)j=0 = 0;
with the last equality following from the fact that the group is abelian and hence
each Qj(Z) is G-invariant. 
3. Asymptotic properties of the linearization about a wave
In this section we will linearize (2.1) about a wave G(x)T(t)[Z−0 +Z^(x; c)] and analyse
the behaviour of the linearized equation for jxj ! 1. Write a solution Z(x; t) of (2.1)
as
Z(x; t) = G(x)T(t)[Z−0 + Z^(x; c) + U^(x; t)]: (3.1)
Then, substitution of (3.1) into (2.1) and linearization about the shape of the wave
combined with the state at innity lead to
M U^t + JcU^x = B(x; c)U^ ; U^(x; t) 2 R2n; x 2 R; t > 0; (3.2)
where
B(x; c) = D2V (Z^(x; c)) = D2S(Z−0 + Z^(x; c))−
qX
j=1
ajD
2P (Z−0 + Z^(x; c)): (3.3)
The ansatz U^(x; t) = etU(x; ) reduces (3.2) to the spectral problem:
JcUx = [B(x; c)− M ]U; (3.4)
or
Ux = A(x; )U; U 2 C2n;  2 C; x 2 R; (3.5)
where
A(x; ) = J−1c [B(x; c)− M ]: (3.6)
The matrix A(x; ) also depends on c, but this dependence is secondary and is
suppressed to simplify notation. In the next section, the spectral problem (3.4){(3.6)
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is studied. In the remainder of this section, the asymptotic (jxj ! +1) properties
of the system (3.5) are considered.
In the limit as x ! 1, the systems (3.5) at innity reduce to the linearization
about the relative uniform state, i.e.
JcUx −B0 U = −MU or Ux = A1()U; (3.7)
where
B0 = D
2S(Z0 )−
qX
j=1
ajD
2Pj(Z0 ) and A1() = J
−1
c (B

0 − M): (3.8)
Associated with the systems at innity, (3.7) is the eigenvalue problem for the
spatial exponent. Let U(x) = ex ~U and dene
(; ) = det[B0 − Jc − M ];  2 C;  2 : (3.9)
The spectrum of matrices A1() is then
() = f 2 C : (; ) = 0g;  2   C: (3.10)
Although the explicit dependence in the notation is suppressed, and both depend
on c. Although A−1() and A+1() are not equal in general, their spectrum is
identical since Z+0 and Z
−
0 are related by a group element.
Proposition 3.1. Suppose Z+0 = GγZ−0 for some γ 2 G. Then +(; ) =
−(; ). Moreover, for any (; ) 2 C2, the functions (; ) satisfy the mul-
tisymplectic reflection property
(; ) = (−;−): (3.11)
Proof . By hypothesis, the group is abelian and either compact or consists of ane
translations. When the group consists of ane translations, the invariance of S,
P1; : : : ; Pq implies
D2S(GZ−0 )−
qX
j=1
ajD
2Pj(GZ−0 ) = D2S(Z−0 )−
qX
j=1
ajD
2Pj(Z−0 ); 8 2 G:
Choosing  = γ, it follows that B+0 = B
−
0 .
When the group is compact and abelian, the invariance of S, P1; : : : ; Pq implies
D2S(GZ−0 )−
qX
j=1
ajD
2Pj(GZ−0 )
= G−T

D2S(Z−0 )−
qX
j=1
ajD
2Pj(Z−0 )

G−1 ; 8 2 G:
Hence, with  = γ, B+0 = G−Tγ B−0 G−1γ . By hypothesis ! and  are also G-invariant,
therefore Jc and M commute with the action of the group, and so
+(; ) = det[B+0 − Jc − M ] = det[G−Tγ B−0 G−1γ − Jc − M ]
= detG−Tγ det[B−0 − Jc − M ] detG−1γ
= det[B−0 − Jc − M ] = −(; ):
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The multisymplectic reflection property follows from the invariance of the deter-
minant under transposition:
(; ) def= det[B0 − Jc − M ]
= det[(B0 )
T − JTc − MT]
= det[(B0 ) + Jc + M ] = 
(−;−);
since the matrices B0 , Jc and M are, respectively, symmetric, skew-symmetric and
skew-symmetric. 
Since + = − and + = −, we will henceforth drop the  superscript.
Another property of (; ), which follows since the matrices B0 , Jc and M are
real-valued, is
(; ) = (; ): (3.12)
A consequence of this property combined with proposition 3.1 is that, if  2 iR and
 2 iR, then (; ) 2 R. In other words, when ;  are either purely real or purely
imaginary, (; ) is purely real.
When  = 0, (3.7) is a linear autonomous Hamiltonian system with symplectic
form Ω. The reflection in proposition 3.1 then reduces to (; 0) = (−; 0), which
is the symplectic reflection property associated with the Ω-symplectic structure. A
consequence of the G-symmetry is that (; 0) has zero as a root with multiplicity 2q.
Proposition 3.2. Suppose that all the elements in the Lie algebra of G act non-
trivially on Z0 . Then the function (; 0) is an even function of  and satises
(; 0) = 2q(det[Jc]2(n−q) + 1()); (3.13)
where 1() is an even polynomial of degree less than 2(n− q). In particular, zero is
a root of algebraic multiplicity 2q.
Proof . The G-equivariance of S and the functionals P1; : : : ; Pq imply that
rS(GZ0 ) =
qX
j=1
ajrPj(GZ0 ):
Dierentiating with respect to each group parameter, setting  = 0 and writing
@jGj=0 = gj() leads to
[D2S(Z0 )−
qX
j=1
ajD
2Pj(Z0 )]gj(Z

0 ) = 0; j = 1; : : : ; q;
that is, B0 gj(Z

0 ) = 0 for j = 1; : : : ; q, and by hypothesis each gj(Z

0 ) is non-trivial.
The fact that each zero has multiplicity two follows from Jordan chain theory and
the symmetry of B0 , which implies that B

0 U = Jcgj(Z

0 ) is solvable. 
With the hypotheses n = q + 1 and gj(Z0 ) 6= 0, for j = 1; : : : ; q, the spectrum of
A1(0) reduces to
(0) = f0g [ f(c; 0);−(c; 0)g; 8c 2 C; (3.14)
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where (c; 0) is a positive real number and it is assumed to depend dierentiably
on c for c 2 C. A geometric sucient condition for the existence of such a pair
of hyperbolic real eigenvalues in the linearization about a relative uniform state is
given in Appendix A. The hypothesis that there is only one pair of eigenvalues with
non-zero real part is not essential but is taken for deniteness. The case of higher-
dimensional stable or unstable manifolds is considered in Bridges & Derks (1999).
If q < n − 1 and the spectrum (0) is of the form as described above, the analysis
goes through as well. (Although this case is of less interest, as the higher multiplicity
without symmetry is not generic, and it would then be natural to add additional
parameters.)
When  is non-zero the set (0) will perturb. When  2  is non-zero, with
positive real part, we will assume that () perturbs to
() = f−(c; )g [+ (3.15)
(cf. equations (1.17){(1.19)). The exponent−(c; ) is a simple eigenvalue ofA1()
with strictly negative real part and + consists of 2n − 1 eigenvalues with non-
negative real part (see gures 4 and 6 for examples). (Equivalently, () could be
taken as − [ f(c; )g with − consisting of non-positive eigenvalues.)
The multisymplectic reflection property ensures the existence of an eigenvalue dual
to −(c; ) and a natural normalization for the associated eigenvectors.
Proposition 3.3. Let +(c; ) be the eigenvector associated with the eigenvalue
−(c; ) satisfying A+1()+ = −+ or
[B+0 − M + Jc]+(c; ) = 0: (3.16)
There exists a vector −(c; ) satisfying the dual eigenvalue problem
[B−0 + M − Jc]−(c; ) = 0: (3.17)
The natural normalization for +(c; ) and −(c; ) is
Ω(Γγ−; +) = 1; where Γγ =
(
Gγ ; if G is compact;
I; if G is ane;
(3.18)
and γ is dened by the rotation Z+0 = GγZ−0 .
Proof . The fact that (3.17) has a solution follows from proposition 3.1. The natural
normalization for the eigenvector +(c; ) and its adjoint eigenvector, denoted +, is
h+; +iC = 1; (3.19)
where + is the usual adjoint eigenvector satisfying [A+1() + I]+ = 0. But
A+1() = [B+0 − M ](J−1c ) = −[B+0 + M ]J−1c
and so + satises
−[B+0 + M − Jc]J−1c + = 0:
If the group G consists of ane translations, thenB+0 = B
−
0 , in which case J
−1
c + =
−. If the group is compact, then B+0 = G−Tγ B−0 G−1γ and
G−Tγ [−B−0 − M + Jc]G−1γ J−1c + = 0:
Therefore G−1γ J−1c + = − or with Γγ as dened in (3.17), J−1c + = Γγ −; hence
1 = h+; +iC = hJcΓγ−; +iR = Ω(Γγ−; +):

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When  = 0, the derivative (with respect to x) of the shape of the solitary wave
or front is a solution of the spectral problem (3.5): dierentiating (2.10) with respect
to x,
Jc(Z^x)x = D2S(Z−0 + Z^)Z^x −
qX
j=1
ajD
2Pj(Z−0 + Z^)Z^x = B(x; c)Z^x:
With one pair of hyperbolic real eigenvalues in (0) when  = 0, it is clear that the
derivative of the shape of the solitary wave or front, Z^x, is asymptotically tangent
to the eigenspace associated with the eigenvalues (c; 0) of A1(0). Therefore, Z^x
satises the natural asymptotic conditions
lim
x!1 e
(c;0)xZ^x(x; c) = C(c; 0); (3.20)
where C are real constants dened by
C− = − lim
x!−1 e
−(c;0)xΩ(ΓTγ +; Z^x(x; c));
C+ = lim
x!+1 e
+(c;0)xΩ(Γγ−; Z^x(x; c)):
Combining these two asymptotic conditions in (3.20),
C−C+ = lim
x!+1 e
2(c;0)xΩ(ΓγZ^x(−x; c); Z^x(x; c)): (3.21 a)
We therefore dene the following geometric sign of the heteroclinic or homoclinic
connection:
 = sgn(C−C+): (3.21 b)
As far as we are aware, this geometric sign of a heteroclinic connection has not
previously been recognized. It is important here because it arises naturally in the
analysis of the linear stability equation in x 4. A useful simplication of the formula
for  occurs when the shape corresponds to a reversible homoclinic or heteroclinic
orbit; that is, there exists an involution S such that SZ^(x; c) = Z^(−x; c) (cf. the
examples in xx 5{7).
The exponential decay of the shape Z^ to the states at innity Z0 implies thatZ +1
−1
kB(x; c)− ~B0(x)k dx < +1; where ~B0(x) =
(
B−0 ; x < 0;
B+0 ; x > 0:
(3.22)
Note that A(x; ) − A1() = J−1c [B(x; c) − B0 ]. Therefore, a consequence of
(3.22) and the decomposition of A(x; ) isZ +1
−1
kR(x; )k dx < +1; independent of ; (3.23 a)
where
R(x; ) =
(
A(x; )−A−1(); x < 0;
A(x; )−A+1(); x > 0: (3.23 b)
This implies that the behaviour of the solutions of (3.7) is relevant for the asymptotic
behaviour of the solutions of (3.5).
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4. Symplectifying the Evans function and its derivatives
In this section the Evans function theory is applied to (3.5), i.e.
Ux = A(x; )U; U 2 C2n; x 2 R;  2   C; (4.1)
with particular attention to the implications of the multisymplectic decomposition
of A(x; ) in (3.6), under the hypotheses that limx!1A(x; ) = A1() with the
spectrum of A1() taking the form (3.15), for  2 . In this section, the set  is
some open simply connected subset of the right-half complex -plane which includes
all or at least the part of the positive real axis near the origin and is such that (3.15)
holds for all  2 .
Our main results are that the Evans function can be characterized as a restriction
of the spatial symplectic form Ω and the Pego{Weinstein derivative formula can
be characterized as a transfer of information from the spatial symplectic structure
to the temporal symplectic structure. These two results, when combined with the
!-symplectic characterization of momentum in lemma 2.1, will lead to an abstract
proof of a generalization of (1.1).
With the hypothesis (3.15) on the spectrum (c; ) and the estimate (3.23), it
follows from the Levinson theory (cf. Coppel 1965; Eastham 1989; Pego & Weinstein
1992, proposition 1.2) that there exists a solution of (4.1) analytic in  for  2 
and satisfying
lim
x!+1 e
(c;)x(x; ) = +(c; ); (4.2)
with + dened in (3.16). To simplify notation the explicit dependence of (x; ) on c
is suppressed. Associated with the 2n−1 non-negative eigenvalues of A−1(), there
exist linearly independent solutions 2(x; ); : : : ; 2n(x; ), analytic in  for  2 ,
which grow at most algebraically as x! −1.
Let
W (x; ) = 2(x; ) ^    ^ 2n(x; ) 2 ^2n−1(C2n); (4.3)
then the Evans function is dened to be
~D() = exp

−
Z x
0
Tr(A(s; )) ds

W (x; ) ^ (x; );  2 ;
(cf. Alexander et al . 1990, p. 184). With the special form for A(x; ), the Tr(A(x; ))
can be simplied. Using (3.6),
Tr(A(x; )) = Tr(J−1c (B(x; c)− M)) = Tr(J−1c B(x; c))− Tr(J−1c M):
But Tr(J−1c B(x; c)) vanishes identically for all x since Jc is skew-symmetric and
B(x; c) is symmetric. Hence
~D() = exW (x; ) ^ (x; );  2 ; with  = Tr(J−1c M): (4.4)
The x-independence of ~D() follows from the fact that W ^ is the Wronskian of the
2n solutions of (4.1) times a volume form and therefore satises the Abel{Liouville
theorem:
d
dx
W (x; ) ^ (x; ) = Tr(A(x; ))W (x; ) ^ (x; ): (4.5)
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Multiplication of W ^  by the exponential term, combined with the Abel{Liouville
theorem, ensures that ~D() is independent of x. The above hypotheses also ensure
that ~D() is an analytic function of  for  2 .
If ~D(0) = 0 for some 0 2  with Re(0) > 0 then the function (x; ) is an
eigenfunction of the spectral problem (3.5), and 0 is an unstable eigenvalue. Such
an eigenfunction decays exponentially as x ! +1 and grows at most algebraically
as x ! −1, with the algebraic growth associated with the zero eigenvalues in +
in (3.15).
In coordinates, ~D() is a complex function times a volume form. We nd that this
complex function has a natural characterization in terms of the symplectic form Ω.
Lemma 4.1 (Symplectic Evans function). Let (x; ),  2 , be a solution
of (4.1) satisfying (4.2) and suppose (x; ) satises
x = A(x;−) and lim
x!−1 e
−(c;)x(x; ) = −(c; ); (4.6)
with −(c; ) dened in (3.17). Then with a suitable scaling of 2(x; ); : : : ; 2n(x; ),
~D() = D()V; with D() = Ω(; ): (4.7)
In this expression, V is a volume form on R2n and Ω is the symplectic form dened
in (2.2).
Proof . The characterization (4.6) is a consequence of Hodge duality, the decom-
position of A(x; ) and the multisymplectic reflection property. In Appendix B, it is
proved that ?W (x; ), with W in (4.3) and ? the Hodge star operator, satises the
dierential equation
(?W )x = [− −A(x; )T](?W ); ?W 2 ^1(C2n);
where the overbar denotes complex conjugation. DeneW(x; ) = exW (x; ); then
?W = ex(?W (x; )) and (?W)x = −A(x; )T(?W): (4.8)
Using the above expression and Hodge duality (see equation (B 5) in Appendix B),
~D() = exW (x; ) ^ (x; ) =W(x; ) ^ (x; ) = h?W; iCV = h?W; iRV;
(4.9)
where V is a volume form. Let  = J−1c (?W). Then  satises
Jcx = −A(x; )T(Jc) = [B(x; c) + M ];
or x = A(x;−). Substitution into (4.9) results in
~D() = h?W; iRV = hJc; iRV = Ω(; )V:
It remains to establish the asymptotics of (x; ) as x ! −1 in (4.6). As x !
−1, the solutions 2(x; ); : : : ; 2n(x; ) are asymptotic to the eigenspace associated
with the eigenvalues of A−1() with non-negative real part. Now Tr(A−1()) =
− ; hence, the sum of the eigenvalues of A−1() with non-negative real part is
− +(c; ). Therefore, as x! −1 the function W (x; ) in (4.3) has the following
asymptotics:
lim
x!−1 e
−(−+(c;))x2(x; ) ^    ^ 2n(x; ) = W1 2 ^2n−1(C2n);
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where W1 is some constant vector in ^2n−1(C2n). Since the trace of A(x; ) is
independent of x, it follows, from the denition ofW and the above expression, that
lim
x!−1 e
−(c;)xW(x; ) = W1:
A similar argument for ?W shows that
lim
x!−1 e
−(c;)x(?W(x; )) = ?W1 2 ^1(C2n):
However, by the Levinson theory, since (c; ) is a simple eigenvalue of −A−1()T =
JcA−1(−)J−1c , J−1c ?W1 must be a multiple of the eigenvector of A−1(−) asso-
ciated with (c; ) which is −. Since the equation is linear, the functions 2(x; ); : : : ;
2n(x; ) can be scaled so that the constant multiple can be taken to be unity, result-
ing in the asymptotic condition (4.6). 
In Pego & Weinstein (1992, denition 1.8), the Evans function is dened by
D() =  (x; )  (x; ); (4.10)
where  is a scalar product, (x; ) satises the asymptotic estimate (4.2) and  (x; )
satises the adjoint system, x = −A(x; )T , and an asymptotic estimate like that
in (4.6). The main result of lemma 4.1 is the characterization of D() as a restricted
symplectic form. In the present notation
 (x; ) = ?W(x; ) = Jc(x; ): (4.11)
An important consequence of this characterization is a multisymplectication of the
Pego{Weinstein derivative formula.
Lemma 4.2. Suppose D(0) = 0, 0 2  and that !(; )j=0 2 L1(R). Then
D0(0)
def=
d
d
Ω(; )j=0 =
Z +1
−1
!(; )j=0 dx:
Suppose in addition that D0(0) = 0 and @!(; )j=0 2 L1(R). Then
D00(0) =
Z +1
−1
d
d
!(; )j=0 dx:
Proof . The proof of each expression is obtained by substituting the characteriza-
tion (4.11) and the multisymplectic decomposition of A(x; ) into theorem 1.11 of
Pego & Weinstein (1992). If D(0) = 0, Pego & Weinstein prove that (adapting the
notation to the present setting)
D0(0) = −
Z +1
−1
h (x; ); @
@
A(x; )(x; )iRj=0 dx: (4.12)
Using the denition of A(x; ) we have
@
@
A(x; ) = −J−1c M :
Substituting this expression and (4.11) into (4.12),
D0(0) =
Z +1
−1
hJc(x; );J−1c M(x; )iRj=0 dx
= −
Z +1
−1
h(x; );M(x; )iRj=0 dx =
Z +1
−1
!(; )j=0 dx;
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using the denition of ! in (2.2). A similar argument proves the expression for
D00(0). 
The asymptotics of the shape of the solitary wave (cf. equation (3.20)) show that
(x; 0) and (x; 0) are multiples of Z^x. A similar argument gives an abstract relation
between the solitary-wave shape and the -derivatives of (x; ) and (x; ) at  = 0.
Proposition 4.3. The functions (x; ) and (x; ) satisfy
0
def= C+(x; )

=0 = Z^x; 
0

def= C+
@
@
(x; )j=0 = −Z^c + C1Z^x;
0
def= C−(x; )

=0 = Z^x; 
0

def= C−
@
@
(x; )j=0 = Z^c + C2Z^x;
for some constants C1 and C2, where C− and C+ are dened in (3.20).
Proof . The functions 0 and 0 satisfy
Jc(0)x = B(x; c)(0) and Jc(0)x = B(x; c)(0):
Dierentiation of (2.11) with respect to x results in Jc(Z^x)x = B(x; c)Z^x. Together
with the asymptotics of Z^x in (3.20), this shows that 0 = 0 = Z^x.
The equations governing 0 and 
0
 are obtained by dierentiating (4.1) and using
the above results for 0 and 0:
Jc(0)x = B(x; c)(
0
)−M0 = B(x; c)(0)−M Z^x;
Jc(0)x = B(x; c)(
0
) +M
0 = B(x; c)(0) +M Z^x:
Dierentiation of (2.11) with respect to c results in
Jc(Z^c)x = B(x; c)Z^c +M Z^x;
from which it follows that 0 and 
0
 can be written as a constant multiple of Z^c plus
a vector from the kernel of (JcDx −B(x; c)). Since 0 and 0 decay like e−(c;0)jxj
for x ! +1, respectively x ! −1, the functions 0 and 0 decay like xe−(c;0)jxj
or faster. The only vector in the kernel of (JcDx −B(x; c)) with exponential decay
is Z^x. Hence this gives the expressions for 0 and 
0
. 
Lemma 4.4. Assume the hypotheses of lemma 2.1 and let  be as dened in
(3.21 b). Under the above hypotheses on the symplectic Evans function, it has the
following properties at  = 0:
D(0) = D0(0) = 0 and sgnD00(0) =  sgn

dI(Z^)
dc
− 12!(Z+0 − Z−0 ; @cZ+0 )

:
Remark 4.5. See corollaries 2.2 and 2.3 for special cases when the boundary term
1
2!(Z
+
0 − Z−0 ; @cZ+0 ) vanishes.
Proof . Using proposition 4.3 we have
D()j=0 = Ω(; )j=0 = 1
C−C+
Ω(0; 0) =
1
C+C−
Ω(Z^x; Z^x) = 0
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by skew-symmetry of Ω. With D(0) = 0 we can apply lemma 4.2:
D0()j=0 =
Z +1
−1
!(; )j=0 dx = 1
C−C+
Z +1
−1
!(0; 0) dx
=
1
C+C−
Z +1
−1
!(Z^x; Z^x) dx = 0;
which vanishes due to the skew-symmetry of !. Using proposition 4.3,
C−C+
@
@
!(; )j=0 = !(0; 0) + !(0; 0)
= !(Z^c + C2Z^x; Z^x) + !(Z^x;−Z^c + C1Z^x) = 2!(Z^c; Z^x);
which by hypothesis is integrable. Therefore, using lemmas 2.1 and 4.2,
D00(0) =
Z +1
−1
@
@
!(; )j=0 dx
=
Z +1
−1
2
C+C−
!(Z^c; Z^x) dx =
2
C+C−

dI(Z^)
dc
− 12!(Z+0 − Z−0 ; @cZ+0 )

Hence, using the denition of  in (3.21 b),
D00(0) =
2
jC−C+j

dI(Z^)
dc
− 12!(Z+0 − Z−0 ; @cZ+0 )

;
completing the proof. 
When  2 R, D() 2 R. Dene d1 to be the sign of D(1) where 1 2 R is
some positive value of . We do not rule out the possibility that D() may oscillate
for  2 R and !1 or that D() may only be dened for a part of the real -axis
(for example in x 5). On the other hand, if the initial-value problem is well posed and
C+, the right-half complex -plane, does not contain any branch of the continuous
spectrum, it is often the case that D() will be of one sign for all real  > 1.
Lemma 4.4, the hypothesis on D() for  real and large, and the intermediate-value
theorem combine to prove the main result of this section.
Theorem 4.6. Let 1 be a real positive value of  and let d1 = D(1). Let 
be as dened in (3.21) and assume the hypotheses of lemma 2.1. If
d1

dI(Z^)
dc
− 12!(Z+0 − Z−0 ; @cZ+0 )

< 0;
then the solitary wave or front is linearly spectrally unstable.
The sign of d1 can be deduced in various ways. When the Evans function is ana-
lytic in an open set containing the positive real -axis and the initial-value problem
is well posed, the asymptotics of the Evans function for large (real and positive) 
can be studied. Results of this type for the Evans function are proved in Alexan-
der et al . (1990, proposition 2.2) and Pego & Weinstein (1992, proposition 1.17,
corollary 1.18).
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5. Instability for a nonlinear wave equation
Consider the semilinear wave equation utt − uxx + f(u) = 0 where f(u) is some
smooth function. With natural hypotheses on f(u) it is straightforward to establish
the existence of a solitary-wave solution using phase-plane techniques, and it is also
well known that this state is unstable (cf. Grillakis et al . 1987, x 6A; Grillakis et al .
1990, x 11). The purpose of this section is two-fold. This Hamiltonian PDE ts into
the framework of xx 2{4 in a novel way: it has a multisymplectic formulation on R4
with both two-forms ! and  non-degenerate on the full phase space. Secondly, it
provides an elementary example where dI=dc can be either positive or negative, but
in both cases D00(0) < 0 and there exists an unstable eigenvalue|because  also
takes a dierent sign for the two cases. Since the points we intend to make about
this equation are specic, we will work with the specic potential: f(u) = (u− u2)
where  is a non-zero real parameter.
Introduce new variables v, w and p dened by
v = ut + px; w = −ux − pt and wt + vx = 0: (5.1 a)
Then the wave equation takes the form
vt + wx + f(u) = 0; (5.1 b)
and it has the multisymplectic formulation
MZt +KZx = rS(Z); Z 2 R4; (5.2 a)
with
Z =
0BB@
u
v
w
p
1CCA 2 R4; M =
2664
0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
3775 and K =
2664
0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
3775 :
(5.2 b)
The operators M and K dene the two forms
! = dv ^ du+ dw ^ dp;  = dw ^ du+ dv ^ dp (5.3)
and the function S(Z) is dened by
S(Z) = 12(v
2 − w2) + F (u); where F (u) =
Z u
0
f(s) ds: (5.4)
The matrices M and K are non-degenerate on R4. In fact, K = PMP where P is
a permutation matrix. The variable p is an articial variable which acts to enforce
the divergence condition wt + vx = 0, and, since only derivatives of p appear and
S(Z) is independent of p, there is an ane translation symmetry associated with p.
Let
V =
0BB@
0
0
0
1
1CCA and GZ = Z + V; 8 2 R: (5.5)
Then the system (5.2) is equivariant with respect to this one-parameter ane group.
However, the invariant manifold of relative uniform states at innity associated with
Proc. R. Soc. Lond. A (1999)
Unstable eigenvalues 2449
this group is not particularly interesting (the manifold of relative uniform states
corresponds to a line parallel to the p-axis). Therefore we take the basic solitary
wave to be
Z(x; t) = T(t)Z^(x; c); (t) = ct+ 0;
with Z^(x; c) a homoclinic orbit of the Hamiltonian system
JcZ^x = rS(Z^); Z^ 2 R4:
With f(u) = (u− u2), this system has the following orbit homoclinic to the origin:
u^(x; c) = 32 sech
2(12#x+ x0); with v^(x; c) = cw^(x; c) = −cu^x(x; c); p^(x; c) = 0;
(5.6)
where
# =


1− c2
1=2
with the hypotheses c2 6= 1 and 
1− c2 > 0:
By choosing x0 = 0 this state is reversible with respect to a standard reversor:
Z^(−x; c) = SZ^(x; c) and Z^x(−x; c) = −SZ^x(x; c) with S = diag(1;−1;−1; 1):
Therefore, noting that (c; 0) = # and Z−0 = Z
+
0 = 0, the computation of C+C− in
(3.20), (3.21) is reduced to
C+C− = − lim
x!1 e
2#xΩ(SZ^x(x; c); Z^x(x; c)):
But
Ω(SZ^x(x; c); Z^x(x; c)) = hJcSZ^x(x; c); Z^x(x; c)i = 2u^xw^x(1− c2) = −(1− c2) ddxu^
2
x:
Since du^2x=dx < 0 for x > 0 and e
2#xu^xu^xx is bounded as x!1, it follows that
 = sgn(c2 − 1):
To compute dI=dc we use the expression for the momentum in (2.14). The momentum
density is
1
2!(Z^; Z^x) =
1
2hM Z^; Z^xi = 12(u^v^x − v^u^x):
Hence,
I(Z^) =
Z +1
−1
1
2!(Z^; Z^x) dx = −
Z +1
−1
v^u^x dx = c
Z +1
−1
u^2x dx
= 92c#
Z +1
−1
tanh2 s sech4 sds (s = 12#x):
Since #2 = =(1− c2) and the integral is independent of c,
d
dc
I(Z^) =
9
2
#
1− c2
Z +1
−1
tanh2 s sech4 sds:
The product of  and dI=dc is therefore negative for both cases: c2 < 1 and c2 > 1.
But
dI
dc
> 0 and  < 0 if c2 < 1 and
dI
dc
< 0 and  > 0 if c2 > 1:
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(b)(a)
Figure 1. Qualitative position of the eigenvalues of A1() in the complex -plane
for (a)  = 0 and (b) c2 < 1 and  > 0 is real.
(a) (b) (c)
Figure 2. Qualitative position of the eigenvalues of A1() in the complex -plane when  2 R
and  > 0 for the case c2 > 1: (a) 0 <  <
pjj; (b)  = pjj; (c)  > pjj.
Since Z+0 = Z
−
0 = 0, the boundary terms in lemma 2.1 vanish (cf. corollary 2.2). By
lemma 4.4 this suggests that D00(0) < 0 in both cases; however, we have to check the
hypotheses on the linearized stability equation: the asymptotic behaviour of B(x; c)
and the spectrum of A1().
The linearized stability equation is given in equations (3.4){(3.6) with U 2 C4 and
B(x; c) = D2S(Z^(x; c)) = diag[(1− 2u^(x; c)); 1;−1; 0]
with
lim
x!1B(x; c) = B0 = diag[; 1;−1; 0]:
The spectrum of A1() consists of all  2 C such that (; ) = 0, where
(; ) = det[B0 − Jc − M ] = (2 − (− c)2)(2 − − (− c)2):
In gures 1 and 2 the spectrum for  along the non-negative real axis is shown.
Figure 1a shows the case  = 0: the two zero eigenvalues are due to the ane
symmetry (5.5) and the two hyperbolic eigenvalues lie at  = #. For c2 < 1 and
Re() > 0 the dimension of Eu1() and E
s
1() is two and the qualitative position
is shown in gure 1b for  along the positive real axis. Therefore, when c2 < 1, the
hypothesis (1.19) is not satised. (However, for the present purposes the existence
of an unstable () eigenvalue is easily deduced; see remarks in Appendix C.)
When c2 > 1, the spectrum of A1() changes qualitatively. Figure 2 shows the
qualitative position of the eigenvalues of A1() for  along the positive real axis.
The zero eigenvalue that arises when  =
pjj in gure 2b is associated with a
branch of the continuous spectrum in the -plane.
The region of interest for the theory of xx 2{4 is that associated with gure 2a,
where the hypotheses (1.18) and (1.19) are satised. Let C+ = f 2 C : Re() > 0g.
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continuous
spectrum
(a) (b)
Figure 3. Qualitative properties of the continuous spectrum and the unstable eigenvalue in the
complex -plane for the cases (a) c2 < 1 and (b) 1 < c2 < 1 + 45 .
Then the region  is dened by
 = C+ \ E where E = f = r + ii : 2r + 2i =c < jjg: (5.7)
For  2  all the hypotheses for theorem 4.6 are satised. Therefore, if d1 =
D(1) > 0 for some 1 2  \ R, there exists an unstable eigenvalue. A positive
value of d1 can be deduced in various ways; in fact an explicit expression for the
Evans function can be computed in this case. In Appendix C, we show that the value
of the unstable eigenvalue is
u = 12
p
5(jj=); 1 < c2 < 1 + 45 :
The restriction that 1 < c2 < 1 + 45 follows from the requirement that u must lie
in  and so u <
pjj. Although, when c2 > 1 + 45 there does not exist an unstable
eigenvalue, the solitary wave is still unstable because of the branch of unstable con-
tinuous spectrum. A qualitative picture of the unstable eigenvalue and the continuous
spectrum in the complex -plane is shown in gure 3.
6. Instability for an equivariant variant of the gKdV equation
Solitary-wave states of the gKdV equation with f 0(u) = up, which are biasymptotic
to the trivial state at plus and minus innity, have the property that there is a
change of stability at p = 4 and these solitary waves are unstable for all p > 4
(see, for example, Bona et al . 1987; Pego & Weinstein 1992, x 2a, and references
therein). When the solitary-wave state is biasymptotic to a non-zero constant at
innity, Gardner (1997) has proved that the critical exponent is no longer p = 4, but
is dependent on the value of the constant state at innity. In this section, we use the
multisymplectic formulation of the gKdV equation introduced in (1.5){(1.8) and the
theory of xx 2{4 to extend the above results. The non-zero constant states at innity
are characterized as points on a one-dimensional manifold, M1 of relative uniform
states. We show that  = +1 for solitary waves which are biasymptotic toM1 and
that dI=dc < 0 is a sucient condition for the existence of an unstable eigenvalue,
for any continuously dierentiable f(u) for which a solitary wave exists.
The structure of the gKdV equation needed for the analysis is dened by the
pair of two forms ! and  given in (1.8) and the functional S(Z) given in (1.7)
with coordinates Z = (; u; v; w) 2 R4. This system has a natural one-parameter
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symmetry group G with action
GZ = Z + V; for any  2 R; where V =
0BB@
1
0
0
0
1CCA : (6.1)
The manifold of relative uniform states associated with the -system is constructed
as follows. Let
P (Z) = hKV;Zi then rP (Z) = KV ;
that is, P (Z) is the (spatial) invariant associated with the symmetry group G. There-
fore, using the theory of Appendix A, there is a one-parameter family of relative
uniform states:
Z(x) = G(x)Z0; where (x) = ax+ 0 (6.2)
and Z0 2 R4 satises
rS(Z0) = arP (Z0) and P (Z0) = P: (6.3)
Solving this equation for Z0,
Z0 =
0BB@
0
a
0
f(a)
1CCA ; with P (Z0) = −f(a) = P; (6.4)
and 0 is an arbitrary constant. This state is non-degenerate when dP=da = −f 0(a)
6= 0. Suppose the state is non-degenerate and let Z0 be as in (6.4) with 0 = 0. Then
the manifold M1 is a line through the point Z0:
M1 = fZ0 + V :  2 Rg: (6.5)
This line passes through the point on the u-axis at u = a, which is the non-constant
state at innity associated with the scalar form of the gKdV equation.
Since K is non-degenerate, this example also satises the hypotheses of proposi-
tion A 1 in Appendix A. The operator B0 takes the form
B0 = D2S(Z0)− aD2P (Z0) =
0BB@
0 0 0 0
0 f 0(a) 0 −1
0 0 1 0
0 −1 0 0
1CCA : (6.6)
The spectrum of B0 consists of a zero eigenvalue due to symmetry (the eigenvector
is V in (6.1)), two positive eigenvalues and one negative eigenvalue. Therefore % = 1
in proposition A 1 and
sgn(−1)%j(a) = − sgn dP
da
= sgn f 0(a):
Hence, by proposition A 1 and corollary A 2, f 0(a) < 0 is a sucient condition
for the existence of a pair of hyperbolic real eigenvalues of the spectral problem
B0U = KU . This result could have easily been deduced explicitly, but provides an
illustration of proposition A 1.
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However, we are interested in the spectrum of the linearization about the state
(6.2), relative to a moving frame. First we note that a solitary-wave state which is
biasymptotic to M1 is of the form
Z(x; t) = G(x)[Z−0 + T(t)Z^(x; c)]; (6.7)
where Z−0 satises (6.3), (t) = ct + 0 and Z^(x; c) is a heteroclinic orbit of the
Hamiltonian system
JcZ^x = rV (Z^) = rS(Z−0 + Z^)− arP (Z−0 + Z^): (6.8)
This Hamiltonian system can be reduced to a planar system. With u^(x; c) satisfying
u^xx = 2cu^+ f(a+ u^)− f(a); (6.9 a)
the other components of Z^ are dened by
^x = u^; v^ = u^x; w^ = cu^: (6.9 b)
Note that, although the orbit Z^ of (6.8) is a heteroclinic orbit in R4, the orbit of
(6.9 a), in the reduced phase space R2, is taken to be a homoclinic orbit. We assume
that there exists an even solution of (6.9 a) satisfying u^ ! 0 as x ! 1. Such a
state is reversible:
SZ^(x; c) = Z^(−x; c) and SZ^x(x; c) = −Z^x(−x; c) with S = diag(−1; 1;−1; 1):
Using these abstract properties of the solitary wave, it is easily deduced that  = +1.
First note that
JcSZ^x(x; c) =
0BB@
w^x − cu^x
v^x − c^x
u^x
^x
1CCA :
Then, using the denitions in (3.20), (3.21),
C+C− = − lim
x!+1 e
2(c;0)xΩ(SZ^x(x; c); Z^x(x; c))
= −2 lim
x!+1 e
2(c;0)xu^x(x; c)v^x(x; c):
However, v^ = u^x, du^2x=dx < 0 for x > 0 and e
2(c;0)xv^v^x is bounded as x ! 1;
hence,  = +1.
The phase shift γ between the asymptotic points on M1 at 1, dened by
Z+0 = GγZ−0 = Z−0 + γV is computed as follows. Fix Z−0 to be as in (6.4); this
implies that limx!−1 ^(x; c) = 0, where 0 is arbitrary. Then
^(x; c) = 0 +
Z x
−1
u^(s; c) ds and lim
x!+1 ^(x; c) = 0 +
Z +1
−1
u^(s; c) ds:
Hence
lim
x!+1 Z^(x; c) = Z
+
0 − Z−0 = γV with γ =
Z +1
−1
u^(s; c) ds:
In order to apply theorem 4.6, it is necessary to check the spectrum of A1().
When  = 0, the spectrum takes the form shown in gure 4a with
(c; 0) = [2c− f 0(a)]1=2; where 2c− f 0(a) > 0:
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(b)(a)
Figure 4. Eigenvalues of A1() in the complex -plane for (a)  = 0 and
(b)  2 R, small and positive.
The set  can be taken to be C+, the right-half -plane. For  2  there is one root
with negative real part, a zero eigenvalue and two with positive real part. Figure 4b
shows the qualitative position of the spectrum of A1() when   1 is real and
positive.
The asymptotics of the Evans function for the gKdV equation have been studied by
Pego & Weinstein (1992, x 2a) and with minor modication of those results it can be
deduced that D() is positive for  2 R as ! +1. Moreover, since the symmetry
group consists only of ane translations, the boundary term in lemma 2.1 vanishes
(cf. corollary 2.3). Therefore, by theorem 4.6, for any solitary-wave state biasymptotic
toM1 (for the scalar gKdV equation this corresponds to u! a as x! 1), there
exists an unstable eigenvalue when dI=dc < 0. In general, an explicit expression for
such a solitary wave is not known for general f . The two most well-known cases of
special interest are when f 0(u) = up (and a = 0), in which case dI=dc < 0 when
p > 4, and the case when 0 < a 1 and f 0(u) = up, which corresponds to the case
studied by Gardner (1997). Gardner (1997, proposition 3.2) proves that the critical
exponent is no longer p = 4, but is increased when a is positive and small.
When the PDE has an ane translation symmetry it is possible to create articial
instabilities along the group orbit, whose implication is vacuous for the dynamics
of the system. This point is also related to the correspondence between solutions
of the multisymplectic formulation of the gKdV equation and its classical scalar
formulation.
Consider the linear operator
D =
0BB@
@x 0 0 0
0 1 0 0
0 0 1 0
0 0 0 @x
1CCA
acting on vector-valued functions whose rst and fourth components are dieren-
tiable. The kernel of D consists of vector-valued functions whose rst and fourth
components are independent of x. Comparing the multisymplectic formulation (1.5)
with the original scalar gKdV equation, it is clear that the implication of the kernel
of D for the scalar gKdV equation is vacuous. Therefore, in order for a one-to-one
correspondence between solutions of (1.5) and the scalar gKdV equation, (1.5) should
be studied on a subspace of functions associated with the complement of the ker-
nel of D. We will not consider this question here as it is outside the main scope of
the paper. However, there is one implication which produces an interesting spectral
anomaly.
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The linearization of (1.5) about a solitary wave takes the form
M U^t + JcU^x = B(x; c)U^ ; (6.10)
where
B(x; c) = D2(Z−0 + Z^)− aD2P (Z−0 + Z^) =
0BB@
0 0 0 0
0 f 0(a+ u^) 0 −1
0 0 1 0
0 −1 0 0
1CCA ;
with associated spectral problem
JcUx = [B(x; c)− M ]U: (6.11)
If we consider the spectral problem (6.11) on a space of functions which are
bounded and uniformly continuous, every  2 C is in the spectrum: for every  2 C
there exists a solution of (6.11), bounded for all x 2 R. Moreover, equation (6.10) has
solutions which are bounded for all x 2 R and grow faster than exponential in time.
To see this, let (t) be any dierentiable function of time. Then, an exact solution
of (6.10) is
U^ =
0BB@
(t)
0
0
0(t)
1CCA : (6.12)
This solution is clearly a bounded function of x 2 R. Letting (t) = 0et shows that
U = 0(1; 0; 0; ) is a solution of the spectral problem (6.11) for any  2 C. Taking
(t) = exp(et) (or any such function) in (6.12) shows that super-exponential growth
is also possible.
While such an anomaly is admissible from a spectral theory point of view, it is a
curiosity associated with the temporal flow along the orbit of the ane translation
group G. Another view is that the solution U^ in (6.12) is in fact in the kernel of D
which is ‘orthogonal’ to the natural solution space for the gKdV equation, and, in
an analysis of the initial-value problem, should be factored out.
7. Instability for an equivariant Boussinesq system
The Boussinesq equations are a class of model equations for dispersive shallow-water
waves. They consist of an equivalence class of model PDEs with many variants. In
this section, we will consider one of the most well-known variants of the Boussinesq
systems, one of the systems rst proposed by Boussinesq (cf. Whitham 1974, p. 462):
ht + (uh)x = 0;
ut + (h+ 12u
2)x + 13hxtt = 0;
)
x 2 R; t > 0; (7.1)
where (h; u) are scalar-valued functions of (x; t) with h(x; t) required to be positive
for all (x; t). For shallow-water flow in a one-dimensional channel, aligned in the x-
direction, h(x; t) is the elevation of the free surface and u(x; t) is the average velocity
in the x-direction.
Classical solitary-wave solutions of (7.1) take the form
(h(x; t); u(x; t)) = T(t)(~h(x; c); ~u(x; c)); (t) = ct+ 0; (7.2)
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with asymptotic conditions
lim
x!1
~h(x; c) = h0 and lim
x!1 ~u(x; c) = u0; (7.3)
where h0 and u0 are constant values of elevation and velocity, respectively, at innity.
In this section, the Boussinesq system will be formulated as an equivariant Hamil-
tonian system on a multisymplectic structure, and the theory of xx 2{4 is applied to
deduce an instability criterion for solitary-wave states. The asymptotic states (h0; u0)
will be related to points on a two-dimensional manifold, M1, of relative uniform
states. We will show that solitary-wave states which are biasymptotic to M1 have
the property  = +1. The linearization about this family of solitary-wave states
has the property that n = 3 and q = 2 and the spectrum of A1() satises the
hypothesis (1.19) when  = C+. The symmetry group G is a two-parameter group of
ane translations (cf. equation (7.9)). By corollary 2.3, the boundary term vanishes
and therefore theorem 4.6 leads to a criterion based on dI=dc for the existence of an
unstable eigenvalue.
The multisymplectic formulation of (7.1) is constructed as follows (cf. Bridges
(1995), where a dierent multisymplectic formulation is presented, and the stability
of periodic travelling waves is studied). Introduce new variables,
u = x; q = uh;  = ht; h = rx and p = h+ 12u
2 + t + 13t; (7.4)
then with
Z =
0BBBBBB@
h
q


r
p
1CCCCCCA ; M =
26666664
0 0 13 1 0 0
0 0 0 0 0 0
−13 0 0 0 0 0−1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
37777775 ; K =
26666664
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0
37777775
(7.5)
and
S(Z) = ph− 12h2 + 12q2=h− 162; (7.6)
the system (7.1) takes the multisymplectic form
MZt +KZx = rS(Z); Z 2 R6; x 2 R: (7.7)
The three dierential two-forms associated with (7.7) are
! = dh ^ d+ 13dh ^ d;
 = dq ^ d+ dp ^ dr;
Ω = − c!; c 6= 0;
9>=>; (7.8)
and through the identities (2.2), they dene the matrices M , K and Jc. The two-
forms in (7.8) are symplectic on three dierent spaces:
rank(!) = 2; rank() = 4 rank(Ω) = 6:
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The system (7.7) is equivariant with respect to the two-parameter ane group G
with action on R6:
GZ = Z + 1V1 + 2V2; for any (1; 2) 2 R2; V1 =
0BBBBBB@
0
0
0
0
1
0
1CCCCCCA ; V2 =
0BBBBBB@
0
0
0
1
0
0
1CCCCCCA : (7.9)
The -symplectic flow of this group generates two invariants, denoted by P1(Z) and
P2(Z), which satisfy
KV1 = rP1(Z) and KV2 = rP2(Z); (7.10)
or
P1(Z) = hKV1; Zi = p and P2(Z) = hKV2; Zi = q: (7.11)
Using the theory of Appendix A, we dene a two-parameter family of relative uniform
states by
Z(x) = G(x)Z0 with (x) = (1(x); 2(x)) and j(x) = ajx+ 0j ; j = 1; 2:
(7.12)
Let a = (a1; a2); the connection with the classical asymptotic conditions in (7.3) is
that a1 = h0 and a2 = u0.
According to the theory of Appendix A, the point Z0 and the parameters a are
determined by the constrained variational principle: Z0 2 R6 is a critical point of
S restricted to level sets of the functions P1(Z) = P1, P2(Z) = P2. With a1 and
a2 as Lagrange multipliers, the Lagrange necessary condition for this constrained
variational principle is
rS(Z0) = a1rP1(Z0) + a2rP2(Z0) with Pj(Z0) = Pj ; j = 1; 2: (7.13)
This constrained variational principle is easily solved to nd
Z0 =
0BBBBBB@
a1
a1a2
0
0
r0
a1 + 12a
2
2
1CCCCCCA with
(
P1(Z0) = a1 + 12a
2
2 = P1;
P2(Z0) = a1a2 = P2;
)
(7.14)
and 0 and r0 are arbitrary real parameters. The relative uniform state is non-
degenerate when
j(a) def= det
2664
@P1
@a1
@P2
@a2
@P2
@a1
@P2
@a2
3775 = det 1 a2a2 a1

= a1 − a22 6= 0: (7.15)
Using the identication a1 = h0 and a2 = u0, the non-degeneracy condition is
equivalent to
j(a) = h0(1−F2) 6= 0 where F = u0p
h0
:
Proc. R. Soc. Lond. A (1999)
2458 T. J. Bridges and G. Derks
S
P2
Figure 5. Swallowtail for uniform states of the Boussinesq system, with P1 > 0 xed.
The parameter F is the Froude number and degeneracy corresponds to a Froude
number of unity. The above theory gives a geometric characterization of classical
uniform flow theory. It also recovers the swallowtail formulation of uniform flow of
Sewell & Porter (1980, x 4). The Sewell{Porter swallowtail is constructed as follows.
Evaluating the function S at Z0, we have a map from a 2 R2 to R3 with coordinates
(S; P1; P2). This map denes a surface in R3 parametrized by (a1; a2), and a section
of this surface, with the value of P1 xed, is shown in gure 5 (cf. Sewell & Porter
1980, g. 4).
Every point on the swallowtail in gure 5 corresponds to a particular uniform state
in the two-parameter family (7.12) and the two cusp points in the gure correspond
to the points where the determinant in (7.15) vanishes.
For any non-degenerate point Z0 satisfying the constrained variational principle
(7.13), the manifold M1 is a two-dimensional plane passing through Z0:
M1 = fZ0 + 1V1 + 2V2 : (1; 2) 2 R2g: (7.16)
This plane passes through points with h = a1 = h0 and u = a2 = u0.
A solitary wave which is biasymptotic to M1 takes the form
Z(x; t) = G(x)[Z−0 + T(t)Z^(x; c)]; (7.17)
where Z−0 is any non-degenerate solution of (7.13) and Z^(x; c) is a heteroclinic orbit
of the Hamiltonian system
JcZ^x = rV (Z^) = rS(Z−0 + Z^)− a1rP1(Z−0 + Z^)− a2rP2(Z−0 + Z^); Z^ 2 R6:
(7.18)
An explicit expression for a heteroclinic orbit of this system is not, in general, known,
even though it is an integrable Hamiltonian system and can be reduced to a planar
system. However, we will deduce that such orbits have the property that  = +1.
Writing out (7.18),
r^x = h^; q^ = ch^; ^ = −ch^x; ^x = (c− a2)h^
a1 + h^
; p^ = 0;
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with h^ satisfying
h^xx + f(h^) = 0; (7.19 a)
where
f(h^) = − 3
c2

c(c− a2)h^
a1 + h^
− h^+ 12a22 −
1
2

a1a2 + ch^
a1 + h^
2
: (7.19 b)
Even though Z^(x; c) is a heteroclinic orbit, the function h^(x; c) is required to be a
homoclinic orbit in the reduced two-dimensional phase space associated with (7.19 a).
Suppose there exists a homoclinic orbit of (7.19 a) with h^(x; c)! 0 as x! 1 which
is an even function of x. Then the heteroclinic orbit Z^(x; c) is reversible,
SZ^(x; c) = Z^(−x; c) and SZ^x(x; c) = −Z^x(−x; c)
with
S = diag[1; 1;−1;−1;−1; 1]:
Therefore,
Ω(SZ^x(x; c); Z^x(x; c)) = −13c2
d
dx
h^2x:
By an argument similar to that for C−C+ in x 6, we deduce that the sign of C−C+
is positive and hence  = +1 for any such heteroclinic orbit of (7.18).
The phase shift on M1 between the asymptotic points Z−0 and Z+0 (with 0 =
r0 = 0) is computed as follows. By denition Z+0 = GγZ−0 = Z−0 + γ1V1 + γ2V2. Fix
Z−0 to be as in (7.14). Then
lim
x!−1 r^(x; c) = r0 and limx!−1 ^(x; c) = 0;
where (r0; 0) are arbitrary parameters, and
r^(x; c) = r0 +
Z x
−1
h^(x; c) ds and ^(x; c) = 0 +
Z x
−1
(c− a2)h^(s; c)
a1 + h^(s; c)
ds:
Hence limx!+1 Z^(x; c) = Z+0 − Z−0 = γ1V1 + γ2V2 with
γ1 =
Z +1
−1
h^(s; c) ds and γ2 = (c− a2)
Z +1
−1
h^(s; c)
a1 + h^(s; c)
ds:
To verify that the hypotheses (1.18) and (1.19) are met, it is necessary to study
the spectrum of A1(), and it is shown in gure 6. In gure 6a, the spectrum when
 = 0 is shown. There are four zero eigenvalues due to symmetry and one pair of
hyperbolic real eigenvalues with values
 = 
p
−f 0(0); where f 0(0) = − 3
a1c2

−a1

1− a
2
2
a1

+ c2 − 2ca2

;
and a1; a2; c are such that f 0(0) < 0. When  6= 0, two zero eigenvalues remain at the
origin: one has strictly negative real part and the other three have strictly positive
real part for all  2  = C+. A qualitative picture of the spectrum of A1() when
 1 is real and positive is shown in gure 6b.
Proc. R. Soc. Lond. A (1999)
2460 T. J. Bridges and G. Derks
(b)(a)
Figure 6. Eigenvalues of A1() in the complex -plane for (a)  = 0
and (b)  2 R, small and positive.
In order to deduce the sign of D() as !1 along the real axis we can appeal to
the recent results of Pego & Weinstein (1997). For the system (7.1), linearized about a
solitary wave asymptotic to the trivial state, Pego & Weinstein prove that the Evans
function is positive for  ! +1 along the real axis and that the classical solitary
wave with u0 = 0 is stable in the KdV limit (i.e. Froude number near unity; in a
neighbourhood of the cusp in gure 5a). With minor modication of their analysis it
can be deduced that there exists d1 > 0 and therefore, by theorem 4.6, dI=dc < 0 is
a sucient condition for the existence of an unstable eigenvalue in the linearization
about a solitary wave of the form (7.17).
8. Concluding remarks
In this section we sketch some of the implications of the framework presented here
for other Hamiltonian PDEs. One of the important features of the result is that
an explicit expression for the solitary wave is not needed, and therefore the theory
applies to PDEs where a solitary wave is known to exist only abstractly. An example
is the solitary-wave state of the Boussinesq-type model proposed by Bona & Smith
(1976):
t + ux + (u)x − 13xxt = 0;
ut + x + uux − 13(ut + x)xx = 0:
)
(8.1)
This system is formally equivalent to the Boussinesq system as a model for shallow-
water waves but it has several important dierences, one of which is that the restric-
tion of (8.1) to a moving frame results in a sixth-order ODE which has a rst integral
but is not in general integrable and therefore may have very complicated solutions.
However, an abstract proof of the existence of a solitary-wave state, biasymptotic
to the trivial state, of (8.1) has been given by Toland (1981). The stability of this
class of solitary waves has never been studied, partly because most existing methods
require an explicit solution. The framework of this paper applies to (8.1) as follows.
The system (8.1) can be reformulated as a Hamiltonian system on a multisym-
plectic structure by introducing new variables
x = u; γx =  + 1; h = x; v = ht and p = 13(ut + x):
Integrating the second equation of (8.1) leads to a Bernoulli-type equation:
t +  + 1 + 12u
2 − 13(ut + x)x = r:
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(b)(a)
Figure 7. Eigenvalues of A1() for (8.1) in the complex -plane for (a)  = 0 and
(b)  2 R, small and positive.
In terms of the variables Z = (; h; v; p; u; ; γ; r), the system (8.1) takes the form
MZt +K(Z)Zx = rS(Z); Z 2 R8; (8.2)
where the matrices M and K(Z) are dened by the two-forms
! = 13dh ^ du+ d ^ d;
 = ud ^ d+ (1 + )du ^ d− 13dv ^ d + dr ^ dγ;
)
(8.3)
and the functional S(Z) is
S(Z) = r(1 + ) + ph− 12(1 + )2 − 16h2 − 13uv + 12(1 + )u2: (8.4)
The operator K(Z) can be transformed to a constant skew-symmetric operator by
introducing the new variable q = (1 + )u instead of u. This system is in fact
equivariant with respect to a two-parameter ane Lie group (similar to that for
the Boussinesq system in x 7). Linearization of (8.2) about the two-parameter family
of relative uniform states associated with this group leads to a spectrum of the
asymptotic systems at innity (cf. x 3) as shown in gure 7a; b.
However, since the minfdimEu1();dimEs1()g = 2, a matrix-based symplec-
tic Evans function is needed for proving an instability criterion and this theory is
developed in Bridges & Derks (1999). The full details of the instability theory for
solitary-wave solutions of (8.1) will be given elsewhere.
Another intriguing consequence of the framework presented here is the applica-
tion to the linear stability of solitary waves or fronts which can be characterized
as heteroclinic orbits connecting periodic or toral invariant manifolds at innity. For
example, a sketch of how the theory extends to the case where the solitary-wave state
is asymptotic to a (spatially) periodic state at innity is as follows. First consider
the case where the system is SO(2)-equivariant, in which case the periodic state at
innity can be associated with a manifold of spatial relative equilibria. An example
is the generalized nonlinear Schro¨dinger equation:
i t =  xx + F 0(j j2) ; (8.5)
where  (x; t) is complex valued and, for the present purposes, F : R ! R can be
any smooth function. With  = q1 + iq2 and  x = p1 + ip2, (8.5) has the following
multisymplectic representation:
MZt +KZx = rS(Z); Z 2 R4; x 2 R; (8.6)
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with
M =
2664
0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
3775 ; K =
2664
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
3775 ; Z =
0BB@
q1
q2
p1
p2
1CCA 2 R4; (8.7)
and
S(Z) = 12(p
2
1 + p
2
2) +
1
2F (q
2
1 + q
2
2): (8.8)
The system (8.2) is SO(2)-equivariant with an action for SO(2) on R4 dened by
G = R R with R =

cos  − sin 
sin  cos 

: (8.9)
The theory of Appendix A applies to show the existence of a family of relative uniform
states at innity, Z(x) = G(x)Z0, which are in fact (spatially) periodic states at
innity. Solitary-wave states that are travelling and are asymptotic to this family
of states can be characterized as in (2.9), with appropriate conditions on Z^(x; c)
as x ! 1. For particular choices of the function F in (8.5), such heteroclinic
orbits can be explicitly constructed. A straightforward analysis shows that (; 0),
as dened in (3.9), has -roots precisely as in gure 4a. However, the four -roots of
(; ) = det[B0 − Jc − M ] = 0 with Re() > 0
consist of two with positive real part and two with negative real part; that is,
dimEu1() = dimE
s
1() = 2, 8 2 C with Re() > 0. Therefore a generaliza-
tion of the symplectic Evans function to a matrix-based symplectic Evans function
is needed and this theory is developed in Bridges & Derks (1999).
In the example (8.5), the periodic state at innity is aligned with the group action.
However, the structure of the problem is the same for general classes of (spatially)
periodic states at innity. Weinstein (1978) has shown that, on any symplectic man-
ifold on which the loop space is well dened, periodic orbits correspond precisely to
relative equilibria on the loop space, and this theory certainly applies when the phase
space is R2n. Therefore, the framework presented here should also extend to analyse
the linear stability of the large, and largely uninvestigated, class of solitary-wave
states and travelling fronts that are asymptotic to spatially periodic states at plus
and minus innity.
Appendix A. Uniform states and spatial relative equilibria
For a system of PDEs in the form
MZt +KZx = rS(Z); Z 2 R2n; (A 1)
a uniform state|a state which is independent of x and t|is a critical point of the
functional S on R2n. When the system is equivariant there is a more general class
of such states: relative equilibria. However, for systems of the form (A 1), relative
equilibria can be dened with respect to either (or both) of the symplectic structures
! and . For illustration, consider a one-parameter Lie group, with action G on R2n,
and suppose that the two symplectic flows generate distinct functions:
Mg(Z) = rQ(Z) and Kg(Z) = rP (Z) where g(Z) = d
d
GZj=0: (A 2)
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Temporal and spatial relative equilibria take the following forms, respectively:
Z1(t) = G1(t)U; with 1(t) = bt+ 01; U 2 R2n; (A 3 a)
Z2(x) = G2(x)V; with 2(x) = ax+ 02; V 2 R2n: (A 3 b)
Substitution of these expressions into (A 1) shows that (U; b) and (V; a) satisfy
rS(U)− brQ(U) = 0 with Q(U) = Q0; (A 4)
rS(V )− arP (V ) = 0 with P (V ) = P0; (A 5)
where Q0 and P0 are assigned real numbers.
In fact, a combination of the two types can also be considered, where the flow
along the group is of the form (x; y) = bt+ ax+ 0. However, this can also be seen
as a translation action after a group action, i.e. when a 6= 0 the action is Tbt=aGax+0 ,
where T is dened in (2.6). Each type of relative equilibrium will have a dierent
implication for the system (A 1). In this appendix, the characterization of relative
equilibria associated with the -symplectic structure is developed. We will call this
type of relative equilibrium a spatial relative equilibrium.
The spatial relative equilibria provide a natural setting for characterizing mul-
tiparameter uniform states and the case where the states at innity are invariant
manifolds (for example, periodic orbits). Since a spatial relative equilibrium is time
independent, the starting point is the time-independent part of (A 1):
KZx = rS(Z); Z 2 R2n; (A 6)
with the assumption that (A 6) is equivariant with respect to a q-parameter abelian
Lie group (q < n). For characterizing relative equilibria, it is not necessary to assume
non-degeneracy of K, but non-degeneracy of K will be required for the geometric
analysis of the spectrum of the linearization about a spatial relative equilibrium (cf.
proposition A 1).
Characterization of relative equilibria of (A 6) now follows the standard theory for
Hamiltonian ODEs (cf. Abraham & Marsden 1978, ch. 4) with minor modication for
the case when K is degenerate. By symplectic Noether theory, there exist functionals
P1(Z); : : : ; Pq(Z) satisfying
Kgj(Z) = rPj(Z); j = 1; : : : ; q; where gj(Z) = @
@j
GZj=0: (A 7)
A q-parameter relative equilibrium of (A 6) is a state of the form
Z(x) = G(x)Z0; with (x) = (1(x); : : : ; q(x)); (A 8 a)
where
j(x) = ajx+ 0j ; a = (a1; : : : ; aq) 2 Rq and Z0 2 R2n: (A 8 b)
Substitution of (A 8) into (A 6), and use of the equivariance of (A 6) and the identities
(A 7), leads to
rS(Z0)−
qX
j=1
ajrPj(Z0) = 0; Pj(Z0) = Pj ; j = 1; : : : ; q; (A 9)
where each Pj is an assigned real number. In other words, Z0 2 R2n can be charac-
terized as a critical point of S restricted to level sets of the q functionals P1; : : : ; Pq
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with a 2 Rq as Lagrange multipliers and (A 9) the Lagrange necessary condition. It
follows from the standard theory of Lagrange multipliers that such a critical point
is non-degenerate precisely when
j(a) = det
2666664
@P1
@a1
   @Pq
@a1
...
. . .
...
@P1
@aq
   @Pq
@aq
3777775 6= 0: (A 10)
An interesting consequence of the above characterization of uniform states is that
it carries information about the existence of spatially hyperbolic real eigenvalues of
(A 6), when linearized about a spatial relative equilibrium.
Proposition A 1. Let
B0 = D2S(Z0)−
qX
j=1
ajD
2Pj(Z0); (A 11)
and suppose that B0 has exactly q zero eigenvalues and K is non-degenerate. Let
% be the number of negative eigenvalues of B0 (counting multiplicities). If j(a) 6= 0
and
(−1)%j(a) < 0; (A 12)
then the linearization of (A 6) about the state (A 8) has a pair of hyperbolic real
eigenvalues.
Proof . Let Z(x) = G(x)(Z0 + U^(x)). Then substitution into (A 6) and lineariza-
tion about Z0 leads to
KU^x = B0U^ ;
with B0 dened in (A 11). The spectral ansatz U^(x) = exU leads to the generalized
eigenvalue problem: B0U = KU for the spatial eigenvalue  2 C. Therefore dene
the spectral function
() = det[B0 − K]: (A 13)
The claim is that the condition (A 12) implies the existence of a pair of real roots|one
strictly positive and one strictly negative|of () = 0. The remainder of the proof
then follows from standard results on relative equilibria (cf. Grillakis et al . 1990;
Maddocks & Sachs 1993, and references therein) adapted to the spatial setting|
indeed, the proof here is possible using linear algebra, and so just a sketch is given.
First note that (−) = () and
() = det(K)2n + terms of lower degree;
where det(K) > 0. Therefore () > 0 for  2 R and suciently large. The remain-
der of the proof reduces to showing that () has the form () = 2q ^() with
sgn(^(0)) = (−1)% sgn(j(a)). The result then follows from the intermediate-value
theorem. 
Corollary A 2. Suppose q+ 1 = n, B0 has exactly q zero eigenvalues, K is non-
degenerate and (A 12) is satised. Then there exists exactly one pair of non-zero
real eigenvalues of opposite sign of the linearization of (A 6) about a spatial relative
equilibrium G(x)Z0.
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Proof . When q+1 = n and the rank ofK is 2n, it follows from the proposition A 1
that
() = 2q(det(K)2 + 1); with sgn(1) = (−1)% sgn j(a): (A 14)
Hence () has 2q zero roots and the pair of real non-zero roots (−1= det(K))1=2.

Note that the characterization of relative equilibria (A 6){(A 9) does not require
non-degeneracy of K but it is required in proposition A 1. The reason for this is
apparent from (A 14). If the rank of K equals 2q, and the dimension of the group G
is q, then there are exactly 2q zero roots of (A 13) and no others. An example of this
phenomenon is the Boussinesq equation in x 7, where the hyperbolic real eigenvalues
disappear when c = 0, since the rank(K − cM) is six if c 6= 0 and four (= 2q) if
c = 0.
Appendix B. Hodge duality and adjoint systems
Consider the system of ODEs
Ux = A(x; )U; U 2 C‘; x 2 R; (B 1)
where  2   C and ‘ > 2 is a natural number. In this appendix, the connection
between the adjoint equation associated with (B 1) and the restriction of the equation
to ^‘−1(C‘) is established.
On R‘ with inner product h ; i, let e1; : : : ; e‘ be an orthonormal basis and dene
an orientation on R‘ by choosing the natural volume form: V = e1^    ^ e‘. Identify
^1(R‘) with R‘ with the same basis. A natural basis for ^‘−1(R‘) can be dened
using the Hodge star operator (cf. Wells 1979, ch. V). For any ej 2 ^1(R‘) the Hodge
star of ej , denoted ?ej , satises ej ^?ej = V. Therefore, a natural basis for ^‘−1(R‘)
is 1; : : : ; ‘ with
i = ?ei =
8><>:
e2 ^    ^ e‘; i = 1;
"iei−1 ^    ^ e‘ ^ e1    ^ ei−1; i = 2; : : : ; ‘− 1;
(−1)‘−1e1 ^    ^ e‘−1; i = ‘;
(B 2)
where "i is the sign of the permutation taking f1; : : : ; ‘g to fi+1; : : : ; ‘; 1; : : : ; i−1g.
By using the complex eld, the basis e1; : : : ; e‘ is also a basis for C‘ and 1; : : : ; ‘ is
a basis for ^‘−1(C‘).
Let 1(x; ); : : : ; ‘(x; ) be any ‘ solutions of (B 1) and dene
W (x; ) = 2 ^    ^ ‘ 2 ^‘−1(C‘): (B 3)
Using the basis for ^‘−1(C‘), expand W :
W (x; ) =
‘X
j=1
wj(x; )j with wj 2 C: (B 4)
Similarly, 1(x; ), considered as an element of ^1(C‘), can be expanded as
1(x; ) =
‘X
j=1
aj(x; )ej
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with each aj complex valued. Using the above expansions,
1 ^W =
 ‘X
j=1
ajej

^
 ‘X
k=1
wkk

=
‘X
j=1
‘X
k=1
ajwkej ^ k
=
 ‘X
j=1
ajwj

e1 ^    ^ e‘;
since ej ^ k = V if j = k and zero when j 6= k. Now, ?W 2 ^1(C‘) and so
1 ^W = (−1)‘−1W ^ 1 with W ^ 1 = h?W; 1iCV;
hence ? W = (−1)‘−1
‘X
j=1
wjej ; (B 5)
noting that ?j = (−1)‘−1ej .
Proposition B 1. Let 1; : : : ; ‘ be any ‘ solutions of (B 1) and let W = 2^  ^
‘ 2 ^‘−1(C‘). Then ?W 2 ^1(C‘) satises
d
dx
(?W ) = [(x; )−A(x; )T](?W );
where (x; ) = Tr(A(x; )) and the superscript ‘T’ corresponds to matrix transpose.
Proof . Dierentiate both sides of the expression for W ^ 1 in (B 5) to obtain
d
dx
(W ^ 1) =

d
dx
(?W ); 1

C
+

?W;
d
dx
1

C

V: (B 6)
The left-hand side can be simplied using the Abel{Liouville theorem and (B 5):
d
dx
(W ^ 1) = (x; )(W ^ 1) = (x; )h?W; 1iCV:
Therefore (B 6) becomes
d
dx
(?W ); 1

C
+

?W;
d
dx
1 − (x; )1

C

V = 0;
or, with (1)x = A(x; )1,
1; [(x; )I +A(x; )T](?W ) +
d
dx
(?W )

C
= 0: (B 7)
Since the Hodge star is independent of the orthonormal basis chosen in the orientation
(cf. Marcus & Robinson 1975) and (B 7) must hold for all 1, this gives the equation
for ?W on ^1(C‘) and the proof is complete. 
Appendix C. Evans function for the wave equation in x5
For the nonlinear wave equation in x 5 with f(u) = (u− u2), the symplectic Evans
function for the various regions can be computed explicitly, by decoupling the spectral
problem into two simpler second-order ODEs each of which can be solved explicitly.
To x parameter values, take c2 > 1 and  = C+ \ E as dened in equation (5.7).
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The vector-valued functions (x; ) in (4.2) and (x; ) in (4.6) are constructed as
follows.
Let th(x) = tanh 12#x and dene
h(x; ) =  115r(4− r2)− 15(3− 2r2) th(x) r th(x)2 + th(x)3;
where
r = 2

1 +
2#2
2
1=2
:
Let
h1() = lim
x!+1h+(x; ) = − limx!−1h−(x; ) =
2
5(1 + r
2) + 115r(11 + r
2):
Then
(x; ) =
2#
jjrh1()e
−(c;)x
0BBBBB@
h+(x; )
(+ c)h+(x; )− c ddxh+(x; )
h+(x; )− ddxh+(x; )
0
1CCCCCA ;
(x; ) =
1
2h1()
e+(c;)x
0BBBBB@
h−(x; )
−(+ c)h−(x; )− c ddxh−(x; )
−h−(x; )− ddxh−(x; )
0
1CCCCCA ;
where
(c; ) =
#2

(c−
p
2 + (1− c2)); for  2 C+ \ E; with lim
!0
(c; ) = #:
The vector-valued functions (x; ) and (x; ) satisfy the asymptotic conditions
lim
x!+1 e
(c;)x(x; ) = +(c; ) =
2#
jjr
0BB@
1
+ c

0
1CCA ;
lim
x!−1 e
−(c;)x(x; ) = −(c; ) = −12
0BB@
1
−− c
−
0
1CCA
and Ω(−; +) = 1. The symplectic Evans function is
D() = Ω(; ) =

8#3
15jj3h1()
2
2

2 + 3
4
2
#2

2 − 5
4
2
#2

:
The unstable eigenvalue in C+ \ E is then u = 12
p
5jj=#, with the condition that
u < jj1=2 which implies 1 < c2 < 1 + 45 . The existence of an unstable eigenvalue
for the case c2 < 1 can be deduced using the theory in Bridges & Derks (1999).
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However, for the form of the nonlinearity in x 5, the Evans function for this case
can also be constructed explicitly, by constructing a basis 1(x; ); : : : ; 4(x; ) for
Ux = A(x; )U and using the denition ~D() = ex1 ^    ^ 4 for the Evans
function. Such a construction shows the existence of an unstable eigenvalue for all
c2 < 1; the details are not important for the argument in x 5 and are therefore
omitted.
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