Abstract-In the era of Big Data, more data can be potentially found in transit at any given moment than in storage. In this paper we discuss the feasibility of applying certain forms of processing on the wire, i.e., while data is in flight through the network. In a similar manner to cybersecurity processes and exploiting software defined networking concepts, we seek to design a framework for Analysis on the Wire that can ondemand perform computations on data streaming through the network at specific network nodes. We further discuss use cases and perform preliminary evaluation of the proposed framework.
I. INTRODUCTION
In the era of Big Data, in an ever-increasing number of cases in science and industry, more data can be potentially found at any given moment in transit than in storage media ranging from memory to tape. This raises the question whether it would be feasible to extract value out of this data while it is still in transit. There is a strong incentive for on-the-wire processing since such processing can provide near real time information to speed up decision making processes, optimize and prioritize information routing and correlation, and offer additional processing cycles that can free up data center resources. A related concept comes from the world of cybersecurity, where packet streams passing through firewalls are inspected in an attempt to detect patterns of intrusion and avert cyber attacks. Suitably designed algorithms can exploit available computing power and perform specific forms of computation on streaming data while they are "on the wire", i.e., being in transit in the network. This requires taking the concept of processing on the wire to levels beyond the common cybersecurity applications and investigating equipment and methods to enable generic, statically or even dynamically programmable data analysis and/or transformation of data streams while going through network devices.
In this paper, we present the basic idea of a system that can perform generic, user-defined computations on streaming data in transit. We discuss the various aspects of the system and also the encountered challenges. The paper is organized as follows: in section II we discuss the concepts involved in this work and present the design approach for our Analysis on the Wire (AoW) system. We continue by discussing potential use cases in section III. In section IV, we present a preliminary evaluation of the AoW system using an SDN approach and also work in progress in algorithm development focused on Smart Grids. Finally, we present conclusions and future work in section V.
II. APPROACH

A. Concept
The basic concept for analyzing data on the wire is that one or more network devices can be programmed to recognize specific data flows and transparently apply a certain type of computation on the data of a flow before forwarding it to its destination. This requires a mechanism comprising three main components: a module that can identify and mark, i.e., classify packets of desired data streams, a module to forward these packets to a data processor and from there back to their original destination, and a streaming data processing module to reconstruct the data from the packets and process them using plug-in algorithmic modules. Multiple devices/sites can be coordinated through a layer of middleware. Depending on the case, the recipient may receive data transformed in some expected way or original data, while analysis information may be gathered from the data and sent to a different recipient. Figure 1 depicts the conceptual view of the proposed AoW system.
B. Algorithms
The performed computation, in the general case, has to be of low overhead so that it does not adversely impact a flow (e.g., cause timeouts). Therefore, it is important to use algorithms designed to be fast and match the capabilities of the equipment they are meant to run on. There are many potential streaming algorithms that can be adapted for processing on the wire; for example, classical online algorithms for streaming outlier detection, approximated summary statistics, such as billing, or for lightweight dimensionality reduction using problem characteristics; batch supervised and unsupervised learning algorithms; and adaptive supervised and unsupervised learning algorithms.
C. Networking Infrastructure
From the perspective of the network, there are several potential solutions. Existing solutions are primarily businessand special-purpose oriented, not suitable for generic, userdefined computations, at least not right out of the box. Such specialized hardware and software is typically vendorspecific. Nevertheless, several vendors offer equipment mainly targeted at enabling sophisticated cybersecurity functions, i.e., Deep Packet Inspection (DPI), Deep Packet Processing (DPP) [1] which, could be potentially adapted to support analysis algorithms. Standard networking devices could be used in conjunction with external computing systems to perform similar analysis tasks. Software Defined Networking (SDN) environments already support mechanisms for Network Function Virtualization (NFV) and Service Function Chaining (SFC) [2] . Such mechanisms could be utilized, after potential modifications, to support streaming data analysis. Conceivably, future designs of standard devices may be influenced so as to include native support for some level of user-programmable transparent data stream processing.
The concept of transparently diverting a flow of packets to a special-purpose processor is straightforward. Hardware mechanisms, such as a firewall blade, or software mechanisms, such as a virtual firewall running on a Virtual Machine (VM) in an SDN environment, are implementations of this concept. While we borrow here SDN terminology for certain components, we differentiate between the AoW approach and existing cybersecurity and/or commercial data analytics implementations. A key difference of the presented approach is the generalized role of each component in a single device deployment. This is in contrast to the specific role encountered in the SDN literature for virtualized components, or to that of hardware components such a firewall blade. For example, in an SFC environment each classifier and forwarder selectively forward traffic to a service function based on some simple filtering rules, similarly to the function of Access Control Lists (ACLs) in a firewall. In the AoW environment, the selection of traffic for further processing can be triggered, for example, by the detection of a specific marker or data pattern in packets of interest. To implement this in a SDN environment one could use a SFC to serve as the generalized classifier and forwarder. A simple classifier and forwarder would divert traffic to a service function that searches for the marker or can detect the pattern; selected packets would then be forwarded to another function in the chain for further processing. In general, commercially available network switches and routers lack such sophisticated capabilities and only smart switches, such as BigIP F5 [3] offer a certain degree of programmability and customization, but not at the same level that can be achieved with an SDN approach.
In order to support generic computations on data in transit through the AoW environment, one has to consider that such data is contained as payload in the packets of a flow and is not necessarily in a form that can be presented to the data processor component. Depending on the application, a flexible mechanism is required, capable of arranging the data in the way the algorithm running on the processor expects. In the simplest case, the algorithm may be able to do per-packet processing, if each packet contains an unfragmented portion of data and the algorithm is designed accordingly. However, a more complex approach may be necessary if the algorithm needs to work on a data set of a certain size but the data is fragmented and spans multiple packets. In such a case, one needs to wait for a specific number of packets to arrive and subsequently reconstuct the data in a way that makes sense to the algorithm. If the purpose of the applied computation is the extraction of data analytics, the data is not affected and the packets can be forwarded to the original destination "as is." If, however, the computation transforms the data, the complementary problem of forwarding processed, and potentially altered data has to be considered. In this case, the mechanism needs to repackage the data into packets in a way that makes sense to the original recipient; this is possible if the necessary information is made available to the system in advance. The concept of reconstruction/repackaging is shown in figure 2 . We consider the reconstruction and repackaging as services that need to be supported by the data processor component, regardless of implementation. The algorithm module communicates its needs with these services thhrough corresponding APIs.
Another key difference of the AoW approach is the consideration of multiple-site and multiple-device deployment and coordination; such a system represents a form of distributed computer combining the computing power of multiple devices. Figure 3 presents the layout of an AoW system comprising multiple network devices and spanning multiple sites. The coordination of different network devices can be done through a layer of middleware; a communication agent deployed at each device or associated hardware takes care of communication between devices, while adminstration agents take care of overall system coordination. This scheme can provide the necessary functionality for exchanging information between devices, deploying software, such as algorithm plugins, even communcation between devices during computation. The overall system layout resembles that of a cluster or federated cluster, with the understanding that the inter-device latency depends on the network links. Therefore, we don't expect such a system to be suitable for all kinds of computation, nevertheless, it should be feasible to run computations that do not require frequent communication between computing nodes.
D. Distribution and Triggering of Computations
We envisage at least three different ways for deploying an algorithm module on one or more devices. In the simplest case, the deployment is static and part of the AoW software. The second case is to deploy one or more algorithm modules as required using the administrative system. However, a more sophisticated classifier could even allow a flow itself to include the algorithm that wants to be applied to its data through special packet markers that would instruct the system to load the code of an algorithm module dynamically. This last method has, of course, some major security implications that we consider beyond the scope of the present paper.
We further envisage at least three methods that a computation can be triggered. The simplest case here is using a filter such as an ACL to explicitly define which packets are to be diverted and passed through an algorithm. A more sophisticated way is to pass all traffic, capacity permitting, through a function that looks for specific markers in the packets, as described in section II.C. Ultimately, a function could truly search for specific patterns in the packet data instead of pre-determined markers. Clearly, combinations of the above methods are possible, for example, preloading multiple algorithm modules and have a flow select which one to apply based on included marker, etc.
III. POTENTIAL USE CASES
Applying processing on data while on the wire contributes additional processing cycles to a computation and free up data center resources. The cases that such kind of processing makes sense instead of the standard scheme of transporting the data to a data center and subsequently processing it need to be judged on a cost/benefit basis. In general, an AoW approach is beneficial when results are required as soon as possible for early decision making and when reduction to the overall volume of data down to levels manageable by a given data center is desired without or with minimal information loss. For example, in the commercial world, a company may require real time processing on data before that data arrives at their data center for early decision making; or a network provider may want to offer value-added services to subscribers by performing certain forms of processing on data that source and/or destination subscribers don't have sufficient resources to perform. In the scientific world, processing on the wire may perform, e.g., simple data transformations and free up data center resources or be part of a programmable data acquisition system. Of particular interest are cases involving sensor network analysis, such as distributed solar irradiance prediction, security sensor networks, such as DARPA SIGMA [4] , or the Smart Grid for Phasor Measurement Unit (PMU) and Smart Meter data reduction and state estimation. We expect that on the wire processing will be particularly beneficial to the Internet of Things (IoT) [5] .
A scenario for using AoW with a sensor network is as follows: a control agent running on a host in a data center instructs strategically located network devices to process incoming data from a multitude of sensors; each network device becomes a processing node and handles data from sensors within its geographical domain and forwards only the results to the data center. Compared to collecting the data from all sensors at the data center, this technique can significantly reduce the volume of data that arrives at the data center. At scale, this scheme pushes computations as close to the edge of the network as possible, before the data tsunami from the sensors hits the data center.
The concept of AoW can be utilized to add intelligence to the network itself, i.e., add capabilities which are typically not available; for example, the capability to handle asynchronous communications over unstable, sporadic, or restricted network domains using smart software that can identify which traffic goes to such domains and wait to complete the transmission when the receiving party becomes available. Finally, there is a lot of potential to enhance national security and cybersecurity operations by adding custom pattern detection capabilities that go beyond those of commercially available systems. The early detection of threats and initiation of countermeasures as a response is key in protecting computing sites from cyber attacks. As the scope of potential attacks ever increases from targeting a specific site to targeting multiple sites at multipleeven international -locations, it is evident that only a combination of early detection/response and automated sharing of information at a national or international level can help mitigate the problem. In this scope, consider a set of strategically located, geographically distributed network nodes with enhanced capabilities, coordinated by a middleware layer of agents managed by one or more control centers. Core functionality of this framework would be to perform sophisticated analysis on data on the wire. The selected network nodes are enhanced with a general-purpose computing infrastructure. Through utilization of software defined networking mechanisms and/or exploitation of relevant vendor hardware capabilities when/where available, such nodes can transparently divert selected network flows to the attached computing infrastructure to be subjected to processing, then forward them back to their original destination if so desired. Each network node can independently detect a threat pattern early, well before the malicious data stream reaches its destination, and initiate appropriate countermeasures as a response. However, it is the collaborative nature of the framework that can make it highly intelligent: when one node detects a threat, it can alert the other participating nodes so they can be standing by to respond accordingly.
The enhancement of key network nodes with general computing capabilities -such capabilities can range from a simple compute node attached to a network device to one or more attached nodes with multiple GPUs/Xeon Phis or even to a nearby data center -enables early, sophisticated analysis of data streams beyond typical firewall/inspection techniques. Furthermore, the coordination of multiple distributed nodes allows for a collaborative, in concert, response to large-scope attacks at a national or international level through automated information sharing. The control center(s) of the framework could even potentially inject explicit warnings into the system based on credible information of an impending attack. The shared information essentially provides hints for what kind of threat to expect/look for and helps nodes prioritize between detection algorithms. This in turn can lead to even earlier threat detection with less overhead. Given suitable capabilities, the described framework can also coordinate responses to an attack at a highly sophisticated level. Network nodes could dynamically coordinate their traffic engineering to automatically isolate malicious traffic streams and protect legitimate ones, direct suspect traffic to a honeypot, or even perform a combination of statically/dynamically-determined desired actions, thus going far beyond the concept of a firewall simply dropping suspicious packets.
IV. PRELIMINARY EVALUATION
A. Networking
To evaluate the impact of transparently diverting flows to a data processor in an SDN environment, we conducted an experiment using a simple SFC example setup based on the OpenDaylight (ODL) SFC project [6, 7] . This project provides SFC functionality via the ODL northbound REST API and can also be accessed through ODL's DLUX web interface. With this ODL service, one can create, update, and delete service chains [8] . In this environment, classifier components determine the action to be performed on traffic packets, i.e., forwarding to destination or to Service Function Forwarders (SFFs). A classifier also encapsulates packets selected for forwarding, using Network Service Headers (NSHs), an IETF adopted data-plane protocol that represents a Service Path (SP) in the network. The SFFs forward traffic to and from a Service Function (SF) based on the NSH information [9] .
Our experimental setup (see figure 4) consists of seven virtual machines (VMs) serving as different components of the SFC. Two VMs are serving as hosts A and B that are used as traffic source and destination. The setup is bidirectional, i.e., both traffic directions get diverted to the SF when applicable, therefore the setup requires two classifiers, one for each direction, running on corresponding VMs. Another VM hosts the SFF, which can be used by both classifiers. One more VM hosts the service function that emulates a simple data processor. The seventh and last VM hosts the ODL SDN controller The VMs are connected using a VirtualBox hostonly network. An OpenvSwitch (OvS) [10] instance is running on each of the two classifier VMs and the SFF VM. When the VMs are ready, we activate the SFC using a script to communicate with the ODL controller through its northbound API. The controller then sends the corresponding configurations to the classifiers, forwarder, and service function.
When the service chain is activated, packets entering the network first go through the classifier, where they are classified into flows that should be diverted to the service function chain and those that should be directly forwarded to their destination. In the present setup, the chain contains only one service function and its corresponding forwarder. Therefore, the classifier includes a NSH header specifying this simple service path. The tagged packets follow the specified path until the header indicates there are no more nodes to visit. Then the NSH header is removed, in our case by the forwarder, and then the packets are sent to their original destination. When the service chain is not activated, the packets will directly go through the OvS and reach their destination. The difference in the Round Trip Time (RTT) of a packet between these two scenarios indicates the overhead introduced by the service chain.
We conducted experiments with pings between the two host VMs, as well as simple file transfers. In this setup, the service function is implemented with Python scripts. It is essentially a "Hello World" type of function, as it does not perform any real actions on the data. The function simply listens for packets on a certain port, logs the reception of every packet, parses its NSH header, and then sends it to the next hop, which here is its destination, after going through the forwarder. We found that diverting the packets through the service function chain adds a constant delay of approximately 5ms. As mentioned earlier, the setup is bidirectional, thus the measured RTT includes two passes through the service chain, i.e., both echo request and the echo reply packets get diverted. In a transfer, both the payload packets and the acknowledgement packets get diverted. A one-way diversion, i.e., processing only the payload packets, would incur approximately half as much overhead. To further emulate the behavior of traffic on a Wide Area Network (WAN), we also artificially increased the RTT of packets (without any diversion). Because the overhead from the chain is constant, the actual impact on the traffic, expressed as the percentage of RTT increase, diminishes with increasing RTT. The results of our experiments are summarized in figures 5 and 6. Figure 5 depicts the ping measurements and 6 those of the simple data transfers, for increasing RTT. Observe that the plotted lines are essentially parallel, denoting the constant overhead added, but also that adding a few milliseconds to a flow with several tens of milliseconds latency will probably go unnoticed. In other words, a 5ms overhead on a 5ms RTT constitutes a 100% increase, although 10ms is still not a significant delay. But on a 50ms RTT, a 5ms increase is just an additional 10%. The goal of this setup is to establish a baseline for comparing do-nothing overhead by testing the worst-case scenario. Clearly, a fully virtual setup on multiple VMs running on the same host and, most importantly, the service function itself implemented without paying any attention to execution speed constitutes such a scenario. We expect that a real world setup can be much faster and therefore capable of executing complex analysis algorithms without introducing excessive delay, with the actual delay originating almost exclusively from the execution of the computation, i.e., the diversion mechanism should impose almost negligible overhead. When the RTT of the original route is relatively large, a carefully designed and implemented service function chain executing on high performance machines should impose minimal penalties to the RTT, depending of course on the kind of algorithm to be executed.
B. Algorithms
We chose the Smart Grid as a first use case for AoW. One of the critical requirements in power grid operation and planning is the ability to accurately forecast expected load to enhance grid operations, energy management, and planning. Load forecasting is historically based on aggregated system consumption data. At a more refined level, such as distribution transformer or household level, achieving accurate load forecasting has been a problem because electricity usage at the household level is highly variable, data can be riddled with disruptions, and use of electricity is highly dependent on other factors. For example, load data are mainly acquired based on meter reading and are of very low time resolution (e.g., monthly). With the increasing deployment of Advanced Metering Infrastructure (AMI) that is capable of measuring and transferring measurement data of the detailed individual end-user consumption at a much high rate (e.g., every 15 minutes), this issue of achieving accurate forecasting at a refined level may be addressed. In an ongoing effort with ultimate goal to devise an algorithm for performing load forecasting on the wire based on smart meter data, we needed, as a first step, to establish a baseline algorithm and compare the quality of streaming algorithm results against this baseline. For this, a novel knearest Vector Autoregressive framework with eXogenous weather input (knmVARX) was developed, to spatialtemporally model household-level electricity demand from very short-term (15 min) to mid-term (2 weeks) [11] . A clustering of consumption load patterns was determined through cross correlations of each smart meter. Each cluster reveals a distinctive pattern and composition of residential or commercial meters. The joint dynamics of multivariate time series of smart meters, which is refined by their intercorrelations and augmented by exogenous variables, were estimated. The application of k-nearest parameter shrinking can restrict the incorporation of less correlated meters and improve forecasting accuracy. A Ridge regularization on the ordinary least square (OLS) solution was applied to address the over-fitting issue that occurs especially in the context of high model order and regressors. The proposed framework was systematically evaluated by cross validation. The developed method was demonstrated based on a comparison of models on a dataset of a full 4-month period using two different evaluation metrics, the Root Mean Square Error (RMSE) and the Mean Absolute Percentage Error (MAPE).
Across both metrics and forecast horizons, the knmVARX method shows the greatest improvement over the baseline Persistent Model (PM). Figure 7 summarizes the results of this comparison. 
V. CONCLUSIONS AND FUTURE WORK
We presented the main concepts governing a framework for Analysis on the Wire and discussed the requirements for the network infrastructure and the type and characteristics of algorithms that can be used on the wire. The preliminary evaluation of the approach yielded promising results in terms of how much overhead the AoW mechanism imposes in a worst-case scenario. Therefore, we believe it is feasible to implement an AoW framework with reasonable overhead and this is the next step we will be taking in our future work: we will establish a testbed and develop/employ the necessary software and hardware for performing realistic experimentation with real-time and near-real time processing scenarios, starting with the case of Smart Grid load forecasting.
We also established a baseline load-forecasting algorithm, knmVARX, for the first use case we have selected, that of the Smart Grid. Although knmVARX performs very well in comparison with other load-forecasting algorithms, it is still not a streaming algorithm. In the immediate future, we plan to develop a streaming version of knmVARX. The knmVARX algorithm is essentially based on global neighborhood statistics. In other words, the general trend is more important than local fluctuation synchronization. For the streaming version, we can preconfigure each node prediction to be closer to an edge network node that contains all nearest neighborhood meters and the prediction outcome can be fed to the nearest control node right from there. We could restrict similar neighborhoods to only closest neighbors, so that we could get better edge computing effects and thus more distributed processing and faster response times. Models such as the persistent PM and higher-order Autoregressive AR(p) can be applied on any single edge node; therefore, for any edge node the nearest network device that has analysis capability can be used for generating predictions. The knmVARX model requires the data of all the meters in an area and thus cannot be used without modifications for distributed processing in the AoW framework. Such modifications would be, for example, to restrict running knmVARX on each edge node or a few higher-level nodes. It will be interesting to see how predictions based on such spatial locality compare against baseline models.
