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Rhythmic activity in populations of cortical neurons accompanies, and may underlie, many aspects of primary sensory processing and
short-termmemory. Activity in the gamma band (30Hz up to100Hz) is associated with such cognitive tasks and is thought to provide
a substrate for temporal coupling of spatially separate regions of the brain. However, such coupling requires close matching of frequen-
cies in co-active areas, and because the nominal gamma band is so spectrally broad, it may not constitute a single underlying process.
Herewe show that, for inhibition-based gamma rhythms in vitro in rat neocortical slices,mechanistically distinct local circuit generators
exist in different laminae of rat primary auditory cortex. A persistent, 30–45 Hz, gap-junction-dependent gamma rhythm dominates
rhythmic activity in supragranular layers 2/3, whereas a tonic depolarization-dependent, 50–80 Hz, pyramidal/interneuron gamma
rhythm is expressed in granular layer 4 with strong glutamatergic excitation. As a consequence, altering the degree of excitation of the
auditory cortex causes bifurcation in the gamma frequency spectrum and can effectively switch temporal control of layer 5 from supra-
granular to granular layers. Computational modeling predicts the pattern of interlaminar connections may help to stabilize this bifur-
cation. The data suggest that different strategies are used by primary auditory cortex to represent weak and strong inputs, with principal
cell firing rate becoming increasingly important as excitation strength increases.
Introduction
Rhythmic activity in the EEG gamma band is a near-ubiquitous
feature of ongoing cortical activity and responses to sensory in-
put. Activity within the gamma band is involved in multiple as-
pects of cortical computation, most stemming from the close
relationship between the rhythm, particularly the faster gamma
components, and spike generation in cortical neurons (Rasch et
al., 2008; Ray et al.,2008), and its ability to temporally control and
segregate spikes inmultiple spatially separate neurons (Engel and
Singer, 2001; Fries, 2005). There is good evidence that the result-
ing patterns of synchrony and coherence in cortex form the basis
of a code for many aspects of sensory representation and short-
termmemory (Engel et al., 2001; Kaiser and Lutzenberger, 2005).
In vitro work has revealed a variety of mechanisms under-
lying gamma rhythms (Whittington et al., 2011), each operat-
ing around a common principal: the presence of phasic
GABAA receptor-mediated synaptic inhibition. This mecha-
nism breaks down at frequencies90 Hz and higher (Traub et
al., 1996b), but nominally the gamma rhythm encompasses a
very broad range of frequencies from30 Hz up to as high as
200 Hz (Crone et al., 2006; Jerbi et al., 2009); this is too broad
to consider the gamma rhythm a single mechanistic entity
(Siegel and Ko¨nig, 2003) and, more importantly, too broad to
implicate activity in the entire band as a unifying mode of
intercortical communication (Uhlhaas et al., 2011). The ques-
tion remains, however, as to whether these factors need also to
be considered for different frequencies within the narrower
range associated with phasic inhibition (30–90 Hz).
In single cortical areas, in which the lower,40 Hz, gamma is
manifest, it is also common to find higher frequencies (Crone et
al., 1998; Edwards et al., 2005; Pipa et al., 2009; Le Van Quyen et
al., 2010). These observations suggest the possibility of a single,
very broadly tuned oscillator. However, even for inhibition-
based gamma rhythms (90 Hz), in vitro studies show different
local codependentmechanisms (Gloveli et al., 2005;Middleton et
al., 2008) and anatomical separation of sources across different
laminae (Oke et al., 2010). Combined computational and exper-
imental approaches show that lower-frequency gamma rhythms
originate from layers 2/3, and higher frequencies originate par-
ticularly from layer 4 (Lachaux et al., 2005). These latter frequen-
cies can be seen to be selectively enhanced in epilepsy (Traub et
al., 2001, 2005).
In an attempt to further address the issues of local circuit
origin and mechanism(s) of inhibition-based (30–90 Hz)
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gamma rhythms, here we vary excitation levels in primary audi-
tory cortex (A1) in in vitro slice and computational models. Both
these approaches show the continued presence of a low (30–45
Hz) gamma rhythm, generated in layer 2/3. Increasing excitatory
drive to this cortical region causes frequency bifurcation: the re-
establishment of a low-frequency (30–45 Hz) rhythm concur-
rently with a more variable, higher-frequency rhythm (50–80
Hz) originating in layer 4. The two rhythms arise from funda-
mentally different local circuit mechanisms.
Materials andMethods
Experimental. Horizontal neocortical slices, 450 m thick, containing A1
wereprepared from86adultmaleWistar rats (150–250g). Slicesweremain-
tained at 34°C at the interface between warm wetted 95% O2/5% CO2 and
artificial CSF (aCSF) containing the following (in mM): 3 KCl, 1.25
NaH2PO4, 1 MgSO4, 1.2 CaCl2, 24 NaHCO3, 10 glucose, and 126 NaCl.
Gammarhythmswere generatedbybath applicationof 200–800nMkainate
to mimic the active, “up state” of cortex in rodents (Cunningham et al.,
2006). Pharmacologicalmanipulationwas performedby bath application of
drugs: gabazine (1M), SYM2206 [()-4-(4-aminophenyl)-1,2-dihydro-1-
methyl-2-propylcarbamoyl-6,7-methylenedioxyphthalazine] (20 M),
PPDA [1-(phenanthrine-2-carbonyl) piperazine-2,3-dicarboxylate] (10
M), and carbenxolone (0.2 mM).
Extracellular recordings from A1 were obtained using glass micropi-
pettes containing the above aCSF (resistance, 0.5 M). Intracellular
recordings were taken with sharp microelectrodes filled with potassium
acetate (resistance, 30–90 M). Signals were digitized at 10 kHz. Multi-
channel unit and concurrent local field potential time-series data were
recorded at 30 kHz using 10 10 array (0.4mm separation) Utah silicon
probes or 1  10 electrode array (0.1 mm separation; FHC), amplified,
digitized with a Cyberkinetics amplifier, and analyzed offline using Cen-
tral (Blackrock Systems). Local field potentials were downsampled to 1
kHz and bandpass filtered (1–100 Hz). Current source density was esti-
mated using ICSD to compensate for edge effects (Pettersen et al., 2006),
and laminar power and frequency distribution were calculated from this.
All ICSDdatawere taken from linear electrode arrays placed radially (pial
to white matter) across the middle of the slice. Column diameter was
assumed to be slice thickness (see above). No edge compensation was
required for deep layer recordings because the linear array extended
beyond the white matter. However, parameters were modified to com-
pensate for the transition from neuropil at the pial surface to the pure
aCSF volume conductor around the slice perimeter. Laminar borders
were determined by distance from pial surface under bright-field illumi-
nation at 40magnification.
Spike probability values were calculated by taking 1000 consecutive
field potential periods and quantifying the number of concurrently ob-
served spikes for each cell type within this time. Dividing the number of
spikes observed by the number of periods elapsed gave a probability value
for each slice tested. Estimates of EPSP and IPSP amplitudes were taken
by injecting current into the recorded cells to hold mean membrane
potential at30 mV (for IPSP analysis) or70 mV (for EPSP analysis).
Event parameters were analyzed using Minianalysis (Synaptosoft).
Model. The computational model of A1 considered anatomical evi-
dence outlining interlaminar connections (Thomson and Bannister,
2003; Atencio and Schreiner, 2010) and our experimental observations of
mechanistically distinct local circuit generators in this study. The model
consisted of three layers: supragranular layer 2/3, granular layer 4, and
the supragranular layer 5 (see Fig. 6Ci). Each layer comprised 25 regular
spiking excitatory (E) cells and five fast spiking inhibitory ( I) cells that
were mutually coupled within a layer. The number of cells used in the
model reflects a qualitative estimate of the ratio of excitatory/inhibitory
cells. The number of excitatory cells was chosen to provide the model
with enough heterogeneity while maintaining computational efficiency;
far less heterogeneity was required in the inhibitory cells in this model.
Cells in layer 2/3 are denoted with a subscript “s,” cells in layer 4 are
denoted with a subscript “g,” and cells in layer 5 are denoted with a
subscript “i,” which should not be confused for “inhibitory.” Because this
model is concerned primarily with the generation of gamma frequency
rhythms, which are thought to involve primarily soma and proximal
dendrites (Gillies et al., 2002) (see Fig. 3) of pyramidal cells, single com-
partmental Hodgkin–Huxley models were used for simplification and
provide good correlation with simulations from more detailed biophys-
ical models (Kopell et al., 2000).
From layer 4 to layer 2/3, there was a feedforward excitatory connec-
tion from Eg–Es and a feedforward inhibitory connection from Ig–Is.
From layer 2/3 to layer 4, there was a feedback excitatory connection
from Es–Ig and a feedback inhibitory connection from Is–Eg. From layer
2/3 to layer 5, there were feedforward excitatory connections from Es–Ei
and Es–Ii. From layer 4 to layer 5, there were feedforward excitatory
connections from Eg–Ei and Eg–Ii. In this simplifiedmodel, there were no
feedback connections from layer 5 to more superficial layers.
In layer 2/3, the Es cells received a baseline tonic excitatory applied
current and stochastic excitatory inputs that resulted in a persistent
(weak) gamma rhythm in which only a small, random population of Es
cells fired on each cycle, whereas most of the Is cells fired on each cycle.
TheEs cells in layer 2/3 also included amodel for a slow potassiumM-like
current as a result of experimental suggestions that M-type potassium
currents in superficial layers may be important in sound sequence dis-
crimination in A1 (Kudoh et al., 2004). In this layer, kainate-induced
excitation was modeled by increasing the Poisson rate of the stochastic
excitatory inputs to the Es cells, which is consistent with the observation
that increases in kainate concentration maintain the sparse firing rate
and network frequency. In the physiological system, and in detailed bio-
physicalmodels of layer 2/3 gamma rhythms, gap junctionally connected
axons have been shown to be essential. However, the central function of
the resulting axo-axonal plexus, in the production of gamma rhythms at
least, can be simplified down to a provision of noisy drive to the partici-
pating cells. In this reduced model, the “noise” is still essential and is
provided directly by stochastic (Poisson-distributed) inputs to the excit-
atory cell populations rather than explicit modeling of gap junctions.
In layer 4, the Eg cells were connected to a population of Ig cells that
resulted in a pyramidal cell–interneuron gamma (PING) rhythm that
was driven by a baseline excitatory input to the Eg cells. The Eg cells had
synaptic connections from other Eg cells, modeling NR2C/D-dependent
NMDAR-mediated currents. Kainate-induced excitation in this layer
was modeled by increasing the amplitude of the tonic current to the Eg
cells, which increases the frequency of the layer 4 rhythm in which the
excitatory cells spike on each cycle of the rhythm, as experimentally
observed.
The units for voltages are expressed in millivolts. Current units are
expressed in microamperes per square centimeters. Conductance units
are expressed in millisiemens per square centimeters. Opening rates are
expressed in millimolar per millisecond, and closing rates are per milli-
second. All time constants are expressed in milliseconds. The specific
membrane capacitance (Cm) was 1 F/cm
2. The intralaminar parame-
ters, as well as the interlaminar synaptic variable parameters, were de-
rived from Bo¨rgers et al. (2005). The values for the intralaminar
parameters were chosen to exhibit qualitative behavior consistent with
experimental observations for each layer. Namely, the layer 2/3 network
parameters were chosen to enable sparse spiking in the excitatory cell
population that would create a background gamma frequency rhythm.
In layer 4, the experimental data suggested that the excitatory cells need
to be spiking on each cycle of the local field oscillation. A qualitative
minimization technique was used to ensure that the values of the param-
eters were chosen to be plausibly physiological while still maintaining the
necessary behavior in the network. Because of the nonlinearity of the
network, a very large parameter space may exist that exhibits the physi-
ological constraints. However, once fixed, the interlaminar connection
values were used to gauge the effect of these connections on the different
laminar network models. Care was taken the ensure that the order of
magnitude of these values did not become implausible, but the values of
the conductances in this model may not be physiologically meaningful,
considering the spatial reductions that have been used in the tradeoff
between computational efficiency and biological relevance. Indeed, de-
pending on the magnitude of the values chosen in each network, similar
qualitative behavior may result from different interlaminar parameter
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values. Because this model focuses on how these connections might play
a role in influencing a network phenomenon of the frequencies of the
network oscillations, it is the qualitative and relative strengths of the
connections that may be more critical to understanding the network
phenomenon and not the actual values used.
Each of the excitatory (e) and inhibitory (i) cell voltages (v) were
described by the following:
Cm
dve,i	
dt
 ILe,i	  INae,i	  IKe,i	  IKMe	  Ise,i	  Ie	psp Iappe,i	,
for leak, sodium (Na
), potassium (K
), M-like potassium (only Es
cells), synaptic (s), stochastic EPSP, only Es, Eg, and Ei cells), and applied
currents (app), respectively.
Unless otherwise noted, the activation variables (represented generally
here by m) followed the general form
m˙ 
m  m
m
,
m 
m
m  m
.
Na
 currents. Because the activation of the Na
 currents were rela-
tively fast compared with the kinetics of the other dynamical variables,
the steady-state activation variable (m) was used to reduce the dimen-
sionality of the system of differential equations. The Na
 currents were
given in general by
INa gˆNa  m
3 h  v  ENa	,
m 
m
m  m
.
For the Eg, Es, and Ei cells, gˆNa 100 and ENa 50. For the Ig, Is, and Ii
cells, gˆNa 35 and ENa 40.
For the excitatory Ei cells of layer 5, Eg cells of layer 4, and Es cells of
layer 2/3, m were given by
m 
0.33  ve  50	
1  exp ve  504 
,
m 
0.25  ve  25	
expve  255  1
.
The inactivation variables h were given by
h  0.128  exp ve  5018 ,
h  4  1  exp ve  275 
1
.
For the inhibitory Ii, Ig, and Is cells, rate equations for m were given by
m 
0.1  vi  35	
1  exp vi  3510 
,
m  4  exp vi  6018 .
Rate equations for the inactivation variables h were given by
h  0.07  exp vi  5820 ,
h  exp 0.1  vi  28		 1
1.
Other intrinsic currents. The leak currents were given by
IL  0.1  v  EL	
withEL70. The leak currents were identical across different cell types
for simplicity, since the nonlinear dynamics of our synaptic and other
intrinsic currents may compensate for these differences.
The K
 currents for all cells were given by
IK gˆK  n
4  v  EK	.
For all cells, gˆK 80. For Ei, Eg, and Es cells, EK1, and for Ii, Ig, and
Is cells, EK90.
For the activation variable n, the rate functions for excitatory Ei, Eg,
and Es cells were given by
n 
0.032  ve  52	
1  exp ve  525 
,
n  0.5  exp ve  5740 .
The rate functions for the inhibitory Ii, Ig, and Is cells were given by
n 
0.01  vi  34	
exp 0.1  vi  34		 1
,
n  0.125  exp vi  4480 .
In the model, only the Es cells in layer 2/3 included a non-inactivating
M-like current, which followed previous modeling work (Mainen and
Sejnowski, 1996; McCarthy et al., 2008) and was given by
IKM  gˆKM  mM  v  EK	.
The conductance gˆKM  0.35. The rate functions were given by
mM 
2.3  104  ve  30	
1 exp ve  309 
,
mM 
2.3  104  ve  30	
1 expve  309 
.
Synaptic currents. The model adapted synaptic parameter values and
equations from amodel of persistent (weak) PING (Bo¨rgers et al., 2005).
Synaptic currents (Is) were defined between connected pairs of model
cells from cell of type j to an excitatory cell of type k by
Isj,ke	   j,ke	  
i
 gj,ke	  sj,ke		vke	  Ej	.
Synaptic currents were defined from cell of type j to an inhibitory cell of
type k by
Isj,ki	  0.5   j,ki	  
j
 gj,ki	  sj,ki		vki	  Ej	.
For excitatory cells, the reversal potential Ej(e)  0. For inhibitory cells,
Ej(i)  80. The synaptic connection matrix () was created such that
each presynaptic cell j made connections to a fraction (	) of postsynaptic
cells. The values for 	 are found in Table 1. Conductance values ( gj,k)
were scaled by the mean number of connections made by each presyn-
aptic cell: this provides heterogeneity to a postsynaptic cell while main-
taining a relatively scale-independent order of magnitude of the strength
of the connection. Synaptic conductances are defined in Table 2. The
relevant interlaminar connections were qualitatively guided by anatom-
ical and physiological studies noting the strength and density of connec-
tions (Thomson and Bannister, 2003; Atencio and Schreiner, 2010) and
17042 • J. Neurosci., November 23, 2011 • 31(47):17040–17051 Ainsworth et al. • Dual Gamma Rhythms in Auditory Cortex
then tuned to fit the qualitatively observed field and intracellular exper-
imental data reported here.
For all synaptic connections, the dynamics of the synaptic variable s
j,k
were defined from cell j to cell k by
s˙ j,k 
1  tanh vj10
2r j	
 1 sj,k	
sj,k
d j	
where r was the rise time constant, and d was the decay time constant.
For excitatory presynaptic cells, r  0.1 and d  3.0. For inhibitory
presynaptic cells, r 0.3 and d 9.0. The Eg–Eg connections to model
the NR2C/D-dependent NMDAR-mediated currents were defined
within this framework with d 20, without a voltage-dependent Mg
2

sensitivity (Binshtok et al., 2006).
Current contributions from stochastic inputs to the excitatory cells
were inspired by previous work (Bo¨rgers et al., 2005) and were given by
Iepsp gˆepsp  sepsp  v  Ee	,
s˙epsp 
  1 sepsp	
sepsp
epsp
,
with the conductance gˆepsp  1 for Es, Eg, and Ei cells. The reversal
potential Ee  0, and the decay time constant epsp 3. The values for 

were chosen in each time step of the integration dt as a binomial distri-
bution approximation of a Poisson process with rates f(s,g,i),epsp.
Kainate-induced excitation.The effects of kainate weremodeled differ-
ently in layer 2/3 and layer 4. In layer 2/3, kainate-induced excitation was
modeled by increasing fs,epsp to the Es cells. These cells received a baseline
Iapp,es of 1.35 A/cm
2. In layer 4, kainate-induced excitation was mod-
eled by increasing the amplitude of the tonic excitation Iapp,eg to the Eg
cells. These cells also received stochastic excitatory inputs with fg,epsp of
65 Hz. In the model, layer 5 does not respond to kainate directly but
responds to feedforward excitation from the more superficial layers.
Layer 5 received a baseline Iapp,ei of 0.5A/cm
2 and stochastic excitatory
inputs with fi,epsp of 40 Hz.
Analysis. The contribution of synaptic currents to the excitatory cells
were calculated and averaged in each layer as the model estimation of a
local field potential. Standard discrete Fourier transforms were used to
analyze the spectral content of the mean synaptic activity. In our single
compartmental idealization, the magnitude of the local field potentials
are artificial measures of the strengths of oscillations that does not reflect
physiological measures accurately; for this reason, field potentials are
amplitude normalizedwithin a layer. Each simulationwas run for 500ms
of simulation time. The system of equations was numerically integrated
by a fourth-order Runge–Kutta method using a fixed time step of 0.025
ms, similar to work done by others for this class ofmodels (Compte et al.,
2003, Rubin and Terman, 2004). Some papers with Poisson-distributed
stochastic events similar to ours have used a second-order Runge–Kutta
integration scheme modified for noise (Tiesinga et al., 2000), but it has
been suggested that, for numerical simulations in which the stochastic
part is completely determined by sequences of pseudorandom numbers,
the order of error ismost dependent on the error of the deterministic part
(Saito and Matsui, 1993). To test stability for the deterministic part, the
time step in our model was reduced to 0.015 ms, which produced nu-
merically identical results. Increasing the time step to 0.035 ms did as
well. However, the instability for our systemwas apparent at 0.05 and 0.1
ms. The choice of 0.025 ms reflected a compromise between stability,
accuracy, and computational efficiency. Each simulation was run for 500
ms of simulation time. The system of differential equations was numer-
ically integrated by a fourth-order Runge–Kutta method using a fixed
time step of 0.025 ms, which represented deviations from the previous
work from which this model was partially derived (Bo¨rgers et al., 2005),
in hopes of improving numerical accuracy. All simulations and analyses
were performed in MATLAB version 7.10.0.499 (MathWorks).
Results
Increasing cortical excitation causes frequency bifurcation in
the gamma band
Increasing bath concentrations of kainate from 200 to 600 nM
caused a small, significant increase in local field potential gamma
frequency in A1. Modal peaks in power spectra began to appear
after 30min incubationwith 200 nM kainate, but power was weak
(2.2  0.5  1010 V2, n  5) and peak frequency highly vari-
able, including the beta band (27  8 Hz, n  5). At 400 nM, a
clear spectral peak was visible (power, 8.5 0.6 1010 V2, n
5), with a mean frequency of 37  3 Hz, not significantly faster
than the lower concentration (p  0.05, n  5). An additional
increase in frequency was seen with 600 nM kainate (45 7 Hz),
significantly faster than that seen at 200 nM (p 0.05, n 5; Fig.
1Ai) but with no overt change in power compared with 400 nM
kainate. Higher concentrations of kainate generated dual
gamma peaks robustly; the lower of these had frequency and
power not significantly different from 400 nM kainate (p 
0.05, n  5). However, the additional faster gamma peak oc-
curred at 55  2 Hz, with clear separation on individual and
pooled spectra (Fig. 1Aii).
To determine the origin of the faster gamma frequency after
spectral bifurcation, a laminar profile of both peak power and
frequency of the local field potential was constructed under 800
nM kainate for the lower (30–45 Hz) and higher (50–80 Hz)
gamma bands (Fig. 1B). Peak power in the lower-frequency band
was seen in layer 3, whereas peak power in the higher-frequency
band was seen in layers 4/5 (Fig. 1B). More detailed estimates of
laminar sources for the rhythms, derived from current source
density, showed a clearer laminar separation of underlying cur-
rents. Before bifurcation, peak gamma frequency current ampli-
tude was seen in layer 2/3, with a weaker signal in lower layer
4/upper layer 5 (Fig. 1C). The layer 2/3, lower-frequency gamma
rhythm was relatively unchanged after bifurcation (with 800 nM
kainate), but a stronger, more spectrally distributed signal was
now evident at higher frequencies in layer 4.
The two gamma rhythms have different
underlying mechanisms
Gamma rhythms up to 90 Hz in local circuits can arise from
many mechanisms, each involving phasic GABAA receptor-
mediated inhibition and most also requiring phasic AMPA
receptor-mediated drive to interneurons (Whittington et al.,
2011). Both gamma rhythms, seen after bifurcation here, were
highly sensitive to blockade of GABAA receptors with gabazine (1
M), with reduction in field power down to 10% of control
Table 1. Values of connection fraction parametersj,k
Eg(j) Ig(k) Es(k) Is(k) Ei(k) Ii(k)
Eg(j) 1 1 0.20 0 1 1
Ig(j) 1 0 0.20 1 0 0
Es(j) 0 0 0 1 1 0.2
Is(j) 0.20 0 1 0 0 0
E
i(j)
0 0 0 0 0 1
I
i(j)
0 0 0 0 1 0
Table 2. Values of synaptic conductance parameters g
j,k
Eg(k) Ig(k) Es(k) Is(k) Ei(k) Ii(k)
Eg(j) 0.055 0.39 0.01 0 0.07 0.2
Ig(j) 0.60 0 0 0.7 0 0
Es(j) 0 0 0 5.0 0.1 1.7
Is(j) 0.25 0 1.0 0 0 0
Ei(j) 0 0 0 0 0 1
Ii(j) 0 0 0 0 0.1 0
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values (Fig. 2A). Both rhythms were also significantly reduced by
selective block of AMPA receptors with SYM2206 [required for
persistent andPING rhythms but not ING rhythms (Whittington
et al., 2011)]. However, the higher-frequency, layer 4 gamma
rhythm was significantly less sensitive than the layer 2/3 rhythm
(p  0.05, n  5; Fig. 2A).
Persistent gamma rhythm manifests mainly through increased
axonal excitability and propagation of action potentials through an
axonal plexus via non-chemical synaptic contacts (Traub et al.,
2000). In contrast, the mechanisms underlying PING/interneuron
network gamma rhythms (PING/ING) involve tonic excitation of
interneuron and principal cell somata. PING rhythms in particular
require strong excitation of principal cells, generating trains of
orthodromic action potentials. We tested whether these two dif-
ferent mechanisms could account for the lower- and higher-
frequency gamma rhythms, respectively. The main type of
principal cell in layer 4 has a strong, near-tonic excitation medi-
ated by NMDA receptors containing the NR2C subunit (Bin-
shtok et al., 2006). Partially selective blockade of receptors
containing this subunit with PPDA (10 M) almost abolished
higher-frequency gamma power (88 6% decrease, n  5, p 
0.05) but did not significantly alter power at the lower gamma
frequency (9  14% increase, n  5, p  0.05; Fig. 2A). In
contrast, partial reduction in gap junction conductance with car-
benoxolone (0.2 mM) showed the opposite selectivity for the two
gamma rhythms. The higher-frequency gamma rhythm domi-
nant in layer 4 was not significantly changed in power (p 0.05,
n  5), but the layer 2/3, lower-frequency gamma rhythm was
reduced by 86 8% (p  0.05, n  5).
Figure 1. Increasing excitation to A1 induced lamina-specific frequency bifurcation of pop-
ulation gamma rhythms.Ai, Meanmodal peak gamma rhythmpower in population recordings
from layer 4. As gamma power increases from 200 to 600 nM, kainate frequency also increases.
With kainate concentrations beyond 600 nM, dual modal peaks are seen in the power spectra.
Data shown as mean SEM (n 6 slices from 6 rats). Aii, Example pooled power spectra on
either side of the bifurcation point (n 6 slices from6 rats) and corresponding single examples
of population potentials below. Calibration: 200V, 100ms.B, Laminar profile of peak gamma
power in A1. Data shown as mean SEM (n 6 slices from 6 rats) for gamma generated by
800 nM kainate at peak frequencies of 30–45Hz (gray lines and symbols) and 50–80Hz (black
lines and symbols). C, Power spectral density [mean (n 5 slices from 5 rats) plotted as color
map, in decibels] versus lamina and frequencywithin A1 before (400 nM kainate) and after (800
nM kainate) frequency bifurcation. Data shown taken from 1  10 linear array electrodes.
Similar data were also obtained using parallel shanks on Utah probes but with lower spatial
resolution.
Figure 2. Pharmacological manipulation reveals differentmechanisms underlying the slow
and fast gamma rhythms. A, Proportional change in mean (n 5 slices from 5 rats) gamma
power for slow, layer 2/3 gamma (30–45 Hz, gray bars) and fast, layer 4 gamma (50–80 Hz,
black bars), induced by 800 nM kainate. Both rhythmswere equally sensitive to GABAA receptor
blockade (gabazine, 1 M). Layer 4, high gamma was significantly less sensitive to AMPA
receptor blockade (SYM2206, 10M) and nonspecific gap junction conductance decrease [car-
benoxolone (cbx), 0.2mM[rsqb]. Layer 2/3, slow gammawas insensitive to NR2C/D-containing
NMDAR blockade (PPDA, 10 M), whereas this manipulation almost abolished layer 4, fast
gamma. Asterisks indicate significantly different effects of each drug on the two gamma
rhythms ( p 0.05, n 5 slices from 5 rats). B, Example pooled power spectra (n 5 slices
from 5 rats) for layer 4 population responses to 800 nM kainate showing the differential effects
of PPDA (left graph) and carbenoxolone (right graph).
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Interneuron input/output profile pre-frequency and post-
frequency bifurcation are different in layers 2/3 and 4
Because both gamma rhythms were sensitive to GABAA receptor
block, we examined the behavior of fast spiking (FS) interneu-
rons (identified through step depolarizations and action poten-
tial/AHP properties) in the threemain laminae. Before frequency
bifurcation (400 nM kainate), FS interneurons in layers 2/3 gen-
erated action potentials phase locked to the lower (37 3Hz; Fig.
3A) frequency gamma rhythm with probabilities per field poten-
tial period of 0.75 0.11 (n 5). In contrast, at 400 nM kainate,
layer 4 FS cell spike output was weak. Spikes were phase locked to
the lower gamma frequency field potential rhythm, but probabil-
ities were low, 0.15  0.06 (Fig. 3B), corresponding to a mean
spike rate of 6  2 Hz during the 37 Hz population rhythm.
This difference was reflected in the magnitude of phasic fast ex-
citatory input received by each FS interneuron in each layer.
Layer 2/3 FS cells received strong, compound EPSPs typical of
persistent gamma rhythms (mean amplitude at 70 mV, 5.5 
1.1 mV). The relatively quiescent layer 4 FS cells had EPSPs of
mean amplitude of 1.9  0.4 mV, significantly lower than seen
for layer 2/3 cells (p  0.05, n  4).
After frequency bifurcation with 800 nM kainate, the behavior of
layer 2/3 FS cells changed little. Spikes still occurred phase locked to
the lower-frequencygammarhythm,with a small butnot significant
increase in probability per field period (0.80 0.12, p 0.05). EPSP
inputs were still dominated by large com-
pound events. However, an increase in
smaller-amplitude EPSPs interspersed
with the large compound events was seen.
The result was an overall small decrease in
mean EPSP size, with a significant in-
crease in detected EPSP rate (36  4 Hz
with 400 nM kainate, 70  8 Hz with 800
nM kainate, p  0.05). Layer 2/3 FS cell
membrane potentials also changed little
with increase in kainate concentration
from 400 to 800 nM (54 5 vs52 3
mV, p  0.05, n  5) The main change
after bifurcation came from the behavior
of layer 4 FS cells. Spike output increased
dramatically and became phase locked to
the faster-frequency gamma rhythm and
not the lower frequency. Probability of
spiking per local field period approached
1.0 as EPSP inputs increased in amplitude
(Fig. 3B). The largest change in input fre-
quency was also seen for layer 4 FS cells.
Here EPSP rates changed from 30 6 Hz
(400 nM kainate) to 56  10 Hz (800 nM
kainate, p 0.05). In addition, a small but
nonsignificantmembrane potential depo-
larization was also seen in these FS cells
(57 3 vs52 3mV, p 0.05,n 4).
Principal cell behavior before and after
bifurcation are different in layers 2/3
and layer 4
With a single gamma frequency evident in
all layers during 400 nM kainate applica-
tion, all principal cells recorded fired
sparsely relative to the field potential fre-
quency. In layer 2/3 and layer 4, spikes
were always phase locked to the ongoing
field low-frequency gamma rhythm (see Fig. 5A) but with similar
low probabilities: layer 2/3 (Fig. 4A), 0.09  0.02; layer 4 (Fig.
4B), 0.05 0.02. As with interneuron recordings, this profile of
spike outputs did not change in layer 2/3 principal cells after
frequency bifurcation (800 nM kainate) but altered markedly in
layer 4. Layer 4 spikes became phase locked to the faster gamma
rhythm and occurred with a probability of 0.78  0.12 per field
gamma rhythm period (Fig. 4B).
Trains of fast inhibitory synaptic inputs reflected the layer-
specific behavior of FS interneurons (Fig. 3). Large-amplitude
IPSPs occurred at a peak frequency (from power spectra) corre-
sponding to the field potential lower gamma frequency before
and after bifurcation in layer 2/3 (400 nM kainate, 35 5 Hz; 800
nM kainate 36 5 Hz). No significant change in membrane po-
tential was observed in these cells (64 4 vs66 3 mV, p
0.05, n 5). Layer 4 principal cells also received trains of IPSPs at
the lower gamma frequency in 400 nMkainate (layer 4, 39 4Hz;
layer 5, 40 5 Hz, n 5), despite a paucity of output from local,
layer 4 interneurons (above). However, unlike principal cells
in layer 2/3, the frequency of inhibitory inputs changed signifi-
cantly after gamma frequency bifurcation. Layer 4 principal cell
IPSP rates increased to 62  8 Hz (p  0.05 compared with
before bifurcation, n 5), closelymatching the nowhighly active
local layer 4 interneuron output rates. In addition, layer 4 prin-
cipal cells became significantly more tonically depolarized after
Figure 3. Lamina-specific interneuron input/output behavior before and after frequency bifurcation. A, Example layer 2/3 FS
interneuron recordingsduringexposure to400nMkainate (lowgammaonly) and800nMkainate (lowandhighgamma). Top traces
show behavior at resting membrane potential (RMP) in each condition (55 mV, low gamma only;53 mV, low and high
gamma). Bottom traces show EPSP inputs recorded from70 mV in each case. Note the maintenance of low gamma frequency
spike generation despite the addition of faster, smaller EPSPs in the low and high gamma condition.B, Example recordings from a
layer 4 FS interneuron during 400 and 800 nM kainate application, RMPs of57 and52 mV, respectively. Bottom traces show
EPSP inputs at70 mV. Note the paucity of spike generation and EPSP inputs in the low gamma condition is transformed into
spiking at high gamma frequencies, with high gamma frequency EPSP inputs in 800 nM kainate. C, Example recordings from layer
5 FS interneurons in the two conditions. RMPswere56and54mV.Note spike rates switch from low tohighgamma frequency
corresponding to an increase in rate of EPSPs from low to high gamma frequency. Calibration: 100ms, 40mV (RMP), 10mV (EPSP).
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bifurcation (65 4 vs57 3mV, p
0.05, n  5), suggestive of the establish-
ment of a PING-like local layer 4 rhythm.
Additional evidence for a different
sourceof synaptic inhibitionunderlying fast
and slow gamma rhythms in each lamina
was obtained from the kinetics of IPSPs in
principal cells. In the presence of both 400
and 800 nM kainate, layer 2/3 generated a
slow gamma rhythm. In each case, princi-
pal cell IPSPs had relatively slow kinetics,
with decay constants of 12 1 and 11 3
ms, respectively (Fig. 5). In contrast, acti-
vation of layer 4 to produce a faster local
gamma rhythm with 800 nM kainate was
associated with significantly sharper IP-
SPs. From low- to high-frequency gamma
states, decay constants changed from11
2 to 7  2 ms (n  4, p  0.05). A near-
identical switch to faster IPSPs was also
seen in layer 5 principal cells when in-
creasing kainate concentration from 400
to 800 nM (Fig. 5).
Layer 5 follows the fastest gamma
frequency expressed in layer 2/3 and
layer 4
Both layer 2/3 and layer 4 outputs converge
on cortical layer 5 (Lefort et al., 2009), sowe
examined the effect of single and dual
gamma rhythm generation on activity in
this layer. Before bifurcation, with 400 nM
kainate,FS interneurons in layer5generated
action potentials phase locked to the only
gamma rhythm manifest—the lower band
(37 3 Hz; Fig. 3C)—with spike probabil-
ities per period of 0.86 0.18 (n 4). Pha-
sic EPSP inputs were evident but at lower
mean amplitudes to those seen in layer
2/3 (p  0.05, n  5), with faster decay times (7 3 vs 12 3
ms, p 0.05). After bifurcation, with 800 nM kainate, spikes in FS
cells in layer 5 became phase locked to the faster frequency, layer
4 gamma rhythm and not the lower-frequency rhythm still man-
ifest in layer 2/3. Probability of spiking per local field period
approached 1.0 as EPSP inputs increased in frequency and am-
plitude (Fig. 3C). A similar preference for the faster gamma
rhythm was also seen in principal cells in layer 5. With a single,
lower gamma frequency evident in all layers during 400 nM kai-
nate application, layer 5 principal cells fired spikes or spike bursts
sparsely relative to the field potential [see Figs. 4C, 7A; probability
of 0.07  0.03 (counting a burst as a single event)]. After bifur-
cation, layer 5 principal cells also became phase locked to the
faster rhythm, and spike probabilities increased to 0.45  0.10
(n  5; see Figs. 4C, 7A).
Principal cell spike rate and timing follow the faster gamma
rhythm in layers 4 and 5 but not layer 2/3
Despite dramatic differences in spike rates in each layer, and
pre-frequency and post-frequency bifurcation, correlation be-
tween spike timing and phase of the field gamma rhythm was
always strong. In layer 2/3 principal cells, field-triggered spike
time histograms showed a tight probability maximum on the
descending phase of each field period (see Fig. 7A), which did not
Figure 4. Lamina-specific principal cell input/output behavior before and after frequency bifurcation. A, Example layer 2/3
regular spiking pyramidal cell recordings during exposure to 400 nM kainate (low gamma only) and 800 nM kainate (low and high
gamma). Top traces showbehavior at RMP in each condition (63mV, lowgammaonly;66mV, lowandhighgamma). Bottom
traces show IPSP inputs recorded from30 mV in each case. Note the maintenance of very sparse spike generation despite the
addition of faster, smaller IPSPs in the low and high gamma condition. B, Example recordings from a layer 4 accommodating
principal cell during 400 and 800 nM kainate application, with RMPs of64 and57mV, respectively. Bottom traces show IPSP
inputs at70 mV. Note the paucity of spike generation accompanying low gamma frequency, relatively broad IPSPs in the low
gammacondition is transformed into near 1:1 spiking on eachperiod of the highgamma local field potential. Note also themarked
increase inmean IPSP amplitude in 800 nM kainate. C, Example recordings from a layer 5 intrinsically bursting pyramidal cell in the
two conditions. RMPs were67 and63 mV. Note that spike rates switch from sparse, with bursts, to a missed-beat pattern
during 800 nM kainate. Note also the increase in rate of IPSPs in this cell type. Calibration: 100 ms, 30 mV (RMP), 8 mV (IPSP).
Figure 5. Higher gamma frequencies associate with faster pyramidal neuron IPSPs in layers
4 and 5 but not layer 2/3. Graph showsmean decay constants (single-exponential fit) for IPSPs
(average of 50 IPSPs per principal cell subtype averaged over n 5 cells from 5 slices in each
case) recorded from principal cells in each layer held at30mV by depolarizing current injec-
tion. Black bars showdata in the presence of 400 nM kainate (low-frequency gammaonly). Gray
bars show data in the presence of 800 nM kainate (low- and higher-frequency gamma rhythms
coexpressed). *p 0.05. Right shows example mean IPSPs from single neurons (IPSP ampli-
tude maximum-referenced average of 50 events in each case). Black traces are taken in the
presence of 400 nM kainate, gray traces in 800 nM. Calibration: 20 ms.
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appreciably alter before and after bifurcation. In each case, the
spikes were phase locked to the slower frequency of the field
potential gamma rhythms in layers 2/3. In contrast, layer 4 and
layer 5 principal cells phase locked always to the faster of the
gamma rhythms evident, whether it be the layer 2/3 rhythm (with
low kainate concentrations) or the layer 4 rhythm with higher
kainate concentrations. As a consequence, an increase in spike
probability predicted an increase in network frequency: spike-
triggered averaging of the local field potential exposed different
spike-triggered waveform averages in the low-frequency gamma
condition and the dual low- and high-frequency gamma condi-
tion (see Fig. 7A).
Additional evidence for the close correlation between spike
rate and network frequency could be seen when considering in-
stantaneous spike and field frequency in layer 4 (see Fig. 7B).
When a single, lower-frequency gamma rhythm was the only
modal peak in the spectrum layer 4 principal cell spiked with
similar or, more commonly, lower frequencies than those seen in
the field. However, after frequency bifurcation, there was a near
1:1 relationship between layer 4 interspike interval and the con-
currently recorded field potential gamma period duration. These
data, and the pattern of IPSPs and EPSPs seen in principal cells
and interneurons, respectively, strongly suggest that the faster
gamma rhythm was generated by a predominantly PING-like
mechanism involving local circuits in layer 4.
The gamma frequency bifurcation has consequences for
interlaminar synchrony
Gamma rhythms facilitate inter-areal communication in cortex
in vivo (Fries, 2005). The ability of different laminae to act as
generators for different frequencies of gamma rhythm in a single
primary sensory area suggests that interlaminar communication
may also be controllable through gamma rhythms. We used
multi-electrode arrays to concurrently record field potentials in
Figure6. Computationalmodel demonstrates laminar-specific frequency sensitivitywith change indrive.A, Behavior of themodel network in conditionsmimicking lowglutamatergic excitation
(400 nM kainate). Themodel robustly reproduces the core features of the experimental data: a low-frequency gamma rhythm in layers 2/3 projected to layers 4 and 5; sparse spiking in principal cells;
only interneuron recruitment in layers 2/3 and 5, abolished by uncoupling layers (right) (compare Figs. 3, 4). B, Elevated tonic drive to layer 4 principal cells generates a faster rhythm in themodel
granular layer accompanied by local, intense principal cell spiking. Note that the lower-frequency, layer 2/3 rhythm persists in the presence of this faster rhythm but atmarginally lower power, but
the layer 5 rhythm switches to the layer 4 input frequency. Each of these two effects is abolished with removal of interlaminar connections. Note the separate calibration bar (in red, right of PSD
graphs) for power spectra from layer 4. Ci, Diagram showing the structure of the model (for details, see Materials and Methods). Cii, The frequency bifurcation is enhanced by interlaminar
interactions. Model predicts the reduction in frequency seen at 800 nM kainate is in part generated by ascending inhibition onto superficial interneurons (Ig–Is removed, gray spectrum). Ciii, Model
shows that effects of PPDA can be attributed to reduction in Eg–Eg recurrent excitation alone. Figure shows simulated field potentials from layer 4 in the presence (black) and absence (gray) of Eg–Eg
with NMDAR-like kinetics. Calibration: 0.2 V, 100 ms. LFP, Local field potential.
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A1 to test this. Peak cross-correlation values were calculated rel-
ative to layer 5 activity because layer 5 receives inputs from both
layer 2/3 and layer 4 (Watts and Thomson, 2005; Lefort et al.,
2009).With 400 nM kainate drive (generating only a single lower-
frequency gamma rhythm), layer 5 field activity was correlated
most with field activity in layer 2/3 and not layer 4 (see Fig. 8).
Peak correlation values between local field potentials were seen
for electrodes in upper layer 3 (0.72 0.11, n 5), with a mean
phase lead of 3.2 0.8 ms, suggesting, alongside the intracellular
data (Figs. 3, 4), that layer 5 activity during lower-frequency
gamma rhythms was not generated locally but projected from
layer 2/3. When cortex was excited with 800 nM kainite, the cor-
relation profile changed. In the presence of a superficial lower
gamma frequency and a higher gamma frequency in layers 4 and
5, layer 5 activity correlated best with activity in layer 4, not layer
2/3. Maximal correlation values in layer 4 were 0.57 0.12, with
a mean phase lead of 1.4 0.3 ms. These data suggest that acti-
vation of the layer 4 gamma generator actively impedes the influ-
ence of ongoing gamma rhythms from layer 2/3 on cortical
output via layer 5.
Model produces properties of distinct laminar gamma
generators and predicts mechanisms of interaction
The persistent gamma rhythm in layer 2/3 was modeled by
changing the Poisson rate of stochastic excitatory inputs to the
supragranular layer 2/3 excitatory cells. In the model of the 400
nM kainate condition, a Poisson rate of 65 Hz for these noisy
inputs resulted in a layer 2/3 oscillation of 36 Hz, which was only
slightly affected by the presence of interlaminar connections (Fig.
6A). In these simulations, the mean excitatory cell spike output
frequency was 6.3 Hz for the layer 2/3 cells, consistent with the
experimental observation that these cells exhibit low spiking fre-
quencies relative to the field frequency.
Layers 4 and 5 also exhibited 36 Hz rhythms in the 400 nM
kainate conditions, although they were generated by different
mechanisms in the model. The layer 4 rhythm existed despite the
absence of an intrinsic active gamma-generating network at this
level of excitability. Only a few random Eg cell spikes persisted,
and there was no Ig cell spiking activity (Fig. 6A). The layer 4
rhythmwas produced by the presence of a feedback Is–Eg connec-
tion from layer 2/3; removal of this connection resulted in the
absence of the 36 Hz rhythm in layer 4 (data not shown). In
contrast, the layer 5 rhythm was qualitatively similar to that
found in layer 2/3. The Es–Ei connection was necessarily weak to
replicate the low spike probabilities observed in layer 5 principal
cells, with amean spike rate of 2.3Hz in theEi cells. Therefore, the
Es–Ii connection was the primary contributor to the low-
frequency rhythm observed in the layer 5 model.
In the model of 800 nM kainate, the measured layer 2/3 fre-
quency at 34 Hz appeared similar to the 400 nM kainate condi-
tion, whereas 54 Hz rhythms were now present in layers 4 and 5
(Fig. 6B). However, the low-frequency rhythm in layer 2/3 was
influenced by interlaminar connections especially dependent on
feedforward inhibition from layer 4. Tomodel the 800 nMkainate
condition in layer 4, a strong tonic drive was applied to Eg cells,
and the Poisson rate to the Es cells was increased to 80 Hz. The
mean firing frequency was 54 Hz for Eg cells in layer 4 and 14 Hz
for Es cells in layer 2/3, replicating the experimentally observed
differences between the persistent gamma rhythm in layer 2/3
and the PING rhythm in layer 4. Removal of all interlaminar
connections resulted in a layer 4 frequency of 58 Hz and a layer
2/3 frequency of 40 Hz, demonstrating that the networks had a
higher baseline excitability than the 400 nM simulations; they
were not already firing at the frequencies observed in the con-
nected network (data not shown). The separation of frequencies
was found to depend on the feedforward Ig–Is connection from
layer 4 to layer 2/3. Although this connection did not play a role at
low excitability in themodel (Ig cells were not activated; see above
and Fig. 6B), removal of this Ig–Is connection increased the layer
2/3 frequency from 34 to 42 Hz under high kainate model con-
ditions (Fig. 6Cii). The interlaminar connections between the
two gamma-generating networks in the model served to increase
the frequency separation between the layer-specific rhythms in
the high kainate condition.
To generate the layer 5 rhythm, a moderately strong Eg–Ei con-
nection was necessary to override the effects of layer 2/3 on layer 5.
The resulting layer 5 rhythmwas different from the layer 4 rhythm,
despite sharing the same 54 Hz frequency. In contrast to the 54 Hz
Figure 7. Layers 4 and 5but not layer 2/3 principal cells phase lock to the faster gamma rhythm.
A,Graphsshowingmean(n5cells from5sliceseach fromaseparate rat) spikeprobability for layer
2/3 (top), layer 4 (middle), and layer 5 (bottom) principal cells. Data are plotted as probability of
observinga spikeonanygivengammaperiod relative to local fieldpotential phase in1msbins,with
0msbeingthepeaknegativity in the fieldoneachperiod.Dataareoverlaid fromthetwokainate (KA)
concentrations: 400nMgeneratingonly the lower gamma frequency (gray line) and800nMgenerat-
ing both fast and slow gamma rhythms concurrently (black line). Mean example traces below show
100msepochsof local fieldpotentialaveragedtoeachspike inthecorresponding intracellular record-
ing. Note the different probability values on the axes for each of the three principal cell types. B,
Period-by-period analysis of the relationship between instantaneous layer 4 local field potential fre-
quency and corresponding layer 4 principal cell spiking. Data are pooled for both 400 and 800 nM
kainate conditions. Note the near 1:1 relationship between layer 4 principal cell spike rate and field
potential frequency for gamma frequencies over45Hz.
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mean spike rates observed in Eg cells of layer 4, the Ei cells in layer 5
had a mean frequency of 22 Hz (compare Fig. 6B), consistent with
the experimental observations.
To model the effect of PPDA in layer 4 at 800 nM kainate,
Eg–Eg connections were removed in the model, which resulted
in a decrease in the layer 4 frequency from 54 to 36 Hz. Al-
though this appeared to suggest that the low-frequency
gamma rhythm from layer 2/3 in 400 nM kainate conditions
remained, the low-frequency rhythm in layer 4 exhibited 33 Hz
mean spike rates in the PPDA simulations compared with nearly
zero in the 400 nM kainate simulations. The model therefore
predicts that the low-frequency rhythm observed in layer 4 with
800 nM kainate and PPDA is accompanied by higher individual
excitatory cell spike rates than at 400 nM kainate. Additional ex-
periments will be required to test the prediction that these two
low-frequency gamma rhythms are mechanistically distinct, de-
spite being similar in frequency.
Finally, removal of the slow potassiumM-like current in layer
2/3 in these simulations increased the baseline excitability of the
layer 2/3 network, shifting the frequency from 36 to 48 Hz. In the
800 nM kainate condition, removal of the M-like current in-
creased the frequency of the layer 2/3 network similarly, from 34
to 48 Hz, even as the layer 4 network frequency remained the
same (data not shown).
Discussion
In A1 in vitro, the present results reveal two independent, local
gamma generators. The rhythms were of different frequency,
30–45 and 50–80 Hz, and originated in layer 2/3 and layer 4,
respectively. The higher-frequency rhythm was seen only with
increased drive-induced bifurcation of the spectrum within the
gamma band. Simulations suggested that this frequency separa-
tion was facilitated by inhibitory interlaminar connections (Ka¨t-
zel et al., 2011). Layer 5 oscillated phase and frequency locked to
the faster rhythm present, suggesting a “winner-take-all” compe-
tition between layers for control over the dynamics of auditory
cortical output. The drive used in this study increases both
axonal and somatodendritic excitability
(Whittington et al., 2011), mimicking the
activated state of neocortex (Cunningham
et al., 2006). The changes in gamma fre-
quency with this drive have similarities to
in vivo studies with changes in sensory
stimuli (Ray et al., 2008), suggesting that
output from sensory areas may be dra-
matically influenced by relative stimulus
intensity. Furthermore, the stimulus
(drive) dependence of only one of these
gamma rhythms suggests a possible sub-
strate for broadband gamma responses,
particularly with averaging across many
sensory trials (Le Van Quyen et al., 2010).
Multiple local circuits can temporally
interact if they generate oscillations at a
single frequency (Traub et al., 1996a;
Fries, 2005), even when one oscillator is
broadly tuned (Gregoriou et al., 2009).
This temporal interaction has cognitive
significance (Fries, 2005). In these cases,
the combination of distal feedforward and
local feedback inhibition provides a ro-
bust mechanism for synchrony (Traub et
al., 1996a). However, a number of reports
indicate different cognitive processes as-
sociating with different gamma frequencies (Vidal et al., 2006;
Kaiser et al., 2008; Wyart and Tallon Baudry, 2008; Herrmann et
al., 2010). The present data from A1 and data from visual cortex
(Oke et al., 2010) show that gamma rhythm generators with dif-
ferent frequencies may coexist in different laminae of the same
cortical area. How might such multiple frequency channels be
concurrently maintained?
There is much interlaminar connectivity in neocortex, so it is
surprising that generators of different frequencies can coexist
(Roopun et al., 2008). However, the different mechanisms of
layer 2/3 and layer 4 gamma rhythms may help in understanding
this. In layer 2/3, the gamma rhythm was of the “persistent”
subtype demonstrated previously as a consequence of axonal
rather than somatic spike generation (Cunningham et al., 2004;
Traub et al., 2005). The resulting axonal noise provides an intense
phasic synaptic drive to interneurons (Whittington and Traub,
2003), which in turn generates a low gamma band rhythm that is
relatively inert to changes in drive (Whittington et al., 2011).
Thus, any change in excitatory input to layer 2/3 [from active
layer 4 principal cells (Lefort et al., 2009)] is unlikely to markedly
affect supragranular network frequency as seen here. This sug-
gests that the intercortical interactions seen in vivo at low gamma
frequency, and with few somatic spikes (Miller, 1996), may rep-
resent activity in superficial layers predominantly.
In contrast, PING-like gamma rhythms require high somatic
principal cell spike rates (Fig. 7B; Traub et al., 1996b), and soma-
todendritic excitation is a direct determinant of network fre-
quency (Kopell et al., 2000). With higher drives, this excitation
appeared to bemediated by the layer 4 recurrent network (Lefort
et al., 2009) using NMDA receptors (Binshtok et al., 2006). The
resulting gamma frequency was highly sensitive to the degree of
excitation. Different intensities of cortical input (excitation to
layer 4), corresponding to different components of a complex
sensory stimulus, may therefore drive subsets of layer 4 principal
cells at different frequencies (Kaiser et al., 2008). Such a scenario
may generate a near-continuous range of gamma frequencies
Figure8. Thegenerationof thehighergamma frequency rhythm in layer 4 switches interlaminar synchrony relative to the layer
5 local field potential. A, Plots of field potential cross-correlation values (as color map) against phase and layer. Reference in each
casewasmid-layer 5 electrode. Note the contrasting interlaminar interactions in the presence of a single low gamma rhythm (400
nM kainate, left) and high and low gamma rhythms (800 nM kainate, right).B, Plot ofmean,maximal synchronywithin a5-ms-
wide bin centered around 0ms from cross-correlationswith layer 5 as reference. Note that layer 5 synchronizes preferentially with
layer 2/3 in the lowgamma condition (400 nM kainate, gray line) but layer 4 in the high and lowgamma condition (800 nM kainate,
black line).
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with highly complex stimuli, such as natural scenes (Uhlhaas et
al., 2011).
With low levels of feedback excitation from layer 2/3 to layer 4,
activation within layer 4 can generate a faster, more frequency-
labile gamma rhythm with little interference from layer 2/3. This
was suggested by model results, in which increasing Es–Ig did not
change the frequency of the layer 4 rhythm. Itmay seem that layer
4 does not affect layer 2/3 because, after bifurcation, layer 2/3
gammawas similar in frequency to that seen with a single gamma
rhythm in low concentrations of kainate. However, the model
results show that this can be a consequence of the balance of
feedforward inhibition and excitation from layer 4 up to layer 2/3
(Fig. 6Ci).Within this scheme, weak inputs to layer 4 are likely to
be modified by ongoing activity in layers 2/3 before influencing
output layer 5, with the low-frequency gamma rhythm in layer 4
being a consequence of inhibition from layer 2/3. In contrast,
strong inputs to layer 4 provide dynamic environment that “ig-
nores” layer 2/3 (Fig. 8), allowing input into layer 4 to directly
influence layer 5 and thus cortical output. Both layer 2/3 and layer
5 have characteristic patterns of horizontal connectivity (Reid et
al., 2009). Thus, different levels of excitation allow the anatomical
segregation of layers and their projections to be complemented
by temporal segregation of the signals they carry.
Neuromodulation may also influence interlaminar interac-
tions. In the model simulations, removal of M-current increased
excitability in the layer 2/3 network, resulting in a greater field
and spike frequency in that layer with higher drives (Bo¨rgers et
al., 2005), whereas the layer 4 frequency was maintained. Such
changes of frequency are important because different rhythms
may positively or negatively interact depending on their fre-
quency ratios (Roopun et al., 2008). Thus, the ability of cholin-
ergic neuromodulation and stimulus (drive) strengths to
differentially affect the two gamma generators may, in part, ex-
plain the different reported effects of attention [modulated by
muscarinic drive (Herrero et al., 2008)] on gamma power (de-
crease or increase: Fries et al., 2001; Chalk et al., 2010) andhigher-
frequency gamma “suppression” or enhancement during task
performance depending on cortical subregion studied (Shmuel et
al., 2006; Hayden et al., 2009; Jerbi et al., 2010).
In summary, the gamma rhythm in A1 is not a homogeneous
entity. Excitation to layer 4 splits the rhythm into two distinct
frequencies associated with different spike patterns (sparse and
rate coded). Model results suggested that the interlaminar inhi-
bition may be important in establishing this split. The competi-
tion between the two rhythms for temporal control of layer 5
suggests a dynamic system designed specifically to generate and
use frequency bifurcation as ameans to code intensity in auditory
sensory input.
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