The movement of fish in watersheds is frequently inhibited by human-made migration barriers such as dams or culverts. The resulting lack of connectivity of spatial subpopulations is often cited as a cause for observed population decline. We formulate a matrix model for a spatially distributed fish population in a watershed, and we investigate how location and other characteristics of a single movement barrier impact the asymptotic growth rate of the population. We find that while population growth rate often decreases with the introduction of a movement obstacle, it may also increase due to a 'retention effect'. Furthermore, obstacle mortality greatly affects population growth rate. In practice, different connectivity indices are used to predict population effects of migration barriers, but the relation of these indices to population growth rates in demographic models is often unclear. When comparing our results with the dentritic connectivity index, we see that the index captures neither the retention effect nor the influences of obstacle mortality. We argue that structural indices cannot entirely replace more detailed demographic models to understand questions of persistence and extinction. We advocate the development of novel functional indices and characteristics.
Introduction
Freshwater ecosystems are in severe peril worldwide due to habitat degradation and fragmentation. Unlike terrestrial habitats, river systems are particularly susceptible to fragmentation due to their dendritic network geometry, i.e. the hierarchical arrangement of branching stream reaches [1, 2] . Populations inhabiting these dendritic networks have, by nature and topology, limited access to large parts of the watershed, even in the absence of any disconnecting structures [3] [4] [5] .
Human development often adds disconnecting structures (e.g. dams or culverts) for transportation, energy generation, protection or leisure. Nowadays, only a third of the world's largest rivers remain free-flowing from source to mouth [6] . While these developments have clear benefits to humans, they also have obvious effects on the geomorphological aspects of rivers as well as on their fauna and flora. For example, dams regulate flow speed and water level, modify sediment and nutrient supply in reaches upstream and downstream, and can pose an insurmountable obstacle for migrating fish, diadromous and potadromous [7] . The effects of damming on fish populations have been well documented, either through changes in patch occupancy [8] , asymptotic growth rate [9, 10] , extinction risk [1, 3, 11] or population demogenetics [3] .
Great efforts are underway to understand the effects of human-imposed dispersal barriers on the fate of biological populations. Network-theoretic approaches are being used increasingly to evaluate and explore the effects of obstacles on ecosystem function in terrestrial and aquatic ecosystems [12] . Resulting insights can be applied in development planning and conservation prioritization. A key focus is on habitat connectivity as an attempt to capture the existence and importance of dispersal pathways in spatially distributed habitat patches. Many indices exist, on the landscape level or patch level, to measure in some sense, how connected one individual patch or the entire network of patches are [4, [12] [13] [14] [15] [16] [17] . The intuitive common idea being promoted is that a higher connectivity index represents better conditions for the respective populations [4, 5, 15] .
A recent review devoted specifically to connectivity metrics for watersheds explores the relationships between eight different connectivity metrics, some of which are global (a single metric for a watershed) some are local (a value for each patch in the watershed) [18] . They found that the so-called 'path-counting' metrics represent 'an organisms' ability to disperse throughout the watershed' and may therefore be used to assess the impact of barriers. All the metrics studied in [18] assume that each barrier is completely impassable, dividing a habitat in two disconnected sub-habitats. Many barriers, however, are somewhat passable [19] . A relatively recent path-counting metric that allows for partial passability is the dentritic connectivity index (DCI) [4] . Clearly, passability is species specific, and so the definition of this index was specialized [4] depending on the life history of the fish species under consideration: DCI P for potadromous (migrating within freshwater) and DCI D diadromous (migrating between freshwater and sea) species. In either case, DCI is a network-scale measure of connectivity, specific to freshwater systems, simple enough to examine the effects and interactions of multiple barriers and their permeability, i.e. the movement probability of individuals between sections connected by the obstacles [4, 16, 20] .
What is missing for DCI is a detailed study of the relationship between the value of the index and meaningful population-level characteristics, such as persistence conditions or mean extinction times. In fact, such studies are largely missing for many indices applied to connectivity [12] and other areas, e.g. biodiversity [21] . A first step in uncovering the relationship between structural connectivity (as measured by most indices) and functional connectivity (as expressed by population characteristics) was to compare the results of a movement-only, patch-occupancy simulation model with DCI [8] . In this work, we include population growth and survival as well as a more detailed description of separate aspects of movement barriers into a spatially explicit patch model. We compare how movement barriers affect population persistence conditions, as measured by the long-term population growth rate, and DCI for different network geometries. Incorporating demographics to understand population persistence is obviously necessary, since persistence requires that an individual, on average, replaces itself over its lifetime [22] . Movement barriers in rivers not only inhibit migration, they often also are a significant source of direct mortality (e.g. power-generating dams) or indirect stress and increased energy expenditure of fish (e.g. fish ladders) that needs to be considered to understand demographic outcomes.
Our model is a strategic, generation-based model for a hypothetical potadromous fish species in randomly generated watersheds. We represent reaches of the river or stream as patches in our model and project changes in the density of the population on each patch through demographics and migration forward in time. The dominant eigenvalue of the resulting projection matrix then represents the asymptotic population growth rate; if it is greater than unity, then the population persists, if not, it becomes extinct [23] . Similar matrix models were previously applied to fish populations by various authors [9, 10, 24, 25] but with somewhat different goals. We give a detailed description of the model, the aspects of a barrier and the generation of the network structure in the next section. We then explore in detail how the location of a single obstacle affects the population growth rate, and whether and to what extent this change can be predicted by a corresponding change in DCI. We find that only certain aspects of functional connectivity can be captured by DCI and argue that other known structural metrics are unlikely to capture those details. We advocate that more mechanistic models are necessary to predict the ecological impact of dispersal barriers in watersheds or to prioritize conservation efforts.
Model and methods
We model the spatial population dynamics of a potadromous fish species in a dendritic river network. We represent each reach in the network as a patch of primary habitat where individuals reproduce and survive (see below). Direct connections between reaches are migration links between patches. The population density in each patch changes from year to year as individuals first reproduce locally and then migrate between patches. In a network of n patches, we denote the population density in patch i and year t as N i,t . These densities change from year to year due to population dynamics and migration (figure 1) according to the following equation:
Per capita survival and offspring production may depend on population density and patch attributes and are denoted by g j (N j,t ) The probability that an individual, initially located in reach j resides in patch i at the end of the season is denoted by c i,j .
Under the assumption that there is no Allee effect [26] , we linearize model (2.1) at low density to evaluate conditions for population persistence. We denote g j 0 ð0Þ ¼ r j þ s j , where r j is the per capita number of offspring produced at site j and s j is the survival probability in that reach. The linearized model then becomes where the projection matrix B is given by the product of the migration matrix C ¼ (c i,j ) and the diagonal matrices for production and survival, i.e.
Before we can derive the exact form of the migration matrix, we explain in more detail the representation of reaches in the watershed.
Graphs of dendritic networks
A river network can be represented as a spatial graph [27] . We represent a river reach, or a suitable part thereof, by a node that is attributed with physical and ecological characteristics corresponding to the reach. A connection between reaches corresponds to an edge in the graph (figure 2). While reaches 1, 2, 4, 5 in this figure are delineated by confluences, reaches 3 and 6 could be separated by a physical disruption, such as a waterfall or culvert. Alternatively, the separation between 3 and 6 could be introduced to make all patches correspond to roughly similar length sections of the river network. The dentritic structure of the river network results in a tree graph [1, 2, 11] . We choose the river mouth to be the root of the tree. The geometry of a (dendritic) network with n nodes is encapsulated in the adjacency matrix, A, a binary n Â n matrix. This matrix is the fundamental structure of the migration matrix. Entries a ij equal to one indicate a connection between reaches i and j, whereas zero entries indicate that reaches i and j are not adjacent (figure 2). By convention, diagonal elements are zero.
We consider the situation where each reach is adjacent to at most two upstream reaches. The simplest network then is a linear network, where each reach connects to exactly one upstream reach, the most complex is the complete binary network with exactly two. We generate intermediate geometries numerically according to a stochastic branching process [3] . Starting from the root, the tree graph is generated using a probability triplet, indicating the probabilities of a reach connecting to zero, one or two reaches upstream. The number of reaches and the height of the graph can vary. For example, networks in both figures 2b and 3a can be generated with the triplet (0, 0.5, 0.5) and height 3, but have a different number of reaches. We constrain the stochastic generation process to triplets of the form (0, b, 1 2 b), where b is the probability of having one reach upstream. When b ¼ 0, the complete binary tree is generated, and when b ¼ 1, we get the linear network. We then generate a graph until it contains a given height or number of nodes. We understand the simpler situations such as in figures 2 and 3 as 'modules' of a larger network, similar to the decomposition of foodwebs into building blocks [28] .
The migration matrix C: no obstacles
As a first step to defining the migration matrix C, we model between-patch movement in the absence of obstacles. We distinguish between upstream and downstream movement. We obtain the 'uninhibited movement matrix' M from the adjacency matrix A by multiplying each non-zero element in A with the appropriate downstream (d i,j , i , j ) or upstream (u i,j , i . j) movement probability. The column sums in matrix M are bounded by unity. Matrix M for the simple four-reaches network in figure 3 is given by
To obtain migration matrix C from matrix M, we need to add the diagonal elements that represent the probability that an individual does not move. In the absence of mortality, C is a stochastic matrix, i.e. the column sums of C are one. We only make an exception to this rule in the first column where we consider two scenarios. In the 'closed network'-scenario individuals do not leave the river network at the mouth, and the column sum in the first column is one. In the 'open network'-scenario, individuals will leave the system through the river mouth, and the (1,1)-entry of C is zero. We regard these two cases as extreme cases; for a partially open network, one can choose any probability between the two cases. Hence the migration matrix C in the absence of migration obstacles is given by
where
ð2:7Þ
With this definition, individuals effectively move at most one patch up-or downstream per year. For more mobile species, one can useC ¼ C k for some k . 1 as the migration matrix. These two scenarios correspond to movement based on local versus global knowledge [8] . 
The migration matrix C: with obstacles
An obstacle or barrier, such as a dam, a culvert or a hydropower station, can modify the probability of upstream and downstream movement between reaches, and it can also induce mortality in the movement process. To each obstacle, we assign an upstream and downstream passability value (a u and a d , respectively, 0 a u , a d 1), representing the proportion of individuals that can successfully cross the obstacle in the corresponding direction [4] . If the passability value is 1, then the obstacle is completely passable in the given direction. Contrarily, when the passability value is 0, the obstacle does not allow any transit through it. We represent the passability values of all obstacles in a passability matrix O. Matrix O is obtained from the adjacency matrix A by replacing the corresponding non-zero entries with the passability values. For notational convenience, we set the diagonal elements to one, i.e. o i,i ¼ 1. Accordingly, the probability of failing to cross an obstacle is 12o i,j for all non-zero entries o i,j . We define the failure of passing matrix asÕ. If, for example, an obstacle is placed between reaches 2 and 3 in the simple network in figure 3 , then these matrices are given by
ð2:8Þ
Individuals who fail to cross an obstacle either stay in the reach from which they attempted to leave or die. Mortality can arise from the structure itself (e.g. fish being sucked into turbines at power-generating dams) or from increased energy expenditure in the attempt to cross the obstacle. We collect these mortality values in a matrix E where entry e i,j is the probability that an individual will die in the attempt to cross the obstacle from reach j to reach i. Mortality may depend on direction. Again, for a hypothetical obstacle between reaches 2 and 3 in the simple network in figure 3 , matrix E is given by
ð2:9Þ
The resulting migration matrix C arises from careful bookkeeping of individual movement. For example, an individual can be in patch 2 if it moved upstream from patch 1 (with probability u 2,1 ), or downstream from patch 4 (with probability d 2,4 ), or successfully passed the obstacle downstream from patch 3 (with probability a d d 2,3 ), or it was already in patch 2 and stayed (with probability 1
The latter probability is obtained by considering individuals that did not move downstream to patch 1 nor upstream to patch 4, nor successfully got to patch 3 upstream, nor died while trying to get to patch 3 upstream. Based on these considerations, matrix C (for a closed network) is given by
In terms of matrices D 1 ¼Õ 8 E 8 M and D 2 ¼ O 8 M, the migration matrix C can be conveniently written as
Here, 8 denotes the Hadamard product of entrywise multiplication of matrices. The extension of this procedure to several obstacles is straightforward. In this work, we concentrate on the effect of adding (or removing) a single obstacle from a network.
Defining connectivity
There is a great variety of different indices to measure connectivity in general networks [12, 13] . Many indices are purely topological in that they consider only the existence of connections between patches. Those that include, in addition, patch attributes and at least to some extent also distances, are typically much more informative [17] . For a dentritic network, such indices tend to be too coarse. While terrestrial networks often contain many different paths between any two patches, there is only a single unique path connecting any two patches in a dentritic network. As a result, breaking any connection in a connected dentritic network will lead to two disconnected sub-networks, whereas a connected terrestrial ecological network often remains connected even if a connection is removed. Empirically more relevant is the observation that many barriers in watersheds are actually not complete impassable [19] .
A relatively recent measure, developed specifically for watersheds and dentritic networks is the 'DCI' [4] . It is based on the probability that a fish can move between any two given points in the network. Hence, the index depends on movement behaviour and includes the 'strength' of a connection by looking at probabilities of movement. The idea behind this index for a potadromous species is the following. Suppose that there are K barriers, dividing a watershed into D sections. Denote the length of section j by L j and the upstream and downstream passability of the mth barrier by a u,m and a d,m , respectively. For any two sections of the watershed, one multiplies the passabilities of all barriers that lie between these two sections as the total probability of passage between these two sections. The DCI for potadromous species is then given by where L denotes the total length of the system, see eqns (2) and (3) in [4] . The value of K ¼ K(i,j) depends on the two sections chosen. In the absence of obstacles to fish movement, DCI P is equal to 100. Adding obstacles to the network decreases the connectivity index, unless obstacles are completely passable [4] . Other measures of habitat quality can replace length. In what follows, we scale the DCI P so that the maximum corresponding value is 1.
Relating network connectivity to population persistence
To evaluate the effects of migration obstacles on the persistence of fish populations, we compare and contrast how the population growth rate of model (2.2) and the DCI P vary with changes in obstacle location and other attributes (e.g. passability and mortality). The population growth rate is the dominant eigenvalue l of the projection matrix B. When l is greater than unity, then the population will grow, otherwise, it will decline. An alternative measure for population persistence is the reproduction number R 0 that, for certain life cycle models, can be obtained in a relatively simple and elegant way by graphreduction arguments [29] . This method does not simplify calculations in our case, and the dominant eigenvalue gives additional information about timescales.
As the model contains many parameters, we consider certain strategically chosen simplified scenarios. In the baseline scenario, all reaches are of the same quality. However, river reaches generally differ in many aspects, such as river bed quality, primary producers or temperature, which may enhance or reduce growth rates and/or survival probabilities for the fish population. For example, a typical classification distinguishes between warm-water-loving species and coldwater-loving species. Since water temperature generally increases downstream, the former do better downstream and the latter upstream. As two alternative scenarios, we therefore choose one where growth conditions are better upstream and one where they are better downstream.
For simplicity, we assume that all reaches located within the same level k (i.e. distance from the root of the tree or mouth of the river) are identical with respect to habitat quality.
In our dynamic model, we express habitat quality through parameters r j , where higher values correspond to better conditions. For the calculation of the DCI P , we express habitat quality as the length l j of reach j. The length of a segment L j is then the combined length of all reaches within a segment. For simplicity, we assume that all reaches located within the same level k are identical with respect to habitat quality. In particular, we write r k and l k for the habitat quality or length of any reach with distance k 2 1 from the root. To simplify matters even more, we introduce a single parameter that indicates how habitat quality changes between levels. We assume that the relative changes are constant between levels and write
The baseline scenario of equal habitat quality everywhere is given by r ¼ 1. When conditions are better upstream, we have r . 1 and when they are better downstream then r , 1. We then compare the qualitative behaviour of l and DCI P in these three scenarios.
Results
We examine how the growth rate (l) and the DCI P depend on the location of an obstacle in the system. We consider the three scenarios of a homogeneous network (r ¼ 1), a network with better upstream conditions (r . 1) and a network where downstream conditions are better (r , 1). We investigate the influence of passability and mortality and river mouth conditions in each case.
We refer to the location of a barrier according to the level or height of the tree at which the obstacle is placed. In a linear network, there is only a single connection between any two levels, hence, there is a unique location for the barrier. In a complete binary tree, there are 2 k possible locations to place an obstacle at level k. By the symmetry of the complete binary tree, the growth rate and DCI P will depend only on the level. In a randomly generated tree, there can be up to 2 k obstacle locations at level k. For each level k and probability triplet (0, b, 1 2 b), we generated 50 networks of height 7 and recorded the average values of l and DCI P .
We begin with the effects of obstacle location on population growth rate. We choose the growth rate at the river mouth to equal r 1 ¼ 1.64 and the survival probability to s j ¼ 0.5 We assumed that the probability of leaving a patch is 0.5 and that dispersal is unbiased, i.e.
The MATLAB files used for calculations and to create the plots in this work are available as electronic supplementary material from the journal website. The executable main file is named SingleObstacle_ MainFile.m; all other files are function files that feed into this main file.
Homogeneous reaches (r ¼ 1)
In a closed river system, when all reaches are of the same quality and there is no mortality associated with the barrier, the barrier or its location does not affect the population growth rate. Even though movement is affected, l remains constant since conditions are the same everywhere.
If there is mortality at the obstacle (e = 0), the growth rate is lower than without the obstacle, and the actual value depends on location (figure 4a). The lowest value of l for the complete binary tree (b ¼ 0) occurs when the obstacle is located at the first (i.e. lowest) level. For the linear network (b ¼ 1), the lowest value of l occurs when the barrier is in the middle of the network. (We confirmed this result numerically for linear networks of various sizes, only the network of height 7 is shown.) Thus, in both cases, the negative impact of the obstacle is largest when it separates the network into two evenly sized parts. For randomly generated networks (0 , b , 1), the averaged population growth rate is in between the linear and the complete binary case. The obstacle location that has the most negative impact on growth rate depends on mortality and b. Increasing passability (a) will increase the growth rate since fewer individuals face mortality ( plot not shown).
In an open network, an obstacle without mortality increases the growth rate for any location, and the highest growth rate occurs when the obstacle is located in the lowest level, independent of network topology (figure 4b). The obstacle prevents individuals from dispersing to the river mouth where they would leave the network. We refer to this mechanism as the 'retention effect' of the obstacle. The effect is larger when the obstacle is placed close to the rsif.royalsocietypublishing.org J. R. Soc. Interface 12: 20150435 mouth. As the passability of the obstacle increases, l decreases. As before, the average growth rate of randomly generated networks is bounded by the growth rate of the linear and the complete binary topology.
When an obstacle with mortality is placed into an open network, the resulting growth rate depends on the net effect between mortality (reducing l) and retention (increasing l) (figure 4c). When mortality is low enough, the retention effect is stronger when the obstacle is placed near the mouth. When the obstacle is placed higher up in the network, individuals face mortality in both directions: downstream from the mouth, upstream from the obstacle. This effect is particularly strong in the linear topology and is diluted in the complete binary case. The growth rate for random networks is, again, in between the two extremes. When obstacle mortality is high, the retention effect is too weak and the growth rate will always be below the default case without obstacles (plot not shown).
Reach quality increases downstream (r , 1)
When downstream reaches provide better habitat, an obstacle without mortality will increase the population growth rate in any network topology, even in a closed network. The effect is the strongest when the obstacle is at the lowest level (figure 5a). Similar to the retention effect, an obstacle at low levels traps individuals in the reaches of high quality and thereby increases l. In fact, with the chosen parameters, the growth rate in patches of level 4 and up is less than unity. Only in the highest level do we have a net loss as r k þ s k , 1.
As the obstacle is moved upstream or passability is increased, the trapping effect is diminished and l decreases. When the obstacle engenders high enough fish mortality, we get completely opposite results (figure 5b). The growth rate is lower than without obstacle, and the lowest value occurs when the obstacle is at the lowest level. As more individuals will be located in the downstream patches, they are more prone to obstacle-induced mortality if they disperse. In this case, the more passable the obstacle, the higher the l, because fewer individuals fail to successfully cross the obstacle and risk death. As we can expect, l decreases with higher obstacle-induced mortality.
When r , 1 and the system is open, the best growth conditions are downstream where the risk of loss is also the highest. An obstacle without mortality in the first level prevents individuals from reaching the best habitat and also from leaving the system. For intermediate passability values, the latter effect is stronger than the former, i.e. the growth rate is higher with the obstacle than without (figure 5c). The effect is much weaker when the obstacle is placed higher upstream. The reason is that individuals above the obstacle are in low-growth habitats, while those below the obstacle face loss downstream. Similar to the closed network case, a less passable obstacle results in a higher l, preventing more individuals from dispersing to the river mouth.
Finally, if an obstacle in an open network induces fish mortality (e = 0), the retention effect of the obstacle in the first level is still present for low enough passability and mortality, and for any network topology (figure 5d). When the obstacle is located further from the mouth, the retention effect is weaker than the negative effects of mortality and open network. For the complete binary tree (b ¼ 0), the lowest value of l occurs at level 2, whereas it occurs at level 3 for the linear network (b ¼ 1). Through simulations on larger networks, we found that these particular locations are independent of network height (plots not shown). Aside from the first level location, l increases with increasing passability. In general, l decreases when obstacle mortality is higher.
Reach quality increases upstream (r . 1)
For some fish species, the colder upstream reaches provide better habitat and maybe even a refuge against competition [30] . In this case, the difference between open and closed networks with respect to growth rate and obstacle location is marginal. With no obstacle-induced fish mortality (e ¼ 0), l increases as the obstacle is placed in higher levels, since individuals are trapped in patches of high quality. However, only for the linear topology (b ¼ 1) does the highest growth rate occur with the obstacle in the highest level. For all nonlinear topologies (b , 1), l is the highest when the obstacle is in the second last level (figure 6a). In the linear network, there is only one highest quality patch, and with the obstacle just below it, individuals are trapped in the best growth conditions. In other topologies, an obstacle in the highest level traps individuals only in one of several best-quality patches. Individuals will still move away from all other high-quality patches, thereby reducing overall growth rate. An obstacle placed in the downstream levels has virtually no effect on l since it is not harmful, but at the same time it locks individuals in low-growth conditions, obstructing them from moving to better habitats. Furthermore, as we have already seen in the other cases, l is higher when the passability of the obstacle is lower, impeding more individuals from leaving the higher quality patches.
When the obstacle induces fish mortality (e = 0), then the positive trapping effect disappears. In nonlinear topologies, the decrease in l is very small and noticeable only for upstream locations. For the linear network however, l drastically decreases as the obstacle location is moved upstream (figure 6b). Essentially, the single best-quality patch carries a high mortality risk from the obstacle and loses its beneficial effect on population growth. As before with mortality, l is higher for high passability values, allowing more individuals to safely traverse the obstacle. Clearly, increased mortality decreases l in the linear network. For nonlinear topologies, the sensitivity of l with respect to mortality is marginal For an open network, the loss at the river mouth has no qualitative effect on these results, even when the obstacle location is in level 1. The retention effect disappears, and only the better growth conditions control the results.
Connectivity index DCI P
While the DCI P measures how barriers inhibit fish movement between sections in a watershed, it does not account for demographic dynamics, specifically not for mortality related to obstacles. It does, however, account for some aspect of habitat quality by considering length of a section, where longer sections correspond to higher quality. We calculated the DCI P as a function of obstacle location in the three different settings of (i) homogeneous habitat quality (r ¼ 1), (ii) decreasing habitat quality upstream (r , 1) and (iii) increasing habitat quality upstream (r . 1).
The greatest reduction in DCI P arises when the obstacle separates the network into two sections of (roughly) equal lengths (or quality) (figure 7). For the complete binary network (b ¼ 0), this location is at the lowest level, for the linear network (b ¼ 1), it is at some intermediate level. When the habitat is homogeneous, the location is the middle level, when habitat quality is better downstream (upstream) the location is shifted downwards (upwards). The average DCI P for 50 randomly generated networks shows an intermediate behaviour between the two extreme cases.
Clearly, DCI P decreases as the obstacle passability decreases. Obviously, the effects of open versus closed networks or of obstacle mortality cannot be evaluated with this index.
Discussion and conclusion
As more and more network-theoretic approaches are being employed to study the effects of movement barriers and habitat degradation on ecosystem function, the great challenge becomes 'to determine how the connectivity structure of habitat networks constrains and enables ecological and evolutionary processes at various levels of biological organization' [12] . With this study, we contribute to this endeavour a comparison between two ecosystem-scale measures, namely (i) the long-term growth rate (l) of a population dynamics model and (ii) the DCI P . More specifically, we evaluate the effect of the location of a single movement barrier in a watershed on these two quantities. The three most important insights from the population dynamics model are (i) that the effects in a randomly generated network are in some sense bounded by the effect in a linear and a complete binary network of the same height; (ii) that barriers can be beneficial to a population through a retention or trapping effect; and (iii) that mortality at an obstacle is the determining factor of the negative effects of the obstacle on population growth. The DCI P can capture these effects only to a certain (limited) degree. The relative size of the effects depends on parameter values, and a thorough sensitivity analysis will be required when empirical data are available for any species. At this point, we only note that for the chosen parameters, the typical maximal increase in population growth rate is an order of magnitude smaller than the maximal decrease.
To guarantee population persistence, an individual has to at least replace itself within a lifetime. In networks, not only the connectivity but also viable reproduction 'multiplied' by connectivity is the crucial quantity [22] . The importance of 'loops' (e.g. ways to return to a patch) in the network topology has been stressed for terrestrial systems [31] and marine systems [22] . In river networks, loops can exist-and a population can persist-only when individuals move up-and downstream [32, 33] . Accordingly, the location of a barrier will determine how many loops it affects and therefore, how important it is for the persistence of a population. Because the path structure in a dentritic network is simple, a barrier affects more loops when it is located near the 'middle' of the network. For a linear network, this location is halfway, for a complete binary network, it is the root. When habitat quality changes along a gradient, this 'middle' location changes accordingly.
Previous studies with population dynamics models considered only a complete binary network of 15 patches, and modelled dams and channelization as complete removal of patches [9, 24] . Fish moved on a fast timescale through the entire (available) network. By contrast, we explored random topologies and slow-moving individuals. For a closed network, we arrive at the same result as in [9, 24] that a dam at the lowest level in the network has the most devastating effect on population growth. This commonality indicates a generic effect, independent of modelling approach. Our results are much more general (by allowing intermediate rsif.royalsocietypublishing.org J. R. Soc. Interface 12: 20150435 passability and considering random topologies) and more detailed (including obstacle mortality). From the comparison of all these different scenarios, we speculate that the size of the remaining fragments and the interaction between movement and mortality rather than the level of disturbance seems to be the driving force.
We chose a population dynamics framework where population persistence emerges from the interplay of reproduction and mortality. We argue that this approach is valid with relatively stable hydrological conditions. An alternative approach considers colonization-extinction dynamics in highly variable environments, such as desert streams [1] . The importance of fragment size has been explored in the resulting stochastic patch-occupancy models either with [1, 11] or without [8] population dynamics. The size of fragments or the largest connected component is also often the focus for prioritization in dam removal [34] [35] [36] [37] .
In patch-occupancy models, barriers and fragmentation typically results in population decline. Most uses of connectivity indices assume that barriers and fragmentation have negative effects on populations. Our study is the first to tease apart the effects of movement limitation from obstacle mortality. For that reason, we found the retention or trapping effects that can alleviate the negative effects of an obstacle with mortality. This positive effect of limiting migration is one of four recently advocated by Rahel [38] , others being protection against invasive species, against disease and eliminating hybridization. All these effects could be tested in an extension of our modelling framework. Incorporating (some of ) these effects into patch-occupancy models is a challenge for the future.
Our strategic model focused on the effect of movement barriers while considering individuals with a very simple life cycle (growth to maturity in 1 year). Some previous models considered two [25] or three [9, 24] life stages. In addition, we only considered the scenario that upstream and downstream movement probabilities are equal, whereas many real populations show upstream-biased movement of adults [8] and potentially downstream-biased movement of early life stages [39] . A relatively simple first step to include differential upstream and downstream mobility in our model is to consider dispersal of the young-of-the-year separately. We modify equation (2.2) to
where c i,j are the movement probabilities of adults as before andc i,j are the movement probabilities of juveniles. We still assume maturation within 1 year. While a complete study of this model is beyond the scope of this paper, we illustrate one effect under the extreme assumption that juveniles drift downstream only (d juv ¼ 1 and u juv ¼ 0), and that obstacles are completely passable for juveniles in the downstream direction.
In an open network with homogeneous reach quality, an obstacle in the first level still increases growth rate through a retention effect (for adults). At higher levels, however, the obstacle has a negative effect, stronger for the linear topology and weaker for the complete binary case (figure 8). This negative effect is not present in the comparable scenario without juvenile movement bias (figure 4b). However, the qualitative behaviour compares closely with the scenario that habitat quality decreases upstream (figure 5d). Indeed, this similarity is not so surprising considering that if juveniles leave their native reach and travel downstream, then the contribution of upstream reaches to reproduction is reduced.
The DCI P is a network-level index that measures not only the existence of a link between patches but also how hard it is to move between sections in a network with barriers [4] . Dentritic networks differ significantly from most terrestrial networks in that there is only one path between any two points in a dentritic network so that each new barrier will create a new section in the network. We saw that the DCI P can capture certain effects of movement barriers on population dynamics but not all. When multiple life stages involve multiple dispersal behaviours, a single network-level index is more unlikely to capture the resulting population dynamic effects. Patchmodels for dispersal in the absence of growth and mortality, also found that DCI P is only partly correlated with results [8] . While we used only DCI for comparison, it is clear that certain, potentially crucial, aspects of population growth cannot be captured by any structural indices. There is, therefore, a need to develop new indices for connectivity in dentritic networks and simultaneously systematically investigate their effect on population dynamic processes. This effect will strongly depend on migration characteristics and habitat requirements. Many indices have been developed for terrestrial networks [12] , but even for those, the connection to population dynamics is not always clear. Some of these indices have been applied to river systems, for example the network-level 'integral index of connectivity' (after which the DCI is modelled) and the measure of 'betweenness-centrality' as an indicator of the importance of a given patch [15, 16] . These measures could and should be compared to population dynamics indices such as reproductive value [23] or metapopulation capacity [40] . Probably more importantly, one needs to develop indices for the importance of a connection between patches in a similar manner.
Real river systems often contain not only one, but also many migration barriers for fish. Our modelling approach readily extends to include several barriers, and exploring rsif.royalsocietypublishing.org J. R. Soc. Interface 12: 20150435 the combined effect is our ongoing research work. The principles of retention/trapping and mortality are combined and create an overall effect. Probably more crucially, some attributes of habitat quality are being transported downstream, an effect that is mostly absent from terrestrial ecosystems. Dams and culverts not only affect fish movement, but they can also change the abiotic conditions in a stream or river by changing temperature, flow and other aspects. Including this downstream influence in modelling population dynamics in dentritic networks is another challenge for future theory.
