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We investigate the effect of order parameter fluctuations in the holographic superconductor. In
particular, following an introduction to the concept of intrinsic dynamics and its implementation
within holographic models, we compute the intrinsic spectral functions of the order parameter in
both the normal and the superconducting phase, using a fully backreacted bulk geometry. We
also present a vector-like large-N version of the Ginzburg-Landau model that accurately describes
our long-wavelength results in both phases. Our results indicate that the holographic supercon-
ductor describes a relativistic multi-component superfluid in the universal regime of the BEC-BCS
crossover.
PACS numbers: 11.25.Tq, 74.20.De, 74.20.-z
I. INTRODUCTION
Ginzburg-Landau theory [1] has been used to describe
physics near a conventional superconducting phase tran-
sition with great success. Based on the Landau approach
to continuous phase transitions, it makes use of a com-
plex order parameter which acquires a nonzero expec-
tation value in the superconducting phase. As this is
a phenomenological model, a microscopic interpretation
of the order parameter was not included. This interpre-
tation was provided by Gor’kov several years after the
Ginzburg-Landau theory [2], using the microscopic model
of superconductivity by Bardeen, Cooper, and Schrieffer
[3]. Here, superconductivity is described as the conden-
sation of Cooper pairs, which consist of a pair of elec-
trons on top of a filled Fermi sea, bound together due to
a phonon-mediated attractive interaction. By elegantly
using a variational Ansatz for the BCS ground state, BCS
mean-field theory has succeeded in producing many ac-
curate quantitative results that have been confirmed ex-
perimentally in weakly coupled superconductors.
As BCS mean-field theory only describes supercon-
ductors in the weakly coupled regime, several different
approaches have been used to study strongly coupled
superconductors. One example of such an approach is
Eliashberg theory, which goes beyond the BCS mean-
field theory by providing a more accurate treatment of
the phonons interacting with the electrons. The self-
energy due to these interactions now includes retarda-
tion effects, in contrast to the BCS model. Conse-
quently, the Eliashberg formalism is able to provide more
accurate quantitative results [4] than the BCS formal-
ism. However, in the class of high-temperature super-
conductors, the pairing mechanism cannot be described
by means of interactions with phonons. Therefore even
the Eliashberg approach is inapplicable and methods to
describe high-temperature superconductors remain mys-
terious. Fermion gases at unitarity are superconductors
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at infinite coupling [5]. These have been described by nu-
merical approaches based on the quantum Monte Carlo
method [6–8]. Moreover, an analytical description by
means of renormalization group theory can be found in
Ref. [9].
A novel approach to strongly coupled systems, which
has become very popular over the past decade, is the
use of the holographic duality. Inspired by ideas in Refs.
[10, 11], a bottom-up approach of the AdS/CFT corre-
spondence to superconductivity was first given in Ref.
[12], followed by many other papers [13]. One of the
most used models within this framework describes the
superconducting phase transition as the condensation of
some complex order parameter in the boundary theory
that arises from a dual complex scalar field in the classical
gravitational theory. From this model, many character-
istics of superconductivity have been reproduced, such
as the diverging DC conductivity, an energy gap, and
a Meissner effect [14]. The microscopic interpretation
of the order parameter is not known, since bottom-up
holography usually provides us with expectation values
of unknown composite operators rather than the single-
particle or single-pair operators which naturally arise in
condensed-matter systems. It is therefore unsurprising
that results obtained through this approach are gener-
ally different from BCS derivations. However, one might
wonder whether a phenomenological Ginzburg-Landau
theory can still be applied. The answer to this ques-
tion seems positive, based on e.g. the mean-field critical
exponents near the transition temperature [15].
The long-term aim of this work is to study ultracold
fermion gases at unitarity using a holographic approach.
The holographic superconductor mentioned above seems
like a logical starting point towards this aim, since this
model should in principle also consist of strongly cor-
related fermions. We therefore study the properties of
the holographic superconductor in detail in this paper,
focussing in particular on the intrinsic dynamics of the
order parameter fluctuations in the normal as well as the
superconducting phase. While previous studies on the or-
der parameter dynamics mostly concentrate on the poles
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2of the full retarded Green’s function [16, 17], e.g. by
finding the quasinormal modes [18], we directly calculate
the intrinsic two-point correlation function of the order
parameter, using scalar field fluctuations in the gravity
theory. In a mode-coupling theory, the intrinsic dynam-
ics of the order parameter fluctuations corresponds to
the dynamics that is uncoupled from the other hydro-
dynamic degrees of freedom. Notice that this dynamics
is different from the full dynamics and can in general
not be observed in an experiment. However, the intrin-
sic dynamics does provide us with important information
about the nature of the order parameter. In particular,
it enables us to use a gradient expansion and arrive at a
local Ginzburg-Landau theory for the holographic super-
conductor. A similar calculation was performed in Ref.
[19] above the critical temperature. Here we carry out
calculations below the critical temperature as well, which
include full backreaction in the bulk geometry. Subse-
quently, we present a modified Ginzburg-Landau model
that includes the large-N limit which is implicit in the
AdS/CFT duality, and find that our long-wavelength re-
sults are well described by this model in both the normal
and superconducting phase. However, as a consequence
of this large-N limit, we observe that the Higgs mode
and the second-sound mode are not present in the intrin-
sic order parameter fluctuations.
The outline of this paper is as follows. In Section II , we
discuss the background theory that will be used through-
out this paper. This includes a short review of the holo-
graphic superconductor solution and a comparison with
a number of universal BCS results. Moreover, our no-
tation and conventions are introduced here. Section III
starts with a review of the concept of intrinsic dynamics
and subsequently covers the scalar field fluctuations on
top of the holographic superconductor background, in-
cluding the resulting intrinsic two-point function of the
order parameter in the dual theory. We end with our
conclusions in Section IV .
II. THE HOLOGRAPHIC SUPERCONDUCTOR
In this section, we describe the bulk geometry that
we use throughout this paper. This geometry was intro-
duced in Ref. [14]. The purpose of this section is to out-
line its properties that are most relevant to our results, as
well as to introduce our notation and conventions. After
giving the bulk solutions, we specify on how many and
on which parameters this solution exactly depends. We
end the section by discussing the superconducting phase
transition that appears in the dual field theory and com-
paring its properties with universal results which follow
from BCS theory.
For the sake of generality, we give the gravitational
bulk for an arbitrary spatial dimension d. However, we
will always specify to d = 4 when discussing the dual
field theory, which then has three spatial dimensions.
Although many high-Tc superconductors consist of lay-
ers and are thus effectively two-dimensional, we are in-
terested in three-dimensional superconductors here. Ex-
amples of these include the ultracold gases at unitarity
mentioned in the introduction.
A. The gravity solutions
The gravitational background that we use follows from
the action that describes gravity minimally coupled to a
U(1) gauge field Aµ and a charged scalar field φ. In SI
units, it is given by
S =
∫
dd+1x
√−g
[
c3
16piG
(R− 2Λ)− 1
4µ0c
F 2
−
(
|Dφ|2 + m
2c2
~2
|φ|2
)]
. (1)
Here the scalar field has mass m and charge q. Further-
more, G and µ0 are Newton’s constant and the vacuum
permeability in d spatial dimensions respectively. In ad-
dition, Λ < 0 is the cosmological constant and Dµ is the
gauge covariant derivative
Dµ = ∇µ − iq~ Aµ . (2)
The equations of motion that follow from this action de-
scribe the gauge field and the scalar field backreacting on
the geometry. Here, we consider static solutions to these
equations, with planar symmetry. The metric Ansatz can
then be written as [14]
ds2 = −f(r)e−χ(r)c2dt2 + 1
f(r)
dr2 +
r2
L2
dx2d−1 , (3)
where the AdS radius L is given by L2 = d(d− 1)/
(−2Λ). Here the coordinate r runs from the horizon
r = r+, where f(r+) = 0, to the boundary at r = ∞.
Demanding there to be no conical singularity in the
imaginary-time geometry at r+ gives the Hawking tem-
perature
kBT =
~cf ′(r+)e−χ(r+)/2
4pi
, (4)
where kB is Boltzmann’s constant. Furthermore, the
gauge field is temporal, i.e., A = At(r)dt, and we choose
a gauge in which φ is real. With these Ansätze the equa-
3tions of motion become
φ′′ +
(
f ′
f
+
d− 1
r
− χ
′
2
)
φ′ −
m2c4 − q2A2t e
χ
f
~2c2f
φ = 0 ,
(5)
A′′t +
(
d− 1
r
+
χ′
2
)
A′t − 2
q2µ0cφ
2
~2f
At = 0 ,
(6)
χ′ +
32piG
(d− 1)c3 r
(
φ′2 +
q2A2t e
χ
~2c2f2
φ2
)
= 0 ,
(7)
f ′ +
(
d− 2
r
− χ
′
2
)
f − rd
L2
+
16piG
(d− 1)c3 r
(
eχA′2t
2µ0c3
+
m2c2
~2
φ2
)
= 0 .
(8)
Our gravitational background consists of solutions to
these equations, which we consider next.
Firstly, we consider the solution with a trivial scalar
field profile. This is just the well-known Reissner-
Nordström black brane, given by φ = χ = 0,
At =
µ
q
[
1−
(r+
r
)d−2 ]
(9)
and
f =
r2
L2
−
(r+
r
)d−2 r2+
L2
+
8piG
µ0c6
d− 2
d− 1
(
µ
q
)2 [(r+
r
)2(d−2)
−
(r+
r
)d−2 ]
.
(10)
This solution exists for any temperature T . We have
written the solution such that the integration constant
µ has indeed the dimension of energy, consistent with
its interpretation as a chemical potential in the dual
field theory. A peculiar feature of this solution is that
the event horizon and hence the entropy remain nonzero
when T = 0, making this a very unstable phase at low
temperatures.
The other solution we consider has a nontrivial scalar
field. From the equations of motion, we can derive that
as r →∞, this scalar field behaves as
φ = φs
( r
L
)−∆−
+ φv
( r
L
)−∆+
+ . . . (11)
with ∆± = d/2 ± ν ≡ d/2 ±
√
d2 + 4 (mcL/~)2/2. The
particular solutions for which the source φs = 0 are holo-
graphic superconductor solutions in so-called standard
quantization [20]. Upon imposing the boundary condi-
tions that we discuss in the next subsection, we can nu-
merically find multiple of such solutions which can be
characterized by the number of zeros of φ. These hairy
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FIG. 1. The scalar field profile for three different solutions of
the equations of motion with q˜ = 3 and m˜2 = −3.5. Here we
already use the dimensionless quantities φ˜, q˜, and m˜2 defined
in Eq. (12). For each solution the temperature is fixed slightly
below the critical temperature, so that φ˜ remains small. The
solution with zero nodes has the highest critical temperature,
namely kBTc0/µ ≈ 0.075. The solution with one node has
Tc1 ≈ 0.22Tc0 and the one with two nodes Tc2 ≈ 0.031Tc0.
black branes only exist below a certain critical temper-
ature Tc, which is proportional to µ and depends on d,
m2, and q. Keeping µ fixed, we have checked that the
solutions where the scalar field has no nodes have the
highest critical temperature. In Fig. 1 three solutions
for φ with a different number of nodes are plotted just
below their critical temperature.
Note that the parameter m2 is constrained by the
Breitenlohner-Freedman bound to (mcL/~)2 > −d2/4,
so that the coefficients ∆± are always real. Moreover, we
will restrict ourselves to (mcL/~)2 ≤ −d2/4+1. By doing
so, we can compare our results in the following section
to results where alternative quantization is used. Within
this range for m2, hairy black brane solutions should ex-
ist for any q [21]. However, finding solutions for q < 1
turned out to be very difficult numerically.
Choosing the solutions with the lowest thermodynamic
potential for a fixed µ, i.e., using the grand-canonical
ensemble, our gravitational background is given by the
Reissner-Nordström solution for temperatures above Tc.
Below Tc, the hairy black brane where the scalar field
has no zeros is thermodynamically favorable [15]. We
can show that for T = 0, the event horizon of this
hairy black brane vanishes [21], so that we no longer suf-
fer from the abovementioned instability of the Reissner-
Nordström solution.
B. Free parameters and boundary conditions
An important property of the solutions is the number
of parameters we can tune. Hence we proceed by listing
the boundary conditions imposed on the solutions. First
of all, we introduce the following dimensionless fields and
4coordinates: 
(t˜, x˜, r˜) = (ct,x, r)/L
m˜ = cL~ m
A˜t˜ =
√
16piG
µ0c6
At
φ˜ =
√
16piG
c3 φ
q˜ =
√
µ0c6
16piG
L
~cq.
(12)
Notice that this eliminates G, µ0, and L from the equa-
tions of motion. In the remainder of this paper we will
only use dimensionless units derived from the ones above,
while omitting the tildes on the quantities. This implies
that energy scales, such as qAt, µ, and kBT , are measured
in units of ~c/L, whereas all length scales are measured
in units of L. The results can easily be converted back
to SI units using Eq. (12).
Upon introducing the dimensionless quantities from
Eq. (12) in the action in Eq. (1), we obtain that
S/~ =
c3Ld−1
16piG~
S˜ ≡ NGS˜, (13)
where S˜ is the dimensionless action that no longer ex-
plicitly contains the quantities G, µ0, and L. Hence, the
action is proportional to the dimensionless constant NG,
which is related to the integer N of the large-N limit
of the dual field theory. The dimensionless quantities in
Eq. (12) are defined exactly such that they do not depend
on N . However, some SI quantities in the action neces-
sarily contain a dependence on N , and therefore on G,
as we will see later on.
Given a dimension d, the remaining parameters that
determine the bulk geometry arem2 and q. Furthermore,
as the equations of motion are of first order for χ and f
and of second order for At and φ, we need six initial
conditions for a particular solution. Finally, we have the
position of the event horizon r+, at which we will impose
the initial conditions.
Two conditions at the event horizon are given by
At(r+) = 0 and f(r+) = 0. Furthermore, multiplying
Eq. (5) by f and evaluating at r+ yields the constraint
f ′(r+)φ′(r+) = m2φ(r+), (14)
leaving three initial conditions. Requiring the solution
to be asymptotically AdS implies requiring that χ(∞) =
0. This condition can be incorporated by first using the
initial condition χ(r+) = 0 and afterwards rescaling the
solution using the symmetry
eχ → C2eχ, t→ Ct, At → At/C, (15)
with C = e−χ(∞)/2, which leaves the equations of mo-
tion invariant. Finally, we fix another initial condition
by requiring φs = 0 in Eq. (11), corresponding to an un-
sourced vacuum expectation value. We are thus left with
only one initial condition that is unspecified.
Using another symmetry of the equations of motion
given by
r → ar, (t,x)→ (t,x)/a, f → a2f, At → aAt,
(16)
we can obtain any solution from a solution with r+ = 1.
Thus we see that our bulk solution can only nontrivially
depend on d, m2, q and, due to the unspecified initial
condition, on one additional parameter which we take to
be kBT/µ.
Naturally, the geometry of the Reissner-Nordström
black brane does not depend on the parameters m2 and
q. The dependence on these parameters becomes visi-
ble only after including scalar fluctuations to this back-
ground.
C. The phase transition and Ginzburg-Landau
theory
To describe the theory on the boundary, we concen-
trate on the case d = 4, such that the boundary has three
spatial dimensions. After having solved the equations of
motion, we can extract boundary values corresponding
to physical quantities from the solution. From the scalar
field expansion Eq. (11), we obtain the order parameter
〈O〉 = 2νφv which is sourced by φs, see e.g. Ref. [22].
Similarly, we can expand the gauge field near the bound-
ary as
At =
µ
q
− nq
2
r−2 + . . . . (17)
Here we have written the integration constants in such
a way that µ corresponds to the dimensionless chemical
potential, measured in units of ~c/L. The quantity n cor-
responds to a dimensionless number density in the dual
field theory. Finally, given a bulk solution, we obtain the
temperature of the dual field theory from the Hawking
temperature in Eq. (4).
From the discussion in the previous subsection it fol-
lows that for a given q and m2 physical quantities can
depend on kBT/µ, but may also contain a dependence
on NG. This dependence follows directly from the pro-
portionality of the bulk action to NG in Eq. (13). Addi-
tionally, we may wonder about the physical meaning of
the bulk parameters. The mass m determines the scaling
dimension of the order parameter 〈O〉, as follows from
the expansion in Eq. (11). The charge q also defines a
property of the field theory. In particular, it is related
to the structure constants that appear in the three-point
functions [11]. Note that the dimensionless charge q does
not give the charge of the operator 〈O〉, which can most
easily be seen from its definition in Eq. (12). As we have
no numerical value of the AdS radius L and the constants
µ0 and G in d = 4 dimensions, the proportionality fac-
tor between the charge in SI units and its dimensionless
counterpart remains unknown. Thus, even if we consider
〈O〉 as an expectation value related to Cooper pairs, so
5that we know there are two particles involved, we do not
know the value of q. Finally, we have the parameter NG,
which is proportional to the integer N of the large-N
limit. Hence in this limit we still have a finite parameter
N/NG.
As the source term in the background is put to zero
by construction, the dual theory acquires an unsourced
expectation value below Tc. This corresponds to an or-
der parameter of a phase transition which spontaneously
breaks the U(1) symmetry. In Fig. 2 the order parame-
ter is shown as a function of the ratio kBT/µ for various
values of q and m2. We can deduce from this that the
phase transition is always of second order. Therefore, we
can describe the order parameter 〈O〉 with a Ginzburg-
Landau model. More specifically, such a model can be
represented by the action
S = −
∫
dt
∫
d3x
(
α|O|2 + β
2
|O|4
)
, (18)
where α and β are temperature-dependent real coeffi-
cients. For β > 0, there appears a nontrivial global min-
imum
〈O〉 =
√
−α
β
, (19)
when α becomes negative below the transition temper-
ature. Note that we have chosen the expectation value
of O to be real here, which corresponds to the gauge
choice of a real φ in the bulk theory. Moreover, the
numerical data yields that 〈O〉 ∝ |T − Tc|1/2 near Tc.
This suggests the conventional choice α(T ) ≈ α0(T −Tc)
and β = β0 6= 0 for the coefficients near Tc, as from
this we indeed obtain the well-known mean-field result
〈O〉 ∝ |T−Tc|1/2 in the superconducting phase. The tem-
perature dependence of α and β is confirmed by the calcu-
lations performed below. However, it is in this bottom-up
case not possible to extract such a temperature depen-
dence from a microscopic theory, since as mentioned in
the introduction, the microscopic origin of the order pa-
rameter is not known. It may however be possible to for-
mulate a microscopic theory using a top-down approach,
where one starts with the full duality between type IIB
string theory and super Yang-Mills theory, and performs
consistent truncations to arrive at the desired model.
Although the above Ginzburg-Landau model can be
applied for all the cases shown in Fig. 2 , the parameters
in the model can be seen to depend on q and m2. For
example, the value of the order parameter at zero temper-
ature has a nontrivial dependence on bothm2 and q. The
figure shows that this dependence is not monotonic. In
general, the critical temperature increases upon increas-
ing q or |m2|, as shown in Fig. 3a [23]. The coefficients
α and β also depend on q and m2. In Fig. 3b we have
shown this dependence for the coefficient α0/β0, which is
the square of the proportionality constant between 〈O〉
and |T − Tc|1/2 near the transition temperature. Scal-
ing the temperature by Tc and the order parameter by
0.00 0.02 0.04 0.06 0.08 0.10
0.00
0.02
0.04
0.06
0.08
T/μ
〈O〉μΔ+
(a) q = 3
0.00 0.02 0.04 0.06 0.08
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
T/μ
〈O〉μΔ+
(b) m2 = −3.5
FIG. 2. (color online) The expectation value of the order
parameter as a function of the temperature. In (a), q is fixed
and m2 decreases from m2 = −3 for the curve with the lowest
critical value of T/µ to m2 = −3.9 for the curve with the
highest critical value of T/µ, with steps ∆m2 = −0.1. In (b),
m2 is fixed and q increases from q = 1 for the curve with the
lowest critical value of T/µ to q = 10 for the curve with the
highest critical value of T/µ. We plotted integer values of q
here. The exception is the dashed orange curve for q = 1.4,
which was added to show that the dependence on q of the
expectation value of the order parameter at zero temperature
is not monotonic.
its value at T = 0, we obtain from Fig. 2 the plots in
Fig. 4 . We see that the rescaled curves show very lit-
tle dependence on m2 and q, except for lower values of
q. The black curve corresponds to BCS theory. This is
a universal result, i.e., this curve is common to all BCS
superconductors. Hence, deviations from this curve are
a result of strong-coupling effects.
In BCS theory, the order parameter corresponds to the
energy gap ∆ of the fermionic single-particle excitation
spectrum. The quantity 〈O〉 does not in general have the
(scaling) dimension of energy. Nevertheless, since both
∆ and 〈O〉 show mean-field behavior near the transition
temperature, 〈O〉 could be proportional to the gap. The
proportionality constant can still depend on q and m2 in
a nontrivial way. This proportionality constant should
cancel in Fig. 4 , i.e., 〈O〉 / 〈O〉T=0 = 〈∆〉 / 〈∆〉T=0. We
have therefore attempted to extract this proportionality
constant from this figure in a different manner, using the
6(a) Critical temperature
(b) α0/β0
FIG. 3. (a) The critical temperature as a function of the
parameters q and m2. (b) The proportionality constant be-
tween the order parameter and |T − Tc|1/2 near the critical
temperature as a function of q and m2. The tildes above
the parameters imply that they are scaled with appropriate
powers of µ to make their scaling dimension zero.
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
T/Tc
〈O〉(T)〈O〉(0)
FIG. 4. (color online) The scaled order parameter
〈O〉 / 〈O〉T=0 as a function of T/Tc for different values of q
and m2. We have used all values of q and m2 which are plot-
ted in Fig. 2 as well. The black curve is the result from
BCS theory. Apart from the red curve and dashed orange
curve, corresponding to q = 1 and q = 1.4 respectively and
m2 = −3.5, the dependence on q and m2 seems small. The
other curves have q ≥ 2.
(a) The number density at zero temperature
(b) The parameter β
FIG. 5. (a) The total number density of the holographic
superconductor at zero temperature. (b) The parameter
β ≡ −1 + µ/F as a function of q and m2. Here we have
taken N/NG = 1.
fact that at small temperatures we have the behavior [24]
〈∆〉 (T )
〈∆〉 (0) − 1 ∝ exp
[− 〈∆〉 (0)/T ]. (20)
However, as we approached zero temperature, our nu-
merical data became too inaccurate to reliably obtain
the gap from this expression.
Finally, we have shown in Fig. 5a the dependence
of the zero-temperature (dimensionless) number density
n(0) on the parameters q and m2. This number density
is determined from the bulk solution using Eq. (17). No-
tice that for a given q and m2, the ratio n(0)/µ3 is fixed.
In contrast, since the action is proportional to NG as de-
fined in Eq. (13), the total density in SI units contains an
additional factor of NG with respect to its dimensionless
counterpart. The exact relation is
n = NGn˜L
−3, (21)
where we temporarily restored the tilde to distinguish
the dimensionless density n˜ from the dimensionful one
n. It follows that the total density diverges in the large-
N limit. However, we are interested in the density of
one species, i.e., the total density divided by the num-
ber of species N . This density coincides with the den-
7sity numerically obtained from Eq. (17) up to the fac-
tor NG/N , which remains an unknown parameter, but
should in principle be fixed by a top-down approach.
The fixed value of n(0)/µ3 is reminiscent of an ultra-
cold fermion gas near a Feshbach resonance [25]. In such
an ultracold gas, there are two independent length scales
at zero temperature. One of these is the s-wave scattering
length a, which controls the strength of the interaction
between the fermions within a Cooper pair. The other
length scale is the inverse Fermi wavelength k−1F , which
at zero temperature is related to the number density by
n = k3F /(3pi
2) for a single fermion species with two spin
components. All dimensionless thermodynamic quanti-
ties can then be expressed as a function of the dimen-
sionless quantity 1/kFa. In the weakly coupled BCS limit
there are small attractive interactions, so that 1/kFa be-
comes very negative, whereas in the BEC limit 1/kFa
is positive and the Cooper pairs form two-body bound
states. In the strongly coupled regime 1/kF |a| < 1 there
is a smooth crossover between the BEC and BCS regime,
which is appropriately called the BEC-BCS crossover. In
the unitarity limit, 1/kFa = 0 as a diverges, such that
the thermodynamics can only depend on kF . Similar to
the situation in our dual field theory, dimensionless quan-
tities like µ/F ≡ 1 + β, with F the Fermi energy, then
become universal constants. This is one of the claims of
the so-called universality hypothesis [26].
The function β(kFa), not to be confused with the pa-
rameter β in the Ginzburg-Landau action in Eq. (18),
can be determined from experiments. For an ideal gas
at zero temperature one has µ = F , so that β = 0. In
the weakly coupled BCS limit one has small attractive
interactions, so that β becomes a small negative number.
For an ultracold Fermi gas at unitarity, the variational
BCS wave function yields that β = −0.4 [27], whereas
Monte-Carlo simulations show that β ≈ −0.6 [6] and ex-
periments have yielded β = −0.7±0.1 [28]. Naturally the
strong coupling yields a deviation from the BCS theory
result. In Fig. 5b , we have plotted the constant β for
the holographic superconductor. To obtain this figure,
we assume that the bosonic order parameter comes from
a pair of fermions [29] with Fermi velocity c, such that
F = ~ckF . This is because F is defined with respect
to the reference system dual to AdS spacetime without
hair, which yields a relativistic field theory where the
Dirac cones are just given by ω = ±c|k|. Moreover, we
have fixed the number of species to N = NG. For the val-
ues of q and m2 shown, we see that the result obtained in
Fig. 5b has the right order of magnitude for a superfluid
in the BEC-BCS crossover regime.
The question now arises how high the critical temper-
ature of the strongly coupled superconductor in the dual
field theory actually is. As we have already noticed from
Fig. 3a , the critical temperature is highest when m2 is
close to the BF-bound and q is large. As shown in Fig.
6a , the critical ratio of T and µ saturates for large q to
Tc/µ ≈ 0.16 ≈ 1/2pi. These values are comparable to the
regime of unitary Fermi gases. If we rescale Tc by the
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FIG. 6. The critical temperature scaled by (a) the chemi-
cal potential and (b) the Fermi energy respectively. In both
figures, m2 = −3.9999. In (b), we used N/NG = 1.
Fermi energy instead, using the same value for NG/N as
before, we obtain Fig. 6b . We obtain that Tc/F ∝ q2/3
for large values of q. Due to this dependence on q and
NG/N , we cannot unambiguously compare the value of
Tc/F to other results, obtained for example by experi-
ments or quantum Monte-Carlo simulations. Finally we
note that in alternative quantization, the critical tem-
perature is the highest when m2 is close to the upper
bound m2 = −3. Then the ratio Tc/µ saturates to about
1.7, which is more than ten times larger than in normal
quantization.
III. ORDER PARAMETER FLUCTUATIONS
In the previous section, we have specified which gravi-
tational background and corresponding dual field theory
we use. In this section, we study the scalar field fluctu-
ations on top of this background. From these we subse-
quently determine the two-point function corresponding
to the intrinsic order parameter dynamics of the dual field
theory and try to describe this with a time-dependent
Ginzburg-Landau model. Before doing so, we will start
by making clear what we exactly mean by the intrinsic
dynamics and in what way it differs from the full dynam-
8ics.
A. Full dynamics
When given an action for the bulk theory, there is a
well known procedure for calculating the corresponding
retarded Green’s function of the boundary. This gives
information about the dynamics of the system, e.g., the
quasinormal modes coincide with the poles of the re-
tarded Green’s function [30]. We will refer to the dy-
namics found by this procedure as the full dynamics.
Moreover, as we will explain in the next subsection, this
does not coincide with the intrinsic dynamics which we
consider in this paper.
Let us first sketch how to find the retarded Green’s
function with the full dynamics of the system. A more
extensive explanation of this approach can be found e.g.
in Ref. [31]. Consider a bulk action that depends on
the fields ΦI . Here, the index I labels the different fields
in the theory, which are in our case the scalar field φ,
the gauge field Aµ, and the metric gµν . To obtain the
Green’s function, we expand the action up to second or-
der in the fluctuations δΦI of the bulk fields around their
expectation values
〈
ΦI
〉
. The result can be written in the
form
S(2) = −1
2
∫
dd+1x δΦ†G−1B δΦ + S
(2)
∂ , (22)
where S(2)∂ is a boundary action andG
−1
B is a linear oper-
ator acting on δΦ. This defines the linearized equations
of motion in the bulk as
G−1B δΦ = 0. (23)
We refer to the Appendix for an explicit example. Be-
cause the matrix G−1B is in general not diagonal, this
becomes a coupled system of linear ordinary differential
equations.
Near the boundary, we can expand the solutions to the
linearized equations of motion as
δΦI = δΦIsr
−∆I− + δΦIvr
−∆I+ + . . . . (24)
Here, the values of the exponents ∆I± depend on which
field is considered. For example, for the scalar field the
exponents are given in Eq. (11). Furthermore, the coeffi-
cients δΦIv correspond to fluctuations in the expectation
values of the operators in the dual field theory. The δΦIs
are the source fluctuations. In general, the fluctuation of
a single source will lead to fluctuations in the expectation
value of all operators. This is a direct consequence of the
fact that the linearized equations of motion in Eq. (23)
are coupled. Writing the fluctuations in Fourier space as
δΦI(r,x, t) =
∫
ddk
(2pi)d
δΦI(r, k)eikax
a
, (25)
with the dimensionless four-momentum ka = (−ω,k)
[32], we can write the boundary action S(2)∂ in the form
S
(2)
∂ =
1
2
1
(2pi)d
∫
dω
∫
dd−1k δΦ†sGRδΦs. (26)
The matrix GR(ω,k) is the retarded Green’s function
of the boundary theory in Fourier space. It describes
the dependencies of the fluctuations of the expectation
values φv on the fluctuations of the sources φs. These
are in turn found from the solutions to the linearized
equations of motion in Eq. (23), using infalling boundary
conditions at the horizon in order to get the retarded
Green’s function [30].
Now, suppose that we wish to study the full dynam-
ics of the order parameter fluctuations by computing the
correlator
〈
O′∗O′
〉
, which is proportional to one of the
components of the matrix GR in Eq. (26). By computing
the on-shell action, it is shown in the Appendix that
S
(2)
∂ =
1
2
1
(2pi)d
∫
dω
∫
dd−1k[2ν (δφ∗sδφv + h.c.)] + . . . ,
(27)
where we remind the reader that (see after Eq. (11))
ν ≡
√
d2 + 4 (mcL/~)2/2. The bulk action does not con-
tribute, as it vanishes due to the linearized equations of
motion in Eq. (23). The terms represented by the dots are
associated with contributions from the other fields, but
cannot yield any terms proportional to δφ∗sδφs. More-
over, the hermitian conjugate (h.c.) terms contribute to
the correlator
〈
O′O′∗
〉
. From the expression above it
follows that
i
〈
O′∗O′
〉
= 2ν
(
∂δφv
∂δφs
)
δΦI 6=φs
. (28)
In the Appendix we demonstrate how to derive this in the
case of the probe limit. This expression denotes the vari-
ation of δφv with respect to δφs, where the other sources
are kept constant under this variation. We can calculate
this as follows. Since in general the order parameter fluc-
tuations are influenced by variations of all the sources in
the theory, we can write the scalar field fluctuations near
the boundary as
δφ = δφsr
−∆− + δφvr−∆+ + . . .
= δφsr
−∆− + aIδΦIsr
−∆+ + . . . , (29)
where the sum over I is over all the field fluctuations
and where aI are frequency and momentum dependent
functions. In this case, from Eq. (28) we would have
i
〈
O′∗O′
〉
= 2νaφ. Now assume that we have obtained a
numerical solution to the linearized equations of motion
Eq. (23), which is a formidable task in practice. Then we
would be able to read off the coefficients δφv and δφs.
Since δφv in general includes contributions from sources
other than δφs, we cannot find
〈
O′∗O′
〉
from simply tak-
ing the ratio of these coefficients. However, exploiting the
9linearity of Eq. (23) enables us to find a solution which
on the boundary only sources the scalar field fluctuations.
We then have that all source fluctuations δΦIs vanish ex-
cept for δφs, so that δφv = aφδφs in Eq. (29). As a
consequence, for this particular solution the correlator〈
O′∗O′
〉
can be found from the ratio of δφv and δφs [33].
It is important to realize that the two-point function〈
O′∗O′
〉
found by the procedure above does not coincide
with the intrinsic dynamics of the order parameter fluc-
tuations. Instead, this two-point function will contain
the full dynamics, and thus have poles for all the quasi-
normal modes of the system. We will now proceed with
explaining what we mean by the intrinsic dynamics.
B. Intrinsic dynamics
The intrinsic dynamics of the order parameter fluctua-
tions correspond to the dynamics that is uncoupled from
the other hydrodynamic fluctuations in the theory. This
means that we ignore the coupling of the order parameter
fluctuations to the other hydrodynamic degrees of free-
dom. In the bulk theory, the uncoupled dynamics can be
found by simply setting δAµ and δgµν to zero. The in-
trinsic retarded Green’s function for the order parameter
GintrR,O is still given by the expression
GintrR,O(ω,k) = 2ν
∂δφv
∂δφs
. (30)
However, in contrast to the full retarded Green’s func-
tion, the variation of δφv with respect to δφs is now found
from the equation of motion for the uncoupled order pa-
rameter fluctuations, i.e.,(
DµD
µ −m2) δφ = 0. (31)
This equation is found from the linearized equations of
motion in Eq. (23) by just putting the other fluctua-
tions to zero. Basically, this corresponds to the bulk-
to-boundary propagator shown in Fig. 7a . Here, the
scalar field fluctuations propagate into the bulk with-
out coupling to the other fluctuations that are present
there. As a result, we obtain the uncoupled dynamics of
the order parameter fluctuations. In general, this intrin-
sic dynamics does not coincide with the full dynamics.
Indeed, notice that a solution to Eq. (31) is in general
not a solution to the linearized equations of motion in
Eq. (23). This is only the case when there is no coupling
between the different fluctuations. This represents the
way in which holography accounts for operator mixing
in the boundary field theory. In a general theory where
couplings are present, the quasinormal modes are thus
modified by the coupling between the intrinsic modes.
These quasinormal modes are found from the full propa-
gator, which was discussed in the previous subsection. In
Fig. 7b we illustrate one of the contributions to the full
propagator. Here, the scalar field fluctuations propagate
into the bulk where they couple to the gauge field fluctu-
ations that are present there. Similar contributions arise
(a) Intrinsic propagator
(b) Full propagator
FIG. 7. (a) Illustration of the intrinsic bulk-to-boundary
propagator. The dashed curve denotes the scalar field fluctu-
ations propagating into the bulk geometry. (b) Illustration of
a contribution to the full bulk-to-boundary propagator. This
shows the scalar field fluctuations interacting with gauge field
fluctuations. These figures are adapted versions of Fig. 2 in
[34].
from the interactions with the fluctuations of the metric.
The two-point vertices that are depicted as crosses in this
figure are proportional to the background value 〈φ〉, such
that this contribution vanishes in the normal phase as ex-
pected. The quasinormal modes obtained from the full
propagator would be the modes that can be directly ob-
served if the system were experimentally realized. Never-
theless, the computation of the intrinsic order parameter
dynamics can yield interesting information about the na-
ture of the order parameter. The main reason for this is
that a Ginzburg-Landau model for the order parameter
would also describe the intrinsic dynamics. This should
become clear in the following explanation of the physical
meaning of intrinsic dynamics in the boundary theory.
In the boundary theory, we could in principle calculate
the full set of all coupled correlation functions, including
for instance
〈
J ′µJ ′ν
〉
,
〈
J ′µO′
〉
,
〈
O′∗O′
〉
, and
〈
T ′µνO′
〉
,
using the approach in the previous subsection. Here Jµ
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is the U(1) current dual to the gauge field and Tµν is
the energy-momentum tensor dual to the metric gµν . In
terms of an effective action for the longitudinal dynam-
ics, this is equivalent to a mode-coupling theory where
the order parameter fluctuations O′ are coupled to the
mass-density fluctuations m′ and the charge fluctuations
q′. This is a consequence of the Ward identities for the
various Green’s functions, which follow from the conser-
vation of charge, energy, and momentum.
To illustrate more clearly what this means, consider
the effective action Seff of the field theory, expanded up
to second order in the fluctuations O′, O′∗, q′, and m′.
Naturally, the terms in the action that are linear in the
fluctuations then give the equations of motion. For the
mass density, this results in the conservation equation
for the energy-momentum tensor ∂µ 〈Tµν〉 = 0. This
equation gives rise to two longitudinal sound modes and
two transverse diffusive modes. Furthermore, the charge
density fluctuations lead to the conservation of the as-
sociated U(1) current, i.e., ∂µ 〈Jµ〉 = 0. This results
in a diffusive mode for the intrinsic, i.e., uncoupled dy-
namics of the charge fluctuations. For the order param-
eter, the associated equation of motion can be written
as δLGL/δ 〈O〉 = 0 and its conjugate, where LGL is a
Ginzburg-Landau Lagrangian density, which we will dis-
cuss in the next sections.
Proceeding with the expansion, we can write the terms
in the action that are of second order in the longitudinal
fluctuations as
S
(2)
eff = −
1
2
∫
dt
∫
d3xv†G−1R v. (32)
Here, we defined the Nambu-space fluctuation vector
v ≡
 O
′
O′∗
q′
m′
 . (33)
Furthermore, we can write the inverse retarded Green’s
function matrix G−1R as
G−1R =
G
−1
R,O
× ×
× ×
× ×
× ×
G−1R,q ×
× G−1R,m
 . (34)
The inverse retarded Green’s functions G−1R,O, G
−1
R,q, and
G−1R,m contain the intrinsic longitudinal modes associated
with the continuity equations described above. Notice
that G−1R,O is a 2×2 matrix and that the intrinsic Green’s
function in Eq. (30) corresponds to the upper-left compo-
nent of the inverse of this matrix. In terms of a Dyson
equation, we are basically computing the Green’s func-
tion without the self-energy correction due to the inter-
actions with the other modes.
In general, the fluctuations of the order parameter will
thus couple to the charge-density and mass-density fluc-
tuations. These couplings are depicted as crosses in the
matrix in Eq. (34). As a result, the modes corresponding
to the retarded Green’s function with the full dynamics,
i.e., the inverse of the full matrix G−1R , are different from
the modes associated with the intrinsic dynamics. Most
importantly, the coupling between the diffusive mode as-
sociated with the charge-density fluctuations and the in-
trinsic mode associated with the order parameter result
in two sound-like modes. This is for instance shown an-
alytically in the probe limit in Ref. [35]. We discuss this
example in more detail at the end of this paper. However,
in the remainder of this paper we will focus on the dy-
namics following from the Ginzburg-Landau Lagrangian
density alone, so that we only need to study the intrin-
sic dynamics of the order parameter. Nonetheless, we
have checked the consistency of our results with those
in Ref. [35]. In particular, using the full set of Green’s
functions obtained there for the coupled order-parameter
and current fluctuations, we reconstructed the 3 × 3 in-
verse Green’s function that appears in the effective action
for the order parameter and charge-density fluctuations.
The 2×2 part corresponding to the order-parameter fluc-
tuations in this inverse Green’s function compares favor-
able to our results presented in Subsection IIID below.
We note that the analysis in Ref. [35] is performed in the
probe limit. Despite this, the comparison with our results
is justified by the fact that the analysis is performed near
the critical temperature, where backreaction effects are
negligible.
In the next subsections, we will present our result
for the intrinsic order parameter dynamics. These are
obtained as follows. In Fourier space, the equation in
Eq. (31) for the order parameter fluctuations can be writ-
ten as
δφ′′ +
(
f ′
f
+
d− 1
r
− χ
′
2
)
δφ′
−
m2 − (qAt + ω)2 eχf + |k|
2
r2
f
δφ = 0, (35)
The conjugate equation holds for δφ∗. Notice that this
implies that δφ∗ is not coupled to δφ. This implies that
∂δφv/∂δφ
∗
s = 0. As a consequence, we can always cal-
culate Eq. (30) by first numerically solving Eq. (35) and
then computing the ratio of the resulting coefficients δφv
and δφs. When considering the full dynamics this is not
the case, e.g. due to the coupling of both δφ and δφ∗ to
δAµ. As usual, we require infalling boundary conditions
at the horizon, corresponding to the retarded Green’s
function. Naturally, besides depending on frequency and
momentum, this two-point function depends on the back-
ground parameters, i.e., on q, m2 and T/µ.
C. The normal phase
To obtain the intrinsic retarded Green’s function in the
normal phase, we must solve Eq. (35) with χ = 0, and
with At and f given by Eqs. (9) and (10) respectively.
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We have done so numerically. Using the numerical solu-
tion, we obtain the retarded Green’s function by using
Eqs. (29) and (30). Notice that this coincides with the
full retarded Green’s function in this case, because in the
normal phase the fluctuations are decoupled.
Approaching the transition temperature from above,
the physics can be described with a time-dependent
Ginzburg-Landau model. This can be represented by the
action
S =−
∫
dt
∫
d3x
×
(
iaO∗∂tO + γ|∇O|2 + α|O|2 + β
2
|O|4
)
, (36)
which incorporates the result of Eq. (19). The first two
terms of the integrand capture the long-wavelength and
low-frequency behavior of the order parameter. Like α
and β, the coefficients γ and a depend on the tempera-
ture. The coefficient a is complex, since the system shows
dissipation of the order parameter. This implies that
the imaginary part of a is negative. Physically, dissipa-
tion occurs as a consequence of temperature fluctuations,
which can cause the fermion pairs to break up. From
the above action, we obtain the retarded Green’s func-
tion of O in this model from the part of the action that
is quadratic in the order parameter fluctuations, which
we can subsequently compare with the retarded Green’s
function obtained holographically. Thus, this is a tree-
level calculation, even though AdS/CFT should provide
us with the full partition function of the dual field the-
ory. The reason is that contributions of higher orders
in the fluctuations are suppressed by the large-N limit,
implicit in the AdS/CFT correspondence, and loop dia-
grams come with factors of 1/N . This claim is motivated
by the mean-field result for the critical exponent in Fig.
2 , which does not change when taking into account only
Gaussian fluctuations.
Since the order parameter has a vanishing expectation
value in the normal phase, the part of the Ginzburg-
Landau action that is quadratic in the order parameter
fluctuations O′ ≡ O − 〈O〉 = O is given by
Squad =
−1
(2pi)4
∫
dω
∫
d3k
×O′∗(ω,k)[aω + γ|k|2 + α0(T − Tc)]O′(ω,k)
(37)
near the transition temperature Tc. From this we obtain
that the two-point function is given by
i
〈
O′∗O′
〉
(ω,k) =
1
aω + γ|k|2 + α0(T − Tc) . (38)
This result should hold for small frequencies and mo-
menta, i.e., ω  µ and |k|  µ, since the Ginzburg-
Landau action in Eq. (36) only contains the leading or-
ders of the gradient expansion. Comparing the above
expression to our numerical results, we can determine
the coefficients α0, a, and γ near Tc. The result is shown
in Fig. 8 . Together with the result from Fig. 3b in
the previous section, we then obtain all the coefficients
in Eq. (36) near the critical temperature.
Although quantitatively, the results clearly depend on
m2 and q, the qualitative physics does not seem very dif-
ferent for different values of these parameters. Therefore
we will restrict the following discussion of the retarded
Green’s function to the fixed values q = 3 andm2 = −3.5.
From the retarded Green’s function i
〈
O′∗O′
〉
, we can
obtain the spectral function
ρ(ω,k) =
1
pi
Im
[
i
〈
O′∗O′
〉
(ω,k)
]
. (39)
This is an interesting quantity, as it yields the dispersion
relations of the modes accessible to the intrinsic order
parameter dynamics as well as the corresponding life-
times. In Fig. 9 this quantity is shown at the tempera-
ture T = 1.5Tc. Here we have plotted the absolute value
of the spectral function, noting that the spectral func-
tion itself is negative for ω < 0. Moreover, we have ex-
ploited rotational invariance to fix the direction of k, such
that k denotes the component in that direction. Natu-
rally the spectral function is symmetric in k. In accor-
dance with the Green’s function in Eq. (38) obtained in
the Ginzburg-Landau model, we see that the spectral
function vanishes for ω = 0, since α, β, and γ are real
coefficients. Furthermore, for small ω and k, we also see
a quadratic dispersion as predicted by Eq. (38), which is
shifted upward from ω = 0 since α is nonzero. When ω
is large compared to µ and Tc, we recover the spectral
function from pure AdS, which is given by (see e.g. Ref.
[30])
ρAdS(ω,k) =
2ν
pi
Im
(√−ω2 + |k|2
2
)2ν
Γ(−ν)
Γ(ν)
, (40)
where ν =
√
d2 + 4m2/2 as before and Γ denotes the
gamma function. In Fig. 9 we observe that the spectral
weight fills the light cone which is shifted down by the
chemical potential, i.e., |ω+µ| = |k|. This cone is shown
in black in the figure, where the momentum space domain
is taken small enough such that shift is still visible.
In Fig. 10 , the spectral function for T = Tc is shown.
As before, we can distinguish two regimes here, namely
the UV regime in which we recover the AdS result and the
IR regime in which the physics can be described with the
Ginzburg-Landau model. In the latter regime we again
see the quadratic dispersion predicted by Eq. (38), which
gives a peak centered at ωpeak = −γ|k|2Re(a)/|a|2 since
now α = 0 in Eq. (18).
Notice that in Ref. [19], a similar approach to the re-
tarded Green’s function is given for the zero-momentum
case. Although the UV results are different because Ref.
[19] uses alternative quantization, the IR results are com-
parable, i.e., in both cases the results can be described
in the low-frequency limit with the Ginzburg-Landau
model.
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(a) α0
(b) γ
(c) Re(a)
(d) Im(a)
FIG. 8. The parameters in the Ginzburg-Landau action as a
function of q and m2. The parameter β follows from Fig. 3b
. The tildes above the parameters imply that they are scaled
with appropriate powers of µ to make them dimensionless.
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FIG. 9. The spectral function for T = 1.5Tc, q = 3, and m2 =
−3.5. Here and in all following plots of the spectral functions,
we have shown the absolute value of the spectral functions and
divided by a factor µ2ν to make them dimensionless.
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FIG. 10. The spectral function as T → Tc for q = 3 and
m2 = −3.5.
D. The superconducting phase
Using the same method as in the normal phase, we can
determine the intrinsic Green’s function in the supercon-
ducting phase numerically. For this purpose, we must
solve Eq. (35) again, where this time f , χ, and At are the
numerical functions discussed in the previous chapter.
To compare the result with the Ginzburg-Landau
model as before, we first expand O around its expec-
tation value as O = 〈O〉+O′. Upon doing so, the quartic
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term in Eq. (18) yields
β|O|4 = β 〈O〉2 (4|O′|2 +O′∗O′∗ +O′O′)+ . . .
= −α (4|O′|2 +O′∗O′∗ +O′O′)+ . . . , (41)
where the dots denote terms which are not quadratic in
the fluctuations and where we used that 〈O〉 is real and
given by Eq. (19). Using this, we can write the part of
the Ginzburg-Landau action in momentum space that is
quadratic in the fluctuations as
Squad =
−1
(2pi)4
∫
dω
∫
d3k
×
{
O′∗(ω,k)
(
aω + γ|k|2 − α)O′(ω,k)
− α
2
[
O′∗(−ω,−k)O′∗(ω,k)
+O
′
(ω,k)O
′
(−ω,−k)]}. (42)
The intrinsic retarded Green’s function, defined by
GR(ω,k) ≡ i
(〈
O′∗O′
〉 〈
O′∗O′∗
〉
〈O′O′〉 〈O′O′∗〉
)
, (43)
can then be found from
Squad =
1
2
−1
(2pi)4
∫
dω
∫
d3k
[
O′∗(ω,k) O′(−ω,−k)]
×G−1R
[
O′(ω,k)
O′∗(−ω,−k)
]
.
(44)
From this we obtain the intrinsic two-point function
〈
O′∗O′
〉
. Using Eq. (42), this then yields
i
〈
O′∗O′
〉
=
a∗ω − γ|k|2 + α
|a|2ω2 − γ|k|2 (γ|k|2 − 2α)− 2i Im(a)ω (γ|k|2 − α) . (45)
This expression for the two-point function allows us to
make several predictions. First of all, for ω = 0 and
close enough to the critical point such that we can still
approximate α ≈ α0(T − Tc), we can write
γ|k|2i 〈O′∗O′〉 ≈ γ|k|2 − α0(T − Tc)
γ|k|2 − 2α0(T − Tc) . (46)
Given some small but nonzero α, the above quantity ap-
proaches 1 as a function of k in the regime where γ|k|2 
|α|, but |k|  µ so that the long-wavelength limit is
still valid. This just shows that
〈
O′∗O′
〉
is continuous at
T = Tc. In contrast, in the regime where γ|k|2  |α|, the
above quantity approaches 1/2. Hence we should easily
be able to distinguish both regimes. However, in both
regimes the numerics show that i
〈
O′∗O′
〉 ≈ 1/(γ|k|2).
We can therefore conclude that upon lowering the tem-
perature below Tc, the Green’s function in Eq. (45) does
not reproduce the holographic results.
Moreover, the Ginzburg-Landau model predicts
strongly overdamped sound-like modes. This can be seen
from the poles in Eq. (45), which are located at
ω =
1
|a|2
[
iIm(a)(γ|k|2 − α)
±
√
Re(a)2γ|k|2(γ|k|2 − 2α)− α2Im(a)2
]
.
(47)
In the limit γ|k|2  |α|, the poles are thus purely imag-
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FIG. 11. The spectral function for T = 0.5Tc, q = 3, and
m2 = −3.5.
inary as long as
Im(a)2
Re(a)2
& 2γ|k|
2
|α| . (48)
As expected for the retarded Green’s function, the imag-
inary part of the poles is always negative. Neverthe-
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less, even within this limit the spectral functions corre-
sponding to the Ginzburg-Landau model contain peaks
at both positive and negative frequencies. These peaks
sharpen up at lower temperatures and at zero temper-
ature, where Im(a) = 0, become the two long-lived
Anderson-Bogoliubov sound modes with the dispersion
ω = ±√2γ|α||k|/|a| in the long-wavelength limit. Nei-
ther the two peaks in the strongly overdamped regime nor
the sound modes are observed in our holographic results.
The peak we do observe in the numerical spectral func-
tions is at long-wavelengths positioned only at the pos-
itive frequency ωpeak = −γ|k|2Re(a)/|a|2. This is seen,
for example, in the intrinsic spectral function in Fig. 11
where T = Tc/2. Note that since we have broken Lorentz
symmetry by adding a nonzero chemical potential, we
might naively expect that there will be Goldstone modes
with a quadratic dispersion, also known as type-II Gold-
stone bosons. In our time-dependent Ginzburg-Landau
theory, and in accordance with the counting rules dis-
cussed in Refs. [36–38], this however does not occur, due
to the coupling between the phase and the amplitude of
the order parameter which gives rise to a Goldstone mode
with linear dispersion when Im(a) = 0. Furthermore, be-
yond the leading order of the long-wavelength limit su-
perconductors typically have a Higgs mode, which is not
observed in the spectral functions. It therefore seems
that our results from holography are inconsistent with
the abovementioned Ginzburg-Landau model. We there-
fore proceed by presenting an alternative model that does
describe the numerical results we have obtained.
E. The large-N Ginzburg-Landau model
As mentioned in the previous section, the action of the
bulk theory is proportional to a dimensionless constant
related to the number of species in the theory. Therefore,
we propose that the dual field theory can be described by
an effective theory of N complex order parameters, one
of which will acquire a nonzero expectation value below
the critical temperature. Our gravitational dual still con-
tains only one complex field charged under U(1). Hence,
using holography we cannot describe each order param-
eter on its own, i.e., the gravitational theory does not
contain dual fields to all these order parameters. Rather,
the scalar field in the bulk is only dual to a specific combi-
nation of these order parameters, similar to a single-trace
operator in a Yang-Mills field theory.
Thus, instead of the usual Ginzburg-Landau model
with a complex scalar as an order parameter, we intro-
duce a modified Ginzburg-Landau model where the order
parameter is a complex N -component vector with com-
ponents that we denote by On. The action in Fourier
space then reads
S =
−1
(2pi)4
∫
dt
∫
d3x
×
N∑
n=1
(
iaO∗n∂tOn + γ|∇On|2 + α|On|2
+
β
2N
|On|2
N∑
m=1
|Om|2
)
. (49)
Here a is again a complex coefficient whereas the other
coefficients are still real. All coefficients depend of course
on the temperature T and on q and m2. Choosing the
vacuum expectation value to be real and along the first
component then yields 〈Oi6=1〉 = 0 and
〈O1〉 = 〈O∗1〉 =
√
−αN
β
(50)
below Tc. Hence again, a symmetry gets spontaneously
broken below the transition temperature. However,
rather than a simple breaking of a U(1) symmetry, this
time a U(N) symmetry gets broken to U(N − 1).
We proceed by studying the intrinsic dynamics of the
order parameter fluctuations in this model. Above Tc,
the expectation value of the order parameter vanishes
and the part of the action quadratic in the fluctuations
O′n reads
Squad =
−1
(2pi)4
∫
dω
∫
d3k
×
N∑
n=1
O′n
∗
(ω,k)
(
aω + γ|k|2 + α)O′n(ω,k).
(51)
We read off the retarded Green’s function GR(ω,k) using
Squad =
1
2
−1
(2pi)4
∫
dω
∫
d3k
×

O′1
∗
(ω,k)
O′1(−ω,−k)
...
O′N
∗
(ω,k)
O′N (−ω,−k)

T
G−1R

O′1(ω,k)
O′1
∗
(−ω,−k)
...
O′N (ω,k)
O′N
∗
(−ω,−k)
 .
(52)
The result is then the 2N × 2N matrix given by
GR(ω,k) = IN ⊗
(
1
aω+γ|k|2+α 0
0 1−a∗ω+γ|k|2+α
)
, (53)
where IN denotes theN×N identity matrix. This implies
that
i
〈
O′i
∗
O′i
〉
=
1
aω + γ|k|2 + α (54)
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for all i ∈ {1, . . . , N}.
Below Tc, we expand the order parameter around its
expectation value as On = 〈On〉+O′n. The quartic term
in the action (49) then yields
β
2N
N∑
n=1
N∑
m=1
O∗nOnO
∗
mOm
=
β
2N
N∑
n=1
N∑
m=1
(
2| 〈Om〉 |2O′n∗O′n + 2 〈O∗n〉 〈Om〉O′n∗O′m
+ 〈On〉 〈Om〉O′n∗O′m∗ + 〈O∗n〉 〈O∗m〉O
′
nO
′
m
)
+ . . .
=
N∑
n=1
(−αO′n∗O′n)− αO′1∗O′1 −
α
2
(
O′1
∗
O′1
∗
+O′1O
′
1
)
+ . . . (55)
where the dots denote terms that are not quadratic in
the fluctuations and where we used Eq. (50). The part of
the action quadratic in the fluctuations then becomes
Squad =
−1
(2pi)4
∫
dω
∫
d3k
×
{
N∑
n=1
O′n
∗
(ω,k)
(
aω + γ|k|2 − αδn,1
)
O′n(ω,k)
− α
2
[
O′1
∗
(−ω,−k)O′1∗(ω,k)
+O
′
1(ω,k)O
′
1(−ω,−k)
]}
. (56)
This yields the intrinsic Green’s function matrix
GR =
GR,1 0
0 IN−1 ⊗
(
1
aω+γ|k|2 0
0 1−a∗ω+γ|k|2
) , (57)
where the part
GR,1 =
1
|a|2ω2 − γ|k|2 (γ|k|2 − 2α)− 2i Im(a)ω (γ|k|2 − α)
(
a∗ω − γ|k|2 + α α
α −aω − γ|k|2 + α
)
(58)
coincides with the intrinsic Green’s function derived from the U(1) Ginzburg-Landau model. We then obtain the
two-point function
i
〈
O′1
∗
O′1
〉
=
a∗ω − γ|k|2 + α
|a|2ω2 − γ|k|2 (γ|k|2 − 2α)− 2i Im(a)ω (γ|k|2 − α) , (59)
whereas for i 6= 1 we obtain
i
〈
O′i
∗
O′i
〉
=
1
aω + γ|k|2 . (60)
The N − 1 additional two-point functions all describe
transverse modes. From Eq. (57) we note that there are
2N−1 massless modes in total: N−1 doubly degenerate
quadratic Goldstone modes from the lower (N−1)×(N−
1) block and one strongly overdamped mode in the 2×2
block. This is consistent with Goldstone’s theorem, as
2N − 1 symmetries are broken upon breaking the U(N)
symmetry to a U(N − 1) symmetry.
Now, we still need a relation between the order param-
eter O in the holographic superconductor and the Oi in
our large-N Ginzburg-Landau model. We propose that
O =
1√
N
N∑
i=1
Oi. (61)
We think of the Oi as order parameters for N fermion
species. With this definition for O, it then follows from
Eq. (50) that we indeed get the expectation value given
by Eq. (19). Moreover, we obtain the two-point function
〈
O′∗O′
〉
=
1
N
N∑
i=1
〈
O′i
∗
O′i
〉
=
N − 1
N
−i
aω + γ|k|2 +
1
N
〈
O′1
∗
O′1
〉
≈ −i
aω + γ|k|2 (62)
where we took the large-N limit in the last step.
The behavior of the two-point function near Tc is
consistent with our findings. In particular, it explains
why we cannot distinguish between the two momentum
regimes discussed below Eq. (46). Moreover, we can now
see what happens if we explore regimes of temperatures
even further below Tc. In the previous section we showed
the spectral function for Tc/2. As always we recover
the AdS result of Eq. (40) in the UV limit. Further-
more, the quadratic dispersion in the long-wavelength
limit, which follows from Eq. (62), is clearly visible here.
These correspond to the Goldstone modes which arise
from the breaking of the U(N) symmetry to U(N − 1).
The strongly overdamped sound-like mode, which is nor-
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FIG. 12. The spectral function for T = 0.01Tc, q = 3, and
m2 = −3.5. The quadratic dispersion is infinitely narrow at
zero temperature, but was made visible by adding a small
imaginary part to the frequency.
mally present in the intrinsic spectral function of a super-
conducting order parameter, is 1/N suppressed. This is
because due to the large-N limit, the spectral functions
are only describing the fluctuations of the N − 1 trans-
verse order parameters and not the fluctuations of O1. In
addition, we observe that as the temperature decreases,
the dissipation reduces. This follows from the quadratic
dispersion becoming more narrow in the spectral func-
tion, as can be seen most clearly by comparing Fig. 10
with Fig. 9 .
At T = 0, we find numerically that the imaginary
part of a vanishes. This is to be expected, as the sys-
tem becomes dissipationless at zero temperature. Con-
sequently, in the T = 0 intrinsic spectral function shown
in Fig. 12 , the quadratic dispersion is a very long-lived
mode. It is visible in the figure only because we added
a small imaginary part to the frequency. Alternatively,
we have checked that it is visible as a pole in the real
part of the retarded Green’s function, consistent with
the Kramers-Kronig relations. Furthermore, we see that
the linear second-sound mode which is normally present
in the spectral function of the zero-temperature intrinsic
order parameter dynamics not present.
Our numerics show that the real part of the coefficient
a does not vanish. Contrariwise, in BCS theory we typi-
cally expect a term proportional to ω2 rather than ω in
the action at zero temperature [27]. In the BEC regime a
term linear in ω would be present. This suggests that we
are describing a superfluid which resides outside the BCS
regime. The value of the real part of a can be related
to the number density of the system. This is achieved
by noting that the action should contain the topological
0 20 40 60 80 100
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r
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FIG. 13. The effective speed of light cs as a function of r.
Here q = 3 and m2 = −3.5.
term
Stop = −
∫
dtdx 〈n〉 θ˙, (63)
where θ is the phase which is conjugate to the total num-
ber of particles
∫
dx 〈n〉. On the other hand, the dynam-
ics of the two-point functions we obtain show that the
action contains a term
−
∫
dt
∫
d3xO∗a(i∂t)O = a
∫
dt
∫
d3x 〈O〉2 θ˙ + . . . ,
(64)
where we used O = Aeiθ and expanded around the ex-
pectation value of O using 〈A〉 = 〈O〉 and 〈θ〉 = 0. Com-
paring this term to the topological term above, we find
that the coefficient a should be given by
a = − 〈n〉〈O〉2 . (65)
The right-hand side can be calculated from the bulk ge-
ometry without including fluctuations, whereas the left-
hand side can be read off the Green’s functions. We have
performed this task for several values of m2 and q and
checked that the result in Eq. (65) indeed holds.
Besides the quadratic dispersion, we see a cone appear-
ing in the spectral functions. This is most clearly visible
in the zero-temperature limit in Fig. 12 . Here, the spec-
tral weight vanishes for |ω| < cs|k| for a k-dependent
cs. This cone can be explained physically by the fact
that the system contains fermionic species that are not
gapped out by the nonzero expectation value 〈O1〉. These
species behave like free fermions with a Fermi velocity
different from c = 1 due to strong interactions. At large
momenta, where we recover the AdS result, and the ef-
fective speed cs approaches 1, i.e., the speed of light.
This is of course what we should expect from Lorentz
invariance. For small momenta and frequency, we find
that cs ≈ 0.85. Using the metric Ansatz in Eq. (3), we
have calculated the effective speed of light in the bulk
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FIG. 14. The spectral function for T = 0, q = 3, and m2 =
−3.5 using alternative quantization. We can clearly see the
difference in the UV behavior. The quadratic dispersion is
infinitely narrow, but was made visible by adding a positive
imaginary part to the frequency.
geometry as a function of r. This is given by
c(r) =
√
f(r)e−χ(r)
r2
, (66)
where we use the zero-temperature numerical solution
similar to Refs. [21, 39]. As the result in Fig. 13 shows,
the effective speed of light in the infrared part of the bulk
geometry agrees with the value we obtained from the cone
in Fig. 12 . Upon increasing the momentum, cs increases
such that it asymptotically approaches the shifted light
cone |ω + µ| = |k|, which indeed asymptotes to cs = 1
when ω and k become large compared to µ. Notice that
for negative frequencies, the spectral weight inevitably
becomes nonzero outside the shifted light cone. This is
in principle possible because of the nonzero chemical po-
tential. However, the spectral weight outside this cone is
so small that it is hardly visible in Fig. 12 . Although
the cone is most clearly visible at zero temperature, it is
also present at higher temperatures. We can see it for ex-
ample in Fig. 11 for T = Tc/2. However, the sharp tran-
sition to the region where the spectral function becomes
nonzero, which is present for T = 0, is smoothed out here
by thermal fluctuations. The cone also appears in the al-
ternative quantization scheme, as is shown in Fig. 14 .
The appearance of the cone in the spectral densities is not
predicted by the large-N Ginzburg-Landau model. This
model only includes the leading order terms in the long-
wavelength and low-frequency expansion, which yield the
Goldstone mode with a quadratic dispersion. We can in-
deed observe that this dispersion always lies outside the
cone, meaning that it corresponds to smaller values of
ω for a given k. There might be terms of higher order
in the long-wavelength expansion which make the cone
structure manifest. For example, consider a term of the
form (
√−ω2 + c2sk2)σ in the denominator of the two-
point function. Here σ is a real number which should
equal −ν in the AdS limit. As mentioned previously, the
physical grounds for such a term are presumably due to
the fact that the nonzero value of 〈O1〉 does not gap out
all the fermionic species in the dual field theory, similar
to what happens in the two-flavor superconducting (2SC)
phase of a quark-gluon plasma.
IV. CONCLUSIONS AND DISCUSSION
In this work we revisited the holographic supercon-
ductor and studied the intrinsic order parameter fluctua-
tions, including backreaction in the bulk geometry. Our
main results concern the intrinsic spectral functions be-
low the critical temperature, for which we have presented
a large-N version of the Ginzburg-Landau model, which
agrees with our numerical results in both the normal and
superfluid phases. The low-temperature behavior of the
spectral functions are reminiscent of a relativistic multi-
component superfluid in the universal regime of the BEC-
BCS crossover. In particular, due to the large-N limit,
the spectral functions only describe the transverse fluc-
tuations of the multi-component order parameter. Con-
sequently, only a Goldstone mode with a quadratic dis-
persion appears, and the Higgs mode and second-sound
mode are absent.
A natural question which arises after this work is its
relation and consistency with previous studies on this
matter. In Ref. [19], the order parameter fluctuations
of the normal phase have been modeled to the stan-
dard Ginzburg-Landau action for k = 0. We have seen
that this is indeed possible also for nonzero k within
the long-wavelength limit, since the large-N Ginzburg-
Landau model reduces to the standard Ginzburg-Landau
model in the normal phase. Furthermore, Refs. [16] and
[17] study the poles of the static correlation function of
the order parameter and find nontrivial poles in the com-
plex k-plane. Since the static correlation function always
has a pole at k = 0 as well, this does not contradict
the fact that we find no massive modes [40]. Finally,
in Refs. [18, 41] the quasinormal modes of the corre-
lation functions are studied within the probe limit. As
fluctuations of both the gauge field and the scalar field
are taken into account there, a linear mode resembling
the second-sound mode is found. Qualitatively, we in-
deed expect that including gauge field fluctuations leads
to a linear mode, because of the coupling between the
quadratic Goldstone mode we found above and the dif-
fusive mode in the fluctuations of the current Jµ dual
to the U(1) gauge field. Phenomenologically, the linear
mode can be obtained by realizing that these two modes
are coupled by a current-current interaction of the form
q(O∗∂µO)Jµ, which leads to the following effective toy
model for the order parameter correlation function after
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FIG. 15. The spectral function corresponding to the effective
toy model in Eq. (67). Here we have taken g = 0 in (a) and
g = 1 in (b), which shows the effect of integrating out the
diffusive hydrodynamic mode. Furthermore, in both figures
we have taken D = 1/4 and the zero-temperature values of a
and γ obtained from Fig. 12 .
integrating out the U(1) current fluctuations:
− i 〈O′∗O′〉−1 (ω,k) = aω+γ|k|2 +g2−ω2 + |k|2
ω + iD|k|2 . (67)
The first two terms on the right-hand side represent the
Goldstone mode in the intrinsic order parameter dynam-
ics. The last term gives the correction to the effective
action after integrating out the diffusive hydrodynamic
mode. Here we have introduced the coupling constant g
and the diffusion constant D. It follows from the form of
the coupling as discussed above that g is proportional to
q 〈O〉, which yields the correct dependence of the speed
of sound of the linear mode on the order parameter. Note
that we did not include the dissipative cone structure in
our toy model, because the terms in Eq. (67) capture all
the low-energy physics relevant in the argument we wish
to make here.
The resulting spectral function is shown in Fig. 15 ,
where it is clearly visible that the quadratic mode now
becomes linear in the long-wavelength limit. The corre-
sponding speed of sound following from Eq. (67) is
cs = Re
(
1√
1− a/g2
)
(68)
which indeed vanishes for g = 0 and is proportional to
q 〈O〉 near the critical temperature. Nevertheless, we
have argued that this is not the second-sound mode,
since it does not correspond to the phase of the con-
densate but rather to the Goldstone mode of the trans-
verse fluctuations of the multi-component order parame-
ter. It would be interesting to see whether this sound-like
mode, together with the first-sound mode, would indeed
show up in a computation of the fully backreacted spec-
tral functions. For this we would have to consider the
coupled system of order parameter, U(1) current and
energy-momentum fluctuations, which can be obtained
by including fluctuations of the gauge field and the met-
ric. However, in order to derive a local time-dependent
Ginzburg-Landau theory for the order parameter, as we
have done in this work, we must consider only the intrin-
sic dynamics of the order parameter. Hence we do not
couple to the other hydrodynamic degrees of freedom,
because when integrating out these degrees of freedom
the action becomes non-analytic in frequency and mo-
mentum space, as can be seen from the diffusive pole in
Eq. (67). As a consequence, it would not be possible to
use a gradient expansion for the action.
Appendix: Linearized equations of motion and
retarded Green’s function
Here, we demonstrate how to obtain the linearized
equations of motion and the retarded Green’s function
from the action expanded up to second order in the fluc-
tuations. As an example, we take the action considered
in this paper within the probe limit. This corresponds to
taking q → ∞ while keeping qφ and qAµ constant. The
metric then decouples from the scalar field and the gauge
field. Although this should only be a good approxima-
tion sufficiently close to the critical temperature, where
the backreaction of the scalar field is negligible, this only
serves as an example of how to calculate the full retarded
Green’s function. It should be clear (but tedious) how to
extend this to include the metric fluctuations.
Since we work in the probe limit, the relevant action
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to consider is given by
S =
∫
d5x
√−g
(
−1
4
F 2 − |Dφ|2 −m2|φ|2
)
−
∫
d4x
√−h∆−|φ|2. (A.1)
The last term is evaluated at the boundary r =∞, where
h is the determinant of the induced metric. This term
serves as a counterterm that renders the on-shell action
finite. Moreover, it is compatible with the identification
of φs in Eq. (11) as a source. Different boundary terms
are needed when working in alternative quantization or in
the canonical ensemble, where we fix the charge density
rather than the chemical potential on the boundary [14].
We proceed by expanding each term up to second order
in the fluctuations of the fields. Using Stokes theorem,
the second and third term in Eq. (A.1) yield the second-
order terms
S
(2)
KG = −
∫
d5x
√−g
{
Dµδφ(D
µδφ)∗ +m2δφ∗δφ
− q2δAµδAµ|φ|2
+ iqδAµ
[
δφ(Dµφ)∗ + φ(Dµδφ)∗
− φ∗Dµδφ− δφ∗Dµφ]}
=
∫
d5x
√−g
(
1
2
δφ∗D2δφ+ h.c. +m2δφ∗δφ
− q2δAµδAµ|φ|2
− {iqδAµ[(Dµφ)∗ − φ∗Dµ]δφ+ h.c.})
− 1
2
∫
d4x
√−hnµ (δφ∗Dµδφ+ h.c.)
=
1
2
∫
d5x
√−g
(
δφ∗D2δφ+ h.c. +m2δφ∗δφ
− 2q2δAµδAµ|φ|2
− {iqδφ[2(Dµφ)∗ + φ∗∇µ]δAµ
+ iqδAµ[(D
µφ)∗ − φ∗Dµ]δφ+ h.c.})
− 1
2
∫
d4x
√−hnµ (δφ∗Dµδφ− iqδAµφ∗δφ+ h.c.) .
Here we introduced the unit normal nµ = rδµr . The con-
tributions of the last term is
S
(2)
∂ = −
∫
d4x
√−h∆−δφ∗δφ.
Finally, the first term in Eq. (A.1) yields
S
(2)
M =−
1
4
∫
d5x
√−gδFµνδFµν
=− 1
2
∫
d5x
√−g∇µδAν (∇µδAν −∇νδAµ)
=
1
2
∫
d5x
√−gδAν (gµν−∇µ∇ν) δAµ
− 1
2
∫
d4x
√−hδAν (gµνnρ∇ρ − nµ∇ν) δAµ.
Here  ≡ ∇µ∇µ. Adding these contributions, we can
write the second-order terms of the action as the sum of
bulk and boundary terms: S(2) = S(2)bulk + S
(2)
bdy. Here,
S
(2)
bulk =
1
2
∫
d5x
√−g
×
(
δφ∗
(
D2 −m2) δφ+ h.c.
− {iqδAµ[(Dµφ)∗ − φ∗Dµ]δφ+ h.c.}
− {iqδφ[2(Dµφ)∗ + φ∗∇µ]δAµ + h.c.}
+ δAν [g
µν
(
− 2q2|φ|2)−∇µ∇ν ]δAµ),
(A.2)
where D2 ≡ DµDµ. We can simplify the above using the
radial gauge Ar = δAr = 0. Moreover, we note that up
to zeroth order, φ∗ = φ = φ(r), A = At(r)dt, and the
metric is given by the Ansatz in Eq. (3). This yields
S
(2)
bulk =
1
2
∫
d5x
√−g
×
{
δφ∗
(
D2 −m2) δφ+ h.c.
+ [δAa
(
2q2Aaφ+ iqφ∂a
)
δφ+ h.c.]
+ [δφ
(
2q2Aaφ− iqφ∂a) δAa + h.c.]
+ δAa
[
gaν
(
− 2q2φ2)−∇ν∇a]δAν},
(A.3)
where the Latin indices run over the coordinates t and x.
From S(2)bulk, we can then read off the linearized equations
of motion. Writing these in the form Eq. (23) yields
−
 D2 −m2 0 2q2Aνφ+ iqφ∂ν0 D∗2 −m2 2q2Aνφ− iqφ∂ν
2q2Aaφ+ iqφ∂a 2q2Aaφ− iqφ∂a gaν (− 2q2|φ|2)−∇ν∇a
 δφδφ∗
δAν
 = 0, (A.4)
from which we can read off the matrix operator G−1B that was introduced in Eq. (22). Here we defined D
∗
µ ≡
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∇µ+iqAµ. Writing the field fluctuations in Fourier space,
this indeed yields a coupled set of ordinary differential
equations.
From the off-diagonal elements in Eq. (A.4), it follows
that the equations decouple in the normal phase, since
then φ = 0 to zeroth order. The intrinsic dynamics are
then the same as the full dynamics. Moreover, it follows
that we can view the parameter qφ as an expansion pa-
rameter, in the sense that the intrinsic dynamics are a
good approximation for the full dynamics for small val-
ues of this parameter qφ. This corresponds to temper-
atures near the critical temperature. However, for the
full spectral functions of the theory, we in general can-
not ignore the gauge field fluctuations. Indeed, the off-
diagonal terms have important effects especially in the
long-wavelength limit, as can be seen in the toy model
presented in Section IV in Fig. 12. Nevertheless, as we
argued in this paper, the intrinsic dynamics of the order
parameter already allows us to extract important infor-
mation about the nature of the order parameter.
The boundary term is given by
S
(2)
bdy = −
1
2
∫
d4x
√−h
[
δφ∗ (nµDµ + ∆−) δφ+ h.c.
− iqnµδAµφ∗δφ+ h.c.
+ δAν (g
µνnρ∇ρ − nµ∇ν) δAµ
]
.
(A.5)
From this we can read off the expressions for the retarded
Green’s functions. Using the radial gauge and the fact
that nµ = rδµr , we have that nµDµ = r∂r and nµδAµ =
0. Inserting the expansions from Eq. (24) and neglecting
terms which vanish as r →∞, we obtain that
S
(2)
bdy =
1
2
1
(2pi)4
∫
d4k
[
2ν (δφ∗sδφv + h.c.)
+ 2ηabδAa(s)δAb(v)
]
. (A.6)
Writing this in the same form as in Eq. (26), we read off
the retarded Green’s function
GR =

2ν ∂δφv∂δφs 2ν
∂δφv
∂δφ∗s
2ν ∂δφv∂δAb(s)
2ν
∂δφ∗v
∂δφs
2ν
∂δφ∗v
∂δφ∗s
2ν
∂δφ∗v
∂δAb(s)
2ηac
∂δAc(v)
∂δφs
2ηac
∂δAc(v)
∂δφ∗s
2ηac
∂δAc(v)
∂δAb(s)
 . (A.7)
When taking these derivatives, all other sources are kept
constant, as explained in Subsection IIIA . Thus, each
column can be found from a solution which sources only
one of the field fluctuations on the boundary. The re-
sult is as expected, e.g., to obtain the two-point function〈
O′∗O′
〉
we take the variation of the vacuum expectation
value 〈O〉 to the source φs, as in Eq. (28). This is done
by using a particular solution to the linearized equations
of motion in Eq. (A.4), as also explained in Subsection
IIIA .
Notice that the coupling of the operators in the field
theory is due to the coupled linearized equations of mo-
tion in Eq. (A.4) in the bulk. If we wish to compute the
intrinsic dynamics of the order parameter, rather than
solving Eq. (A.4), we solve Eq. (31). Notice that in this
case this also means that δφ and δφ∗ are decoupled. This
is shown in the matrix in Eq. (A.4), where δφ and δφ∗ are
coupled not directly but only indirectly through δAa, so
that this coupling vanishes when considering the intrinsic
order parameter fluctuations.
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