Abstract
Introduction
Scientific research nowadays, implies collaborations on a global scale in which information and computing technology, play a vital role. These activities, which are popularly termed as e-science, are broadly used for large scale computation and experimentation.
A popular way of exploiting computing power for scientific research on a single site, is the utilisation of networks of computers as a single unified computing resource, called cluster computing. On those systems, the resource allocation to users and computation tasks is handled through batch queuing software such as PBSPro, Torque , LSF, SLURM [23] , OAR [5] .
Larger scale scientific research, linking geographically distributed computational resources, is achieved by technologies called computational grids or grid computing.
The project with the greatest visibility on grid computing is Globus [10] . This mainstream approach, provides a software infrastructure that enables applications to handle distributed heterogeneous computing resources as a single virtual machine. However, the installation, configuration, customization and maintenance of a system like Globus, is a rather complicated task and requires a highly skilled support team, which not a lot laboratories are willing to afford.
The opportunity of performing large computations at low-cost, motivated scientists to come up with another technological solution. This approach works through the exploitation of idle cycles of desktop PCs, known as voluntary computing or desktop grid [3] , [6] . Other alternative technologies, based on the idea of harvesting unutilised resources of multiple distinct administrative domains that want to share their resources, are provided by the projects OurGrid [7] and Condor [4] .
Under that context, this paper presents CIGRI [1] which is a simple, lightweight, scalable and fault tolerant grid computing approach. Its main contribution is that by working discreetly on the interconected clusters, it doesn't influence their normal functionality. This is achieved by utilising a transparent technique of harnessing the idle cluster resources for executing large-scale scientific computations. The platform supports only a specific type of applications, called bag-of-tasks, which represent a set of independent sequential tasks.
One of the major challenges of the various approaches that exploit idle resources on grids, lies in their volatility. A common solution to deal with the high volatility of the resources on this kind of grid approaches, is checkpointing. In case of node failure or resource demand by a local user, the interrupted running task can be restarted on a spare resource from the last checkpoint. In addition the checkpointing mechanism may help the faster execution of independent jobs and eventually contribute to the faster turnaround time.
In this paper, we explore the benefits of checkpointing as an optimisation feature, to the already existing faulttreatment mechanism of CIGRI system. By utilising the BLCR [13] hybrid user/kernel implementation of checkpoint/restart, we propose a user trasparent mechanism for the use of this functionality on CIGRI. Furthermore, guided from our experimentation results, we investigate the best strategy to take advantage of the checkpointing feature, for optimisation of the turnaround time of the total computation.
Our main interest lies in the large-scale deployment and experimentation of a grid system under real-life conditions. Hence, we present our experimentations of a grid system deployed upon the French nationwide grid platform Grid5000 [21] . Following that, we propose a real life experimental methodology, where the local cluster jobs are based on real traces of the DAS grid system [16] and the executed application is a real scientific Monte-Carlo type application [20] .
The remainder of this paper is organized as follows: Section 2 provides the Related work to our study; Section 3 gives a detailed description of CIGRI grid computing approach; Section 4 presents the implementation of the checkpointing functionality upon CIGRI platform; Section 5 describes our experimental methodology along with the performance evaluation; and finally section 6 provide the conclusion and the future work.
Related work
The worldwide research in Grid computing, has resulted in numerous different Grid packages and various approaches. Globus [10] toolkit, provides standardized services and capabilities to construct computational Grids. Most of research and commercialised projects on the grid that tend to evolve towards assurance and interoperablity with standards, are based on Globus toolkit. In this category we can find projects like Condor/G [11] which is a project that combines the security, resource discovery and resource access in grid environments as supported in Globus, with the computation management and harnessing of resources -on a single site-provided by Condor.
Beside the typical approach of grid computing, we have the "Global Computing" or "desktop grid" technology. This approach is based on the idea of harvesting the computing power (of individual desktop computers) going idle on the Internet. This technology, which is mostly used for bag of tasks applications, has become widely known by the project Seti@home. A later introduced project of the same team is BOINC [3] . This project aims to create a desktop grid computing infrastructure that can be used by several different desktop grid applications. On the same category, we find WaveGrid [24] which introduced the idea of migrating jobs on available cycles of hosts located in idle night-time zones, around the globe. This work, addresses the fast-turnaround scheduling problem through migration strategies in peer-based cycle sharing system.
The work presented on [19] proposes a transparent resource allocation strategy to harness idle cluster resources in Computational Grids. This is part of a known project called OurGrid [7] , which provides an open, free-tojoin, cooperative grid in which labs donate their idle computational resources in exchange for accessing other labs' idle resources. This project has to overcome security issues since it is based on the fact that there is no trust between the machine owners and the users that wish to use resources. In the same context, the "Flock of Condors" as presented on [4] , provides a similar platform, with the difference that there is a significant amount of trust between grid users and cluster owners, permitting lighter security measures. On the same time, in contrast to Ourgrid, this platfrom supports the execution of parrallel applications as well, CIGRI platform, shares similarities with the above 2 projects. As a matter of fact, the limited security measures and the support of simply bag-of-tasks applications, makes CIGRI the lighter and simpler solution of both.
CIGRI: An alternative grid computing approach for bag-of-tasks applications
Back in 2002 when the project CIMENT CIGRI began, scientists of different disciplines (environment, chemistry, physics, astrophysics, biology, mathematics,etc) wished to "mutualise" the computing power of their private laboratories cluster resources, so that they could effectuate larger scale computations. CIGRI project was born in this environment. The result, has been a simple lightweight system based on a modular architecture and high level components that facilitates the aggregation of the clusters' locally unutilized resources, for execution of bag of tasks applications.
CIGRI software has been in production and an active open-source research project since 2002 [1] . In one of the cases where it is utilised, its users can benefit of the power of 6 different clusters and a total of more than 700 proccessors of heterogeneous machines.
Lightweight grid and cluster utilisation policy
CIGRI software is based on the concept of lightweight grid, which are infrastructures that simplify the general problem of the grids.
This simplification generally goes through a certain homogeneity of services and administration procedures: by adopting the same services and configurations on all interconnected clusters.
Our main interest on CIGRI system, is to provide a platform that focuses on the research and development of specific problems that come along with the execution of tasks (scheduling, fault tolerance,...) on distributed grid environments. Our approach does not deal with critical problems inherent on computational grids like security, authentication mechanisms and resource location.
Another objective had been not to influence the normal functionality of the interconnected clusters on the CIGRI platform. In contrast to Globus and OurGrid approaches, no specific CIGRI software has to be installed on the clusters.
On the same time, the jobs submitted by CIGRI on the clusters, must not disturb the use of them by their local users. The idea is to use only the idle resources of the cluster. Thus our solution was to introduce the concept of best effort tasks on the batch scheduler. The jobs on this queue have the minimum 0 execution priority and are submitted only if there is a free resource. Moreover, if during the execution of those jobs the resource is requested by a local cluster user, the CIGRI "best-effort" job is killed by the local batch scheduler and CIGRI grid server is notified. As we will see on section 4, the fault-treatment mechanism takes the appropriate measures to resubmit the killed jobs and thus guarantee a successful completion of the calculation.
One other issue that emerged from the need of simplicity, had been the type of applications that are supported. Like both Desktop Grid technologies and OurGrid and in contrast with Globus and Condor, CIGRI currently supports only bag of tasks applications. The final challenge is to provide a platform that guarantees the complete execution of BoT applications in spite of the resources' volatility.
Global Architecture
CIGRI software is composed by a server which communicates with all the batch schedulers of the clusters. It works like a normal user, submitting minimum priority jobs on the best-effort queue of the batch schedulers. There is no specific CIGRI software installed on the clusters. Nevertheless, it just takes advantage of the classic system tools (ssh, bash, sudo, cat, ls, scp, tar...) and the NFS file system of the cluster. Currently CIGRI supports only the OAR batch scheduler which was also developed by the same team. The best-effort queue was introduced to OAR to support the integration with CIGRI.
High level componennts For the design of the system, we have chosen a modular architecture based upon two high level components. Those are the SQL database and the scripting language Perl. The recipe of high level components, has already been tested and validated on the case of batch scheduler OAR in [5] . Similarlly with OAR in CIGRI platform, the database is used to hold all the internal data and works as the only communication medium between the modules.
It is used to store information such as: the state of clusters' nodes, the state of submitted jobs, the various errors that can be obtained and logged, logging of all activities, information about the users, etc. The choice of a database as the central component, ensures the management of big amounts of information and guarantees the reliability of the platform.
(Modular Architecture) Modules and functionalities The central part of CIGRI is made of a collection of independent modules. Each of them is in charge of a specific task. Tasks such as jobs scheduling, jobs monitoring, results collecting, error logging are all handled by separate modules. They all interact with the system using the database. The whole system is managed by a central module which is in charge of calling the other modules to perform either regular tasks (such as monitoring) or on-demand tasks (such as submission). Figure 2 presents a picture of the several modules and describes their functionalities For the transfer of the necceasary data of the application from the grid server to the clusters, the specific Cluster Synchronizing module is responsible for automatic and transparent transfer of data to all the clusters that will take part on the computation. This module in cooperation with the Scheduling module, guarantees that tasks will start their execution on a specific cluster, only if the necessary data are completely transfered.
Another important functionality is the results' collection from the clusters, along with the cleaning of temporary files. A specially designed module, auxiliary to the system is responsible to periodically collect the result files and archive them on the grid server and on the same time erase them from the cluster. Hence, the user can collect the results of its computation on one centralised place and on the same time the cluster's storage resources are not overbooked by grid application data. Moreover, a web portal exists to monitor the jobs on the grid.
CIGRI Fault Treatment and Checkpoint/Restart Functionality
Computational grids provide an attractive platform for execution of complex computations. Nevertheless, due to their complicated characteristics (heterogeneity, complexity, distribution), they are more prone to failures than traditional computing platforms. There are many projects that try to address these technical challenges.
Medeiros et al. in [18] did a survey of failures in the grid environment and found out that for most of the grid users the greatest problem for recovering from a failure, is to diagnose it. Phoenix [15] , is a solution able to detect and possibly recover from failures in data intensive grid applications. It uses a "propabilistic" strategy to detect failures in file transfers and classify them into permanent and temporary. In the case of temporary errors, it tries to recover but in case of permanent it doesn't indicate actions to fix the system.
The project XtremWeb [6] is a desktop grid platform that provides fault-treatment mechanisms using the concept of concurrent RPCs. The platform works effectively also in the case of parallel applications. Condor batch system [22] provides fault tolerant mechanism through advanced checkpoint/restart library for BoT and parallel applications. Finally, the work presented on [17] proposes failure analysis techniques which are used on the BlueGene/L IBM prototype. The focus lies upon the filtering and preprocessing techniques, used to substantially compress the error logs. In that way, it can accurately provide the failure occurrences of the system. In CIGRI case, the faulttreatment mechanism approach is influenced by the last project.
CIGRI Fault Treatment
In Cigri fault treatment mechanism, the initial concern is to be able to locate, log and categorize the different errors that are possible to occur. A possible error is located by the mechanism and logged as an event type in the database, for further analysis. To facilitate the treatment of these events we decided to classify them into 4 different classes (depending on the treatment that they should have). Thus, we have errors that are relative to the Scheduler, the Clusters, the tasks submitted and finally to the bag of tasks.
In that way, every different module controls its own possible anomalies or errors by providing control checks and execution timeouts to its different commands. To ensure the platforms' reliability, the Fault Treatment mechanism provides automatic actions to be taken for every different category.
Nevertheless, there are types of events that can be automatically and transparently treated. This happens for example, in the case of the interference failures where the grid best-effort task is killed by the local cluster batch scheduler, so that the resource can be occupied, by a higher priority local cluster job. As a result, the Monitoring module detects that the job was killed and issues a specific event which is logged and treated by the Fault-Treatment module. Hence, the job is reentered on the bag of tasks to be submitted where it can be rescheduled. The rescheduling occurs when there are free resources on any of the clusters and the Scheduler chooses, in random, the specific task. This is the default fault treatment strategy called No Checkpoints.
Transparent Checkpoint/Restart and Scheduling techniques for turnaround time optimisation
Grid approaches like desktop grids, Condor, OurGrid and CIGRI platform suffer much more failures than those met on mainstream grid technologies. Apart from the volatility failures of the resources (network outages and machine crashes), the most common errors are the interference failures.
A widely used solution to cope with the high failure rate of the computing nodes is the technique of checkpoint/restart. There are two main types of checkpoint: application level and system level. The first ones are recognized as more time and space efficient, while the use of the system-level checkpoints can offer benefits like application transparency and preemption. Boinc and XtremWeb platforms use application level checkpoints. However, Condor and HPC4U [14] rely on system-level checkpoint. More specifically, Condor provides its own checkpoint/restart library while HPC4U cluster middleware system uses the BLCR [13] system-level implementation of checkpointing.
HPC4U [14] is a Grid-enabled cluster middleware system. Its fault tolerance mechanism is based on BLCR and a virtualization toolkit, to provide task migration on a cluster with different architecture. Nevertheless, the project deals with parallel applications as well. An interesting difference to our approach, is the fact that the checkpoint/restart mechanism is a feature provided by the cluster resource manager, while in CIGRI case, it is provided on the grid level. Another interesting work regarding sharing checkpoints to enhance turnaround time on grids, is presented in [8] . In contrast to our work, the former investigates only the case of application level checkpoints on institutional desktop grids and presents simulated results of their scheduling mechanisms.
Implementation of Checkpoint/Restart on CIGRI
The CIGRI checkpoint/restart functionality uses the BLCR [13] implemantation. BLCR is an hybrid kernel/user implementation of checkpoint/restart. It provides a robust open source implementation that checkpoints a wide range of applications, without requiring changes to be made to the application code.
One of the features provided, is the checkpoint periodicity option that can be chosen by the user. Thus, the job executed on the cluster, powered by the special BLCR commands, can checkpoint itself and the periodicity of the checkpoint procedure depends on the value provided by the user. The checkpoint file produced, is initially stored on a temporary directory and then moved on the NFS file system of the cluster. In this case, NFS facilitates a possible job migration on another homogeneous node of the same cluster. This strategy Periodic Checkpoints has the advantage that permits the application to be fault-tolerant in every kind of errors, but on the other hand system-level checkpoint implementations have the drawback of the big overhead. The checkpoint file can be large and the duration to checkpoint can also be big. Therefore, taking a big number of checkpoints on jobs that finally are not killed, can be a big waste of time, crucial for the final turnaround time of the whole computation.
Hence, a second option for checkpoint strategy is proposed, which provides fault-tolerance by placing more emphasis on the final turnaround time of the computation. This strategy Triggered Checkpoints addresses only the interference failures, which under normal conditions on this context, are the most common. In this kind of failures the batch scheduler kills immidiately the besteffort job and gives the resources to the higher priority job. Our proposal is to add to the batch scheduler the capability of "triggering" the specific "to be killed" job, so that it can checkpoint itself, just before it "dies". Following this approach, we ensure that every checkpoint taken, will worth the overhead. The "grace" time delay that the batch scheduler should wait for the checkpoint procedure, has been one of the great challenges of this method. A study is underway to investigate the relevance among the size of the checkpoint file, the duration of the checkpoint procedure and the "grace" time delay that the batch scheduler worths waiting before it "kills" the job.
In both checkpoint strategies, the checkpointed task to be rescheduled is treated in priority regarding all the normal tasks of the bag of tasks. Finally, it has to be noted that the use of BLCR checkpoint/restart implementation, even if it is applied on a big range of applications kernels and architectures, it has limitations. For example applications using TCP/UDP sockets, open file locks , asynchronous I/O, cannot currently be checkpointed using BLCR implementation.
Experimental Methodology
Our main interest is the large-scale deployment and experimentation of a grid system under real-life conditions. We have constructed real-life experimentations of the CIGRI lightweight grid system deployed upon the French nationwide grid platform Grid5000 . [21] .
Feitelson on [9] discusses the importance of experimentation and reproducibility on computer science and how it can lead to interesting research results. He analyses that an experiment should be able to be reproducible so as to allow others to repeat a study in order to verify, refine and extend it.
Following this vision, the experiments presented in this paper are reproducible. To our knowledge, this is one of the first studies of real-life large-scale repdroducible experimental methodology for research on fault tolerance and scheduling for grid technologies. Of course the method of simulation, due to its simplicity and its low cost is the main experimental method for algorithm research and evaluation, along with the refinement of the scheduling techniques. But on the same time, direct reproducible experimentation can provide the means to really experiment with the platform, validate the algorithm choices and find the platforms' weaknesses and limitations under reallife conditions and scenarios (local clusters workloads, executed applications, etc).
For our experiments the real-life scenarios consist, on the one hand of local cluster workloads based on the traces of the DAS2 grid platform [16] and on the other hand of the grid bag-of-tasks submitted application for an astrophysics benchmark on Monte-Carlo transfer code [20] .
Deploying a lightweight grid upon Grid5000 platform
Grid5000 [21] is a large-scale distributed platform that can be easily controlled, reconfigured and monitored. It provides a real-life experimental grid research tool dedicated on computer science. The main advantage of Grid5000 is its degree of reconfigurability. This functionality, allows researchers to deploy and install the exact software environment they need for their experiments, making the platform the ideal tool for real-life experimentation.
The reconfiguration mechanism, which is based on a specific tool, Kadeploy [12] , allows the deployment of the constructed environment on the number of nodes that are requested for the experiments. Taking advantage of this capability, a user can very easily deploy his own cluster or grid upon the Grid5000 platform.
Grid5000 is composed of 9 sites from 1 to 4 clusters each and various architectures. Since the choice of our experiments infrastructure has to be identical to this of DAS2 (DUAL CPU nodes) grid platform, we have chosen a site with DUAL CPU nodes (one core) Opteron architecture on 2.0GHz or 2.4GHz and 2GB of memory. In more detail DAS2 grid platform [16] is consisted of 4 clusters of 32 computing nodes each and 1 cluster of 72 nodes. In our experiments we deploy a grid, identical to DAS2 grid platform, using the nodes of one Grid5000 cluster (the GDX cluster at Orsay). For the needs of the experiment we deploy: 132(= 32 x 4 + 4) similar nodes (Opteron 2.0GHz) to represent the 4 clusters (of 32nodes) along with their 4 cluster batch scheduler servers; and 74(= 72 + 1 + 1) similar nodes (Opteron 2.4GHz) to represent the 1 cluster (of 72 nodes), its batch scheduler server and finally one more node to be used as the CIGRI grid Server. The complete description of the experiments and the procedure for reproducing them in Grid5000, can be found in 1
Cluster Local Workload and Traces study
The real-life experiments proposed, are driven by traces which represent the local cluster workload and have been obtained by the DAS2 grid platform.
On [16] the authors present a comprehensive characterization of the multi-cluster supercomputer (DAS2) workload. The traces obtained, are written on the standard workload format [2] (swf) and represent twelve month workloads on the 5 clusters in the year 2003.
Our initial concern was how we could choose specific parts of the workload traces that we could use on our experiments. The criterion for that, was decided to be the percentage of the used resources in relevance to the total amount of them throughout the grid, for a specific duration. This choice allows us to experiment the functionality of CIGRI under various conditions (ex. high cluster user load 80% or low cluster user load 15%). The jobs submitted, even if they have the real features (allocated procs, launch time, end time , duration, ...) of workload of the DAS2 grid platform, they don't effectuate a real computation. They just occupy the resources for a specific time (sleep jobs), but on the same time provide our experiments with the interference failures that are needed for the observation of the real-life of CIGRI lightweight grid approach.
Grid submitted bag-of-tasks application
In contrast with the local cluster jobs which don't make real calculations, the grid submitted application performs valuable computations. In more detail, the bagof-tasks application submitted to the grid through CIGRI is a benchmark of a 3D radiative transfer code based on Monte-Carlo method, called MCFOST [20] . This benchmark is currently applied on objects with opacities of high orders of magnitude. This is a rather complex and delicate computation, where the codes have to be compared on real conditions. Our real-life experimentation was an ideal tool for the computation of this benchmark. Moreover, as the executed application is multi-process the checkpoint mechanism had to specifically support this feature. Fortunately, BLCR imlementation has recently included this support. The results' obtained and relevant to this astrophysics computation, will be published in a paper of the specific field. Concerning the results presented on section 5.4 we submitted 30000 tasks of 45min of computation each (on one Opteron CPU 2.0Gz, 2GB of memory) on every different experimentation. Since our experimentation lasts 5 hours, the goal is to successfully execute as many tasks as possible.
Performance Evaluation
The purpose of the experiments presented has been the testing of the new checkpoint/restart feature as a faulttolerance mechanism and an optimisation method of the overall turnaround time of the computation of a bag of task application. In more detail, our experiments are driven by a big number of parameters and conditions that can be selected before the start of the experiments. The "grace" delay time of the batch scheduler, discussed on Section 4.3, for the Triggered Checkpoints strategy was chosen to be 4sec.
Since the cost of real-life experimentation is high, we initially constructed small scale versions of the experiments, so we could better understand the function of the checkpoint feature and observe the differences between the strategies. Hence, we experimented with a grid that contains one 32nodes cluster and was driven by a 5hours part of a DAS2 trace. Figure 3 and table 5.4 present 3 experiments each representing a different strategy Triggered Checkpoints, Periodic Checkpoints and No Checkpoints (default) for grid fault-tolerance. The experiments were driven by the same trace representing 40% local cluster utilisation and the checkpoint periodicity for the Periodic Checkpoints strategy is 20min.
In figure 3 , the y-axis represents the jobs execution time multiplied by the occupied resources. For example on a 64CPU cluster, occupied for 5hours, the maximum usage can be 1152000 CPUxsec. The line is the difference between the maximum cluster utilisation potential minus the local cluster usage, thus represents the maximum utilisation that can be effectuated by the grid users. The first bar on each strategy represents the total execution time of the grid besteffort jobs on the cluster. The big gap between the edge of the bar and the line, on the second experiment, shows a very low efficiency in exploiting the cluster idle resources. The reason is the big checkpoint overhead along with the big number of useless periodic checkpoints.
The bars "Fail.NotValuable" and "Fail.Valuable" represent the cluster utilisation of jobs that were failed due to interference by a higher-priority local cluster job.
In the case of checkpoint strategies, this cluster utilisation is valuable if the job is restarted from a checkpoint and finally arrives to termination. In case of a checkpoint error or inexistance or of simple use of default strategy without checkpoints, the same cluster utilisation is not valuable. Indeed, on the default fault-treatment mechanism, once the job is killed the already produced work is completely useless. Hence, it is interesting to see on figure 3 figure 4 and table 2 present a large-scale experimentation of the CIGRI grid platform, exploiting the resources of 5 clusters, which are driven by the DAS2 grid platform traces. The two graphs of the figure represent the grid utilisation of two different fault-tolerant strategies for the same parameters and conditions (5hours of experimentation, 60% local cluster grid workload,...). Table  2 represent the numerical results of the same experiments. It is interesting to see that the grid utilisation of the Terminated jobs is less on the Triggered checkpoints than the No checkpoints strategy. This is due to the fact that, in the case of the checkpointing strategy, a job restarted from a checkpoint takes less time to terminate its execution than a normal uncheckpointed job. As a matter of fact the grid utilisation of those checkpointed jobs, that were restarted and 'Terminated' successfully, is represented by the "Fail. figure 4 . Hence, the result is a larger number of Terminated jobs for the Triggered checkpoints strategy, for the same period of experimentation time (5hours).
Obviously, the gain regarding our expectations, is marginal. Nevertheless, the explanation lies partly on the really large number of 'Error' state jobs observed on all our experiments with checkpointing strategies. Indeed, the tasks of the specific astrophysical application sometimes could result into Segmentation Fault, but the probability of this Segmentation Fault becomes higher if the job is checkpointed and then restarted using BLCR. This bug is currently under investigation. Finally, for our future experimentations we are considering not only various scenarios but different applications as well.
Conclusion
This paper presented the CIGRI lightweight grid computing approach which provides a transparent technique of harnessing the computing power of idle cluster resources for the execution of bag-of-tasks applications. Based on a simple modular architecture and high level components, it does not interfere to the normal functionality of the interconnected clusters. Interested on scheduling and fault-tolerance issues for bag of tasks applications, we have implemented a checkpoint/restart feature to optimise the fault-treatment mechanism of the platform.
We discuss the value of direct experimentation and we present a real-life experimental methodology that was used as a tool for observation, development and performance evaluation of the CIGRI grid platform. The experimental results validate our approach and in the same time provided valuable computations for a Monte-Carlo astrophysics benchmark. The complexity and high cost of the large scale real-life experimentation on grid technologies made the construction and use of our experimental methodology, a rather difficult task. We are currently investigating cheaper and 'energy efficient' techniques of direct largescale experimentation.
Nevertheless, apart from the observation and evaluation of our grid platform it can be used for other grid platforms' experimentations and even performance comparison among them. Hence another goal is to effectuate performance comparison and evaluation of CIGRI, Condor-G and OurGrid platforms.
Concerning future work for CIGRI platform, studies are under way for the support of parallel jobs. Another perspective, is to compare the current besteffort option with the 'suspend/resume' technique: In case of interference failure, instead of killing the grid task the batch scheduler could just 'suspend' it and 'resume' it when free resources are again available. Furthermore, a checkpoint strategy providing means for cluster migration, has already been implemented and is currently under evaluation.
