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第 1章 序論
1.1 本研究の背景と目的
現在マルチプロセッサアーキテクチャはハイパフォーマンスコンピュータをはじ
めエントリーレベルサーバー，デスクトップワークステーション，ゲーム機等で幅
広く利用されるようになっている．そのようなマルチプロセッサシステムの実効性
能やユーザーの使い易さを向上させるには，高性能の自動並列化コンパイラが重要
である．自動並列化コンパイラの研究は従来から行なわれておりイリノイ大学の
Polarisコンパイラ [EHP98]はシンボリック解析，Array Privatization[TP93]，実
行時データ依存解析，レンジテスト [BE94]，インタープロシージャ解析 [HP00]な
どのような依存解析手法を用いたループ並列化，またスタンフォ ドー大学の SUIF
コンパイラ [HAA+96]はインタープロシージャ解析 [HMA+95]を用いたループ並
列処理，ユニモジュラ変換およびアフィンパーティショニング等を用いたデータ
ローカリティ最適化を考慮したループ並列処理を研究している [LLL01]．
しかし，マルチプロセッサシステムの最高性能と実効性能の差は拡大しており，
今後実効性能を向上させるためには，従来のループ並列化に加えループ間やサブ
ルーチン間といった粗粒度タスクレベルの並列性や，基本ブロック内での命令・ス
テートメント間の近細粗粒度並列性などの複数レベルの並列性を利用することが
重要である．カタルーニャ大学のNANOSコンパイラは，拡張したOpenMP API
によって粗粒度タスク並列性を含むマルチレベル並列性を抽出しようとしている
[MAN
+
99, GMO
+
00]．また，PROMISコンパイラはフロントエンドとバックエン
ドで共通の中間表現を用いてループ並列性と命令レベル並列性を統合しようとして
いる [BNNP97, SSP99]．早稲田大学のOSCARコンパイラはループ並列性に加え，
ループ，サブルーチンなどの粗粒度タスク間の並列性や，ステートメント間の並
列性を利用するマルチグレイン並列処理を提案している [K+91, 本多 90, 笠原 01]．
一方，近年のプロセッサの速度向上はメモリとの速度差を増大させ，メモリアク
セスレイテンシーがコンピュータの性能向上の大きなボトルネックとなっている．
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1.1. 本研究の背景と目的
このような問題を解決するために，現在のコンピュータシステムではプロセッサ
毎に持つ小容量で高速な分散メモリから大容量の共有メモリと階層的なメモリ構
成を取っている．たとえば，ハイエンドサーバーである IBM pSeries 690は 64KB
の L1キャッシュ，1440KBの L2キャッシュ，32MBの L3キャッシュおよび全プロ
セッサで共有される最大 512GBの主記憶を備えている．このような階層的なメモ
リサブシステムの有効利用は性能向上に欠かすことができないものとなっている．
キャッシュ最適化に関する研究は従来より多く行われており，ループインター
チェンジやループ融合，タイリングなどのループリストラクチャリングやデータ
レイアウトを変換などのコンパイラによるキャッシュ最適化やオペレーティングシ
ステムの物理/論理ページ変換を改良することによってキャッシュ利用効率を向上
させる手法や追加ハ ドーウェアを用いてキャッシュミスを削減する手法などが研究
されている [Lam94, KH92, BLRC94]．
以上のような背景を踏まえて，本研究では，
(1) マルチグレイン自動並列化コンパイラによる粗粒度タスク並列処理における
キャッシュ最適化手法について検討する．
(2) 従来のコンパイラによるデータレイアウト変換は，単一ループもしくはルー
プ融合後のループを対象としているのに対し，本キャッシュ最適化手法では，
粗粒度タスク並列処理において複数ループ間のデータ依存を解析し，各ルー
プでアクセスするデータサイズがキャッシュサイズにフィットし，データ依
存する分割後の小ループ間でのデータ授受がキャッシュを介して行われるよ
うに，それらのループを整合して分割する整合分割手法 [吉田 94]を用いて
データ分割を行い，分割ループの中で大量の共有データを持つループを粗粒
度タスクスケジューリングによって同一プロセッサ上で連続実行することよ
り，オリジナルプログラム中で離れた位置にある複数ループ間でのグローバ
ルなキャッシュ最適化を行う．
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(3) 配列間パディングを用いることにより，連続実行される粗粒度タスクによっ
てアクセスされる配列間のデータレイアウトを変換することで，複数ループ
にわたりキャッシュラインコンフリクトを削減する手法を検討する．
を目的とする．
1.2 本論文の概要
本論文の第 2章以降の概要を以下に述べる．
第 2章「マルチグレイン並列処理」では，本研究の基本要素であるマルチグレイ
ン並列処理手法について述べる．マルチグレイン並列処理では従来のループ並列
処理に加えて，ループ間やサブルーチン間といった粗粒度レベルの並列性を利用す
る粗粒度タスク並列処理や，基本ブロック内でのステートメント間の並列性を利用
する近細粒度並列処理を用いることで，プログラムから最大限の並列性を引き出
す．本章ではマルチグレイン並列処理のコンパイル手法，粗粒度タスクスケジュー
リング手法および主記憶共有型マルチプロセッサ用の標準APIであるOpenMPを
用いた実現手法について述べる．
第 3章「データローカライゼーションを用いたキャッシュ最適化」では，データ
ローカライゼーション手法を用いて主記憶共有型マルチプロセッサのキャッシュ利
用効率を高め粗粒度タスク並列処理の性能を向上させる手法について述べる．デー
タローカライゼーション手法では，キャッシュサイズを超える大きなデータにアク
セスする複数のループに対して，ループ間のイタレーション間データ依存を解析後
ループ整合分割を用いて小ループに分割する．分割されたループのうち同一デー
タにアクセスする複数のループは，データローカライザブルグループと呼ぶタス
ク（ループ）集合にグループ化される．データローカライザブルグループはキャッ
シュを用いて高速にデータ転送を行うことが可能なループ集合を表し，ひとつの
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1.2. 本論文の概要
データローカライザブルグループ内のループによってアクセスされる総データ量
がキャッシュサイズ以下となるようにループ分割が行われる．さらに粗粒度タス
クスケジューリングでは，粗粒度タスク間の並列性を考慮しながら，同一データ
ローカライザブルグループに属するループが可能な限り同一プロセッサ上で連続
的に実行されるように拡張されたスケジューリングが行われる．このようにループ
分割と連続実行を組み合わせることにより，複数のループにわたりデータをキャッ
シュから追い出される前に再利用することを可能とすることで，キャッシュのキャ
パシティミスを削減し，粗粒度タスク並列処理の性能を向上させる．従来研究の
コンパイラによるキャッシュ最適化手法は主に単一ループや融合されたループを対
象としているのに対して，本手法では異なる複数のループ間のキャッシュ最適化手
法を行うことで更なる性能向上を可能としている．SPEC CFP95ベンチマークの
tomcatvを用いた性能評価では，IBM RS/6000 44p-270（4プロセッサ）上で IBM
XL FORTRAN Compiler version 7.1の最高性能は 4プロセッサ使用時に 40秒で
あったのに対して，本手法を用いた場合の最高性能は 4プロセッサ使用時で 20秒
であり，1.9倍の性能向上が得られた．また，IBM pSeries 690（24プロセッサ）上
では XL FORTRAN Compiler version 8.1の最高性能が 4プロセッサ使用時の 19
秒であったのに対して，本手法を適用した場合は 24プロセッサ使用時の 3.2秒で
あり，6.1倍の性能向上が得られ本手法の有効性が確かめられた．
第 4章「コンフリクトミス削減のためのデータレイアウト変換」では，キャッ
シュミスの中でも特に問題となるコンフリクトミスを削減するためのデータレイ
アウト変換手法について述べる．現在のコンピュータでは一般にデータはダイレク
トマップ方式，セットアソシタティブ方式等によってキャッシュ上の特定の位置に
格納されるため，キャッシュ上の同一位置に格納されるデータは，お互いにキャッ
シュ上から追い出しあうことになる．このようなコンフリクトミスは処理性能低
下の大きな原因の一つで，この削減がキャッシュ最適化では重要となる．本手法
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では，まずデータローカライゼーション手法により連続実行されるループによっ
てアクセスされる配列間のコンフリクトミスをコンパイル時に推定し，それらの
配列の大きさを変更する配列間パディング手法を用いることによって，各配列が
キャッシュ上の異なる位置に格納されるようにデータレイアウトを変更する．デー
タローカライゼーション手法ではループ分割によりデータサイズがキャッシュサイ
ズ以下となっているため，データレイアウトを適切に変更することにより，連続
実行されるループ間でのコンフリクトミスを削減することができ，キャッシュを
最大限に利用することが可能になる．4MBのダイレクトマップ L2キャッシュを持
つ Sun Ultra 80上での性能評価では，ページ変換方式として Ultra 80の最高性能
が得られた Hashed VAを用いた場合では，Sun Forte 7.0コンパイラの自動並列
化を行った SPEC CFP95の tomcatvの最小処理時間は 98秒であったのに対して，
本手法を用いた場合は 19秒であり 5.2倍の性能向上が得られた．同様に swimで
は 61秒から 11秒へ 5.4倍，hydro2dでは 77秒から 31秒へ 2.5倍，turb3dでは 66
秒から 55秒へ 1.2倍の性能向上が得られた．同様に 4MB の 4-way セットアソシ
アティブキャッシュである IBM RS/6000 44p-270 上でも最高性能を示した Page
Coloring上での比較では，tomcatvでは XLFコンパイラの自動並列化では最小処
理時間は 69秒であるのに対して本手法を用いた場合は 14秒になり 3.4倍，swim
では 43秒から 8.0秒へ 5.3倍，hydro2dでは 57秒から 17秒へ 3.3倍，turb3dでは
27秒から 25秒へ 1.1倍の性能向上がえられた．また，1440KBの 8-wayセットアソ
シアティブキャッシュを持つ 24プロセッササーバー IBM pSeries690 regatta 上で
は，Bin Hoppoingのみがサポートされているが，tomcatvで IBM XL FORTRAN
Compiler version 8.1 の最小処理時間が 19 秒であるのに対して本手法では 3.0秒
と 6.5倍，swimでは 9.2秒から 1.2秒へ 7.5倍，hydro2dでは 21秒から 3.0秒へ 7.1
倍，turb3dでは 9.6秒から 3.0秒へ 3.2倍の性能向上が得られることが示された．
第 5章「結論」では，本研究により得られた成果と今後の課題について述べる．
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2.1 まえがき
本章では，マルチプロセッサシステムの実効性能を向上させるために，従来か
ら利用されてきたループ並列性と，これ以外の並列性を併用するマルチグレイン
並列処理手法について説明する．
マルチグレイン並列処理 [K+91, 岡本 94, KOY+97]は，プログラムを，基本ブ
ロック・サブルーチンブロック・繰り返しブロックの 3種類のマクロタスクに分割
し，これらのブロック間の並列性を利用する粗粒度並列性 [K+91, 本多 90,岡本 94,
KOY
+
97, 笠原 01] ，ループイタレーション間の並列性を利用する従来のループ並
列性，基本ブロック内のステートメント間の近細粒度並列性 [KHN90, 木村 01] を
併用することにより，これまで利用されていなかったプログラム中の潜在的な並
列性を利用する並列処理手法である．本論文では，評価を行うマルチプロセッサ
システムとして，市販の共有メモリ型マルチプロセッサシステムを利用するため，
低コストなプロセッサ間データ通信機構が必要な近細粒度並列性は用いず，粗粒
度並列性とループ並列性を用いたマルチグレイン並列処理を行う．しかし，近い
将来チップマルチプロセッサシステムなどの低コストなデータ通信を可能とする
アーキテクチャが普及すれば，この近細粒度並列性も併用することで，より多く
の並列性を利用することができると考えられる．
2.2 マルチグレイン並列処理
マルチグレイン並列処理は，以下のような流れで実現される．
(1) マクロタスク生成
(2) マクロフローグラフ・マクロタスクグラフ生成
(3) マクロタスクスケジューリング
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RB
SB
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RB
SB
BPA
RB
SB
BPA
RB
SB
BPA
RB
SB
図 2.1: 階層的マクロタスク定義
本節では，これらの手順について説明する．
2.2.1 マクロタスク生成
粗粒度タスク並列処理では，逐次処理用プログラムを基本ブロックまたはその
融合ブロックである BPA（Block of Pseudo Assignments），繰り返し（ループ）
ブロックRB（Repetition Block），サブルーチンブロック SB（Subroutine Block）
の 3種類の粗粒度マクロタスク（MT）に分割する．並列処理ができないRBやイ
ンライン展開が効果的に適用できない SBに対しては，必要に応じそのボディ部を
階層的に粗粒度タスク分割し，プログラム全域の階層的な並列性をを抽出する．
図 2.1に，マクロタスクの階層的定義の模式図を示す．図 2.1は，まずプログラ
ムのMainルーチン，すなわち第 1階層を 3種類のマクロタスクに分割し，マクロ
タスクの種類に応じて，第 2階層，第 3階層と階層的にマクロタスク分割する様
子を示している．
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(b) Macro Task Graph (MTG)(a) Macro Flow Graph (MFG)
図 2.2: マクロフローグラフとマクロタスクグラフ
2.2.2 マクロフローグラフ・マクロタスクグラフ生成
次に，生成された各階層のマクロタスク間の制御フロー，データフローを解析
し，図 2.2(a)に示すようなマクロフローグラフ（Macro Flow Graph，MFG）を各
階層ごとに生成する．マクロフローグラフ中，ノードはマクロタスク，ノード中
の番号はマクロタスク番号，ノード内の小円は条件分岐ノードノ ドー間の実線は
データフロー，点線は制御フローをそれぞれ表す．
このマクロフローグラフは，マクロタスク間の制御フロー，データフローを表
すだけであり，マクロタスク間の並列性を表してはいない．ここで，各マクロタ
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図 2.3: 階層的マクロタスクグラフの例
スクに対して最早実行可能条件解析を適用することによって，図 2.2(b)に示すよ
うなマクロタスクグラフ（Macro Task Graph，MTG）を生成する．マクロタスク
グラフでは，ノード，ノード中の番号，ノード中の小円はマクロフローグラフ同
様，マクロタスクと条件分岐を表しているが，ノード間の実線はデータ依存，点
線は拡張された制御依存を表している．拡張された制御依存とは，通常の制御依
存の他に，マクロタスクの非実行確定条件を含んでいることを表している．また，
実線アーク（弧）は，アークが束ねるエッジが AND関係にあり，点線アークは束
ねるエッジが OR関係にあることを表している．このマクロタスクグラフは，マ
クロタスク間の粗粒度並列性を直接表現したグラフとなっている．
例えば，図 2.2中のマクロタスク 6の最早実行可能条件は，「条件分岐MT2が
MT4に分岐することが決定するか，MT3の実行が終了」という条件になる．
第 2.2.1節で述べたように，マクロタスクが並列処理困難な繰り返しブロックや
インライン展開が効果的に適用できないサブルーチンブロックである場合は，そ
のボディ部で階層的にマクロタスクを定義する．この場合は，マクロタスクグラ
フも階層構成をとることになる．図 2.3に階層的マクロタスクグラフの例を示す．
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8PEProgram
1st layer
2nd layer
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(1PE)(1PE)(1PE)(1PE)
PG0−0 PG0−1 PG0−2 PG0−3
PG1−1−0 PG1−1−1
図 2.4: プロセッサグループとプロセッサエレメント
図 2.3は，3つのマクロタスクから構成される第 1階層の繰り返しブロックおよび
サブルーチンブロックのボディ部からMTG
1
，MTG
2
の第 2階層が生成され，さ
らにMTG
1 1
，MTG
2 2
の第 3階層が階層的に生成された例である．
2.2.3 マクロタスクスケジューリング
マルチグレイン並列処理における粗粒度タスク並列処理では，複数のプロセッ
サエレメント（PE）をソフトウェア的にグループ化して 1つのプロセッサグルー
プ（PG）と定義し，この PGに MTG内のMTを割り当てる． 割り当てられた
MT内で更にMTGが定義されている場合は，プログラム中の階層的MTGの並列
性を有効に利用するため，内部MTGの並列性に応じて PG内の PEを階層的にグ
ループ化する．
もし，プロセッサを階層的にグループ化しなければ，図 2.3に示すような階層
的MTGの場合，第 1階層（図中，1st layer）の粗粒度タスク並列性は利用できる
が，第 2階層（2nd layer）に示すような下位階層の粗粒度タスク並列性は利用で
きない．図 2.3のMTG
2
内のMT2-2,2-3をループ並列処理不可能な RBと仮定す
ると，下位階層であるMTG
2
内の粗粒度タスク並列性を利用しない場合，MT2-1，
MT2-2，MT2-3の順に 1PG上で実行されるが，MT2-2，MT2-3間の粗粒度タス
ク並列性を利用する場合，MT2-1を実行後，MT2-2とMT2-3を 2PGを用いて同
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時に実行することができる．したがって，プロセッサに階層構造を持たせた階層
的粗粒度タスク並列処理では，単階層のみの粗粒度タスク並列処理よりも多くの
プロセッサを有効に利用することができ，プログラムの処理時間も短縮すること
ができる．
例えば図2.3に示す階層的MTGの場合，プロセッサは図2.4に示すようにソフト
ウェア的に階層的PGにグループ化され，割り当てられたMTを実行する．図 2.4
の第 1階層（図中，1st layer）は，利用可能な 8プロセッサを，4PEを持つ PG0，
PG1の 2PGにグループ化した場合を表している．また第 2階層（2nd layer）は，
PG0内の 4PEはそれぞれ 1PEを持つPG0-0PG0-3の 4PGへ，PG1内の 4PEは
それぞれ 2PEを持つPG1-0，PG1-1の 2PGに階層的にグループ化される場合を表
している．また PG1-1は，さらにそれぞれ 1PEを持つPG1-1-0，PG1-1-1の 2PG
に階層的に分割された場合を示している．
マクロタスクの割り当て手法として，マクロタスクグラフがデータ依存のみか
ら構成される場合はコンパイル時のスタティックスケジューリング，条件分岐など
の実行時不確定性を含む場合は実行時のダイナミックスケジューリングが適用さ
れる．ダイナミックスケジューリングには，1つのスケジューリング専用プロセッ
サを用いる集中型と，マクロタスクコ ドーの実行とスケジューリングを全プロセッ
サが協調して行う分散型があり，実行するターゲットシステムのプロセッサ数や
データ通信オーバヘッドなどの各パラメータに応じて適切な手法を選択する必要
がある．
2.3 OpenMPによるコ ドー生成
OSCARコンパイラは複数のバックエンドを持ち，OSCARタイプ分散/共有メ
モリシングルチップマルチプロセッサ [KK99]，UltraSparc-II，MPI-2などのター
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ゲット用にコード生成を行うことができる．本論文では，SMP上での並列化標準
APIであるOpenMP[ope, DM98]を用いてコード生成を行なうことで，ポータビ
リティの高い粗粒度タスク並列処理を実現した．本節では，OpenMP を用いた粗
粒度タスク並列処理の実現手法 [KOI00, 笠原 01]について述べる．
OSCARコンパイラによって生成されたOpenMP FORTRANでは，プログラム
開始時に，PARALLEL SECTIONSディレクティブを用いて，一度だけプロセッ
サ台数分のスレッドを生成する．本実現方式では，スレッドの fork/joinは 1度し
か行わないため，スレッド生成のオーバーヘッドは低く抑えられる．
各 OpenMP セクションには，各階層毎に適用されるスケジューリング方式にし
たがって，ダイナミックスケジューリング時にはマクロタスクコ ドーとスケジュー
リングコ ドーが，またスタティックスケジューリング時にはマクロタスクコ ドーと
同期コードがコンパイラにより生成される．以下に例を用いて，各スケジューリ
ング方式を適用した場合のコード生成法について述べる．
2.3.1 スタティックスケジューリング
プログラムから図 2.5に示すようなマクロタスクグラフが得られた場合に，8プ
ロセッサで粗粒度タスク並列処理を実現する OpenMP FORTRANプログラムの
コードイメージの例を図 2.6に示す．
この例では，プログラム開始時に 8プロセッサに対応して 8スレッドが forkさ
れる．図 2.5の第 1階層（プログラム全体）の内部にはマクロタスク 1 1，1 2，1 3
が定義されている．図 2.6は，この第 1階層に対して，生成された 8スレッドを 4
スレッドずつにグループ化して，スタティックスケジューリングを適用した場合の
コードイメージを示している．スレッドグループは複数のプロセッサエレメント
から構成されたプロセッサクラスタに相当し，このグループ単位でマクロタスク
の割り当て，実行が行われる．スタティックスケジューリングを適用した場合，コ
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ンパイラは各 OpenMP セクションに対して，スケジューリング結果に従い異なっ
たコ ドーを生成する．この例では，コンパイラのスタティックスケジューリングに
よりスレッド 0からスレッド 3のグループ 0にマクロタスク 1 1，1 3が，スレッ
ド 4からスレッド 7のグループ 1にマクロタスク 1 2が割り当てられており，各ス
レッドに対応するOpenMPセクションには，割り当てられたマクロタスクのコー
ドが，図に示すように生成される．
2.3.2 集中ダイナミックスケジューリング
サブルーチンブロックであるマクロタスク 1 2（SB）の内部に，図 2.5に示すよ
うに第 2階層 1（図中 2nd Layer1）が定義され，サブマクロタスク 1 2 1から 1 2 6
が生成されたとする．図 2.6はこの第 2階層 1に集中ダイナミックスケジューリン
グを適用し，マクロタスク 1 2を割り当てられたスレッドグループ 1内の 4スレッ
ドによって粗粒度タスク並列処理を階層的に行う場合のコードイメージを示して
いる．集中スケジューリングの場合，一つのスレッドがスケジューラとして働き，
そのスレッドはマクロタスクの実行は行なわず，その他のスレッドへのマクロタス
クの割り当てのみを行なう．したがって，集中スケジューラとなるスレッドのセク
ションにはスケジューリングルーチンが生成される．図 2.6の例では，スレッド 7
が集中スケジューラである．一方，スケジューラ以外のスレッドは，マクロタスク
の実行を担当するが，実行するマクロタスクは実行時にスケジューラによって決め
られるため，各スレッドは全てのマクロタスクを実行する可能性を持つ．したがっ
て，それらのスレッドのセクションには図 2.6のスレッド 4からスレッド 6に示す
ように，全ての第 2階層 1のマクロタスクのコ ドーが生成され (図ではMT1 2 5以
降は省略)，各スレッドは実行時にスケジューラの割り当て結果に従い，これらの
マクロタスクを選択的に実行する．また，コンパイラは階層の終わりを示す特別
なマクロタスク，エンドマクロタスクを生成する．スケジューラはこのエンドマク
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ロタスクを各スレッドに割り当てたら，スケジューリングルーチンの実行を終了
する．スケジューラ以外のマクロタスク実行スレッドは，エンドマクロタスクを
実行したら，この階層の実行を終了する．
2.3.3 分散ダイナミックスケジューリング
一方，繰り返しブロックであるマクロタスク 1 3の内部を分割して生成された，
図 2.5に示すような第 2階層 2（図中 2nd Layer2）のサブマクロタスク 1 3 1から
1 3 4に対して，分散ダイナミックスケジューリングを適用した場合のコ ドーイメー
ジが図 2.6に示されている．この階層では，マクロタスク 1 3を実行するスレッド
グループ 0内の 4スレッドを 2スレッドずつにグループ化している．分散ダイナ
ミックスケジューリングでは，各スレッドがスケジューリングとマクロタスクの実
行の両方を行うので，各セクションには全マクロタスクのコードとスケジューリ
ングルーチンの両方が生成される (図 2.6では紙面の都合上MT1 3 3以降は省略)．
各スレッドは，スケジューリングルーチンを実行し，自身が次に実行するマクロタ
スクを決定した後，そのマクロタスクを実行する．マクロタスクの実行終了後は，
マクロタスクコードの後に生成されたスケジューリングルーチンを実行し，次に
実行するマクロタスクを探す．この動作を，エンドマクロタスクを実行するまで
繰り返す．
また，図 2.6の第 2階層 2（2nd Layer2）のマクロタスクは，2スレッドからな
るスレッドグループによって実行されるが，この時スレッドグループ内のスレッ
ドによって，マクロタスク内部をどのように並列処理するかは，そのマクロタス
クのスケジューリング方式によって異なる．したがって，マクロタスク 1 3 1から
1 3 4の内部には，選択されたスケジューリング方式に応じたコードがグループ内
の各スレッドに対して第 3階層（3rd Layer1, 3rd Layer2,. . .）として生成される．
図 2.6では，MT1 3 1a，MT1 3 1bのように記述することにより，グループ内のス
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図 2.5: マクロタスクグラフ
レッドが異なったコードを持つことを示している．
2.3.4 本コ ドー生成手法の特徴
本節で述べた各スレッド用にコ ドーを生成するOpenMPを用いた粗粒度タスク
並列処理の実現方式では，ネストした並列スレッド生成を行なわないシングルレ
ベルのスレッド生成を用い，OpenMPの拡張を行うこと無く，比較的低オーバー
ヘッドで階層的な並列性を記述できるという特徴がある．
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図 2.6: OpenMPで生成されたコードイメージ
28
2.4. 第 2章のまとめ
2.4 第2章のまとめ
本章では，マルチプロセッサシステムの実効性能を向上させるために必要なマ
ルチグレイン並列処理手法および SMPマシンの標準APIであるOpenMPによる
実現手法について説明した．
本並列処理手法は，従来より利用されてきたループ並列性に加え，基本ブロッ
ク・サブルーチンブロック・繰り返しブロックの 3種類のマクロタスク間の粗粒
度並列性や，基本ブロック内のステートメント間の近細粒度並列性といったこれ
まで利用されていなかった潜在的並列性を抽出することによって，より効率よく
マルチプロセッサシステムを利用する手法である．ただし，本論文では市販のマ
ルチプロセッサシステムを用いるため，データ転送オーバへッドが大きくなって
しまう近細粒度並列処理は行わない．生成されたマクロタスクがサブルーチンブ
ロックおよび繰り返しブロックの場合は，そのボディ部において階層的にマクロ
タスクを生成する．定義された各ブロックは，並列性を抽出するための最早実行
可能条件解析を適用され，プロセッサエレメントまたはプロセッサグループに割
り当てられる．
29
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3.1 まえがき
プロセッサとメモリの速度差の拡大によりメモリアクセスコストが増大し，メ
モリアクセスレイテンシーはコンピュータの性能向上の大きなボトルネックとなっ
ている．また，マルチプロセッサシステムにおいては，複数プロセッサからのポー
ト数やバンク数の限られた共有メモリへのアクセス競合も性能向上の妨げとなっ
ている．このような問題を解決するためには，現在のコンピュータシステムのも
つ階層的なメモリサブシステムの有効利用が重要であり，キャッシュ最適化に関す
る研究は従来より多く行われている．
コンパイラによるキャッシュ最適化では，ループインターチェンジ，ループ融合，
タイリングなどのループリストラクチャリングによりデータアクセスパターンを
変更する手法や，配列の次元入れ替えなどによって各プロセッサがアクセスする
データを連続的にする手法が提案されている [AAL95]．Limらは従来からのルー
プイターチェンジ，スキューイング，ループ融合などのループリストラクチャリン
グ技術を統合するアフィンパーティショニングを提案しており，並列性を抽出す
るとともにデータ転送量の削減を行っている．[LCL99, LLL01]．
Riveraらは単一ループもしくはループ融合されたループを対象として，同一ルー
プイタレーション内で起るキャッシュミスやループのイタレーション間でのキャ
ッシュミスを削減するための配列内および配列間パディング手法も提案している
[RT98, GR99]．
Pandaらは近接してアクセスされるスカラ変数を同一キャッシュラインに割り当
てることでコンパルソリーミスを削減する手法，最内側ループを対象にメモリ上で
のならび順を他の配列と同一ループで利用されることが多い順とした上で，配列間
にパディングを行ないコンフリクトミスを削減する手法を提案している [PDN97]．
また，タイリングは対象となる配列サイズが変わるとタイルサイズが大きく変わ
り，配列サイズによっては性能が低下するという問題があるが，タイルサイズの
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決定とパディングサイズの決定を独立させ，コンフリクトミスの削減をパディン
グによって行うことで，タイリング時にはコンフリクトミスを考慮すること無く
柔軟なタイルサイズの決定を可能とし，キャッシュの利用効率が最大となるように
タイルサイズを決定する手法も提案している．[PDNN99]．これによりキャッシュ
の利用効率を高めてるだけでなく，従来の配列サイズが異なった場合にタイルサ
イズが大きく変わってしまい配列サイズによっては性能が低下するという問題を
解決し，安定した性能向上を達成している．さらに，パディングでは同一配列間
のコンフリクトミスに加えて，異なる配列間のコンフリクトミスの削減も行って
おり，より多くのコンフリクトミスの削減を行っている．
Manjikianらはループイタレーションのシフトを用いたループ融合，融合後の
ループに対するピーリングを用いたループ並列処理，及びループ内でアクセスさ
れる配列をキャッシュ上に均等に分散させることによってコンフリクトミスの削減
をする手法も提案している [MA95a, MA95b]．
また，Ghoshらはプログラム中のキャッシュミスをCache Miss Equationとして
定式化する手法を提案し，コンパイル時のキャッシュミス回数の推測の精度を上
げ，プログラムリストラクチャリング手法やパディングサイズなどを決定しよう
としている [GMM97]．Cache Miss Equationの最適解を求めることは NP困難で
あるが，遺伝的解法を用いて解くことによりパディングサイズを決定する研究も
行われている [VLG02]．
また物理アドレスキャッシュでは OSによる論理アドレスから物理アドレスへ
のページ変換の方式がキャッシュ性能に影響を与えることが知られており，Page
Coloringや Bin Hoppingなどの基本的な変換手法やそれらの拡張が研究されてき
た [KH92]．また，Cache Miss Lookaside Buerような拡張ハードウエアを追加す
ることによってキャッシュコンフリクトをトレースし，コンフリクトミスの多い
ページを動的に再割り当てする手法も提案されている [BLRC94] ．また，TLB を
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拡張してキャッシュカラーを記録することにより，低オーバヘッドでページカラー
の変更を行なう手法も提案されている [SCE99]．これらはハードウェアを拡張し
ているが，コンパイラから得られるプログラムのアクセスパターン情報を用いて
ハ ドーウェアの拡張なしに Page Coloringを行うOSとコンパイラが協調した手法
も研究されている [BAM+96]．
本章では，キャッシュを有効に利用することによって，粗粒度タスク並列処理の
性能を向上させる手法について述べる．プログラムの持つ局所性を利用して性能
を向上させる手法として，従来よりデータローカライゼーション手法 [吉田 99]を
提案されている．同手法は，コンパイラにより制御可能なOSCARアーキテクチャ
[KK99]のローカルメモリ及び分散共有メモリを対象としている．しかし，本手法
が対象とする主記憶共有型マルチプロセッサは，一般にコンパイラから制御可能
なローカルメモリを持たず，ハ ドーウェアでコントロールされるキャッシュを備え
ている．このため，本論文では従来の手法のように共有データの生死解析による
データのリプレースを自由に制御する方式ではなく，ダイレクトマップキャッシュ
や LRUリプレース方式のセットアソシアティブキャッシュでも有効に働くデータ
分散及びスケジューリング手法を用いる．
3.2 粗粒度タスク間キャッシュ最適化
主記憶共有型マルチプロセッサ上でのデータローカライゼーションでは，デー
タ共有量の多いマクロタスクを同じプロセッサで連続的に実行されるように割り
当てることで，それらのマクロタスク間でのデータ転送にキャッシュを用いること
で，粗粒度タスク並列処理の性能を向上させる．
例えば，図 3.1（a）に示すマクロフローグラフでは，点線はマクロタスク間の
コントロールフローを表わしている．したがって，この例におけるプログラムの
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図 3.1: キャッシュ最適化の例
通常の実行順は，マクロタスク番号の増加順である．ここで，マクロタスク 1と 6
の間でデータ共有量が大きいものとする．通常の実行順では，マクロタスク 1の
実行後は，マクロタスク 6より先にマクロタスク 2，3，4，5が実行される．した
がって，マクロタスク 1の実行によってキャッシュに存在したデータがマクロタス
ク 6の実行前にキャッシュから追い出され，キャッシュの利用効率が悪くなる可能
性が高い．一方，図 3.1（b）は最早実行可能条件解析によって図 3.1（a）から得ら
れたマクロタスクグラフである．このグラフが示すように，最早実行可能条件解
析によって，マクロタスク 6はマクロタスク 1，5にのみデータ依存しているため，
マクロタスク 2，3，4よりも先に実行を開始することができることが分かる．し
たがって，マクロタスク 5の実行をマクロタスク 1より先に終了させておけば，マ
クロタスク 1，6は連続実行することができるため，マクロタスク間でキャッシュ
を用いて高速にデータを受け渡すことが可能となる．
提案するキャッシュ最適化手法の手順を以下に示す．
(1) プログラムから本手法の対象となるループ集合であるターゲットループグ
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ループ（TLG: Target Loop Group）を生成する．
(2) ループ整合分割 [吉田 94]によりデータをキャッシュにフィットさせる．
(3) 分割されたループを含むマクロタスクの最早実行可能条件を解析する．
(4) 拡張されたマクロタスクスケジューリングにより，同一データにアクセスす
るマクロタスクを同一プロセッサに連続的に割り当てる．
これらのうち，最早実行可能条件の解析は 2章で述べたので，本章では TLG生
成手法，ループ整合分割及びマクロタスクスケジューリングの拡張について述べる．
3.3 TLG生成
本節ではデータローカライゼーションの対象となり，ループ整合分割の単位と
なるマクロタスク集合であるターゲットループグループ (TLG)の生成手法であ
る Consecutive-Adjacent 法 [八木 02]について述べる．本手法によるターゲット
ループグループは一直線型に整合対象マクロタスクが並ぶ Consecutive-partと，
Consecutive-partに隣接するマクロタスクによって構成されるAdjacent-partによ
り構成される．
(1) 標準ループの選定
データローカライゼーション対象となる階層のマクロタスクグラフMTG
init
において，最も性能に影響を及ぼすと推測されるもっとも予想処理時間が大
きいタスク（もしくはクリティカルパス上で最も大きな処理時間を持つタス
ク）を持つマクロタスクを標準ループMT
std
とし，ターゲットループグルー
プを生成する際の基準となるループとする．ここで標準ループとなりうる
マクロタスクの種類は，Doallループ，Reductionループ (総和計算ループ)，
ループキャリッドデータ依存による Sequentialループのいずれかである．
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C −−−−−−MT1−−−−−−
    DO I=1,N+1
      A(I)=I*2−1
    ENDDO
C −−−−−−MT2−−−−−−
    DO I=1,N+2
       B(I)=I*2
    ENDDO
C −−−−−−MT3−−−−−−
    DO I=1,N+1
       C(I)=B(I)+B(I+1)
C −−−−−−MT4−−−−−−
    DO I=1,N
       D(I)=C(I)+C(I+1)
              +A(I)+A(I+1)
C −−−−−−MT5−−−−−−
    DO I=2,N
       E(I)=D(I−1)+D(I)
    ENDDO
C  −−−−−−MT6−−−−−−
     DO I=2,N
        F(I)=C(I−1)+C(I+1)
     ENDDO
(a)Partial Source Code
MT1
MT3
MT2
MT4
MT5 MT6
(b)Target Loop Group(TLG)
CP
LR1a
LR2a
LR3a
LR4a
LR5a
LR6a
LR1b
LR2b
LR3b
LR4b
LR5b
LR6b
LR1c
LR2c
LR3c
LR4c
LR5c
LR6c
CAR1bc
CAR2bc
CAR3bc
CAR5bc
CAR6bc
CAR1ab
CAR2ab
CAR3ab
CAR5ab
DLGa DLGb
DLGc
: Loops to be fused
: Data−Localization−Group(DLG)
(d) TLG after Loop−Aligned−Decomposition
Note: Data−Dep Edges for MT1 and MT6 are omitted.
(c)Inter Loop Dependence(ILD)
MT1
MT2
MT6
K+2K+1KK−1
MT3
MT5
MT4(std)
CAR6ab
図 3.2: ループ整合分割の例
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(2) Consecutive-part生成
(1)で選定された標準ループMT
std
を基準にConsecutive-partを生成する．こ
のConsecutive-partはマクロタスクグラフ上で一直線に並ぶ整合可能なルー
プ群である．
まず標準ループをMT
current
とし，このMT
current
が直接データ依存してい
るマクロタスクMT
pred
群の内，整合可能かつ連続実行可能であり，最も
処理時間の大きなマクロタスクMT
pred max cost
を Consecutive-partの先行
部 (Consecutive part
pred
)に追加し，TLG
current
の構成要素とする．次に今
追加された MT
pred max cost
を新たに MT
current
とし，同様の手順で新たな
MT
pred max cost
を Consecutive part
pred
に追加し TLG
current
の構成要素とす
る．同手順をMT
current
に対する直接先行マクロタスクがなくなるまで繰り
返す．
次にMT
std
を再びMT
current
とし，MT
current
に直接データ依存しているマク
ロタスクMT
succ
群の内，整合可能かつ連続実行可能であり，最も処理時間の
大きなマクロタスクMT
succ max cost
をConsecutive-partの後続部 (Consecutive part
succ
)
に追加し，TLG
current
の構成要素とする．次に今追加されたMT
succ max cost
を
新たにMT
current
とし，同様の手順で新たなMT
succ max cost
をConsecutive part
succ
に追加し TLG
current
の構成要素とする．同手順をMT
current
に対する直接後
続マクロタスクがなくなるまで繰り返す．
上記の手順により求められた Consecutive part
pred
と Consecutive part
succ
に含まれるマクロタスクを合わせて Consecutive partとする．
ここで，整合可能とは，
 Doallループ、Reduction ループ、ループキャリッドデータ依存による
Sequentialループのいずれかである。
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 TLG 中のループと共有配列変数を持つ
 ループ間において同一配列の分割次元が一致し，その分割次元の配列添
字がループ制御変数の 1次式で表されており，かつ，ループ間にデータ
依存を導く各配列に対して，配列添字中のループ制御変数係数のループ
間での比が一定の場合である．
の条件を満たすときである [吉田 94]．また，連続実行可能とは
 MT
i
がMT
j
の先行タスクの時，MT
i
の後続タスクとMT
j
の先行タス
クに共通のタスクが含まれない場合MT
i
とMT
j
は連続実行可能である
の条件を満たすときである．
(3) Adjacent-part生成
(2)で生成されたConsecutive-part(Consecutive part)を基準にAdjacent-part
を生成する．この Adjacnet-partは Consecutive-partに直接隣接したマクロ
タスクにより構成される．
Consecutive partを構成する各マクロタスクを MT
sub std
とし，まだいず
れのターゲットループグループにも所属していないマクロタスクのうち各
MT
sub std
に対し，データ依存している直接後続マクロタスクMT
succ
をAdjacent part
succ
に追加し，TLG
current
の構成要素とする．(図 3.2(b)のMT6，Diverge型)
同様にまだいずれのターゲットループグループにも所属していないマクロ
タスクのうち，各MT
sub std
が，データ依存している直接先行マクロタスク
MT
pred
を Adjacent part
pred
に追加し，TLG
current
の構成要素とする．(図
3.2(b)のMT1，Merge 型)
(4) 次TLG生成
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以上の手順により生成されたTLG
current
を現在のマクロタスクグラフMTG
current
より取り除いた後，(1)に戻り，別の TLG を生成する．
3.4 イタレーション間依存解析
生成された TLGにおいて，その構成要素であるMT
i
(1  i  end)の標準ルー
プに対するイタレーション間データ依存（ILD: Inter Loop Dependency）を求め
る．ILDは各ループの標準ループとの接続の形態によりPreToPre 法，PostToPost
法，PostToPre法，PreToPost法のいずれかを用いて解析する．
まず，標準ループ（MT
std
）の ILDを次のように定義する．
ILD
(MT
std
;K)
MT
std
= [K : K]
標準ループ以外のループ（MT
i
(i 6= std)）の標準ループに対する ILDは，標準
ループのイタレーション Kがデータ依存するMT
i
のイタレーション範囲を示す．
MT
std
がMT
i
のK + l
i
から K + u
i
のイタレーション範囲に依存する場合，MT
i
の ILDを以下のように表す．
ILD
(MT
std
;K)
MT
i
= [K + l
i
: K + u
x
]
各ループの標準ループに対する ILDを求める前に，まず直接データ依存するルー
プ間の ILD（DirILD）を求める．MT
i
がMT
x
と直接データ依存し，MT
x
がMT
i
のK + Lx
i
からK + Ux
i
のイタレーションに依存する場合のDirILDを以下のよう
に表す．
DirILD
(MT
x
;K)
MT
i
= [K + L
x
i
: K + U
x
i
]
ILDを解析済みのループ MT
x
と直接データ依存する未解析のMT
i
の ILDは，
MT
x
の ILDMTstd;K
MT
x
とMT
x
とMT
i
のDirILDMTx;K
MT
i
を用いてMT
i
の接続形態に
より以下の様に求められる．
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(1) TLG内のConsecutive part上のMT
i
(i < x  std)の場合（図3.2(b)のMT2
とMT3）
ILD
(MT
std
;K)
MT
i
= [K + l
x
+ L
x
i
: K + u
x
+ U
x
i
]
（PreToPre法）
例えば，図 3.2(b)の MT2の ILDを求める場合，解析済の MT3の ILDの
値 ILD(MTstd;K)
MT
3
= [K + 0 : K + 1]と，MT3から MT2 へ DirILDの値
DirILD
(MT
3
;K)
MT
2
= [K + 0 : K + 1]を用いて，ILD(MTstd;K)
MT
2
= [K + 0 + 0 :
K + 1 + 1] = [K + 0 : K + 2]と求められる．
(2) TLG内の Consecutive part上の MT
i
(i > x  std)の場合（図 3.2(b)の
MT5）
ILD
(MT
std
;K)
MT
i
= [K + l
x
  U
i
x
: K + u
x
  L
i
x
]
（PostToPre法）
(3) TLG内 Consecutive part上MT
x
より先行データ依存エッジで接続された
Adjacent part上のMT
i
の場合（図 3.2(b)のMT1）
(i)x  stdの場合
前述のPreToPre法により ILDを求める．
(ii)std < xの場合
ILD
(MT
std
;K)
MT
i
= [K + u
x
+ L
x
i
: K + l
x
+ U
x
i
]
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（PostToPre法）
(4) TLG内 Consecutive part上MT
x
より後続データ依存エッジで接続された
Adjacent part上のMT
i
の場合（図 3.2(b)のMT6）
(i)x  stdの場合
ILD
(MT
std
;K)
MT
i
= [K + u
x
  U
i
x
: K + l
x
  L
i
x
]
（PreToPost法）
(ii)std < xの場合
前述のPostToPost法により ILDを求める．
3.5 ループ整合分割
キャッシュサイズと比較して大きなデータを使うループでは，そのループの最初
の方のイタレーションでアクセスされたデータは，最後の方のイタレーションの実
行時にキャッシュから追い出されてしまう可能性があるため，他のループとの間で
キャッシュを用いて効率よくデータ転送を行うことができない．このようなキャッ
シュ利用効率の低下を避けるため，そのようなデータ使用量の多いループに対し
てループ整合分割を行う．ループ整合分割によってループは，複数のループ間の
データ依存を考慮しながら，アクセスするデータがキャッシュサイズより小さくな
る小ループに分割される．
コンパイラは，各 TLG内で使用されるデータの範囲を，標準ループ MT
std
の
インデクス範囲で表したグループ変換インデクス範囲（GCIR）を求める．その
後，GCIRを分散キャッシュあるいはローカルメモリのサイズを考慮してプロセッ
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サグループ数の整数倍（n）に均等に分割し，この各分割範囲（分割グループ変換
インデクス範囲）をDGCIRp（1  p  n）と表現する．
例えば，図 3.2(b)の TLGにおいて N=300，分割数 n=3とした場合，GCIRは
[1:300]であり，DGCIR1 = [1 : 100]，DGCIR2 = [101 : 200]，DGCIR3 = [201 :
300]となる．
次に，DGCIRp（1  p  n）と TLG内のループ間データ依存の解析結果を用
いて，各MT
i
（1  i  end）を分割する．具体的には，部分標準ループ（ループ
インデクス上下限値が DGCIRpのもの）がデータ依存するMT
i
のイタレーショ
ン集合を，LR（Localizable-Region）として生成し，複数の部分標準ループ（ルー
プインデクス上下限値が DGCIRp とDGCIRp+1のもの）が共通にデータ依存し
ているMT
i
のイタレーション集合を，CAR（Commonly-Accessed-Region）とし
て生成する．なお，CARは標準ループより先行MTの場合は，CAR
pre
として生
成され，標準ループより後続MTの場合は，CAR
post
として生成される．ここで
生成された CARは LRに比べて処理時間が非常に小さいループであるため，スケ
ジューリングの前に，隣接する LR（CAR
pre
は左の LR，CAR
post
は右の LR）に
融合することも可能である．
前述の図 3.2(b)のTLG（N=300，分割数 n=3）は，図 3.2(d)のように分割され
る．分割後の各ループのループインデクス範囲は，表 3.1の通りである．
3.5.1 データローカライザブルグループ
ループ整合分割によって生成されたループもまたマクロタスクとして扱われ，さ
らにマクロタスクグラフ上でデータ依存エッジで結ばれたデータ共有量の多いマ
クロタスク群はグループ化される．このグループはデータローカライザブルグルー
プ（DLG）[吉田 99]と呼ばれ，同一DLG内のマクロタスク群は，データ共有量が
多いため同じプロセッサに割り当てられるように，ダイナミックタスクスケジュー
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表 3.1: ループ整合分割後のループインデクス範囲
LR
a
CAR
ab
LR
b
CAR
bc
LR
c
MT1 1:100 101:101 102:200 201:201 202:301
MT2 1:100 101:102 103:200 201:202 203:302
MT3 1:100 101:101 102:200 201:201 202:301
MT4 1:100 101:200 201:300
MT5 2:100 101:101 102:200 201:201 202:300
MT6 2:100 101:101 102:200 201:201 202:300
ラに指示される．
図 3.3にループ整合分割の例を示す．図 3.3（a）に示すマクロタスクグラフで，
マクロタスク 2，3，7がキャッシュサイズより大きなデータにアクセスする並列処
理可能ループであるとする．これらのループに対してループ整合分割を適用して，
それぞれ 4つの小ループに分割したときのマクロタスクグラフが図 3.3（b）であ
る．例えば図 3.3（a）のマクロタスク 2は，図 3.3（b）のマクロタスク 2 A，2 B，
2 C，2 Dに分割されている．また，図 3.3（b）の色のついた帯は各データローカ
ライゼーショングループを表わす．例えば，図 3.3（b）のマクロタスク 2 A，3 A，
7 Aの間ではデータの共有量が多いため，それらのマクロタスクはデータローカ
ライゼーショングループ A（DLG A）にグループ化されている．
3.5.2 tomcatvに対する適用例
本節では SPEC CFP95の tomcatvに対するTLG生成およびループ整合分割の例
を示す．tomcatvはベクトル化メッシュ生成プログラムであり，実行時間の 99%以
上を占める収束ループを持つ．収束ループの内部には複数のループがあるが，こ
れらの各ループはキャッシュサイズ以上のデータにアクセスするため，収束ループ
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図 3.3: ループ整合分割とデータローカライゼーショングループ
の内側に対して，提案するキャッシュ最適化を考慮した粗粒度タスク並列処理を適
用する．
図 3.4（a）に tomcatvの収束ループ内のマクロタスクグラフを示す．図で bbは
基本ブロック，doallは doallループ，dosumはリダクションループ，emtは階層の
終りを示すダミータスクを示す．emtは二つあり一方が収束ループの終りを表し，
他方が繰り返しを表す．
収束ループは図に示す11個のマクロタスクから構成されており，最大コストを持
つdoall2が標準ループとして選ばれる．doall2が直接データ依存しているマクロタス
クはないため先行Consecutive partはない．次に後続Consecutive partを生成す
る．doall2に直接データ依存しているdosum3, doall4のうちコストの大きい dosum3
が後続Consecutive partに選ばれる．同様に doall5, doall6, doall7, doall8が後続
Consecutive partに選ばれる．次に|Adjacent partを生成する．Consecutive part
に含まれるタスクとデータ依存しているタスクで対象となるのは doall2にデータ
依存している doall4のみであり，これが Adjacent partに選ばれる．図 3.4（a）の
網掛けが標準ループ，生成された Consecutive part，Adjacent partを示す．
生成されたTLGに対してループ整合分割を用いて各ループを 4分割した場合の
マクロタスクグラフを図 3.4（b）に示す．例えば doall2はdoall2a, doall2b, doall2c,
45
第 3章 データローカライゼーションを用いたキャッシュ最適化
Consective
Part
bb1 doall2
dosum3 doall4
loop5
doall6
loop7
doall8
bb9
bb10
emt11emt12
Adjacent
Part
Loop
Standard 12a 2b 2c 2d
3a 3b 3c 3d
11 12
4a 4b 4c 4d
5a
6a
7a
8a
5b
6b
7b 7c 7d
5d5c
6c 6d
8c 8d8ab 8bc8b 8cd
9
10
3s
(a) TLG (a) after loop decomposition
dlg0 dlg1 dlg2 dlg3
図 3.4: tomcatvに対する粗粒度タスク間キャッシュ最適化
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doall2dの四つのループに分割されている．ただし図 3.4（b）ではマクロタスクの種
類（bb, doall等）は省略している．マクロタスク 3sはリダクションループ dosum3
を分割した部分リダクションループの総和を求めるためにコンパイラによって生
成されたマクロタスクである．
また，図中の網掛けは DLGを表す．例えば dlg0は doall2a, dosum3a, doall4a,
doall5a, doall6a, doall7a, doall8aを含む．doall8は doall8a,b,c,dおよび doall8ab,
doall8bc, doallcdの7つのループに分割されている．doall8ab, doall8bc, doall8cdは
CARを表し，異なるDLGに属するマクロタスクに依存している．例えば doall8ab
は dlg0に属する doall7aと dlg1に属する doall7bにデータ依存している．
マクロタスク1はDLGに属するどのマクロタスクにも依存していないので，DLG
に属するマクロタスクの実行前に実行することが可能である．また，マクロタス
ク 3s, 8ab, 8bc, 8cd, 9, 10, 11, 11はDLGに属するどのマクロタスクの先行依存タ
スクにもなっていないので，DLGに属するマクロタスクの実行が全て終わってか
ら実行することが可能である．このようなDLGの実行の前後に実行可能なマクロ
タスクを除いたマクロタスクグラフを図 3.5に示す．図から分かるように DLG間
でのデータ依存は存在しない．したがって，DLG内タスクの連続実行が可能であ
ることが分かる．
3.6 マクロタスクスケジューリング
マクロタスクはコンパイラによるスタティックスケジューリングまたはコンパイ
ラの生成したダイナミックスケジューリングルーチンによって実行時にプロセッ
サに割り当てられる．提案するキャッシュ最適化手法では，同じデータローカライ
ゼーショングループに属するマクロタスクが，マクロタスクの最早実行可能条件
を考慮しつつ，同一プロセッサで可能な限り連続して実行されるようにタスクス
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dlg0 dlg1 dlg2 dlg3
2a 2b 2c 2d
3a 3b 3c 3d4a 4b 4c 4d
5a 5b 5c 5d
6a 6b 6c 6d
7a 7b 7c 7d
8a 8b 8c 8d
図 3.5: 連続実行可能な DLG内マクロタスク
ケジューリングアルゴリズムを拡張する．
3.6.1 パーシャルスタティック割り当て
ダイナミックスケジューリングにおいて，同じデータローカライゼーショング
ループに属するマクロタスクを同じプロセッサに割り当てるための拡張を，\パー
シャルスタティック割り当て"[吉田 99]と呼ぶ．
従来のローカルメモリを対象としたパーシャルスタティック割り当てを伴うデー
タローカライゼーション手法では，ローカルメモリに対するデータの割り当てや，
データ転送をコンパイラが制御可能なため，コンパイラがローカルメモリに配置
したデータは，コンパイラが明示的に追い出さない限り，ローカルメモリ中にある
ことを想定している．したがって，パーシャルスタティック割り当てとしては，同
じ DLGに属するマクロタスクを同一プロセッサに割り当てることのみが提案され
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ている．一方キャッシュを対象とした本手法では，データサイズがキャッシュサイ
ズと比較して大きい場合，キャッシュに載ったデータが LRU(Least Recently Used)
方式で他のマクロタスクの実行により追い出される可能がある．したがって，本
キャッシュ用パーシャルスタティック割り当て手法では，多くのアプリケーション
でデータサイズがキャッシュサイズよりも大きいことを考慮しデータをキャッシュ
サイズを考慮して分割すると共に，同じ DLGに属するマクロタスクを同一プロ
セッサに割り当てることだけでなく，可能な限り連続して実行させるというスケ
ジューリング手法をとっている．
パーシャルスタティック割り当てを適用した分散ダイナミックスケジューリング
における各プロセッサの動作は次のようになる．
1 実行マクロタスクの選定 各プロセッサに分散されているスケジューリングルー
チンを実行し，共有レディータスクキューより自分が実行するべきマクロタ
スクを探す．この時の探し方は，直前に実行したマクロタスクが無い場合 (初
期状態)または直前に実行したマクロタスクがDLGに含まれない場合は 1.1，
直前に実行したマクロタスクが DLGに含まれる場合は 1.2となる．
1.1 直前に実行したMTがないまたはMTが DLGに含まれないとき．まず
どのDLGにも含まれない実行可能マクロタスクの中から探す．見つか
らない場合は，DLGに含まれる実行可能マクロタスクの中から探す．
1.2 直前に実行したマクロタスクが DLGに含まれるとき．まず直前に実行
した DLGと同じ DLGに含まれる実行可能マクロタスクを探す．見つ
からなければ，それ以外のマクロタスクから実行可能マクロ探す．
実行マクロタスクが決定されるまで，このスケジューリングルーチンを繰り
返す．実行するマクロタスクが決まったら 2へ．
49
第 3章 データローカライゼーションを用いたキャッシュ最適化
1
time
6 4 52_A 2_B 3_B 7_B 2_C 3_C 7_C3_A 2_D 3_D 7_A 7_D
DLG_A DLG_B DLG_C DLG_D DLG_A DLG_D
図 3.6: 図 3.3（b）のマクロタスクグラフのシングルプロセッサへのスケジューリ
ング例
2 マクロタスクの実行 自身に割り当てたマクロタスクを実行する．実行が終了し
たら 3へ．
3 階層終了判定 実行したマクロタスクが，この階層のマクロタスクグラフの終了
を表わす特別なマクロタスク，エンドマクロタスクの場合，この階層の実行
を終了する．この場合は 4へ進む．そうでない場合は 1へ．
4 階層終了 現在実行している階層の実行を終了し，この階層を内包する外側階層
の実行に移る．この階層の外側階層が存在しない場合，すなわちこの階層が
最外層の場合はプログラムの実行を終了する．
図 3.3（b）に示すマクロタスクグラフをシングルプロセッサに対して提案手法
でスケジューリングを行った例を図 3.6に示す．前述した通り，プログラムのオリ
ジナルの実行順は，マクロタスクの番号順であり，同一DLGに含まれるマクロタ
スクは連続して実行されないため，キャッシュ利用効率が悪い．一方，提案手法
を適用した場合は，図 3.6の DLG Bに含まれるマクロタスク 2 B，3 B，7 B や
DLG Cの 2 C，3 C，7 Cなどに示されるように，同一DLGに含まれるマクロタ
スクが連続して実行されるため，キャッシュを効果的に利用することができる．
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3.6.2 DLG/DT-Gain スタティックスケジューリング
マクロタスクグラフ中にデータ依存エッジしか存在しない場合には，スタティッ
クスケジューリングが適用可能である．スタティックスケジューリングにおいて本
キャッシュ最適化を行う場合は，スケジューリング方式として DLG/DT-Gainス
ケジューリング [中野 01]が用いられ，同一 DLGに属するマクロタスクを連続的
に同一プロセッサに割り当てる．
SPEC CFP95ベンチマークの tomcatvを本連続実行方式で 2プロセッサに対し
てスケジューリングを行った例を図 3.7に示す．オリジナルプログラムでの実行順
では，同一DLGに含まれるマクロタスクは連続して実行されないためキャッシュ
利用効率が悪いが，本手法を適用した場合は，図 3.7に示すように同一DLGに属
するマクロタスクが同一プロセッサ上で連続的して実行されるため，キャッシュを
効果的に利用することができる．
3 57 912 1416 1820 2224 26 2829 3233
1 24 68 101113 1517 1921 2325 27 3031 34
DLG_A DLG_B
DLG_C DLG_D
PG0
PG1
図 3.7: 2プロセッサでのスケジューリング例
3.7 RS/6000 604e SP High Node上での性能評価
本節では提案手法の性能評価について述べる．本性能評価では OSCAR コンパ
イラを並列化プリプロセッサとして使用し，逐次FORTRAN77プログラムから提
案手法を実現する OpenMP FORTRANプログラムを生成して，対象マルチプロ
セッサシステム上のネイティブコンパイラによってコンパイルして実行させた．ま
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た，比較対象としてネイティブコンパイラによる自動並列化を行った．
性能評価は，IBM RS/6000 604e SP High Node 上で spec95fp ベンチマークの
tomcatv, swim, mgridを用いて行なった．
tomcatv はベクトル化メッシュ生成プログラムであり，実行時間の 99%以上を
占める収束ループを持つ．収束ループの内部には複数のループがあるが，これら
の各ループはキャッシュサイズ以上のデータにアクセスするため，収束ループの内
側に対して，提案するキャッシュ最適化を考慮した粗粒度タスク並列処理を適用
する．
swimは Shallow water 方程式の求解プログラムである．swimの実行時間の大部
分は，メインループから呼ばれるサブルーチン CALC1，CALC2，CALC3によっ
て占められる．これらのサブルーチン内には，同一データにアクセスするループ
があるが，各ループはキャッシュサイズよりも大きなサイズのデータを扱う．
mgridは 3次元のマルチグリッドソルバーである．実行時間の約 70%はサブルー
チン RESID と PSINV によって占められる．これらのサブルーチンはキャッシュ
サイズを越えるデータを使うループを持ち，それらのループはデータを共有して
いる．
今回のインプリメントに使用した現バージョンの OSCARコンパイラは，研究
コンパイラとして世界との研究レベルでの競争力をつけることを主眼に置き，他
の市販コンパイラで行われていない新しい機能の実現に高いプライオリティをお
いて開発を進めているため，技術的には既存の市販コンパイラでは実現されてい
る新規性がないプログラム変換の内，OSCARコンパイラでは組み込み，あるいは
デバッグ作業が終了していないものがある．このような事情から研究レベルでな
く他のコンパイラでも実現可能な変換あるいは，今回の局所性最適化に直接関係
しない変換に対しては手動でシーケンシャルソースプログラムを書き換えて，そ
の後OSCARコンパイラでキャッシュ最適化を含んだ自動並列化を行った．以下に
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今回行ってる改変について述べる．
今回の性能評価では，tomcatvに対して二重ループの外側ループを並列処理可
能ループとするためループインターチェンジを行った．一般的なループ並列処理
では，二重ループの場合外側ループでの並列処理を行った方が有利で，多くの市
販コンパイラではループインターチェンジが可能だが，OSCARコンパイラのイン
ターチェンジルーチンのバグを避けるため，今回の評価では手動でインターチェ
ンジを行った．
ループインターチェンジ後の tomcatvでは，二重ループでの二次元配列へのア
クセスの際に，内側ループインデックスが配列の二次元目となるため，アクセス
がメモリ上で非連続となり効率が悪い．したがって配列の転置を行うことにより，
配列へのアクセスがメモリ上で連続となるようにする．ループでの配列へのアク
セスが非連続となる場合は，本手法に関係なくキャッシュの利用効率が悪くなる
ため，このような配列の転置はMIPSproコンパイラでも行われている．OSCAR
コンパイラでは実装が終了していないが，特別な変換ではなく一般的に有効な最
適化であるため，今回の性能評価では手動で行った．これらの変換後のコードは
OSCARコンパイラだけでなく，XLFコンパイラの入力としても使っており，こ
れらの変換によって提案手法のみが有利になることはない．
また，ループ回転数が実行時まで不明な場合は，ループで使用するデータ量がコ
ンパイル時に決定できないため，コンパイル時に分割数を適切に設定できなくなる．
これに対し，ループ回転数をループ内部で使用する配列の定義サイズから推定する
という方法での検討が進められており，メモリの動的確保が不可能なFORTRAN77
では，妥当な推定が可能であると考えられるが，本論文とは異なる技術であるた
め，今回の評価プログラムに対してはループ回転数を定数に変換した．
また今回の性能評価では swim，mgridに対してインライン展開を適用したが，
OSCARコンパイラのOpenMP出力をコンパイルする市販のネイティブコンパイ
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表 3.2: RS/6000 604eの構成
プロセッサ PowerPC 604e
クロック周波数 200MHz
プロセッサ数 8
L1キャッシュ(I) 32KB
L1キャッシュ(D) 32KB
L2キャッシュ(U) 1MB
OS AIX 4.3
コンパイラ IBM XL Fortran 6.1
ラがソースコードサイズの増大により，コンパイル不能となる場合があったため，
インライン展開されたループを一つのサブルーチンに手動で戻した．これは，本
来ならばインライン展開されたコードをそのままネイティブコンパイラがコンパ
イルすれば良いのであるが，今回の性能評価では OpenMPコンパイラのバグを避
けるためにサブルーチンに戻したものであり，本キャッシュ最適化手法の性能とは
関係ないものである．
IBM RS/6000 604eの構成を表 3.2に示す．
図 3.8にXL Fortranコンパイラのみを使用した場合の逐次実行時間に対するXL
Fotranコンパイラの自動並列化による速度向上率，OSCARコンパイラにより自
動並列化した場合の速度向上率を示す．
tomcatvの逐次実行時間は 693秒であるのに対し，XLFコンパイラで自動並列
化を行った場合の実行時間は 8peで 177秒であり，速度向上率は 3.92倍であった．
一方，OSCARコンパイラを XLFのプリプロセッサとして用いて提案手法を適用
した場合は．8peで 87秒であり逐次実行に対して 7.98倍の速度向上率が得られ，
XLFコンパイラの速度向上率と比較して約 2.0倍上回る性能を示した．
54
3.8. RS/6000 44p-270，pSeries 690での性能評価
0.0
2.0
4.0
6.0
8.0
10.0
tomcatv swim mgrid
s
pe
e
du
p 
ag
ai
n
st
 
x
lf 
1p
e
177s
169s
552s
87s
60s
95s
693s 521s 676s
IBM XL Fortran single
IBM XL Fortran parallel
oscar
図 3.8: Evaluation on RS/6000 604e
swimの XLF のみを用いた場合の逐次実行時間は 512秒であり，XLFコンパイ
ラの自動並列化では 8PEで 169秒へと速度向上が得られた．一方，OSCAR コン
パイラを用いた場合は 8PEで 60秒となり，XLFコンパイラの最高性能と比較し
て 2.8倍上回る性能向上を示した．
mgridでは，逐次実行時間の 676秒に対して，XLFの自動並列化の最高性能は
2pe 時に得られた 522秒であり，速度向上率は 1.2倍にとどまっている．OSCAR
コンパイラを用いた場合は 8PEで 95秒となり 7.2倍の速度向上が得られ，XLFの
自動並列化の最高性能に対して 5.8倍の速度向上を示した．
3.8 RS/6000 44p-270，pSeries 690での性能評価
前節で述べたRS/6000 604eでの性能評価では，アプリケーションプログラムに
対して手動で修正を行っていたが，最新の OSCARコンパイラでは自動でリスト
ラクチャリングを行えるようになっている．本節では tomcatvのオリジナルソー
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表 3.3: RS/6000 44p-270, pSeries 690の構成
IBM RS/6000 44p-270 IBM pSeries 690
プロセッサ Power3 Power4
クロック周波数 375MHz 1.1GHz
プロセッサ数 4 24
L1キャッシュ(I) 32KB(128way) 32KB(1way)
L1キャッシュ(D) 64KB(128way) 32KB(2way)
L2キャッシュ 4MB(4way) 1440KB(8way)/2pe
L3キャッシュ - 32MB(8way)/2pe
OS AIX 4.3 AIX 5.1
コンパイラ IBM XL Fortran 7.1 IBM XL Fortran 8.1
スコードを用いた 4プロセッサ SMPワークステーション IBM RS/6000 44p-270
および 24プロセッサハイエンド UNIXサーバー IBM pSeries690上での性能評価
について述べる．各マシンの詳細は表 3.3に示す．
比較対象には，OSCARコンパイラの最も単純な実行方式であるプロセッサ数で
ループを均等に分割し，分割ループを先頭から順にスタティックスケジューリング
でプロセッサ番号順に割り当てる実行方式を用いる．この実行方式でも，プロセッ
サ数が十分に大きく各プロセッサで実行される分割ループでアクセスするデータ
サイズがキャッシュサイズに収まり，またオリジナルプログラム中で並列処理可能
ループが連続して実行される場合は，粗粒度タスク間キャッシュ最適化を実現する
ことが可能である．しかし，データサイズが大きくプロセッサ数でのループ分割
では，各プロセッサのアクセスするデータサイズがキャッシュサイズを越える場合
は，提案手法のようなキャッシュミスの削減はされない．
tomcatvの収束ループ内では並列処理可能ループが連続して実行されるため，プ
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ロセッサ数が多くループ均等分割によりデータがキャッシュサイズに収まる場合
は，この実行方式でも粗粒度タスク間キャッシュ最適化が行われる．
性能評価ではOSCARコンパイラにより逐次FORTRANプログラムから並列化
した OpenMPプログラムを生成する．生成された OpenMPプログラムは対象マ
ルチプロセッサ上のマシンネイティブコンパイラによってコンパイルされた後に
実行させる．OSCARコンパイラの性能をネイティブコンパイラ IBM XL Fortran
コンパイラの自動並列化とも比較することで，提案手法を含むOSCARコンパイ
ラの性能が商用コンパイラと比較しても優れていることを示す．
3.8.1 RS/6000 44p-270上での性能評価
本節では 4プロセッサ SMPワークステーション RS/6000 44p-270での性能評価
について述べる．RS/6000 44p-270のプロセッサ Power3は 4MBの L2キャッシュ
を持ち，tomcatvのデータサイズは約 14MBであるため，ループを 4分割すると
各DLG内ループによってアクセスされるデータサイズが L2キャッシュに収まる．
図 3.9に，各 peでのループ均等分割とスタティックスケジューリングを用いた
場合に対する，提案手法によるループ整合分割，DLG内タスクの連続実行を行っ
た場合の速度向上率を示す．なお今回の性能評価で連続実行にはパーシャルスタ
ティック割り当てを用いた分散ダイナミックスケジューリングを使用した．図では
速度向上率が 1.0より高い場合は本手法により性能が向上されたことを示し，1.0
より低い場合は性能が低下したことを示す．
まず，1プロセッサの場合を見るとループ分割数が 1すなわち分割を行わなかっ
た場合の速度向上率は 0.9と低下しているが，ダイナミックスケジューリングのた
めのスケジューリングコードなどによるオーバヘッドの影響と考えられる．分割
数を増やし，データがキャッシュに収まる 4分割では速度向上率は 1.08，8 分割で
は 1.10と性能向上が得られている．さらに 16, 24, 32分割と分割数を増やすと速
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図 3.9: RS/6000 44p-270での分割数毎の速度向上
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度向上率は低下しているが，タスクの増加によりスケジューリングオーバヘッド
が増えているためと考えられる．
2プロセッサでは 2分割で 1.01倍，3プロセッサでは 3分割時に 1.05倍，4プロ
セッサでは 4分割時に 1.02倍と，1プロセッサの場合のようなオーバヘッドによる
速度低下は起っていない．また分割数を増やした場合にも 1プロセッサの場合の
ような顕著な速度低下はない．これは XLFの逐次処理向け最適化が有効に働いて
いるため，本手法を適用しない場合の 1プロセッサの性能が良いためであると考
えられる．
2プロセッサでは 8分割時に最大 1.14倍，3プロセッサでは 15分割時に最大 1.15
倍の速度向上が得られた．4プロセッサでは，全プロセッサの合計キャッシュサイ
ズ（16MB）がデータサイズ（約 14MB）を越えるため，ループ均等分割およびス
タティックスケジューリングを用いた場合でも粗粒度タスク間キャッシュ最適化が
実現されるため，ループ整合分割，連続実行を用いた場合の速度向上率は，プロ
セッサ数が少ない場合に比べて小さくなっている．
図 3.10に XL Fortrainコンパイラのみを用いた場合の逐次実行に対する，XLF
コンパイラの自動並列化による速度向上率，OSCARコンパイラでループ均等分割
およびスタティックスケジューリングを用いた場合の速度向上率（OSCAR base），
OSCARコンパイラによりループ整合分割，DLG内タスクの連続実行スケジュー
リングを行った場合の速度向上率（OSCAR cache opt.）を示す．OSCAR cache
opt. は最も良い性能を示した分割数の値を示してある．
OSCAR baseと OSCAR cache opt.と比較すると，前述のように 1プロセッサで
はキャッシュ最適化のためのオーバヘッドのため，また 4プロセッサでは OSCAR
baseでもキャッシュ最適化が行われているため，速度向上率の差は小さくなって
いるが，2pe, 3pe時にはキャッシュ最適化によりそれぞれ 1.14倍，1.15倍の性能
向上が得られた．
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図 3.10: RS/6000 44p-270でのキャッシュ最適化による性能向上
XLFの自動並列化では 4pe時に最大 1.74倍と大きな速度向上は得られていない
のに対し，OSCAR cache opt.では 2pe時に 1.65倍，3pe時に 2.57倍，4pe時に
3.39 倍の速度向上が得られた．XLFの自動並列化と比較すると OSCARコンパイ
ラは 4pe時に最大 1.94倍の性能向上を示した．
3.8.2 pSeries 690上での性能評価
本節では 24プロセッサ UNIXサーバー pSeries 690上での性能評価について述
べる．pSeries 690の Power4の 1440KBの L2キャッシュは 2プロセッサで共有さ
れている．したがって，tomcatvのデータサイズは約 14MBであるため，20分割
以上でデータサイズがキャッシュサイズに収まる．
図 3.11に分割数毎のループ均等分割およびスタティックスケジューリングを用
いた場合に対するループ整合分割および DLG内タスクの連続実行スケジューリン
グを用いた場合の速度向上率を示す．なお 16pe, 24peではプロセッサ台数以上で
分割を行った場合は，コ ドーサイズの増大によりXLFコンパイラによるコンパイ
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図 3.11: pSeries 690での分割数毎の速度向上
ルが不能であったため図では表示していない．
pSeries 690上でも RS/6000 44p-270の場合と同様に 1プロセッサでは速度向上
率が低くなっているが，2pe, 4pe, 8peでは分割数を増やし，DLG内ループでアク
セスされるデータサイズのキャッシュサイズに対する割合が小さくなるにつれて速
度向上率が高くなっている．キャッシュサイズがデータサイズを越えた 24分割時
に，2peで最大 1.51倍，4pe で最大 1.46倍，8peで最大 1.29倍の速度向上が得ら
れた．
図 3.12に，XL Fortranコンパイラの逐次実行に対する速度向上率を示す．XLF
コンパイラの自動並列化では 4pe時に最大 1.21倍の速度向上率を示し，プロセッ
サ数を増やすと速度低下がみられたのに対し，OSCAR cache opt. は 2pe時に 1.85
倍，4pe時に 3.22倍，8pe時に 5.23倍，16pe時に 6.57 倍，24pe時に 8.35倍の速
度向上率を示した．また，キャッシュ最適化は OSCARコンパイラの性能を最大
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図 3.12: pSeries 690でのキャッシュ最適化による性能向上
1.51倍向上させた．XLFコンパイラとOSCARコンパイラの最大性能を比べると，
OSCARコンパイラは XLFコンパイラより 6.5倍良い性能を示した．
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3.9 第3章のまとめ
本章ではデータローカライゼーション手法を用いた粗粒度タスク並列処理の性能
を向上させるキャッシュ最適化手法について述べた．従来のデータローカライゼー
ション手法はコンパイラでコントロール可能なローカルメモリを対象としていたの
に対して，本手法ではマクロタスクの連続実行性を考慮したConsecutive-Adjacent
手法により本手法の対象となるループ集合を選択した上で，ループ整合分割によ
りデータサイズをキャッシュにフィットさせる．分割後のループ集合において同一
データにアクセスするループはデータローカライザブルグループ（DLG）にグルー
プ化され，DLG内タスクは他の DLGに属するタスクとは依存がなく連続実行可
能なように分割が行われる．さらに拡張されたスケジューリング手法により，同
一DLG内タスクを同一プロセッサで連続的に実行させることにより，DLG内タ
スク間でのデータ転送をキャッシュを用いて高速に行うことを可能とする．
SPEC CFP95ベンチマークの tomcatvを用いた性能評価では，IBM RS/6000
44p-270（4プロセッサ）上で IBM XL FORTRAN Compiler version 7.1の最高性
能は 4プロセッサ使用時に 39.6秒であったのに対して，本手法を用いた場合の最
高性能は 4プロセッサ使用時で 20.4秒であり，1.9倍の性能向上が得られた．また，
IBM pSeries 690（24プロセッサ）上では XL FORTRAN Compiler version 8.1の
最高性能が 4プロセッサ使用時の 19.2秒であったのに対して，本手法を適用した
場合は 24プロセッサ使用時の 3.17秒であり，6.1倍の性能向上が得られ本手法の
有効性が確かめられた．
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4.1 まえがき
データローカライゼーションでは，一DLGがアクセスするデータ（以下DLG
内データ）のサイズがキャッシュサイズに収まるようにループを分割し，同一DLG
に属するマクロタスク（分割後のループ）は同一プロセッサ上で連続実行される．
したがって，キャパシティミスが起こる前にデータの再利用を行うことが可能とな
るが，それらのマクロタスクでアクセスされるデータがキャッシュ上の同一セット
に割り当てられる場合は，ダイレクトマップや連想度が小さいキャッシュではデー
タサイズがキャッシュサイズを越えていないにも関わらず，ラインコンフリクトミ
スによりデータがキャッシュから追い出される．
ラインコンフリクトミスによりデータローカライゼーションによるキャッシュ最
適化効果が失われてしまうため，連続実行されるループがアクセスする配列間の
データレイアウトを変更することで，ラインコンフリクトミスを削減することが
重要となる．本章では，コンフリクトミスを削減するための配列間パディングを
用いたデータレイアウト変換手法について述べる．
4.2 DLG内キャッシュコンフリクト
データローカライゼーションでは，一DLGがアクセスするデータ（以下DLG
内データ）のサイズがキャッシュサイズに収まるようにループを分割し，同一DLG
に属するマクロタスク（分割後のループ）は同一プロセッサ上で連続実行される．
したがって，キャパシティミスが起こる前にデータの再利用を行うことが可能とな
るが，それらのマクロタスクでアクセスされるデータがキャッシュ上の同一セット
に割り当てられる場合は，ダイレクトマップや連想度が小さいキャッシュではデー
タサイズがキャッシュサイズを越えていないにも関わらず，ラインコンフリクトミ
スによりデータがキャッシュから追い出される．
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SPEC CFP95ベンチマークの swimの 513 513要素の各 1MBの二次元配列 13
個を 4MB のダイレクトマップのキャッシュに割り当てた場合のイメージを図 4.1
に示す．図 4.1中の太線のボックスが各配列を表し，ボックス中の文字列は配列名
を表す．水平方向はキャッシュサイズを表し，先頭アドレスからキャッシュサイズ
（4MB）を越える毎に一段下げて図示してある．すなわち，垂直方向に同一の位置
にあるアドレスは同一ラインに割り当てられ，コンフリクトする可能性があるこ
とを示している．
図中の点線は，プログラム中のループを 4分割した場合の各DLGでアクセスさ
れるデータの分割位置を示しており，灰色に塗ってある部分は先頭DLG内のルー
プがアクセスする範囲を示している．図から分かるように，同一DLGのループで
アクセスする配列間でコンフリクトミスが起る配置となっている．このようなコ
ンフリクトミスは，DLG内マクロタスクの連続実行によるデータ再利用を無効に
してしまう．
U V
CU
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ZCV
H
PNEW UOLD VOLD
UNEW
VNEW
POLD
0 1 2 3 4 MB
cache size
図 4.1: swimのキャッシュイメージ
なお，図 4.1では各配列の先頭アドレスが同一キャッシュセットに割り当てら
れ，同一ループイタレーション内でコンフリクトミスが起るように見えるが，こ
れは図の縮尺の関係であり実際には同一イタレーション内でのコンフリクトミス
は起っていない．なぜなら，swimの各配列は単精度の 513  513要素すなわち
4 513 513Byte = 約 1028KByteであるため，例えば先頭配列Uと 5番目の配
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列VNEWとのキャッシュ上での距離は，間にある 4配列の合計サイズとキャッシュ
サイズより 4 1028KB  4MB =約 16KBであるが，これは一般的なキャッシュ
ラインサイズより十分大きいため，実際には一イタレーション内でアクセスされ
る配列要素は同一キャッシュセットには割り当てられていないからである．すなわ
ち，本手法ではループイタレーション内のコンフリクトミスの削減ではなく，複
数ループ間でのキャッシュミスの削減を行っている．
4.2.1 OSのページ変換方式の影響
コンパイラは論理アドレス上でのデータレイアウトを決定するが，physically-
indexed キャッシュでは，物理アドレスでキャッシングされるため，オペレーティ
ングシステムの論理アドレスと物理アドレスのページ変換方式が重要な影響を及
ぼす．
代表的なページ変換方式として Page ColoringとBin Hoppingが挙げられる．最
も単純な Page Coloringでは，論理アドレス上で連続するぺージに異なる色を連
続的に割り当てるため，論理アドレス上で連続するページは異なる色をもつ物理
ページへ変換されるためコンフリクトが起らないという特徴がある．一方，ちょ
うどキャッシュサイズ分だけ離れたページ間では同じ色をもつ物理ページに変換さ
れるためコンフリクトが生じる．この方式では論理アドレス上でのアドレスの連
続性は物理アドレス上でも保たれるため，コンパイラによるデータレイアウト変
換が有効に働く．
Bin Hoppingでは論理アドレスに関係なくページフォルトを起こした順番に連続
する色を付けるため，連続してアクセスされるページ間でのコンフリクトを削減
できるが，物理アドレス上での連続性が保たれないため，論理アドレス上でペー
ジサイズを越えたデータレイアウト変換を行なうことが難しい．
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図 4.2: コンフリクトミスによる速度低下
4.2.2 コンフリクトミスによる速度低下
図 4.2に SPEC CFP95の tomcatvの 4プロセッサ SMPサーバー Sun Ultra80上
での性能を示す．図では Sun Forte7.0コンパイラの逐次実行に対する Forteコン
パイラの自動並列化，OSCARコンパイラでループ均等分割およびスタティックス
ケジューリングを用いた場合の速度向上率（OSCAR base），OSCARコンパイラ
によりループ整合分割，DLG内タスクの連続実行スケジューリングを行った場合
の速度向上率（OSCAR cache opt.）を示す．
図に示されるように，キャッシュ最適化による性能向上はほとんど得られておら
ず，4プロセッサ時の逐次実行に対する速度向上率も 1.35倍とプロセッサ台数に
見合う速度向上が得られていない．
第3章の性能評価で用いたマルチプロセッサ IBM RS/6000 44p-270および pSeries
690のOSであるAIXのデフォルトのページ変換方式は Bin Hoppingであるため，
論理アドレス上でのデータレイアウトが物理アドレス上では完全には保たれない
ため，前述したような論理アドレス上でのDLG内コンフリクトミスは物理アドレ
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ス上では少なくなる．そのためキャッシュ最適化による効果がコンフリクトミスに
よって無効化されることは無く性能向上が得られていたが，Ultra80のOSである
Solaris9のデフォルトのページ変換方式であるHasshed VAでは論理アドレス上で
のデータレイアウトが物理アドレス上でもほぼ保たれるために，DLG内コンフリ
クトミスが起きキャッシュ最適化による効果が失われるだけでなく，プロセッサ数
の増加に伴う速度向上がほとんど得られていない．
したがって，このようなシステム上ではデータレイアウト変換を行うことによ
りコンフリクトミスの削減を行うことが性能向上に書かすことができない．
4.3 DLG内コンフリクトミスの削減
多くの科学技術計算で見られるような複数のループにおいて配列を同一ストラ
イドで同一方向に均等にアクセスしていくようなアクセスパターンやアクセスパ
ターンがアフィン関係にある複数のループに対しては，ループ整合分割を適用可
能である．分割によりDLG内ループがアクセスするデータサイズをキャッシュサ
イズ以下とし，提案するパディング手法によってデータレイアウトを変換すること
で，連続実行されるDLG内データのコンフリクトミスを削減する．なお，粗粒度
タスク並列処理のタスクスケジューリング方式がスタティックスケジューリング，
ダイナミックスケジューリングのどちらの場合でも，同一DLG内のループは同一
プロセッサ上で連続実行されるようにスケジューリングされるため，どちらのス
ケジューリング手法に対しても同一のパディング手法が用いられる．
プログラムの実行フェーズによってアクセスパターンが異なる場合は，DLG内
データに重なりがあるフェーズを対象にパディングを行う．なぜならば，そのフェー
ズでの配列アクセスにおけるコンフリクトミスが性能向上のボトルネックとなっ
ていると考えられ，その他のアクセスパターンをもつフェーズにおいてはコンフ
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リクトミスがもともと少ないと考えられるからである．本手法ではDLG内データ
にコンフリクトが生じるかを想定してからパディングを行っているため，そのよ
うな実行フェーズがない判定されたプログラムについてはパディングは行われな
い．また，実行フェーズによってアクセスする配列が異なる場合は，全配列を対
象に配列サイズがキャッシュにフィットするようにループ分割を行い，分割後の各
DLG 内データのコンフリクトを削減するようにパディングを行う．全配列間でコ
ンフリクトを削減すれば，各実行フェーズでアクセスされる配列間でのコンフリ
クトも削減される．
また，本手法は配列アクセスの最適化であるため，プログラミング言語に依ら
ず科学技計算に多く見られるような，本手法の対象となるアクセスパターンを持
つアプリケーションには本手法を適用可能である．
以下では，DLG内データのコンフリクトを削減するためのパディング手法につ
いて述べる．
4.4 配列間パディング
本節ではローカル変数の配列および FORTRAN言語の共通ブロック1 に属する
配列で全てのプロシージャで同一サイズである配列に対するパディング手法を述
べる．これらの配列に対しては，配列の宣言サイズを越えてアクセスがされない
場合は，配列間にパディングを行ってもプログラムの意味を壊さない．そこで，配
列間にパディングを行うことによって，同一ラインに割り当てられていた配列間
の相対位置をずらしてコンフリクトミスを削減する．
また，プロシージャによって配列宣言サイズが異なる共通ブロックに対しては，
配列間にパディングを行うとプログラムの意味を変えてしまう可能性があるため，
1
FORTRANの共通ブロックは，1個以上の変数の順序付けられた記憶列であり，異なるプロ
シージャ間で共有される．
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配列間パディングを行うことは困難である．そのような場合のパディング手法は
4.5節で述べる．
ステップ 1 対象配列グループの選択
本手法を実装したOSCARコンパイラは逐次FORTRANプログラムを並列化し
て OpenMP FORTRANプログラムを生成する．したがって，配列のメモリ割り
当ては OpenMP FORTRANからマシンコードを生成するネイティブコンパイラ
によって行われるため，OSCARコンパイラは実際に配列をどのような順番でメモ
リに割り当てるかを決定することはできない．そのため，配列の割り当て順番が
ネイティブコンパイラによって変えられた場合も本手法によるデータレイアウト
変換を有効とするため，同一サイズの配列を対象配列として選ぶ．
これは，ネイティブコンパイラによってメモリ割り当てが行われるという制約
によるものであり，OSCARコンパイラでマシンコ ドーを生成する場合には，この
制約をはずすことが可能である．また，科学技術計算では同一サイズの配列が利
用されることが多いことから，この条件により本手法の一般性が大きく失われる
ことはない．
ステップ 2 キャッシュ割り当てイメージの計算
選択された対象配列グループ内の配列のキャッシュ上での相対アドレスを求め，
キャッシュ上での各配列の割り当てイメージを求める．ここでは前述のように大き
さの等しい配列を対象としているため，図 4.1に示すように，単純に宣言順に連続
に割り当てていくことでアドレスを求める．
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ステップ 3 最小分割数の決定
対象配列の合計サイズをキャッシュサイズで割ることにより，一DLGで利用さ
れるデータサイズをキャッシュサイズ以下にするための各ループの最小の分割数
div numを求める．図 4.1にあげた例では，総データサイズ 13 MBに対してキャッ
シュサイズは 4MB なので div num = ceil(13=4) = 4である．
ステップ 4 最大DLGアクセスサイズの決定
ループでは各配列を先頭から末尾へ均等にアクセスすると想定すると，配列サ
イズを div numで割ったサイズ part sizeが一つのDLGによってアクセスされる
各配列の最大の大きさになる．
ステップ 5 コンフリクト判定
キャッシュイメージ上で各配列の part size部分（図 4.1 の薄い灰色部分）に重
なりがある場合は，同一DLGでアクセスされる部分配列間でコンフリクトが起る
ことを示している．コンフリクトが起らない場合は手順は終了してパディングは
行わない．
なお，ここでは最小分割数 div numで分割した場合でコンフリクト判定を行っ
たが，それ以上の分割数で分割した場合の各DLGがアクセスする部分配列は，最
大DLGアクセスサイズ part sizeより小さくなるため，最小分割数のときに重な
りが無ければ，それ以上の分割数の場合もコンフリクトは生じない．
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図 4.3: swimのパディング位置
ステップ 6 パディングサイズの決定
重なり部分をなくすためには，各配列をキャッシュ上に割り当てた際に，キャッ
シュサイズを越えて下段に折り返した次の配列（例えば図 4.1 の配列VNEW）の
キャッシュ上での先頭アドレスが，一段上の配列（例えば図 4.1のU）の先頭アド
レスから part size（図 4.1の薄い灰色部分）だけ離れていれば良い．
したがって，先頭配列から順番に割り付けていった際に，キャッシュサイズ（cache size）
を越えた次の配列の先頭アドレス（base address）が，(cache size+ part size)よ
り小さい場合は，padding size = (cache size + part size   base address)の大き
さのパディングを行うことにより，キャッシュ上での配列の相対位置を part size
だけずらし，同一DLGアクセス部分でのコンフリクトを削減する．以下同様に順
番に配列を割り当てていき，次のキャッシュサイズでの折り返し時にも同様にパ
ディングを行う．
図 4.1に対して求められたパディングの結果を図 4.3に示す．図 4.3では，キャッ
シュサイズで折り返した配列UNEW, VOLD, Zの後ろにパディング（濃い灰色部
分）を行っている．
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図 4.4: 各配列サイズの変更によるパディング
ステップ 7 配列サイズの変更
ソースプログラム上でのパディングの実現方法には配列を共通ブロックに入れ，
ダミー配列によってパディングを行う手法もあるが，ローカル変数をグローバル
変数にすることによる性能への悪影響を避けるため，本手法では配列サイズを変
更する手法をとる．
また，各配列のサイズを同一に保つために，ステップ 6で求めたパディングサ
イズを各配列に分散させる．図 4.3の例では，4配列毎に padding sizeのパディン
グを行っているので，各配列を padding size=4だけ大きくするように，配列の最
遅変化次元（FORTRANの場合は最大次元）の大きさを増やす．図 4.4に各配列
のサイズを変更させてパディングを実現させた場合のキャッシュイメージを示す．
4.5 共通ブロック間パディング
共通ブロックはプロシージャ毎に形状が異なることがある．このような共通ブ
ロックに属する配列に対して，配列間にパディングを挿入するとプログラムの意
味を変えてしまう可能性があるため，配列間パディングを行うのは困難である．
例えば SPEC CFP95 の hydro2d の共通ブロックの一つVARHは図 4.5に示す
ように二つサブルーチンでは形状が異なる．ここでMP, NPはパラメータ文で定
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SUBROUTINE TISTEP
COMMON /VARH/VZ(MP,NP),VR(MP,NP),
& PR(MP,NP),TST(MN),DU3(4*MP+4*NP+4)
SUBROUTINE TRANS1
COMMON /VARH/VZ1(0:MP,NP),VR1(0:MP,NP),
& PR1(0:MP,NP),FL1(0:MP,NP),DU3(4*MP+4)
図 4.5: 宣言形状の異なる共通ブロック（hydro2d）
義されており全て同一の値である．この例では，サブルーチン TISTEPの先頭配
列 VZは 514560バイトであるのに対して，サブルーチン TRANS1での先頭配列
VZ1は 515840バイトである．
このように，共通ブロックの形がサブルーチン間で異なるため，前節で述べた
配列間パディングは適用できないが，図 4.5を見ると VARHはどちらのサブルー
チンでも，ほぼ同じ大きさの四つの配列から構成されていることが分かる．同様
に hydro2dの他の共通ブロックVAR1, VAR2, SCRAもそれぞれ VARHのそれと
ほぼ同じ大きさの四つの配列から構成されている．これらの共通ブロックを宣言
の順番に VAR1, VAR2, VARH, SCRAの順にメモリ割り当てを行った際の，4MB
のダイレクトマップのキャッシュ上でのイメージは図 4.6の様になる．図中の薄い
灰色部分は，共通ブロックを構成する各配列を 2分割したうちの前半の部分配列
を示している．ここで分割数に 2を選んだのは，四つの共通ブロックの合計サイ
ズが約 7.9MBであるため，2分割するとキャッシュサイズに収まるからである．
共通ブロックを構成する各配列がプログラム中のループで先頭から末尾へと均
等にアクセスされると想定すると，各ループを 2分割した場合の前半ループ（す
なわち先頭DLG）のアクセスする部分配列は，図 4.6の薄い灰色部分になる．し
たがって，図で重なりがあることから分かるように，DLG内データのコンフリク
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図 4.6: hydro2dのキャッシュイメージ
トが起ることになる．
実際のメモリ割り当ては，ネイティブコンパイラが行うので必ずしもソースコー
ド上での宣言順に割り当てられるわけではないが，この順で割り当てられた場合
はコンフリクトミスが起る．そこで，本手法ではネイティブコンパイラに共通ブ
ロックの割り当て順を任せず，これらの共通ブロック（小共通ブロック）を結合
して一つの共通ブロックを生成することで，小共通ブロックの割り当て順を決定
する．また同時に，小共通ブロック間にダミー配列を挿入することによってパディ
ングを行い，小共通ブロックを構成する配列間でのコンフリクトミスを防ぐ．以
下に共通ブロック間パディングの手順を示す．
ステップ 1 配列サイズの推定
本手法ではほぼ同じ大きさの配列で構成されている共通ブロックを対象にする
ため，まず各共通ブロックが大きさのほぼ等しい配列のみから構成されているかど
うかを判定する．構成されている場合，その配列の大きさを common array size
とする．
今回の実装では簡単のためプログラム中の実行文での共通ブロックのメンバ変
数のアクセスパターンを調べずに，プログラムの全プロシージャでの変数宣言部
のみ調べて求める．共通ブロックのメンバになっている配列のうち，ダミー変数
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（すなわちループ等の実行文で利用されない）と考えられる (1)共通ブロック全体
と同じ大きさの配列，(2)共通ブロックの最後のメンバの配列を除いた全配列の大
きさが，一定の差（現在の実装では 5%）以内に収まる場合に，その配列の大きさ
をその共通ブロックの common array sizeとする．また，共通ブロック中のスカ
ラー変数はサイズが小さいので無視する．
ステップ 2 対象共通ブロックグループ選択
大きさのほぼ等しい配列から構成されている共通ブロック中で，common array size
がほぼ等しい共通ブロックをグループ化して，共通ブロック間パディングの対象
とする．hydro2d の共通ブロックの内VAR1, VAR2, VARH, SCRAはほぼ同一の
大きさの 4つの配列から構成されており，対象共通ブロックグループに選ばれる．
ステップ 3 パディングサイズの決定
共通ブロックの合計サイズをキャッシュサイズで割って div numを求め，また
common array sizeを div numで割って part sizeを求める．配列間パディングと
同様に，対象共通ブロックグループに属する共通ブロックをキャッシュ上に割り当
てたイメージを求め，キャッシュサイズをまたぐ共通ブロック（図 4.6の VARH）
の先頭アドレスが cache size + part sizeとなるように，共通ブロック間（図 4.6
のVAR2, VARH間）にパディングを行う．hydro2dに共通ブロック間パディング
を適用したキャッシュイメージを図 4.7に示す．
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図 4.7: hydro2dでの共通ブロック間パディング
4.6 セットアソシアティブキャッシュ
今回の性能評価では，セットアソシアティブキャッシュに対しても，同サイズの
ダイレクトマップキャッシュと同様として扱ってパディングを行った．n-way セッ
トアソシアティブキャッシュのメモリイメージは，ダイレクトマップキャッシュの
サイズが n分の 1になったものと考えられるが，ダイレクトマップ上で重なりを持
たないようにパディングを行っていれば，n-way セットアソシアティブキャッシュ
での重なりは n 以下になるため，キャッシュのリプレース方式が LRUの場合はコ
ンフリクトが生じないと想定される．
swimを 4MBの 2-wayセットアソシアティブキャッシュを対象にパディングを適
用した時のキャッシュイメージを図 4.8に示す．図 4.8のキャッシュイメージでは
2-wayであるため 2MBで折り返して表示している．このときのパディングサイズ
はダイレクトマップの場合と同様である．すなわち図 4.4に示す 4MBのダイレク
トマップ上でのキャッシュイメージを 2MBで折り返した図となっている．図 4.8
で垂直方向に同一の位置にあるアドレスは，同一セットに割り当てられることを
示しているが，2-wayであるため最大 2ラインまではコンフリクトミスが起らない
ことが想定される．
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図 4.8: 4MB 2-wayキャッシュでの割り当てイメージ
4.7 性能評価
本章では提案するデータローカライゼーションを伴うパディング手法の性能に
ついて述べる．性能評価には表 4.1に示すように，4MBのダイレクトマップ L2
キャッシュを持つ 4プロセッサ SMPワークステーション Sun Ultra 80と 4MBの
4-wayセットアソシアティブキャッシュを持つ 4プロセッサワークステーション IBM
RS/6000 44p-270，1440KBの 8-wayセットアソシアティブキャッシュを持つ 24プ
ロセッサハイエンド UNIXサーバー IBM pSeries 690 regattaを用いた．また，今
回使用したマルチプロセッサマシンの L2キャッシュは physically-indexed キャッ
シュである．
性能評価では，本手法を実装した OSCARコンパイラを用いて，逐次FORTRAN
プログラムを自動並列化した結果を OpenMP FORTRANプログラムとして出力
し，その後マルチプロセッサマシン上のネイティブコンパイラを用いて実行ファ
イルを生成した．
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表 4.1: 性能評価環境
Sun Ultra 80 IBM RS/6000 44p-270 IBM pSeries 690
プロセッサ Ultra SPARC II Power3 Power4
周波数 450MHz 375MHz 1.1GHz
プロセッサ数 4 4 24
L1Dキャッシュ 32KB(1way) 64KB(128way) 32KB(2way)
L2キャッシュ 4MB(1way) 4MB(4way) 1440KB(8way)/2pe
L3キャッシュ - - 32MB(8way)/2pe
主記憶 1GB 1GB 32GB
OS Solaris 9 AIX 4.3 AIX 5.1
コンパイラ Forte 7.0 XL Fortran 7.1 XL Fortran 8.1
4.7.1 tomcatvによる性能評価
まず第 3章での性能評価に用いた SPEC CFP95の tomcatvを用いた性能評価に
ついて述べる．tomcatv はメインプロシージャ単体からなるプログラムで，倍精
度の 513 513 の約 2MB の二次元配列を 7個使用し，合計データサイズは約 14
MBである．本手法ではこれらの配列間にパディングを適用した．Ultra80および
RS/6000 44p-270の 4MBの L2キャッシュを対象としたパディングでは，コンパイ
ラにより各配列の宣言サイズは 513 576に拡張し，pSeries 690の 1440KBの L2
キャッシュを対象とした場合は 513x740に拡張される．
図 4.9に RS/6000 44p-270上でのXL Fortrainコンパイラのみを用いた場合の逐
次実行に対する，XLFコンパイラの自動並列化による速度向上率，OSCARコン
パイラでループ均等分割およびスタティックスケジューリングを用いた場合の速度
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図 4.9: RS/6000 44p-270での tomcatvに対する配列間パディングの性能
向上率（oscar base），OSCARコンパイラによりループ整合分割，DLG内タスク
の連続実行スケジューリングを用いたキャッシュ最適化を行った場合の速度向上率
（oscar cache opt.）およびそれに配列間パディングを用いてコンフリクトミスを削
減した場合の速度向上率（oscar cache opt.+padding）を示す．また，図中の棒グ
ラフ上の数字は実行時間（秒）を示す．
図 4.10に pSeries 690上での同様の評価結果を，図 4.11に Ultra80上での評価結
果を示す．ただし Ultra80上では Sun Forte 7.0コンパイラの逐次実行に対する速
度向上率を示す．
RS/6000 44p-270では，データサイズ（約 14MB）が全プロセッサの合計キャッ
シュサイズより大きい 1pe, 2pe, 3peでは，パディングを用いないキャッシュ最適化
により OSCARコンパイラの性能は 11～15%向上し，さらにパディングを用いる
ことで 5～24%の性能向上が得られている．4peではデータサイズよりも合計キャッ
シュサイズ（16MB）のほうが大きいため，ループ均等分割およびスタティックス
ケジューリング（oscar base）の場合でもキャッシュ最適化効果が得られているた
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め，oscar cache opt.での性能向上は 2.8%にとどまっているが，この場合でもパ
ディングを用いることにより 20.4秒から 16.9秒へと 21%の速度向上が得られた．
pSeries 690上でも，oscar baseに対してキャッシュ最適化を用いることによって
最大 51%性能向上が得られ，さらにパディングを併用することで最大 6.9% 性能
が向上した．例えば 2peでは oscar baseでの実行時間は 21.7秒であるのに対して，
ループ整合分割および DLG内タスクの連続実行スケジューリングを用いた場合
（oscar cache.opt）は 13.3秒と 51.2%の性能向上が得られ，さらにパディングを併
用した場合（oscar cache opt.+padding）には 13.5秒となり 6.1%の性能向上が得
られ，oscar baseに対して 60.3%の性能向上が得られた．
RS/6000 44p-270に比べ，oscar cache opt.による性能向上が大きいのは，L2
キャッシュサイズが 1440KB（2pe共有）と小さいために，プロセッサ台数での均
等分割である oscar baseに比べて，分割数を大きくしたループ整合分割を用いた
oscar cache opt.による効果が大きいためであると考えられる．またパディングに
よる性能向上が低くなっているのは，RS/6000 44p-270の L2キャッシュが 4MBで
あるのに対して pSeries 690では 1.44MBであるためデータレイアウトが違うこと，
およびアソシアティビティが pSeriesのほうが大きいことにより，元々コンフリク
トミスが少なくなっているためであると考えられる．
Ultra80上では，パディングを用いない場合の速度向上率が低いが，これは前述
したように，Ultra80上の Solaris9のデフォルトのページ変換方式では，論理アド
レス上でのデータレイアウトが物理アドレス上でも保たれるため，論理アドレス
上でのコンフリクトの影響がダイレクトに実行時間に反映されるためである．し
かしパディングを用いて論理アドレス上でのコンフリクトを削減することにより，
1peで 135秒から 104秒と 30%，2peで 103秒から 61秒と 68%，3peで 88秒から
31秒と 282%，4peでは 88秒から 19秒へ 469%の速度向上が得られた．プロセッサ
台数が大きくなるほど総キャッッシュ容量が大きくなるため，パディングを用いな
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い場合の前キャッシュミスに対するコンフリクトミスの割合が大きいため，パディ
ングによる速度向上率が大きくなっていると考えられる．
以下の節では，SPEC CFP95の tomcatv, swim, hydro2d, turb3d, mgridの五つ
のプログラムを用いた性能評価について述べる．コンパイル方法としては，OSCAR
コンパイラを用いてパディングを含むデータローカライゼーション手法を適用し
た場合とパディングを適用しないデータローカライゼーションに加え，ネイティ
ブコンパイラのみによって自動並列化を行った際の最大性能と比較する．
tomcatv, swim, hydro2d, mgridについては，SPECのオリジナルソースコード
を使用した．turb3dはサブルーチンコールを含むメインループを持ち，このルー
プはインタープロシージャ解析を用いたループ並列化により並列化可能となる．し
かし現在の OSCARコンパイラではこの機能が実装されていないため，この機能
を持つAPCコンパイラ [APC] 2を利用してループ並列化した結果をOpenMPで出
力して，OSCARコンパイラの入力としキャッシュ最適化を行った．Sun Forteコ
ンパイラ，IBM XL Fortranコンパイラも同様に単独ではこのループ並列性を抽出
できないため，APCコンパイラをプリプロセッサとして利用することにより，平
等な条件で提案手法の評価を行った．
4.7.2 Sun Ultra 80上での評価
Solaris 8はページ変換方式として，デフォルトのHashed VAに加え，V.addr=P.addr，
Bin Hoppingの三つを提供する [MM01]．V.addr=P.addrは論理アドレス上での連
続アドレスは物理アドレス上でも完全に連続するように変換される方式である．デ
2
APCコンパイラは，METI/NEDOミレニアムプロジェクト IT21 Advanced Parallelizing Com-
pilerによって開発されたコンパイラで，それぞれ単体でも動作可能な早稲田大学，日立，富士通
の 3コンパイラを OpenMPを中間言語として統合したコンパイラである．OSCAR コンパイラは
早稲田大学により研究開発が行われており，APCコンパイラを構成する 3コンパイラのうちのひ
とつである．
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フォルトのHashed VAも前述のように連続性は保たれるため，今回はデフォルト
の Hashed VAと Bin Hoppoingの二つの方式での性能評価を行った．
Hashed VAでは同様に連続性は保たれるが，L2キャッシュサイズ（4MB）毎に
L1キャッシュサイズとページサイズを考慮した少量のギャップを入れることによ
り，論理アドレス上でちょうど L2キャッシュサイズだけ離れた二つのアドレス間
でのラインコンフリクトミスを避けようとする方式である．
この方式でもギャップサイズが少量であることと，それ以外の部分では連続性が
保たれることから，この方式では論理アドレス上でのパディングは物理アドレス
キャッシュに対しても有効に働く．今回はデフォルトのHashed VAとBin Hoppoing
の二つの方式での性能評価を行った．
パディングの適用
今回の性能評価では，対象としたプログラムのアクセスするデータサイズは L2
キャッシュサイズの倍以上であるため，ミス時のペナルティが大きく，処理性能に
大きな影響を与える L2 キャッシュを対象に本手法を適用した．また，L2キャッ
シュを対象とした場合，今回使用したプログラムのデータサイズは，いずれのマ
シン上でも全プロセッサの合計キャッシュサイズより小さいため，ループ分割数と
してはプロセッサ台数を用い，スタティックスケジューリングを用いて各DLGを
各プロセッサに割り当てた．
tomcatvはメインプロシージャ単体からなるプログラムで，倍精度の 513 513
の約 2MB の二次元配列を 7個使用し，合計データサイズは約 14 MBである．本
手法ではこれらの配列間にパディングを適用した．4MBの L2キャッシュを対象と
したパディングでは，コンパイラにより各配列の宣言サイズは 513 576に変更さ
れる．swimは単精度の 513 513の約 1MBの配列を 13個使用する．これらは共
通ブロックに属する変数であるが，全プロシージャで同一の形をしているため配
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列間パディングを適用し，4MBの L2キャッシュに対して 513 544の宣言サイズ
に変更した．hydro2d に対しては前述したように共通ブロック間パディングを適
用した．4MB の L2 キャッシュに対しては，共通ブロック VAR1, VAR2, VARH,
SCRA を結合して一つの共通ブロックとし，VAR2, VARH の間に 318696バイト
のダミー配列をパディングしてデータレイアウトを変更した．turb3dは倍精度の
666464要素の三次元配列 6個すなわち合計約 12MBの配列にアクセスするが，
ループ分割を行うと各プロセッサが配列をブロック分割した範囲をアクセスするア
クセスパターンと，各プロセッサのアクセス範囲がインターリーブされているアク
セスパターンが存在する．提案手法では前者のアクセスパターンにコンフリクト
ミスが生じていると推定し配列間パディングを適用し，配列サイズを 66 64 71
に拡張する．また，mgrid に対しては本手法ではコンパイル時にコンフリクトミ
スが生じると判定されないため，コンパイラはパディングを行わないコードを生
成している．
Hashed VA時の性能
Hashed VA時の Sun Ultra 80上で各コンパイル方法を適用した場合の，Forte
コンパイラのみを用いた場合の逐次実行に対する最大速度向上率を図 4.12に示
す．図中の棒グラフの上の数値は実行時間を表す．また Ultra SPARC-IIの CPU
Performance counterを用いて計測した L2キャッシュミス回数を図 4.14，図 4.15)
に示す．
図 4.12に示すように，tomcatv, swim, hydro2dの逐次実行時間は 119秒，104
秒，141秒であるのに対して，Forteコンパイラの自動並列化（図 4.12 forte max）
を行った時の実行時間は 98秒，61秒，77秒であり，それぞれ 1.2 倍，1.7倍，1.8
倍の速度向上にとどまっている．またパディングを用いない場合の OSCARコン
パイラ（図 4.12 oscar w/o padding）での実行時間は 88秒，61秒，62秒であり，
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図 4.12: Speedups on Sun Ultra 80 (Hashed VA)
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図 4.15: L2 cache misses on Sun Ultra 80 (Bin Hopping)
速度向上率は 1.4，1.7，2.3倍とプロセッサ台数による速度向上が得られていない．
これはプロセッサ台数の増加によりキャッシュの合計サイズが増えるのにもかかわ
らず，前章で述べたようにコンフリクトミスのためにキャッシュミス回数が削減さ
れず，キャッシュミスが実行時間の大半を占めているためと考えられる．例えば図
4.14に示す swimのキャッシュミス回数を見ると，逐次実行（ forte single）の場合
のキャッシュミス回数は約 3.5 億回であるのに対して，Forteの自動並列化（ forte
max）では約 3.0 億回，パディングを用いない場合の OSCARコンパイラ（oscar
w/o padding）でも約 3.0億回であり，逐次実行時の 86%までしか削減されていな
い．また，tomcatvで Forteコンパイラで自動並列化した場合のキャッシュミス回
数が増大しているが，これは Forteコンパイラは二重ループに対して，ループイン
デックスが二次元配列の最速変化次元（一次元目）の添字となる内側をループ並列
化しているために，キャッシュ利用効率が落ちているためである．一方，OSCAR
コンパイラはループインターチェンジと配列の転置を組み合わせることで，すべ
ての並列処理可能ループに対して外側ループを並列化し，かつそのループインデッ
クスが二次元配列の最遅変化次元（二次元目）になるようにしており，Forteコン
パイラに見られるようなキャッシュミス回数の増大は起らない．
また，turb3dについては，前述のように複数のアクセスパターンを持ち，コン
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フリクトミスが少ないアクセスパターンのプログラムの全実行時間に占める割合
が他の 3プログラムに比べて大きいため，並列実行時のキャッシュ利用効率が高く
なっている．mgridはOSCARコンパイラによってコンフリクトミスが判定されな
かったように，並列実行時においてコンフリクトミスがボトルネックとならない
ため，性能向上が得られている．
Ultra 80ではコンフリクトミスにより台数効果が妨げられているが，パディン
グを用いてコンフリクトミスを削減した OSCARコンパイラ（図 4.12 oscar w/
padding）では，実行時間は tomcatvで 19秒，swimで 11 秒，hydro2dで 31秒，
turb3dで 56秒となった．逐次実行と比較するとそれぞれ 6.3倍，9.4 倍，4.6 倍，
3.4倍の速度向上であり，台数効果が得られていることが分かる．また，パディン
グを用いない場合のOSCARコンパイラ（図 4.12 oscar w/o padding）に対しては
tomcatvで 4.7倍，swimで 5.5倍，hydro2dで 2.0倍，turb3dで 1.2倍と大幅な性能
向上が得られており，パディングの効果が大きいことが確認された．パディングを用
いたときのキャッシュミス回数は図 4.14 oscar w/ paddingに示すように，tomcatv
で用いない場合の 3.5%に，swimで 4.2%，hydro2dで 25%，turb3dで 61%に削減
されており，パディングが速度向上に寄与していることがわかる．hydro2dの場合
tomcatv, swimと比べ速度向上率，キャッシュミス回数の削減率が悪いのは，プロ
グラムの全実行時間に対する本手法の適用対象配列にアクセスするループの実行
時間が短いことと共通ブロック間パディングであることが挙げられる．
また，turb3d の速度向上率が 1.2倍にとどまっているのは，前述したようにア
クセスパターンの異なるループが存在するためである．turb3d の実行時間のうち
大部分を占める五つの連続する実行フェーズのキャッシュミス回数を表 4.2に示
す．これらの 5 フェーズはメインループの内部に入っており繰り返し実行される
が，表に示したキャッシュミスは各フェーズの全実行のキャッシュミス回数の合計
である．表の w/o padding列がパディングを用いない場合のキャッシュミス回数，
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w/ padding列がパディングを行った場合のキャッシュミス回数で，di列がその
差で数値が大きいほど多くのキャッシュミスが削減されてことを示す．doall2-call
uxw-doall3のフェーズが提案手法の対象となるアクセスパターンを持つループで
あり，各フェーズでは各プロセッサが配列をブロック分割した領域をアクセスす
る．一方，doall1, doall4は異なるアクセスパターンを持ち，各プロセッサのアク
セス範囲がインターリーブされている．表から L2キャッシュミスの削減がよく行
われているのは，本手法の対象となったフェーズのうちの call uxw, doall3であり，
それぞれ 542万回，536万回のキャッシュミスが削減されており，キャッシュミス
回数はパディングなしの場合の 4.1%, 10.0%になっている．これは doall2 の実行
により各プロセッサのキャッシュにデータが乗り，call uxw, doall3ではキャッシュ
上のデータを再利用するためキャッシュミスの削減が削減されているからである．
一方 doall1, doall4は異なるアクセスパターンを持つため，doall2-call uxw-doall3
のフェーズとは異なるデータに各プロセッサがアクセスするので，パディングを
用いた場合でもキャッシュミスが生じるため，削減回数はそれぞれ 50万回，74万
回であり，キャッシュミスはパディングを行わない場合の 89%，88%までしか削減
されていない．
Bin Hopping時の性能
次に図 4.13に示すBin Hoppingの場合を見ると，パディングを用いない場合の
OSCARコンパイラ（図 4.13 oscar w/o padding）の実行時間は，tomcatvで 49秒，
swimで 36秒，hydro2dで 44秒，turb3dで 60秒であり，逐次実行に対する速度
向上率はそれぞれ 2.4倍，3.0倍，3.2倍，3.2倍となっている．これをHashed VA
時のパディングを用いないOSCARコンパイラ（図 4.12 oscar w/o padding）と比
較すると，それぞれ 1.8，1.7，1.4，1.1倍 Bin Hoppingの方が良い性能を示して
いる．また Forteコンパイラの自動並列化同士で比較しても，Bin Hoppingの方が
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表 4.2: turb3dの L2キャッシュミス回数
L2 cache misses
w/o padding w/ padding di
doall1 4,680,561 4,178,363 502,198
doall2 9,852,230 9,115,141 737,089
call uxw 5,653,883 234,528 5,419,355
doall3 5,962,620 598,339 5,364,281
doall4 5,134,257 4,529,314 604,943
Hashed VAに比べて良い性能となっている．これは Bin Hoppingでは論理アドレ
ス上での連続アドレスが物理アドレス上では連続とならないため，論理アドレス
上で想定したようなキャッシュコンフリクトが，物理アドレスでは起らないためで
ある．
一方Bin Hoppingでは，パディングを用いた場合のOSCARコンパイラ（図 4.13
oscar w/ padding）の実行時間は，それぞれ 47秒，35秒，44秒，62秒であり，パ
ディングを用いない場合の OSCARコンパイラに比べて，数%の性能向上にとど
まっている．これは，Bin Hoppingでは論理アドレス上でのパディングが物理アド
レス上では Hashed VAのようには有効に働いてないためである．
パディングを用いた場合のHashed VAの性能と Bin Hopping時の最高性能を比
較すると，例えば tomcatvの実行時間は，前者では 19秒であるのに対して，後者
では 47秒であり，Hashed VAでパディングを適用した場合の方が 2.5倍高い性能
を示した．同様に swimでは 3.2倍，hydro2dでは 1.4倍，turb3dでは 1.1倍高い
性能を示すことが分かり，Ultra 80上では Hashed VAでパディングを利用した場
合に最高性能が得られた．
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図 4.16: Speedups on RS/6000 44p-270 (Bin Hopping)
4.7.3 IBM RS/6000 44p-270上での評価
4-wayセットアソシアティブの 4MBの L2キャッシュを持つ IBM RS/6000 44p-
270での評価結果を図 4.16, 図 4.17に示す．AIX 4.3のデフォルトのページ変換方
式は Bin Hoppingであるが，Page Coloringも提供されているため，この両者で性
能評価を行った．図の縦軸は Bin Hopping の場合の XL Fortranコンパイラ（以
下XLFコンパイラ）のみを用いて逐次処理をした場合に対する速度向上率を示し
ている．本評価ではセットアソシアティブキャッシュに対してもダイレクトマップ
として考えてパディングを行っており，各プログラムに対するパディングサイズ
は Ultra 80の場合と同一である．
図 4.16に示すBin Hopping時のOSCARコンパイラでパディングを用いた場合
の実行時間はそれぞれ 17秒，12秒，16秒，25秒であり，パディングを用いない
場合のOSCARコンパイラがそれぞれ 20秒，13秒，17秒，25秒であるのと比較
すると，パディングによる性能向上は 20%，4.6%，3.2%，0.2%であった．turb3d
は前述のようにアクセスパターンが異なるループが存在するため性能向上率が得
られていないが，その他のプログラムでは数%から数十%の性能向上が得られた．
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図 4.17: Speedups on RS/6000 44p-270 (Page Coloring)
図 4.17に示すページ変換方式を Page Coloringに変更した時の性能を見ると，パ
ディングを行わない場合のOSCARコンパイラの実行時間は 33秒，33秒，26秒，
27秒と，Bin Hoppingの場合に比べ遅くなっている．また，XLFの自動並列化で
もBin Hoppingの方が Page Coloringより高速に処理を行うことができている．こ
れは，Ultra 80の場合と同様に，Bin Hoppingでは論理アドレス上で想定したコン
フリクトミスが物理アドレス上では起らないためである．
一方Page Coloring時のパディングによる効果を見ると，パディングを用いた場
合のOSCARコンパイラの実行時間は 13秒，8秒，17秒，25秒であり，パディン
グを用いないOSCARコンパイラに対して 2.4，4.1，1.5，1.1倍の性能向上が得ら
れた．
パディングを用いることによりPage Coloring時の処理速度が向上し Bin Hopping
の性能を上回り，RS/6000上でも Page Coloring時にパディングを用いることで最
大性能が得られることが分かった．
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図 4.18: Speedups on pSeries 690
4.7.4 IBM pSeries 690上での性能評価
本節では IBM pSeries 690 regatta上での性能評価について述べる．本配列間
パディング手法は，pSeries 690の 2プロセッサで共有される 1440KBの L2キャッ
シュを対象に適用した．tomcatvでは倍精度の 513513の約 2MBの二次元配列を
513 740に配列間パディングにより拡大した．また swimでは単精度の 513 513
の約 1MBの配列を 513  740に変更した．turb3dでは 66  64の 3 次元配列を
666491に変更した．また hydro2d，mgridに対してはOSCARコンパイラによ
りDLG内ループによってアクセスされるデータ間にコンフリクトミスが生じてい
ないと判定されるためパディングは行われなかった．なお pSeries 690では，ペー
ジ変換方式として page coloringがサポートされていないため，デフォルトの bin
hoppingのみで性能評価を行った．
図 4.18に IBM pSeries 690 regatta上での性能評価結果を示す．図の縦軸は各ア
プリケーションにおける IBM XL Fortran 8.1コンパイラによる逐次実行に対する
速度向上率を示している．
XL Fortranコンパイラによる逐次処理時間は tomcatvで 23秒，swimで 23秒，
hydro2dで 30秒，turb3dで 39秒，mgridで 35秒であるのに対して，XLFコンパ
95
第 4章 コンフリクトミス削減のためのデータレイアウト変換
イラの自動並列化を用い場合の最大性能はそれぞれ 19秒，9.2秒，21秒，9.6秒，
16秒であり，逐次実行に対する速度向上率としては 1.2倍，2.5倍，1.4倍，4.1 倍，
2.4倍と 24プロセッサを利用しているにも関わらず低いものとなっている．
一方OSCARコンパイラにより並列化を行った場合の処理時間は，配列間パディン
グを用いない場合では tomcatvで 3.2秒，swimで 1.3秒，hydro2dで 3.0秒，turb3d
で 3.2秒，mgridで 3.4秒であり，XLFの逐次実行に対する速度向上率としてはそ
れぞれ 7.3倍，17倍，10倍，12倍，10倍が得られた．また，配列間パディングを
用いた場合は tomcatvで 3.0秒，swimで 1.2秒，turb3dで 3.0秒であり，パディン
グを用いない場合に比較してそれぞれ 7.5%，6.5%，7.8%の性能向上が得られた．
配列間パディングを用いない場合でも高い速度向上率が得られ，またパディングに
よる速度向上が数%にとどまっているのは，OSのページ変換方式が bin hopping
であるために，配列間パディングを用いない場合でもコンフリクトミスによる速
度低下が少ないためであると考えれる．
OSCARコンパイラと XL Fortranコンパイラの最高性能を比較すると，配列間
パディングを用いた場合の OSCARコンパイラにより XLFコンパイラに対して
tomcatvで 6.5倍，swimで 7.5倍，hydro2dで 7.1倍，turb3dで 3.2倍，mgridで
4.8 倍の性能向上が得られた．
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4.8 第4章のまとめ
本章ではキャッシュコンフリクトミス削減のための配列間パディングを用いた
データレイアウト変換手法について述べた．
一般にキャッシュのアソシアティビティには制限があるため，データはキャッシュ
の特定の位置に格納さえれる．そのため，異なるデータが同一位置に格納されコ
ンフリクトミスが生じる．
データローカライゼーション手法では，ループ分割によりデータをキャッシュに
フィットさせ，同一DLGに属するマクロタスクを同一プロセッサ上で連続的に実
行することによって，データがキャッシュから追い出される前に再利用することを
可能とする．しかし，同一DLGに属するマクロタスクがアクセスするデータ内で
コンフリクトミスが起る場合は，キャッシュの再利用ができなくなり，ローカライ
ゼーションの性能が低下する．
本手法では，まずデータローカライゼーション手法により連続実行されるルー
プによってアクセスされる配列間のコンフリクトミスをコンパイル時に推定し，そ
れらの配列の大きさを変更する配列間パディング手法を用いることによって，各配
列がキャッシュ上の異なる位置に格納されるようにデータレイアウトを変更する．
これにより DLG内でのコンフリクトミスを削減することで，DLG内でのキャッ
シュミスを最小化し，データローカライゼーションの性能を向上させる．
本配列間パディング手法は，データローカライゼーションを行ったうえで適用
することにより，複数ループ間でのコンフリクトミスの削減を行っており，従来
研究におけるコンパイラによるキャッシュ最適化が単一ループ内で行われているこ
とに対して，高い性能向上を得られる．
本手法の性能評価をキャッシュ連想方式，OS，ページ変換方式の異なる複数の
マルチプロセッサ上で行った． 4MBのダイレクトマップ L2キャッシュを持つ Sun
Ultra 80上での性能評価では，ページ変換方式としてUltra 80の最高性能が得られ
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たHashed VAを用いた場合では，Sun Forte 7.0コンパイラの自動並列化を行った
SPEC CFP95の tomcatvの最小処理時間は 98秒であったのに対して，本手法を用
いた場合は 19秒であり 5.2倍の性能向上が得られた．同様に swimでは 61秒から
11秒へ 5.4倍，hydro2dでは 77秒から 31秒へ 2.5倍，turb3dでは 66秒から 55秒
へ 1.2倍の性能向上が得られた．同様に 4MBの 4-wayセットアソシアティブキャッ
シュである IBM RS/6000 44p-270 上でも最高性能を示した Page Coloring上での
比較では，tomcatvではXLFコンパイラの自動並列化では最小処理時間は 69秒で
あるのに対して本手法を用いた場合は 14秒になり 3.4倍，swimでは 43秒から 8.0
秒へ 5.3倍，hydro2dでは 57秒から 17秒へ 3.3倍，turb3dでは 27秒から 25秒へ
1.1倍の性能向上がえられた．また，1440KBの 8-wayセットアソシアティブキャッ
シュを持つ 24プロセッササーバー IBM pSeries690 regatta 上では，Bin Hoppoing
のみがサポートされているが，tomcatvで IBM XL FORTRAN Compiler version
8.1 の最小処理時間が 19 秒であるのに対して本手法では 3.0秒と 6.5倍，swimで
は 9.2秒から 1.2秒へ 7.5 倍，hydro2dでは 21秒から 3.0秒へ 7.1倍，turb3dでは
9.6秒から 3.0秒へ 3.2倍の性能向上が得られることが示された．
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5.1 本研究により得られた成果
本論文では，マルチグレイン自動並列化コンパイラにおけるキャッシュ最適化
について述べた．本キャッシュ最適化手法では，粗粒度タスク並列処理において，
ループ整合分割によりデータサイズをキャッシュサイズにフィットさせた上で，共
有データにアクセスする分割ループを同一プロセッサ上で可能な限り連続実行さ
せることによって，キャッシュ利用効率を向上させる．さらに連続実行されるルー
プのアクセスするデータ間でのコンフリクトミスを削減する手法について述べた．
以下に，本研究により得られた成果を総括する．
(1) 近年マルチプロセッサシステムの最大性能と実効性能の拡大が問題となって
いる．この差を解決するためには，従来から行われてきたループ並列処理に
加えて，粗粒度タスク並列処理，近細粗粒度並列処理を利用するマルチグレ
イン並列処理が重要であるとともに，拡大するプロセッサとメモリの速度差
を隠蔽するためのメモリ階層の有効利用が重要となっている．本研究では，
マルチプロセッサシステムの備えるプロセッサとメモリ間に位置する小容量
で高速なキャッシュメモリを有効利用することにより，粗粒度タスク並列処
理の性能を向上させるキャッシュ最適化手法の提案および OSCARマルチグ
レイン自動並列化コンパイラへの実装，性能評価を行った．
(2) 本研究では，粗粒度タスク並列処理において，ループ整合分割によりデータ
サイズをキャッシュサイズにフィットさせた上で，タスクスケジューリングに
より共有データにアクセスする分割ループを同一プロセッサ上で可能な限り
連続実行させることによって，データのキャッシュから追い出される前の再
利用を可能とすることで，粗粒度タスク間のデータ転送を高速化させる手法
を提案した．従来のコンパイラによるキャッシュ最適化手法では，単一ルー
プを対象にループリストラクチャリング，データレイアウト変換を用いるこ
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とにより，キャッシュ性能を向上させていたに対して，本手法ではオリジナ
ルプログラム中では離れた複数ループ間でのキャッシュ最適化を行う．
SPEC CFP95ベンチマークの tomcatvを用いた性能評価では，IBM RS/6000
44p-270（4プロセッサ）上で IBM XL FORTRAN Compiler version 7.1の
最小処理時間は 40秒であるのに対して，本手法を用いることにより 20秒へ
と 1.9 倍の性能向上を示し，IBM pSeries 690（24プロセッサ）上では XL
FORTRAN Compiler version 8.1の最小処理時間 19秒から 3.2秒へと 6.5倍
の性能向上が得られ本手法の有効性が確かめられた．
(3) 現在のコンピュータにおけるキャッシュでは，データはキャッシュ上の任意
の位置には格納されず，ダイレクトマップ方式やセットアソシアティブ方式
によりキャッシュ上の特定の位置に格納されるため，キャッシュ上の同一の
位置に格納されるデータ間でお互いを追い出し合うコンフリクトミスが生じ
る．粗粒度タスク間キャッシュ最適化では，同一プロセッサ上で連続実行さ
れるタスクのアクセスするデータ量がキャッシュサイズにフィットするよう
にループ整合分割が行われているが，これらのデータ間でコンフリクトミス
が生じる場合は，データサイズがキャッシュサイズを越えていないにもかか
わらず，キャッシュミスが生じ，タスク間のデータ転送にキャッシュを有効
利用することができない．本研究では，このコンフリクトミスをコンパイル
時に推定し，配列間パイディングを用いることにより，プログラムのデータ
レイアウトを変更することで，連続実行されるタスクによってアクセスされ
るデータ間のコンフリクトミスを削減する手法の提案を行った．
本配列間パディング手法はデータローカライゼーションと組み合わせること
を前提としており，複数ループ間でのコンフリクトミスを削減し，粗粒度タ
スク並列処理の性能を向上させる．24プロセッササーバー IBM pSeries690
regatta上で行った性能評価では，IBM XL FORTRAN Compiler version 8.1
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の 24プロセッサまでの最小処理時間は tomcatvで 19秒，swimで 9.2秒，
hydro2dで 21秒，turb3dで 9.6秒であるのに対して，本手法を用いた場合の
最小処理時間はそれぞれ 3.0秒，1.2秒，3.0秒，3.0 秒であり，本手法により
6.5倍，7.5倍，7.1倍，3.2倍の性能向上が得られた．また，Ultra 80上での
性能評価では Sun ONE Studio 7 Fortran Compilerの最高性能と比較して，
tomcatvでは 98秒から 19秒へ 5.4倍，swimでは 61秒から 11 秒へ 5.4倍，
hydro2d では 77秒から 31秒へ 2.5倍，turb3dでは 66秒から 55秒へ 1.2倍
の性能向上が得られた．
本論文第 3章，第 4章におけるこれらの結果より，粗粒度タスク間キャッシュ最
適化が共有メモリ型マルチプロセッサシステムにおいて有効であることが確認さ
れた．
5.2 今後の課題
本研究に関する今後の課題を以下にまとめる．
(1) TLG生成のためのプログラムリストラクチャリング技術の向上，ループ分
割数の自動決定手法の確立を行い，より多くのプログラムに対して本手法を
適用できるようにし，多くのベンチマークプログラムを用いて評価を行うこ
とは今後の課題である．
(2) アプリケーションプログラムのデータサイズの増加速度はキャッシュサイズ
の増加速度を上回っていると考えられる．したがって，ループ分割数をより
大きくすることが今後必要となる．マクロタスク融合，コ ドー生成技術の改
良等によりループ分割数を増加させたときのオーバヘッドの削減，コードサ
イズの増大の抑制が今後の課題となる．
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(3) 今回の性能評価は共有メモリ型マルチプロセッサ上で行ったが，分散メモリ
型マルチプロセッサマシンや PCクラスター，GRIDなどの分散コンピュー
ティング環境への応用および自動化は今後の課題である．
(4) 本研究では現在の汎用向けコンピュータで一般的であるキャッシュメモリを
対象にしたが，例えば OSCARアーキテクチャのローカルメモリのようにコ
ンパイラにより制御可能なメモリに対するローカリティ最適化は今後の課題
である．
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