Abstract. This work aims to present an assessment of a modified version of the standard EM clustering algorithm for remote sensing data classification. As observing clusters with very similar mean vectors but differing only on the covariance structure is not natural for remote sensing objects, a modification was proposed to avoid keeping clusters whose centres are too close. Another modification were also proposed to improve the EM initialization by providing results of the well known Kmeans algorithm as seed points and to provide rules for decreasing the number of modes once a certain a priori cluster probability is very low. Experiments for classifying Quickbird high resolution images of an urban region were accomplished. It was observed that this modified EM algorithm presented the best agreement with a reference map ploted on the scene when compared with standard K-means and SOM results.
Introduction
Many supervised and unsupervised parametric classification methods usually follow a unimodal assumption for class conditional feature distribution. In general, this assumption is not suitable for remote sensing data, particularly for those of very high spatial resolution. One way to improve classification results is describing the class conditional distribution as a mixture of distributions.
The finite mixture model (FMM) is a useful tool for multimodal density estimation. Given the observed data X, an FMM p(x; Θ) where x ∈ X can be defined as
where M is the number of components, P j is the jth mixing proportion, p(x|C j ) the corresponding component density and Θ denotes the parameter vector of the density. If the jth underlying density is the multivariate gaussian p(x|C j ) = |2πΣ j | exp((x − µ j ) T Σ −1 j (x − µ j )) −1/2 , with mean vector µ j and covariance matrix Σ j , the model is refered to as the gaussian mixture model (GMM).
One way to estimate mixture models is to assume that data points have a "membership" to the unimodal components of data distributions and such membership is unknown. The objective is to estimate suitable parameters for the model, where the connection to the data points is represented as their membership in the individual model distributions.
In statistical pattern recognition, mixture models allow a formal approach to unsupervised learning [5] . A standard method to estimate FMM from observed data is the Expectation-Maximization (EM) algorithm, firstly proposed by [3] .
Given a complete set Z = (X, Y ) where X is the observed data (the incomplete data) and Y the unobserved data, the joint probability density of Z is given as p(X, Y ; Θ). The ML estimate of Θ is obtained by maximizing the incomplete-data log-likelihood function
The incomplete data log-likelihood function is maximized through EM algorithm by iteratively maximizing the expectation of the complete data loglikelihood function given by
At (t + 1)th iteration the E-step of the algoritm computes the expected complete data log-likelihood as follows:
and the M-step calculates Θ by maximizing Q(Θ|Θ(t)). EM is an iterative procedure which under mild conditions converges to a (local) maximum of L(Θ; X) depending on the initial solution Θ(0) .
In other words, EM is a general method of estimating the features of a given data set, when the data are incomplete or have missing values [1] . Finite mixture models are able to represent arbitrarily complex probability density functions [4] . This fact makes EM proper for representing complex likelihood functions. This algorithm has been used in several areas, such as image reconstruction, signal processing, and machine learning [9] , [11] .
Being an iterative procedure, EM presents high computational cost. This article presents a variation of the algorithm EM to improve the classification results, particularly for remote sensing applications. It is done first taking in account particularities of optical remote sensing data distribution, and providing the first set of parameters from K-means algorithm and by performing clustering validation techniques.
The paper is organized as follows. Section 2 describes the basic EM approach and its application to mixture models. In Section 3 we show our main contribution describing the improved EM. Section 4 presents some experimental results for applying the proposed method to urban remote sensing images as well as a discussion about the classification method performance. Finally, Section 5 presents the conclusion.
We assume that the algorithm will estimate M class distributions C j , j = 1, . . . M . For each of the N input vectors x k ∈ X, k = 1, . . . N , the algorithm calculates the probability P (C j |x k ) [12] . The highest probability will point to the vector's class.
To apply EM for remote sensing imagery analysis we have created the input vectors with one vector per pixel. The vector contains the pixel values for each spectral channel in the image. An image with l bands produces a l − D attribute space.
The EM algorithm works iteratively by applying two steps: the Estep (Expectation) and the M-step (Maximization). Formally,Θ(t) = {µ j (t), Σ j (t), P j (t)}, j = 1, . . . M stands for successive parameter estimates. In the standard EM,Θ(0) is randomly defined, and EM approximatesΘ(t) to the real data distribution when t → ∞.
E-Step
This step calculates the conditional expectation of the complete a posteriori probability function. Each cluster probability, given a certain attribute-vector, is estimated as following:
where
M-Step
This step updates the parameter estimationΘ(t). Given the cluster probabilities, the mean and covariance values for each cluster are estimated as
The overall probability for each cluster is also calculated in this step as:
Convergence
Both steps, E and M, are performed until convergence, according to
where . F stands for the Frobenius norm, the square root of the sum of the absolute squares of its elements [12] , and ς is a threshold for convergence. The second stop criteria is given by
where . is the Euclidean distance between vectors, and ε is second a convergence threshold. When both equations are true, the algorithm reaches convergence and Equation 5 is applied to classify the image.
Modifications to the standard EM algorithm
In this section we explain our main contributions to the EM algorithm. Figure  1 illustrates our method, which is composed by three main modules. The first one describes the data initialization, followed by the probabilities estimation, and finished by the data classification. The "Initialization" and "Probabilities estimation" modules were adjusted to carry out the improvements in the results. 
Initialization
The instance set x is built with the pixels of each image spectral channel. [6] used agglomerative hierarquical clustering based on the classification likelihood to estimate the initial parameters for EM. Besides this approach, [10] have also suggested the parameter estimation from K-means. This work employs K-means algorithm for producing the first set of unknown parameters Θ, i.e. when t = 0. It is important to point out that K-means defines its initial parameters randomly, and provides to our algorithm the clusters means. Therefore, in the beginning the set of covariance matrix is created with identity matrices. By applying this to the EM approach, we reduce the number of iterations, thus reducing computational time.
Probabilities estimation
This module performs the iterative procedure for probabilities estimation. We suggest to remove redundant clusters and to maximize the separability between them to correct the number of clusters. The approach performs cluster exclusion when some cluster presents low probability, according the equation 8. In Figure 1 , such operation is defined by the "Redundancy reduction" module. Through a threshold η, the cluster exclusion is defined as:
As observing clusters with very similar mean vectors but differing only on the covariance structure is not natural for remote sensing objects, another modification was proposed to avoid keeping clusters whose centres are too close. If a cluster center is approaching another cluster center, one of them has its parameters randomly changed. We define a module called "Separability maximization", as the following equation:
where ζ is a threshold, ϑ is a random vector, and I is the identity matrix.
Classification
After convergence is acchieved, the algorithm classifies each pixel k in the image.
The vector x k is associated to one class with higher probability. The algorithm finds P (C j |x k ) > P (C i |x k ), j = i and classify x k as C j . Given the classified image, the next step includes the clusters labeling phase, which is performed manually, and stands for associating the generated clusters to the classes of interest. To analyze the results and compare the obtained agreement with reference regions, we also classified using well known unsupervised methods K-means and Self-Organizing Maps (SOM) [8] .
Results
The initial number of clusters was set to 15, a number that was big enough to consider all possibilities of class definitions in the test image. For EM and K-means we set k = 15, and for SOM, we created a map with 3 × 5 neurons. As the algorithm initializations are random we performed 10 classifications, using the same image for each algorithm, trying to avoid sub-optimal solutions. Considering all tests, the minimum detected number of Gaussians, considered as elements of the mixture, was 9. After classification, we manually assigned the clusters to one of the four reference classes.
We obtained an agreement coefficient with a reference classification map and the best results for each clustering procedure. The best classification results are shown in Figure 2 , and the obtained agreement matrices are displayed on Table  1 . The overall agreement with reference regions for EM was 70.58% of correct matches, whereas K-means obtained 68.12% and SOM obtained 65%. Kappa indices for every algorithm were κ = 0.557 for EM, κ = 0.483 for K-means and κ = 0.474 for SOM. EM algorithm presents some drawbacks. Being a local method, it is sensitive to the initialization because the mixture model likelihood function is not unimodal [5] . This was the main reason for using K-means as first set of parameters. For certain mixture types, it may converge to the parameter space boundary, leading to meaningless estimates. It would be expected to get better results for EM than for K-means, since it provides the first set of parameters, and improved EM adjust them in a better way, including also the estimation of covariance matrices.
Therefore, to test the better performance of our method we performed several tests using the original EM and the modified EM approach. The experimental tests took into account the processing time until convergence, for both approaches. We used 5 different images, regardless the image used in the previous experiment, with different parameters. Table 2 shows the results considering the image size, number of classes, and computational time until convergence.
Calculating the average values for time speed up, showed at the line ∆t1 ∆t2 of the table, we reach the value 3.35, i.e. our improved approach is around 3× faster than the original one. However, even becoming faster than the original approach, EM is still more expensive in terms of processing time than the other methods. It performs calculations of inverse matrix and determinant at each iteration for the whole set of data. Images classified by pixel-based methods (non region-based) generally present a noisy appearance because of some isolated pixels that are misclassified [7] . As observed in the agreement matrix, the class Roofs presented the worst classification results. This was due to the fact that such class varies a lot and some parts of the roofs are very similar to roads, leading to misclassifications. This work has presented improvements to the EM clustering method, by using K-means results as input, and some changes in the "Probabilities estimation" module.
Afterall, one of the main conclusions drawn from the experiments is that mixture models seems to be the best way to characterize the distributions for high resolution images, since the minimum number of detected modes was 9 for a 4 class problem, considering all tested methods. When compared with standard clustering approaches like K-means and SOM, the modified EM algorithm presented the best agreement with the reference map. This fact suggests that the proposed EM algorithm can be adopted as a standard choice for this task. Future works include a complete assessment of our method comparing it with other algorithms such as the original implementation of EM, hierarchical clustering, and fuzzy approaches.
Wrong initial parameters might result in meaningless classification, therefore initial estimation from K-means increased the resultant agreement. We have implemented the algorithm using TerraLib library [2] , which is available for free download at http://www.terralib.org/.
